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Preface

Continuing Professor Mira’s Scientific Navigation

Professor José Mira passed away during the preparation of this edition of the
International Work-Conference on the Interplay Between Natural and Artificial
Computation. As a pioneer in the field of cybernetics, he enthusiastically pro-
moted interdisciplinary research. The term cybernetics stems from the Greek
Kυβερνήτης (kybernetes), which means steersman, governor, or pilot, the same
root as government. Cybernetics is a broad field of study, but the essential goal
of cybernetics is to understand and define the functions and processes of systems
that have goals, and promote circular, causal chains that move from action to
sensing to comparison with a desired goal, and again to action. These defini-
tions can be applied to Prof. Mira. He was a leader, a pilot, with a visionary
and extraordinary capacity to guide his students and colleagues to the desired
objective. In this way he promoted the study and understanding of biological
functions for creating new computational paradigms able to solve known prob-
lems in a more efficient way than classical approaches. But he also impressed
his magnificent and generous character on all the researchers and friends that
worked with him, imprinting in all of us high requirements of excellence not only
as scientists, but also as human beings.

We all remember his enthusiastic explanation about the domains and levels in
the computational paradigm (CP). In his own words, this paradigm includes not
only the physical level, but also the meaning of calculus passing over a symbolic
level (SL) and a knowledge level (KL), where percepts, objectives, intentions,
plans, and goals reside. In addition, in each level it is necessary to distinguish
between the semantics and the causality inherent to that level phenomenology
(own domain, OD) and the semantics associated to phenomenologies in the exter-
nal observers domain (EOD). It is also important to note that own experiences,
which emerge from neural computation in a conscious reflexive level, only match
partially with what is communicable by natural language. We want to continue
Prof. Mira’s scientific navigation by attaining a deeper understanding of the
relations between the observable, and hence measurable, and the semantics as-
sociated to the physical signals world, i.e., between physiology and cognition,
between natural language and computer hardware.

This is the theme of the IWINAC meetings the “interplay” movement be-
tween the natural and artificial, addressing this problem every two years. We
want to know how to model biological processes that are associated with mea-
surable physical magnitudes and, consequently, we also want to design and build
robots that imitate the corresponding behaviors based on that knowledge. This
synergistic approach will permit us not only to build new computational systems
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based on the natural measurable phenomena, but also to understand many of
the observable behaviors inherent to natural systems.

The difficulty of building bridges over natural and artificial computation was
one of the main motivations for the organization of IWINAC 2009. These two
books of proceedings contain the works of the invited speakers, Profs. Maravall
and Fernández, and the 108 works selected by the Scientific Committee, after
a refereeing process. In the first volume, entitled Methods and Models in Artifi-
cial and Natural Computation: A Homage to Professor Mira’s Scientific Legacy,
we include some articles by Prof. Mira’s former disciples, who relate the rele-
vance of their work with him from a scientific and personal point of view, the
most recent collaborations with his colleagues, and the rest of the contributions
that are closer to the theoretical, conceptual, and methodological aspects link-
ing AI and knowledge engineering with neurophysiology, clinics, and cognition.
The second volume entitled Bioinspired Applications in Artificial and Natural
Computation contains all the contributions connected with biologically inspired
methods and techniques for solving AI and knowledge engineering problems in
different application domains.

An event of the nature of IWINAC 2009 cannot be organized without the
collaboration of a group of institutions and people, whom we would like to thank,
starting with UNED and Universidad Politécnica de Cartagena. The collabora-
tion of the Universidade de Santiago de Compostela, and especially its rector
Senen Barro, has been crucial, as has the efficient work of Roberto Iglesias and
the rest of the Local Committee. In addition to our universities, we received
financial support from the Spanish Ministerio de Educación y Ciencia, the Pro-
grama de Tecnoloǵıas Futuras y Emergentes (FET) de la Comisión Europea,
the Xunta de Galicia, APLIQUEM s.l., I.B.M., Fundación Pedro Barrié de la
Maza and the Concello de Santiago de Compostela. Finally, we would also like
to thank the authors for their interest in our call and the effort in preparing the
papers, a condition sine qua non for these proceedings, and to all the Scientific
and Organizing Committees, particularly the members of these committees that
have acted as effective and efficient referees and as promoters and managers of
pre-organized sessions on autonomous and relevant topics under the IWINAC
global scope.

Our deep gratitude goes to Springer and Alfred Hofmann, along with Anna
Kramer and Erika Siebert-Cole, for the continuous receptivity and collaboration
in all our editorial joint ventures on the interplay between neuroscience and
computation.

All the authors of papers in this volume as well as the IWINAC Program
and Organizing Committees dedicate this special volume to the memory of Prof.
Mira as a person, scientist and friend. We will greatly miss him.

June 2009 Organizing Committee
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XII Table of Contents – Part II

Convergence of Emergent Technologies for the Digital Home . . . . . . . . . . . 104
Celia Gutiérrez and Sara Pérez
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José Carlos Castillo, Maŕıa T. López, and
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M. Mart́ınez-Zarzuela, D. González-Ortega, and D. Boto-Giralda
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R. Vázquez-Mart́ın, and R. Marfil

Solving the Independent Set Problem by Using Tissue-Like P Systems
with Cell Division . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213

Daniel Dı́az-Pernil, Miguel A. Gutiérrez-Naranjo,
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Juan José Palacios, Jorge Puente, Camino R. Vela, and
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José M. Molina



Table of Contents – Part I XXI

Towards Interoperability in Tracking Systems: An Ontology-Based
Approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 496
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Universidad Politécnica de Cartagena

Plaza del Hospital, 1, 30202, Cartagena (Murcia), Spain
mcbj@alu.upct.es

Abstract. Boundary detection has a relevant importance in locomo-
tor system ecographies, mainly because some illnesses and injuries can
be detected before the first symptoms appear. The images used show a
great variety of textures as well as non clear edges. This drawback may
result in different contours depending on the person who traces them out
and different diagnoses too. This paper1 presents the results of applying
the geodesic active contour and other boundary detection techniques in
ecographic images of Aquiles tendon, such as morphological image pro-
cessing and active contours. Other modifications to this algorithm are
introduced, like matched filtering. In order to upgrade the smoothness of
the final contour, morphological image processing and polynomial inter-
polation has been used with great results. Actually, the automatization
of boundary detection improves the measurement procedure, obtaining
error rates under ±10%.

1 Introduction

The use of ecographic images leads to pathology detection in the locomotor
system even before any symptom may appear. Thus, it is very important to
quantify accurately the parameters that determine the existence of an injury in
order to avoid more serious symptoms. Since the Aquiles tendon is frequently
damaged, especially for professional athletes, this structure has been chosen for
this study.

The ecographists can diagnose the pathology once the tendon border is estab-
lished. To that end, a manual contour of the tendon is drawn on the ecography.
Based on it, necessary measurements are taken. Among all of them, we can re-
mark the ecogenicity, which shows the mean of the grey level inside the tendon
contour. This measurement, along with the area, is the one which best identifies
the pathology, and it turns out to be the most interesting, in medical terms.

1 This work is partially supported by Ministerio de Educación y Ciencia under grant
I+D TEC2006-13338/TCM.

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 1–10, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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When distinguishing between several grey levels, a computer can make a quan-
tification which is more accurate than that from the human eye, exceeding the
64 grey levels to which the human eye is limited.

As the contour is drawn manually, the diagnosis may vary from one specialist
to another. Hence it would be paramount to define the perimeter of the ten-
don from an objective point of view, making the disparity of criteria minimal.
Thus, the possibility of developing a reliable tool to determine the border of the
Aquiles tendon is felt to be a subject of study. With that purpose, different image
processing and border detection techniques, such as morphological processing,
active contours and geodesic active contours, have been used.

2 The Aquiles Tendon in Ultrasound Scan Images

The Aquiles tendon is composed of a set of fibres which stretch together along
all its length. A transverse cut of the ligament shows all this information. In
Fig. 1 circular zones with high ecogenicity (or pixels with nearly white colour)
can be observed inside the tendon corresponding to the fibres of tissue. These
zones are surrounded by small areas with low ecogenicity (or nearly black pixels)
corresponding to the space between fibres. Therefore, the ecogenicity is indicative
of the kind of mean observed. High levels reveal the existence of hard tissues,
whereas a low ecogecinity reveals the presence of a liquid mean.

Fig. 1. One of the ecographies used (left) and medical draw of the tendon (right)

3 Image Processing Techniques

3.1 Morphological Processing

The morphological processing makes the task of transforming the shape or struc-
ture of the objects into an image possible, by basing on set theory. Considering
the original image as a mathematical set, another set (the structuring element)
will be used to do a set operation between them. Thus, a new set or final image
is obtained. By selecting properly the structuring element and the morphological
operation, any transformation of the original image can be achieved. Afterwards,
the morphology of the objects in the image can be analysed [1] .

The morphological processing will allow getting input parameters for other
border detection algorithms, as well as softening contours.
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3.2 Active Contours

Active contours, also known as snakes, are based on elastic bodies physical mod-
els. In this manner, its evolution in time and space is determined by both elastic
and stiffness parameters. Regarding border detection, and apart from these pa-
rameters, other forces will take part in the process by deforming the original
contour. These forces stem from the information displayed on the ecography
(internal forces) or from other elements which are alien to the image (external
forces), e. g. forcing the final contour to have a determined surface.

The shape of the snake is determined by an energy functional in which internal
forces, and external forces are involved (see [2,3]). The so-defined contour rep-
resents the force effects such as the spatial gradient of the image or the relation
between the final area and the goal area.

At this point, the preliminary results obtained with morphological processing
can be useful. Morphological analysis provides a binary image or matrix with an
initial perimeter corresponding to the image subject of study. Taking that image
as a starting point, the snake will be initialized and the external forces will be
established.

Furthermore, the internal forces are based on the gradient of the image. More
specifically, the Laplacian will be used to calculate the internal forces. The gra-
dient shows the maximum variation direction, whereas the Laplacian (being a
second order derivative) finds the presence of the edge, or more precisely, the
sharp level changes in the image.

3.3 Geodesic Active Contours

The geodesic active contour or levelsets are an improvement of active contours
in which external forces are not necessary. Levelsets also produce better results
with texture and topology changes (allowing the detection of more than one
object) and can detect edges that appear more diffuse.

The levelsets algorithm is based on the thresholding of a geodesic curve for
each iteration. The solution will correspond to the zero level. As a result of this,
the contour is not a flat image anymore but an image with different colour levels,
and thus, a three-dimensional image. The correspondence between a snake and
the evolution of the zero level of the geodesic curve is already demonstrated [4].
Geodesic active contours improve some aspects of the previous method and are
still based on the same principles of deformable body models.

The edge detection model suggested in [4] is the following:

∂u

∂t
= |∇u|div

(
g(I)

∇u

|∇u|

)
+ c · g(I) |∇u| (1)

where cε�+, κ = div(∇u/ |∇u|) is the Euclidean curvature and g(I) is the edge
detector function. This equation involves a geodesic curve or levelset evolving
according to:

vt = g(I)(c + κ)N̄ − (∇g · N̄)N̄ (2)

where N̄ is a unit vector normal to the curve.
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Expression (1) establishes the geodesic active contours model and the solution
to the edge detection problem is given by the zero level of the geodesic curve
in a stable state. In reference [4], the existence, stability and consistency of this
solution are demonstrated.

The image-dependent force is given by the stopping function g(I). Its goal is
to stop the curve evolution when it reaches the object boundaries. The function
used is as follows:

g(I) =
(
1 +

∣∣∣∇Î
∣∣∣p)−1

(3)

where Î is a smoothed version of the original image (obtained via some kind
of filtering) and p = 1, 2. With this stopping function, for an ideal edge g = 0
(∇Î = δ) and the contour will stop (ut = 0).

This gradient term attracts the curve toward the object boundaries, which is
very useful when the object edges have high variation of the gradient, including
holes. The second advantage is that the necessity of a constant speed introduced
by c is almost unnecessary, since with the gradient term the boundary detection
of non-convex objects is still possible. Despite this fact, c can be included to
increase the convergence speed considering c · g(I) |∇u| as a constraint in the
geodesic problem.

4 Processing Scheme

4.1 Morphological Processing

A binary mask of the tendon can be obtained by using morphological processing.
By means of this mask, an initial contour and a target area are calculated. This
contour is similar to the edge of the tendon, and the area can be used to calculate
the external force factor. An example of binary mask is shown in Fig.2. Although,
at first sight, the area provided by the mask is not exactly the same as the one
drawn by the doctor, with this mask an ellipse can be obtained. By fitting the
ellipse to the mask, the initial contour will be established. This ellipse can be
used not only to provide an initial curve, but also a target area. The next step
consists of implementing a close active contour using this data.

Fig. 2. Binary mask (continuous) and the medical contour (discontinuous)



Measurements over the Aquiles Tendon through Ecographic Images 5

Obviously, the real area does not coincide with the mask area. Despite the
error introduced by using the binary mask area as the goal area, the effect of
the internal forces, or the image forces, should be able to compensate it.

4.2 Active Contour

The first step to initialize the edge detection is to establish the curve for the
first iteration. With that purpose, the ellipse that best fits the morphological
mask will be used. Next, a smooth version of the image will be used to blur the
possible gaps in the tendon. Since there are great variations of textures inside
the tendon and even in nearby tissues, it is complicated to find a filter which
equalizes the texture of the tendon without joining it to neighbouring tissues.
That is the reason why, instead of using symmetrical filtering, matched filtering
will be employed.

Fig. 3. Original image (left) and output of the matched filter (right)

With this filtering, the zones that are more correlated with the filter are
found, using a fragment of the image as a filter. This way, warm colours show
great similarity (i.e. similar texture), whereas cold colours show low correlation
with the fragment of the image.

To calculate a new mask which gives a more accurate initial contour, the
output of the match filtering is subject to thresholding. Before that, the image
edges are filtered with a Hanning filter to prevent the snake from getting stuck
within the image limits. An example of the mask is shown in Fig. 4 along with
the final result.

To calculate the internal forces, the gradient of the matched filtered image
has been used.

The obtained contour has been fitted to the medical contour, but only in
those areas where there is a high ecogenicity variation. Mainly it is due to the
different texture of the inner part of the tendon, the difficulty to obtain a valid
smooth version of the image and the high dependence on the initialization. The
problem is that neither the external forces (target area) nor the internal forces
(the Laplacian of the output of the matched filter) show an accurate value.
Consequently, the interactions between these forces will not compensate the
error but will increase it.
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Fig. 4. Mask obtained after applying both matched and Hanning filtering (left) and
solution curve (right, discontinuous) with the medical contour (continuous)

4.3 Geodesic Active Contours

Given the previous results, an edge detection technique which works better with
topology changes and different textures will be needed. Geodesic active contours
or levelsets are quite suitable for this case. By using this algorithm, the texture
variation will not be a relevant issue. Therefore, a simple Gaussian filter can
be useful to smooth the original image. The initial curve is given by an ellipse
calculated from the thresholding of the matched filter output. However, for some
of the images, this ellipse has had to be manually modified because of the variety
of tendon sizes and shapes.

Fig. 5. Initial and final contours (left) and its corresponding zero levelset over the
ecography (right) in first iteration (up) and after 3000 iterations (down)

The solution obtained is quite faithful to the boundary established by the
doctor. The only problem is the roughness of the contour. Despite including a
parameter to control the smoothness of the boundary, it is still too irregular. To
improve the smoothness of the perimeter, morphological processing will be used.
In particular, an average of closing and opening operations over the geodesic
curve with the same structuring element is used. The result for the previous
image is shown in Fig. 6. To calculate the internal forces, the gradient of the
matched filtered image has been used.
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Fig. 6. Opening (left thicker) and closing (left thinner) results, and average (right)

The smoothness has improved, but it still turns out to be insufficient. Thus,
polynomial interpolation has been used, obtaining the image in Fig. 7.

Fig. 7. Contour obtained after interpolation (continuous) and contour drawn by the
doctor (discontinuous)

At the bottom area, the curve has reached a border, but this border does
not coincide with the contour made by the ecographist. This feature of the
Aquiles tendon is unachievable to the edge detection methods because the med-
ical contour does not correspond to any edge. However, taking into account the
information on the image, the used algorithm has detected properly the edges
in the image.

5 Results

As stated before, from the medical point of view, the most important measure-
ments are the mean ecogenicity and the area of the tendon; these will be the
fundamental measurements. Besides, other complementary measurements will be
taken to give more information about the obtained contour, such as the length of
the perimeter, the width, the height and the eccentricity. Some contours obtained
with geodesic active contours are shown in Fig. 8.

In Table 1, different measurements corresponding to images on Fig. 8 can
be seen. The images have been chosen with illustrative purposes, because they
provide good visual results. The obtaining of contours which are similar to those
drawn by the doctor may not involve accurate numeric results as can be observed
from the table in this paper. Measurements with a relative error in a range from
-10% to +10% can be accepted [5]. In Table 1 the ecogenicity, area and perimeter
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 8. Contours obtained with the levelsets algorithm with the best initialization
(continuous) and drawn by the doctor (discontinuous)

relative error obtained from geodesic active contours can be seen. Most of the
images have a much lower error than the ±10% acceptable error, even though
there are some exceptions.

It is remarkable that Fig. 8(a) has a considerable ecogenicity error far above
the ±10% allowed. The ecogenicity is a mean value and, thus, a sligthly different
contour which includes areas with high ecogenicity can severely affect this mea-
surement. This is the reason why the images in Fig. 8(b), 8(e) or 8(f) present
a low ecogenicity error, whereas images in in Fig. 8(a) and in Fig. 8(i) show a
higher error. However, as the area error grows, the medical and levelsets contour
are more different, e.g. images in Fig. 8(d) or in Fig. 8(g).

As far as the perimeter is concerned, we can say that the more similarities
with the medical outline have, the lower the perimeter error is. This fact can be
appreciated in Fig. 8(d), 8(g) or 8(i).

The boundary detection via levelsets exclude those areas in which there is a
liquid mean (i.e. low ecogenicity) next to the tendon. In these cases, no algorithm
will be able to reach the medical perimeter, since only the intuition and the
experience of the ecographist will make the difference between including these

Table 1. Relative error of the different measurements taken in percentage

Image 8(a) 8(b) 8(c) 8(d) 8(e) 8(f) 8(g) 8(h) 8(i)
Ecogenicity −18.52 −5.70 −5.51 −0.60 1.55 0.63 −5.88 −6.55 −18.54

Area 0.65 18.81 4.10 1.90 0.85 −8.88 −2.74 9.50 −13.42

Perimeter −8.32 10.77 7.25 5.28 1.75 −17.41 −4.52 5.70 −2.85
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areas or not . Thus, the shape and features of the Aquiles tendon are responsible
for some of the noticeable differences between contours.

6 Conclusions

The ecographies have occasionally provided irrelevant information, because of
the great variety of textures (even inside the tendon), the subjectivity of the
medical boundary and the reduction of the image quality due to a deficient
image take. Besides, the a priori impossibility to obtain a line which delimits
a border in some areas and the maximum ecogenicity in other regions makes
the results not to correspond to the medical contour. These special features of
the tendon and the ecographies poses special difficulties to the development of
a completely objective tool, and thus, automatized.

The area delimited by the doctor contains information resulting from an ex-
pert knowledge of the nature and features of the Aquiles tendon which does not
appear in the image. However, from the point of view of image processing, and
taking into account the images given, the results can be considered as correct,
but at the expense of high computational cost.

Although the difficulties detected during the development of the project, in-
teresting applications have been found, such as using an average of opening and
closing together with a polynomial interpolation to improve the smoothness of
the contour, or the use of matched filtering to determine the extent of the injury
by measuring the surface with a concrete texture.

Furthermore, the high dependence on the initialization is manifest, for both
the active contours and the geodesic active contours. Nevertheless, this depen-
dence is not so relevant. The specialists have no difficulties in determining an
area inside which the tendon is, but without including neighbouring tissues. Ac-
tually, there are multiple initial curves that will lead to the same right solution.
What is really hard to find accurately is where to determine the existence of
an edge or border. Since the presented methods are capable of distinguishing
between more grey levels, the edge detection will be more accurate than the one
made by the doctor.

Given the implications of this project, that would allow the detection of the
pathology before the appearance of any symptoms, and the relevance of the
obtained results, it would be interesting to study the possibilities of improvement
of the results and the drawbacks found. Mainly, the high computational cost of
levelsets should be decreased (by eliminating the reinitialization of the contour
or by implementing the fast version of the algorithm, fast geodesic active contour
[6], [7]), we should likewise improve the procedure of caption of the ecography to
obtain images with more definition, or also develop an automatic initialization.

On the other hand, the use of other techniques could be possible, such as
neuronal networks, which take into account information which does not appear in
the image, like the knowledge derived from the medical experience. Consequently,
the network can be trained with a set of ecographic images in a way that the
network can be adapted to the problem and including the knowledge acquired
during the learning stage.
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Another possibility could be the use of patterns for the snakes algorithm.
By defining an established pattern of how the boundary of the tendon should
be, we could force the curve to be similar to that pattern. Therefore, the snake
algorithm would fit better in this problem and, thus, reducing the computational
cost of levelsets.
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and Salvador Albalat

LabHuman - Human Centered Technology, Universidad Politcnica de Valencia, Spain
vnaranjo@labhuman.i3bh.es

Abstract. The 3D representation of CT scans is widely used in medical
application such as virtual endoscopy, plastic reconstructive surgery, den-
tal implant planning systems and more. Metallic objects present in CT
studies cause strong artifacts like beam hardening and streaking, what
difficult to a large extent the 3D reconstruction. Previous works in this
field use projection data in different ways with the aim of artifact reduc-
tion. But in DICOM-based applications this information is not available,
thus the need for a new point of view regarding this issue. Our aim is to
present an exhaustive study of the state of the art and to evaluate a new
approach based in mathematical morphology in polar domain in order
to reduce the noise but preserving dental structures, valid for real-time
applications.

1 Introduction

1.1 Generalities

Let us define a CT as an entwine of hundreds of images obtained by rotating
an X-ray beam drawing a helicoid around an object under study. Each of these
images represents a single slice of the object so that its combination shapes a 3D
view of it. Then, in order to analyze the results obtained from the tomograph
it is necessary to represent the raw data (projection data) in a way that can be
interpreted by experts. The more extended method for reconstructing images
from projections is the filtered back projection method (FBP), which assumes
that the tomography data is the Radon transform of the scattering coefficients
of the scanned objects. This assumption is plausible only if the density of the
objects is similar. When objects with different densities, like cavities (∼ 200 HU),
bones (∼ 1200 − 1800 HU), teeth (∼ 2000 HU) and dental fillings (temporary
fillings: ∼ 6000−8500 HU , composite fillings: ∼ 4500−17000 HU and amalgam
and gold > 30700 HU), are present at the same time, FBP induces perceptible
nonlinearities such as streaking (high level rays emerging from metallic objects),
beam hardening (shadows cast over their surrounding areas) and other various
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undesirable effects. Consequently, several research studies try to reduce these
artifacts by approaching the problem in different ways. Figure 2.a) shows a CT
image of a jaw with the described artifacts.

1.2 State of the Art

To this date, most of the efforts made in metal artifact reduction (MAR) research
are based on the development of methods which use raw data obtained from CT
scans. All these works may be classified into two categories: methods which use
filtered back projection algorithm for image reconstruction and others which try
to avoid this technique in order not to result in artifacted images caused by its
drawbacks. Let us go over some of these works.

In the first category, Rohlfing et al. [1] compare some of these techniques
and discuss problematic issues associated to the use of MAR. Watzke et al. [2]
combine two MAR methods previously proposed: linear interpolation (LI) of the
reprojection of metallic objects and multi-dimensional adaptive filtering (MAF)
of the raw data. The LI algorithm consists of reconstructing a preliminary im-
age, reprojecting the threshold-segmented metallic objects, linear interpolating
in the raw data domain and reconstructing. The LI causes the reduction of res-
olution near the metal object, and adds new artifacts. MAF algorithm consists
of filtering the significant raw data (sinogram values above a threshold selected
by the user). This algorithm reduces artifact noise but causes no effect on beam
hardening. Therefore, a metal distance depending merging technique for these
algorithms is implemented. Yu et al. [3] propose a method inspired in Kalender’s
work [4], which includes a mean-shift computer vision technique to improve ac-
curacy in the segmentation process and an iterative feedback-based interpolation
strategy. This method gets quite good results for some images, but some empir-
ical parameters are needed and the computational time is inadmissible for our
application. Zhao et al. [5] proposed a wavelet method for MAR. It consists of
estimating the metallic set by threshold-segmentation. After this, the scan data
can be defined by its scaling and wavelet coefficients and a wavelet multiresolu-
tion interpolation can be applied to design a suitable weighting scheme in order
to recover the information affected by the artifact. This method reduces artifacts
while image features remain unalterable, however some parameters need to be
chosen manually.

With the aim of 3D reconstruction, Tognola et al. [6] segment the mandibular
surface after enhancing the image. This process consists of a histogram equaliza-
tion followed by a thresholding. The improvement is insufficient in most cases.
Sohmura et al. [7] replace the artifacted teeth with the CT representation of
a dental cast previously registered. It implies having a patient’s accurate cast,
CT scan with the markers used for the registration and high accuracy at the
registration process.

In the second category, avoiding the FBP algorithm, Wang et al. [8], con-
sider the CT scan as a deblurring problem and try to solve it by using two
iterative approaches: the expectation maximization formula (EM) and the al-
gebraic reconstruction technique (ART). The method minimizes iteratively the
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discrepancy between measured raw data and computationally synthesized data
to obtain iterative improvements in the retroprojected image. The main prob-
lem of these methods is the high computational cost. In a similar way, Murphy
et al. [9] use an alternating minimization (AM) algorithm to minimize the I-
divergence (to maximize the likelihood) between the data and its estimation to
form the image.

All the results of the aforementioned methods are either derived from the raw
data obtained from the tomography or use it to replace the FBP data. However
in most applications raw data is not available and experts must infer conclusions
from the artifacted reconstruction of the FBP images. A new method to improve
the image quality in this sense is needed. Hence, our aim is to describe a new
point of view in MAR techniques which uses FBP images as a starting point and
tries to make medical examination easier and more accurate without additional
information.

2 Method

2.1 Morphological Filtering

Mathematical morphology is a kind of non-linear filtering widely used in image
noise reduction and artifact elimination [10] based on minimum and maximum
operations [11]. Morphological filtering depends on the selected operator and
the shape and size of the structuring element (SE) which fixes the pixel analysis
surroundings.

The filter used in our method is a succession of opening and closing operators
with different SE sizes. The morphological opening of a grayscale image f with
the SE B, γB(f), described in (1), removes the clear areas in the image where the
SE does not fit. This operation consists of an erosion followed by a dilation [12].

γB(f) = δB(εB(f)) (1)

On the other hand, the closing ( 2), removes dark image areas where the SE
does not fit.

ϕB(f) = εB(δB(f)) (2)

Figure 1 shows the effects of the opening in an image using different orientated
SEs. The clear objects where the SE does not fit are erased (horizontal narrower
in 1.b) and vertical narrower in 1.c)).

A wide family of morphological filters has been developed combining the open-
ing and closing operators. The alternating sequential filter (ASF) with a SE of
size λ, is the concatenation of opening and closing operators where the size of the
SE increases from 2 to λ, i.e. ϕBλ

γBλ
ϕBλ−1γBλ−1 ...ϕB2γB2(f). These sequential

filters reduce the noise, obtaining a better approximation of the noise-less signal
than a simple ϕBλ

γBλ
(f) concatenation [12].

The method presented in this paper aims to reduce the noisy artifacts pre-
serving as much as possible the original image structures, and for this reason the
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a) b) c)

Fig. 1. a) Original image. b) Opening with s.e horizontal of size=9. c) Opening with
a vertical s.e of size=9.

ASF formulae is a good option. However, the good results of this method are
associated to the correct choice of the SE shape, size and orientation. Figure 1
shows that the SE orientation must be perpendicular to the orientation of the
object part to be erased. In order to remove streaking artifacts (rays emerging
from metallic objects) the optimum SE would be the combination of different SE
perpendicularly oriented to each ray, which makes this approach unattainable.
The solution is to transform the image into a new domain, in order for all the
streaking lines to have the same orientation with the aim of using a single SE
for the whole image [13].

2.2 Polar Coordinate System

Images obtained by FBP of the data provided by CT scans often show some
degree of symmetry since they are derived from the scattering values of the
X-ray beam rotating around the object. Therefore, it is intuitive to define any
point in terms of angles and distance, which implies the use of trigonometric
formulae in rectangular coordinate system. Easier expressions are possible in
polar coordinate system.

The polar coordinate system defines each point by its radial and angular
coordinates denoting the distance from the pole, the origin of symmetry, and
the angle determined with the polar axis.

Definition. Let P be a point in a two-dimensional coordinate system. We de-
note P (x, y) to refer it in a rectangular (or Euclidean or Cartesian) coordinates.
The transformation in polar coordinates is defined by the next equations:

ρ =
√

(x − xc)2 + (y − yc)2, 0 ≤ ρ ≤ ρmax

θ = arctan( y−yc

x−xc
), 0 ≤ θ ≤ 2π,

(3)

where (xc, yc) is the transformation focus.
Selecting (xc, yc) as streaking origin, the conversion of the artifacted image

into the polar domain solves the problem. Figure 2 shows the image in carte-
sian domain 2.a) and the image transformed into polar domain 2.b) where the
streaking artifacts are transformed into vertical lines which are easily smoothed
using the mentioned ASF with a horizontal line as SE.
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a) b)

Fig. 2. a) Example of MAR artifacts in a CT image from a jaw (in cartesian domain)
b) Image transformed into polar domain

2.3 The Algorithm

Algorithm 1 shows the process followed in order to reduce image artifacts. First
of all, the original image is segmented using hard threshold in order to detect
the cavities (Ioriginal < T ) which depend on the density values of the different
structures in CT study. As a result of this process a mask (Imsk) is defined
with the cavities set to 1 and the remaining pixels set to 0. This way, cavi-
ties are preserved from the effects of the ASF since they don’t present prob-
lems due to artifacts, and are successfully reconstructible. After this, the equa-
tion of the streaking rays are extracted by granulometry processing, and then,
the streaking origin is automatically detected as the solution of the resulting
overdetermined system. Later, the original image is converted from cartesian
into polar domain being the streaking origin, the focus of the transformation.
The image is filtered with the alternate sequential filter described above and
reconverted into the cartesian domain with the same focus. At last, the final im-
age is obtained merging the original image and the filtered one in the following
way:

Ifinal = Ioriginal × Imsk + Ifiltered × (1 − Imsk)

Consequently, those image areas with density structures higher than a thresh-
old (not cavities) will be filtered and smoothed. This procedure allows to most of
the commercial applications, which realize the reconstruction of the structures
segmented by hard thresholding, to reconstruct the CT data in a more reliable
way, without being so affected by metallic artifacts.
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Algorithm 1. Metal artifact reduction
1: cavities mask definition ⇒ Imsk

2: streaking origin detection
3: cartesian domain ⇒ polar domain
4: alternate sequential filtering ⇒ Ioriginal

5: polar domain ⇒ cartesian domain
6: combination

3 Results

For all this work CT data has been obtained using GE Medical Systems HiSpeed
QXi and the Philips Medical Systems CT Aura and reformatted into DICOM
files.

In order to validate analytically the performance of the method presented, a
set of 10 images has been synthetically artefacted and evaluated by means of
PSNR. Figure 3 shows an example of this set. Mean PSNR values have been
95.3855 dB for the original vs cleaned images and 91.3100 dB for original vs
artefacted images, what implies an increase of 3dB.

a) b) c)
Fig. 3. a) Original image b) Synthetically artefacted image c) Processed image

Since it has been commented previously, most of the commercial applications
threshold the image to define the structure to reconstruct. Figure 4 shows the
algorithm input images and the result of thresholding them (with a threshold
value of 130), and the same for the processed ones. The original dental images are
remarkably affected by strong artifacts such as streaking and beam hardening
and noise. The processed images are sensibly less affected by these effects which
makes the reconstruction easier. For all the studied cases (about 500 images) the
algorithm parameters, the size of the SE used in ASF and the threshold value
have been set to λ = 9 and T = 10, respectively.

Resulting images show how the method reduces significatively streaking arti-
facts and noise, not smoothing teeth and preserving bones and cavities. However,
the beam hardening near the metallic object is not entirely reduced because the
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a) b) c) d)

Fig. 4. a) Original images. b) Original images thresholded. c) Processed images. d)
Processed images thresholded.

suitable SE size for removing the streaking artifacts is not large enough to erase
its effect. A wider SE would over-smooth the rest of the image. To solve this
drawback new ideas are being studied and future works will feature this im-
provement. The processing time of the algorithm on MatLab�has been smaller
than 10 seconds for a 512×512 pixel image in a worst-case scenario of an ordinary
PC being used (Pentium IV at 2.8 MHz and 1 GB of RAM).

Figure 5 shows the improvement of the reconstruction of the CT data after
having been processed by the presented method.
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Fig. 5. 3D jaw reconstruction from original (left) and post-processed CT data (right)

4 Discussion

In this paper a new method for metallic artifact reduction has been presented.
This technique, based on mathematical morphology in the polar domain, reduces
streaking artifacts and noise almost without smoothing dental structures and
without significant computational cost. Beam hardening surrounding metallic
objects are not completely removed but a new idea is being developed in this
way.

Nevertheless, the approach described in this paper shows a new point of view
in MAR methods since it uses only information provided by the DICOM files,
quite the opposite of the rest, which are based on projection data, an information
which is not available in most cases. This fact also makes the method presented
suitable for a great number of reconstructing applications.

Future research will focus on adapting the method for multiple metallic ob-
jets, trying different morphological filters, reducing the beam hardening near
the metallic objects, as mentioned, and providing an easy automated parameter
selection.
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Abstract. The Topological Active Volumes is an active model focused
on 3D segmentation tasks. It is based on the 2D Topological Active Nets
model and provides information about the surfaces and the inside of
the detected objects in the scene. This paper proposes new optimization
approaches based on Genetic Algorithms combined with a greedy local
search that improve the results of the 3D segmentations and overcome
some drawbacks of the model related to parameter tuning or noise con-
ditions. The hybridization of the genetic algorithm with the local search
allows the treatment of topological changes in the model, with the pos-
sibility of an automatic subdivision of the Topological Active Volume.
This combination integrates the advantages of the global and local search
procedures in the segmentation process.

Keywords: Topological Active Volumes, Genetic Algorithms, 3D seg-
mentation.

1 Introduction and Previous Work

The active nets model was proposed by Tsumiyama and Yamamoto [1] as a
variant of the deformable models [2] that integrates features of region–based and
boundary–based segmentation techniques. To this end, active nets distinguish
two kinds of nodes: internal nodes, related to the region–based information, and
external nodes, related to the boundary–based information. The former model
the inner topology of the objects whereas the latter fit the edges of the objects.

The Topological Active Net model and its extension to 3D, that is, the Topo-
logical Active Volume (TAV) model [3], were developed as an extension of the
original active net model. It solves some intrinsic problems to the deformable
models such as the initialization problem. The model deformation is controlled
by energy functions in such a way that the mesh energy has a minimum when
the model is over the objects of the scene. The TAV model is an active model
focused on segmentation tasks that makes use of a volumetric distribution of
nodes. It integrates information of edges and regions in the adjustment process
and allows to obtain topological information inside the objects found. This way,
the model, not only detects surfaces as any other active contour model, but also
segments the inside of the objects. The model has a dynamic behavior by means
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of topological changes in its structure, that enables accurate adjustments and
the detection of several objects in the scene.

There is very little work in the optimization of active models with genetic
algorithms (GA), mainly in edge or surface extraction [4][5] in 2D tasks. For
instance, Ballerini [4] has developed the “genetic snakes”, this is, snakes that
minimize their energy by means of genetic algorithms. In [6] the authors have
proved the superiority of a global search method by means of a Genetic Algo-
rithm (GA) in the optimization of the Topological Active Nets in 2D images.
The results showed that the GA is less sensitive to noise than the usual greedy
optimizations and does not depend on the parameter set or the mesh size.

Regarding 3D images, Jones and Metaxas [7] have used deformable contours
to estimate organ boundaries. They integrate region-based and physics-based
boundary estimation methods. Starting from a single voxel within the interior
of an object, they make an initial estimate of the objects boundary using fuzzy
affinity, which measures the probability of two voxels belonging to the same
object, together with clustering. Qiu et al. [8] have used two deformable models:
a deformable surface model (SMD) and a Deformable Elastic Template (DET).
The main drawback of these models, as the authors indicate, is that in both
models an initial shape (surface or ellipsoid) is needed as well as it must be
manually positioned in the data/image. They used both models to the analysis of
the 3D shape of mouse embryo from 3D ultrasound images. The same drawback
can be associated with adaptive deformable models, typically with only surface
modelling, which use a reparameterization mechanism that enables the evolution
of surfaces in complex geometries. McInerney and Terzopoulos [9] have used a
model of this type with complex anatomic structures from medical images.

Bro-Nielsen [10] has used 3D “active cubes” to segment medical images, where
the automatic net division is a key issue. Since the greedy energy-minimization
algorithm proposed is sensitive to noise, an improved greedy algorithm inspired
by a simulated annealing procedure is also incorporated. In [11] the author also
uses the model to modelling elastic deformations in 3D solid objects. In [12]
the authors propose a genetic algorithm with new defined operators for the
segmentation process using TAV structures. The genetic approach overcomes
some drawbacks, basically images with different types of noise, with regard to
the work proposed in [3].

In this paper, Genetic Algorithms are hybridized with a greedy method, so we
can join the advantages of the global and local search methods. Moreover, the
hybrid combination allows topological changes in the segmentation model. The
model and hybrid procedure allow to perform segmentations when the image
contains several objects. In this case, the TAV net should be divided to segment
them. To this end, a net reconfiguration mechanism must be developed in order
to perform multiple object detection and segmentation. We tested the hybrid
approach in artificial and real images, specifically with images of the medical
domain.

This paper is organized as follows. Section 2 introduces the basis of the TAV
model. Section 3 briefly explains the GA used in the model optimization. Section 4
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details the combination with the greedy methodology to perform a link cutting
procedure and an automatic net division procedure. In Section 5 representative
examples are included to show the capabilities of the different approaches. Finally,
Section 6 expounds the conclusions.

2 Brief Description of Topological Active Volumes

The Topological Active Volumes (TAV) model is an active contour model focused
on extraction and modelization of volumetric objects in a 3D scene [3].

A Topological Active Volume is a three-dimensional structure composed of
interrelated nodes where the basic repeated structure is a cube. There are two
kinds of nodes: the external nodes, that fit the surface of the object, and the in-
ternal nodes, that model its internal topology. The state of the model is governed
by an energy function defined as follows:

E(v) =
∫ 1

0

∫ 1

0

∫ 1

0
Eint(v(r, s, t)) + Eext(v(r, s, t))drdsdt (1)

where Eint and Eext are the internal and the external energy of the TAV, respec-
tively. The internal energy controls the shape and the structure of the net. Its
calculation depends on first and second order derivatives that control contraction
and bending, respectively. It is defined by the following equation:

Eint(v(r, s, t)) = α(|vr(r, s, t)|2 + |vs(r, s, t)|2 + |vt(r, s, t)|2) +
β(|vrr(r, s, t)|2 + |vss(r, s, t)|2 + |vtt(r, s, t)|2)+
2γ(|vrs(r, s, t)|2 + |vrt(r, s, t)|2 + |vst(r, s, t)|2)

(2)

where subscripts represents partial derivatives and α, β and γ are coefficients
controlling the first and second order smoothness of the net.

Eext represents the features of the scene that guide the adjustment process
and is different for external and internal nodes. It is defined as:

Eext(v(r, s, t)) = ωf [I(v(r, s, t))]+
ρ

ℵ(r,s,t)

∑
n∈ℵ(r,s,t)

1
||v(r,s,t)−v(n)||f [I(v(n))] (3)

where ω and ρ are weights, I(v(r, s, t)) is the intensity value of the original image
in the position v(r, s, t), ℵ(r, s, t) is the neighborhood of the node (r, s, t) and f
is a function of the image intensity, which is different for both types of nodes.
For example, if the objects to detect are bright and the background is dark,
the function f is defined as follows in order to minimize the energy value of
external and internal nodes when they are on the surface or inside the objects,
respectively:

f [I(v(r, s, t))] =

⎧⎨
⎩

h[Imax − IN (v(r, s, t))] for internal nodes
h[IN (v(r, s, t)) + ξ(Gmax − G(v(r, s, t)))]

+ δDG(v(r, s, t)) for external nodes
(4)
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ξ is a weighting term, Imax and Gmax are the maximum intensity values of
image I and the gradient image G, respectively, I(v(r, s, t)) and G(v(r, s, t)) are
the intensity values of the original image and gradient image in the position
v(r, s, t), IN (v(r, s, t)) is the mean intensity in a N × N × N cube and h is
an appropriate scaling function (not used in this work). DG(v(r, s, t)) is the
distance from the position v(r, s, t) to the nearest position in the gradient image
that points out an edge.

2.1 Greedy Optimization

The TAV model is automatic, so the initialization does not need any human in-
teraction as other deformable models. As a broad outline, the greedy adjustment
process consists of the minimization of the energy of an initial mesh that cov-
ers all the image and, after that, the link cutting between external nodes badly
placed, this is, the external nodes that are not on the surfaces of the objects.
The breaking of connections allows a perfect adjustment to the surfaces and
the detection of holes and several objects in the 3D scene [3]. This procedure is
explained in Section 4.

3 Brief Description of the Adapted Genetic Algorithm

As the greedy algorithm, the GA minimizes the energy components. To this end,
the genotypes code the Cartesian coordinates of the TAV nodes. Nevertheless,
the key issues are the features of the genetic operators developed, as defined in
[12]. Their use is briefly explained in this section.

3.1 Genetic Operators

Crossover operator. It is used an arithmetical crossover instead of the clas-
sical crossover operator because the latter produces a great number of in-
correct offspring genotypes, this is, TAVs with crossings in their nodes. The
new genes are defined as a weighted mean between the corresponding values
in the two parent chromosomes. Figure 1 shows an example with two new
individuals (TAVs) with average topologies between the selected parents.

Mutation operator. It moves any node to another random position, with a
restricted movement in order to avoid crossings. To this aim, the opera-
tor computes the limits of the node mutation, taking into account its 26
neighboring nodes. With these limits, the node’s coordinates are mutated at
random positions within them. In the case of external nodes, virtual nodes
are defined at mirrored distances of the opposite nodes in the same axis.

Spread operator. The aim of this operator is to maintain the diversity of sizes
in the population since the proposed crossover operator tends to produce
individuals with progressively similar sizes. The spread operator stretches a
TAV in any given direction.
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(a) (b)

Fig. 1. Arithmetical crossover operator. (a) Selected parents. (b) Offspring after the
crossover.

Group mutation. A group of neighboring nodes randomly selected is mutated
simultaneously in the same direction and with the same value. Performing a
group mutation is generally more useful than mutate only a node since the
internal energy is minimum when nodes are equidistant so, in most cases, a
single mutation could not reduce the TAV energy.

Shift operator. It moves the TAV mesh to another position in the image. This
movement allows that external and internal nodes can get into the object
to segment at the same time approximately. This way, the position of the
objects in the image does not affect the final node distribution.

The selection operator used is a tournament selection with small window sizes
to have low selective pressures. Finally, elitism is used in the evolutions in order
to preserve the best individual through generations.

4 Hybrid Approach

In this work we combine the GA global search and the greedy local search,
by means of a Lamarckian strategy. This is, the greedy search is applied to
each individual of the genetic population, typically a short number of greedy
iterations. As a result, the fitness of the individuals is changed. A combination
using a Lamarckian strategy means that the changes in the TAV structures
provided by the greedy search revert to the original genotypes.

One of the advantages of the hybrid approach is that overcomes the limitation
of the implemented GA related to its inability to perform topological changes in
the TAV structure. The mixed model uses the procedures of the local search to
cut links between adjacent external nodes after the minimization process.

4.1 Link Cutting Procedure

The link cutting procedure requires the identification of the external nodes
wrongly located to break connections. Hence, the flexibility of the net in these
areas will be increased, and the net will be able to improve the adjustment.
These nodes wrongly located are the nodes more distant to the object edges. To
this end we use the Tchebycheff’s theorem. This way, an external node vext is
wrongly located if its gradient distance fulfils the following inequality:

GD(vext) > μGD + 3σGD (5)
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where μGD is the average gradient distance of the whole set of external nodes
and σGD is their standard deviation.

After the identification of the outlier set, the link to remove is selected. It is the
link between the node with the highest gradient distance and its worst neighbor
in the outlier set. Once the link is cut, some internal nodes become external
since they are on the boundaries of the net. The increase of the number of
external nodes allows a better adjustment to the object boundaries. Throughout
the generations, the topology of the best individual is considered in the rest of
the population of the next generation. Additionally, in our implementation, the
iterations of the greedy search are only performed in particular generations of
the evolutionary process, typically a random number between 1 and 6.

4.2 Automatic Net Division

Since the link cutting process breaks the net topology to improve the adjustment,
when the image has several objects, the net should be divided to segment them.
To this end, a net reconfiguration mechanism must be developed in order to
perform multiple object detection and segmentation.

The net division is performed by the link cutting algorithm. However, this
algorithm cannot be applied directly to the automatic division. Since the TAV
topology must be preserved, problems arise when cutting a link implies leav-
ing isolated planes. In such case, these links cannot be cut so a “thread” com-
posed by cubes will appear between two subnets. If one connection in one of
these cubes is broken, the net topology is not preserved. Figure 2 shows these
ideas in 2D for a better visualization. Figure 2(a) presents an example with a
“thread”. Figure 2(b) depicts a case that leads to threads. If the labelled link is
removed, there will be two threads since no other link can be cut. The 3D case is
equivalent.

However, this problem can be overcome if we consider a direction in the cutting
process, as done by Bro-Nielsen [10]. Thus, a cutting priority is associated to each
node which connections are removed. A higher priority is assigned to the nodes in

(a)

(b)

(c)

Fig. 2. Threads and cutting priorities in 2D. (a) Image segmentation with threads. (b)
If link “a” is removed, no other link can be removed in order to preserve the TAN
topology. (c) Recomputation of cutting priorities. When a link is broken in a direction,
the neighborhood in this direction increases its priorities.



26 J. Novo et al.

the cutting direction whereas a lower priority is assigned to the nodes involved in
the cut. Figure 2(c) shows the recomputation of the node priorities after several
cuts in the 2D case. The extension for the 3D case is straightforward.

The cutting priority weights the gradient distance of each node. Thus, once
the set of badly placed external nodes is obtained using equation 5, the link to
remove consist of two neighboring nodes within this set, n1 and n2, that fulfill:

GDvext(n1) × Pcut(n1) > GD(n) × Pcut(n), ∀n �= n1
GDvext(n2) × Pcut(n2) > GDvext(m) × Pcut(m),

∀m �= n2, m ∈ ℵ(n1)
(6)

where Pcut(x) is the cutting priority of node x, GDvext(x) is the distance from
the position of the external node x to the nearest edge, and ℵ(n1) is the set of
neighboring nodes of n1.

Figure 3 shows an illustrative example of a breaking process in a net division.

(a) (b) (c) (d)

Fig. 3. Example of segmentation with a breaking sequence. (a) Individual before break-
ing. (b) and (c) Intermediate steps. (d) Final result after the automatic net division.

5 Results with the Hybrid Approach

This section presents some representative examples. In all of these, the same
image was used as the external energy for both internal and external nodes,
and all the test images had 256 gray levels. The examples show the capabilities
and main difficulties of the alternatives developed for the energy minimization.

Table 1. TAV parameter sets in the segmentation processes of the examples

Figure Size α β γ ω ρ ξ δ

3 6 × 6 × 4 3.5 0.5 0.5 20.0 4.5 5.0 10.0

4 8 × 8 × 8 7.5 2.5 1.5 10.0 2.5 3.0 5.0

5(a) 6 × 6 × 4 3.5 0.5 0.5 20.0 4.5 5.0 10.0

5(b) 8 × 8 × 8 5.5 0.5 1.0 10.0 4.5 6.0 7.0

6 8 × 8 × 8 9.0 0.1 0.1 10.0 2.5 3.0 4.0
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Table 1 includes the TAV parameters used in the segmentation examples. The
TAV parameters were experimentally set as the ones in which the genetic al-
gorithm gave good results, although it is very less sensitive to changes in pa-
rameters than the greedy procedure. We have used a tournament selection with
a window size of 3% of the population and elitism of the best individual. The
probabilities of the operators were experimentally set, too, taking values in the
range where the best test results were obtained. The probabilities used were:
crossover= 0.5; mutation= 0.0005; spread= 0.01; shift= 0.05 and group muta-
tion= 0.001.

The execution time, with around 2,600 individuals, 1,200 generations and a
8 × 8 × 8 TAV, is usually between 14 and 15 hours in an Intel Core 2 2.4 GHz.
Nevertheless, the process can be faster maintaining acceptable results with fewer
generations. The processing time of the GA process depends only on the size of
the net and the population. The image size is not relevant.

5.1 Segmentation of Images with Noise That Require Topological
Changes

We tested the hybrid method in real images that require topological changes.
Figure 4 presents an example in the medical domain. In this case, the hybrid
approach uses the link cutting procedure explained in Section 4.1. The example
corresponds to a 3D image of a humerus composed by CT slices, as the one
shown in figure 4(a). Figure 4(b) is a 3D reconstruction from the 2D slices. In
this case, the greedy algorithm could not achieve a fine segmentation (Figure
4(c)) meanwhile the hybrid algorithm obtains a good result in this type of real
images with noise and fuzzy contours (Figure 4(d)).

(a) (b) (c) (d)

Fig. 4. (a) Slice of the CT images set. (b) 3D representation of the humerus. (c)
Segmentation with the greedy approach. (d) Segmentation with the hybrid algorithm.

5.2 Segmentation of Images with Several Objects

The hybrid approach uses now the automatic net division procedure of the local
search. We tested the hybrid version in artificial and real images with several
objects. Figure 5 shows examples of segmentation that require the net division
procedure. Figure 5(a) shows an example with an artificial image whereas Figure
5(b) shows the result with a real CT image of the feet.
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(a) (b)

Fig. 5. Example of segmentation with several objects in the scene. (a) Segmentation
with two artificial objects from CT images. (b) Segmentation of two feet. The insets
show examples of 2D slices used as input to the segmentation process.

(a) (b) (c) (d)

Fig. 6. Image with several objects. (a) Slice of the CT images set. (b) 3D representation
of the tibia and fibula. (c) Segmentation with the greedy approach. (d) Segmentation
with the hybrid algorithm.

Genetic algorithm vs. greedy results. Figure 6 shows the comparison of
results with both algorithms in a real domain. The image is composed of a se-
quence of CT images that contain two bones, a tibia and a fibula. Figure 6(a)
represents a slice of this CT image set. Figure 6(b) shows the 3D reconstruction
from the 2D slices. In addition of the fuzziness of the contours of the two bones,
the external contour of the leg introduces a contrast in the background gray
level that the algorithms must overcome. Due to this, the greedy approach can-
not achieve a good segmentation (Figure 6(c)) meanwhile the hybrid algorithm
overcomes the external contour and the image noise to provide a correct division
of the subnets (Figure 6(d)). Note that the bigger bone requires the link cutting
procedure to segment the hole of its internal part.

6 Conclusions

We have presented new approaches to the energy minimization task in the Topo-
logical Active Volume model. We have used a hybrid Lamarckian combination
of the greedy local search with the global search of the genetic algorithm.

The hybrid combination developed was tested with several images, from the
artificial domain to a real one. The new approach achieved a good adjustment



Genetic Approaches for the Automatic Division of TAV 29

to the objects and improved the results of the greedy algorithm. The hybrid
approach is not sensitive to noise and it obtains good segmentations in images
with fuzzy contours. It is useful in images that require the use of the topological
changes provided by the local search, together with the advantages of the global
search. Specially, the approach obtains correct segmentation results in images
with several objects or complex surfaces.
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Abstract. Signal processing applied to pixel by pixel infrared image
processing has been frequently used as a tool for fire detection in differ-
ent scenarios. However, when processing the images pixel by pixel, the
geometrical or spatial characteristics of the objects under test are not
considered, thus increasing the probability of false alarms. In this paper
we use classical techniques of image processing in the characterization of
objects in infrared images. While applying image processing to thermal
images it is possible to detect groups of hotspots representing possible
objects of interest and extract the most suitable features to distinguish
between them. Several parameters to characterize objects geometrically,
such as fires, cars or people, have been considered and it has been shown
their utility to reduce the probability of false alarms of the pixel by pixel
signal processing techniques.

1 Introduction

Infrared images are often used in different studies, representing a tool of spe-
cial relevance. We can mention applications like non-destructive testing [1], face
recognition [2], medical characterization of blood vessels [3], medical breast can-
cer detection [4], land mine detection [5], etc.

Forest fire surveillance and preservation of natural heritage have a great im-
pact on environment. For this reason, in recent years, several of our works have
been focused on applying signal processing techniques to thermal images in order
to detect early forest fires. In these works, the proposed algorithms are based
on a pixel by pixel processing [6], [7], [8]. Besides the good results obtained,
there could be a number of false alarms detected because of the existence of a
number of factors in the scene that can affect temperature and hence thermal
contrast, such as cloud cover, wind and precipitation. These effects alter the sig-
nal, making it more difficult to interpret and causing false detections. Moreover,
the presence of other kind of high temperature objects can also complicate the
identification of fires.
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In this work we will analyze the possibility of using image processing to com-
plement the detection systems, working with objects and not only with hotspots.
We study a set of images in order to extract characteristics of different kinds of
objects and distinguish between them.

This work is structured as follows. In section 2 we will describe the process
employed and the descriptors used. In section 3 we will show some examples of
results obtained and, finally in section 4, conclusions will be presented.

2 The Proposed Infrared Processing Method

The proposed method, based on infrared image processing, can be divided in
three steps (figure 1):

The first task to do is to get the set of images from the thermal video. Next, a
phase of segmentation is implemented in order to extract the objects of interest
from the global image. Finally, a set of characteristics from each one of the
chosen objects is calculated and different graphs are plotted, with the aim of
getting some parameters that let us distinguish between the different objects of
the scene.

Fig. 1. General scheme

2.1 Obtaining Images

The first operation is the selection of the set of images to work with. In infrared
images, each level of gray corresponds to one value of temperature due to the
emissivity and reflectivity of the objects, which depend on the wavelength. The
time interval between images is chosen depending on the type of video, taking
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Fig. 2. Pattern image (a), selected image (b), difference image (c), binary image as a
result of the thresholding (d) and binary image as a result of selecting RONI before
thresholding and using morphological operations after it

into account the possible movement of the objects. For instance, when we focus
on forest fires with a slow progress, a suitable interval could be one image per
second, but if we focus on vehicles and we want to have enough frames to study,
the interval has to be smaller, in the order of milliseconds.

In these images, only objects containing hotspots are considered as an area of
interest, like people, vehicles or fires; the rest of the image has been considered
as a noise (image background). For this reason, a pattern image (figure 2a) rep-
resenting the noise (or everything that remains constant over time) is calculated
and subtracted from each one of the images previously selected (an example of
these images is shown in figure 2b). The pattern image is obtained using a num-
ber of images equal to N, acquired when the scenery has invariable conditions,
and it is calculated, pixel by pixel, as the median of those N values. As a result
of the subtraction a new image is obtained (figure 2c), where possible objects of
interest appear with a higher intensity.

2.2 Segmentation

The next step is to separate highly brightened values, corresponding to possible
objects of interest, from the background of the image. The Otsus method [9] is
chosen as a thresholding technique (the result is shown in figure 2d). In order to
reduce the computational complexity of the algorithm, it could be interesting to
select areas not being evaluated. Those areas or RONI (Regions Of Non Interest)
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would be selected depending on the kind of object that we are focused on. For
instance, being interested in studying vehicles, it would not make sense to study
the area corresponding to the sky or buildings. After thresholding, a set of bright
pixels that do not belong to any object could have been selected. The fact of
continuing processing those pixels would involve an unnecessary computational
use. For that reason, a morphological opening using as structuring element a
circle of radius 2 has been used to remove or reduce the number of isolated pixels
(figure 2e) [9],[10]. Finally, the binary image obtained is labelled, so as to be able
to identify and work with each one of the remaining objects independently.

2.3 Feature Extraction: A Review of Descriptors

Once the objects have been separated from the background, extraction of char-
acteristics can take place. Among the different kinds of descriptors studied, the
ones that allow a better distinction between different objects are intensity, sig-
nature and orientation.

Average intensity gives us information about the darkness or brightness of
an object. If the variable that indicates intensity it is called zi , p(z) represents
the histogram of the intensity levels in a region and L is the number of possible
levels of intensity, then the expression for the intensity is as follows:

m =
L−1∑
i=0

zi · p(zi) (1)

Before describing the rest of parameters it is necessary to introduce some
expressions. For a generic 2D discrete function, the moments are defined as:

Mjk =
∑∑

xjykI(x, y) (2)

where function I(x,y) represents pixels binarized value at coordinates (x,y). The
zero and first-order moments have a particular importance; particularising equa-
tion (2), we obtain:

M00 =
∑∑

I(x, y) ≡ Area (3)

M10 =
∑∑

xI(x, y) (4)

M01 =
∑∑

yI(x, y) (5)

From these moments it is possible to calculate the center of mass coordinates
(cx, cy), or centroid, as:

cx =
M10

M00
and cy =

M01

M00
(6)

.
These coordinates are used in the definition of central moments, as follows:

μjk =
∑∑

(x − cx)j(y − cy)kI(x, y) (7)
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Fig. 3. Signature descriptor

Once the previous formulations have been introduced, we continue with the
description of parameters.

A signature is a 1-D representation of an object boundary. To calculate it,
it is necessary to compute for each angle θ the Euclidean distance between the
centre of gravity or centroid, defined in equation (6), and the boundary of the
region (figure 3). Changes in size of a shape result in changes in the amplitude
values of the corresponding signature. As well as providing information about
area changes, signatures inform us about the angular direction of those changes.

Object orientation, defined as the angle between the major axis of the object
and the axis x , can be estimated using the central moments. Employing equation
(7) we can calculate μ11, μ20 and μ02, and then, it is possible to obtain the
expression of the inclination angle as:

α =
1
2
arctan

(
2μ11

μ20 − μ02

)
(8)

In the next section, the results of applying these parameters to discriminate
and characterize objects are shown. For each object, the evolution over time of
each descriptor has been studied and represented graphically.

3 Results

The algorithm has been applied to different thermal videos. Some of them belong
to a set of videos obtained from former research, where different scenarios were
chosen and fires were generated under control in order to test vigilance systems.
We have focused on the discrimination of vehicles, people and fires.

3.1 Discrimination between People and Fires

Figure 4 illustrates one of the infrared images belonging to one of the mentioned
videos, where the objects under study appear bounded by boxes.

In this case, it was used the thermal camera 320V of FLIR systems. Some of
its characteristics are: field of view 24ox18o, thermal sensitivity 0.1o (at 30oC),
spatial resolution 320x240 pixels, spectral range 7.5–13 μm.

The algorithm is performed on a set of 20 frames to evaluate differences be-
tween a person and a fire. The graphs obtained are shown in figure 5. Figure 5a
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Fig. 4. Selected image with two objects of interest: a person is bounded by a white
box and a fire is bounded by a black box
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Fig. 5. Representation of the descriptors intensity (a) and orientation (b) for a person
and a fire

illustrates the evolution of the temperature over time. It can be seen that, while
the behaviour of the intensity curve for the fire is increasing, the one for the person
remains almost constant. This characteristic will let us know the temperature evo-
lution for a detected object and determinate if there exist significant changes that
can identify the object as a fire: we can expect that the temperature of a person
will remain constant, but the one of a fire will be changing meaningfully.
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Figure 5b shows the evolution of the orientation of the object over time. It can
be seen that it varies with time in the case of the fire. For the person, it should
remain invariable and close to 90o, denoting a vertical position; nevertheless, the
graphs shows a non constant curve from the 6th temporal instant on. This fact
is due to the movement of the person that makes it sometimes to be occluded
with other objects. When this happens, the discrimination will be partial and
difficult.

3.2 Discrimination between People and Vehicles

In order to be able to contrast results, a new thermal video was used containing
both vehicles and pedestrians. In this case, the camera A20V of FLIR System
was chosen, whose characteristics are: field of view 25ox19o, thermal sensitivity
0.12o (at 30oC), spatial resolution 160x120 pixels, spectral range 7.5–13 μm .
Figure 6 shows one image from this thermal video. Nine frames are chosen from
the video and obstructions of the objects under test are not presented. Results
obtained are shown in figure 7. It can be seen that the curves remain constant
for both descriptors.

The intensity of the vehicle is higher than the one of the person (figure7a). The
important thing is not the specific value but the evolution over time. As far as the
orientation is concerned (figure 7b), the values are 90o for the person (vertical
direction) and 5o for the car (horizontal direction). This invariable behaviour of
the orientation would have been the one obtained in the figure 5b if there had
not happened occlusions there.

3.3 Discrimination between People, Fires and Vehicles

Using the two previous videos, we have studied the signatures of people, fires
and cars. A set of 8 images is selected for the study of a person and a vehicle
from the video described at point 3.2, and a set of 15 images, from the video
described at point 3.1, is used in the case of the fire. In the representations, the

Fig. 6. Selected image with two objects of interest: a person is bounded by a white
box and a car is bounded by a black box
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Fig. 7. Representation of the descriptors intensity (a) and orientation (b) for a person
and a car

axes correspond to angle in the horizontal direction, and distance in the vertical
direction. Figure 8, figure 9 and figure 10 illustrate the results obtained. It can
be seen that the signature remains constant for the vehicle and the person.

In the first case (figure 8), two peaks are located in 0o and 180o, denoting a
horizontal position of the object. In the second case (figure 9), two main peaks
are located in 90o and 270o, denoting a vertical direction of the person. The
behaviour of the peak in 270o represents the movement of the person: the angle
formed by the legs changes while the person is walking. Figure 10 shows the
signature of a fire. It can be seen that it has a random behaviour.

Hence, parameters extracted using image processing allow a distinction of
objects. Specifically, we have focused on expanding and complementing the vig-
ilance systems developed by our research group in order to get early forest fires
detection. In this kind of scenarios, apart from fires, people and vehicles could
cause false alarms due to their temperature. A better identification can be done
studying their characteristics as objects or groups of pixels and not only as
isolated pixels.

Firstly, knowing the evolution of the average intensity of the objects in in-
frared images it is possible to determinate whether their temperature increases
gradually or not. Moreover, it has been shown that geometrical descriptors give
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Fig. 8. Signature for a vehicle

Fig. 9. Signature for a pedestrian

interesting information. Orientation let us distinguish, basing on its evolution,
between fire and another kind of objects. In case of the fire, the behaviour
of this parameter will be random, while it remains constant for other objects.
Distinction between person and vehicle can be done with the orientation: ideally,
90o for the person and 0o for the vehicle. Finally, the signature parameter is also
useful to provide us with another way to identify objects. Changes in shape
produce changes in the amplitude of the signature over time. Objects with an
invariable shape, like people and vehicles, have a constant signature, while fires
have not this characteristic. Furthermore, distinction between a person, with
vertical position, and a car, with horizontal position, can be done focusing on
the angle where the peaks of amplitude appear.
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Fig. 10. Signature for a fire

4 Conclusion

In this paper, we have shown that parameters extracted from infrared image pro-
cessing can be used for object discrimination and that shape descriptors provide a
more accurate identification. It has been seen in some examples the behaviour of
those descriptors in different objects, verifying the ability to distinguish between
them. Nevertheless, it is necessary further work in order to establish statistics
about the improvement of fires detection in real systems when images descriptors
are incorporated.
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Abstract. Most of the dental implant planning systems implement 3D
reconstructions of the CT-data in order to achieve more intuitive inter-
faces. This way, the dentists or surgeons can handle the patient’s virtual
jaw in the space and plan the location, orientation and some other fea-
tures of the implant from the orography and density of the jaw. The
segmentation of the jaw tissues (the cortical bone, the trabecular core
and the mandibular channel) is critical for this process, because each one
has different properties and in addition, because an injury of the channel
in the surgery may cause lip numbness. Current programs don’t carry
out the segmentation process or just do it by hard thresholding or by
means of exhaustive human interaction. This paper deals with the val-
idation of fuzzy connectedness theory for the automated, accurate and
time efficient segmentation of jaw tissues.

1 Introduction

The increase of image processing methods allows dental planning systems to
represent the human jaw in a 3D view, where the surgeon can fix the position of
dental implants or plan any kind of maxillofacial surgery without the loss of im-
mersion. For this representation, a complete reconstruction of the jaw is needed.
Our aim is to obtain a complete and automated segmentation of the jaw starting
from CT data in order to reconstruct the jaw tissues, it is, the cortical bone,
trabecular core and mandibular channel. The location of the mandibular channel
is specially critical, since it holds the dental nerve, which supplies sensation to
the teeth and an injury to this nerve could result in temporary or permanent lip
numbness. CT data is considered as input because of its accuracy [1], its portabil-
ity and its widely extended use. The reconstruction of the jaw is usually carried
out by thresholding in strict sense. This way, it can be assumed that the cortical
bone comprises the 3D volume consisting of the CT data with Hounsfield values
greater than a threshold [2]. Galanis et al. [3] provide tools to the specialists to
carry out this task. Fütterling et al. [4] assign different properties to the tetrahe-
dral finite elements depending on their intensity properties. Stein et al. [5] trace
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Fig. 1. Transversal slices definition by means of a planning system

the tubular structure of the channel by means of Dijkstra’s algorithm and with
the required interaction of a specialist. Kršek et al. [6] present a method which
also requires high interaction of specialists but helped by morphological opera-
tions. Kang et al. [7] use a different approach based on fuzzy C-means theory.
DeBruijne et al. [8] evaluate active shape models (ASM) on tubular structures,
and their results inspire Rueda et al. [9] for trying active appearance models
(AAM) in the jaw tissues.

2 Method

Anyway, none of these methods fulfill our requirements of precision, automa-
tism and time efficiency. Fuzzy connectedness (FC) has achieved good results at
multiple sclerosis lesion detection [10], blood vessels definition [11] and tissues
segmentation [12]. For this reason, our aim is to validate FC object extraction
methodology on slices defined transversally to the dental arch as shown in fig-
ure 1, since jaw tissues can be better appreciated on them.

2.1 Fuzzy Connectedness Theory Introduction

The kFOE algorithm described in [13] has been used in the presented study. The
method computes the connectivity of the pixels of a scene (the image), which are
present in a queue. The affinity is evaluated among each pixel of the queue, which
is updated each step, with its neighborhood, starting from a seed. This way, the
affinity is getting refined repeatedly until to shape the connectivity map, which
represents the strength of the union between each pixel and the seed. For this
study, 4-adjacency is considered and can be defined, for the pixels ci and di, as
follows:

μα(c, d) =
{

1 ,if
√∑

i (ci − di)2 ≤ 1
0 ,otherwise

(1)

Hence, the affinity can be analytically expressed as:

μκ(c, d) = h(μα(c, d), f(c), f(d), c, d) (2)
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Then, the previous expression can be refined arriving to

μκ(c, d) = μα(c, d)[ω1g1(f(c), f(d)) + ω2g2(f(c), f(d))] , si c �= d
μκ(c, c) = 1 (3)

where g1 and g2 are gaussian functions of |f(c)−f(d)|
2 and f(c)+f(d)

2 , and ω1 and
ω2 are non-negative weights such that ω1 + ω2 = 1. The proposed functions gi

are
g1(f(c), f(d)) = e−

1
2 ( |f(c)−f(d)|−m2

s2
)2

g2(f(c), f(d)) = e−
1
2 (

f(c)+f(d)
2 −m1

s1
)2

g3(f(c), f(d)) = 1 − g1(f(c), f(d))
g4(f(c), f(d)) = 1 − g2(f(c), f(d))

(4)

where m1, s1, m2, s2 are the mean and the standard deviation of the image and
the gradient.

2.2 Algorithm

Then, the reconstruction process consists of segmenting each slice and using this
information in a marching cubes-based algorithm. The algorithm 1 shows the
process that each slice undergoes.

Algorithm 1. Jaw tissues segmentation
Cortical bone processing
1: corticalcoarse ⇐ imageoriginal ≥ threshold
2: seed and parameter selection in corticalcoarse

3: connectivity map ⇐ FC(imageoriginal, seed, param)
4: cortical ⇐ connectivity map ≥ threshold
5: cortical ⇐ cortical + corticalboundary

Mandibular channel processing
1: seed and parameter selection in imageoriginal

2: connectivity map ⇐ FC(imageoriginal, seed, param)
3: channel ⇐ connectivity map ≥ threshold
4: channel ⇐ fill holes(trabecular)

Trabecular core processing
trabecular ⇐ AND(corticalinner , NOT (channel))

Image conformation
imagesegmented ⇐ cortical ∗ 255 + trabecular ∗ 150 + channel ∗ 75

Since the objective of the presented study is to validate FC as a suitable tool
for segmenting jaw tissues in pursuit of a 3D reconstruction, the automatization
of the reconstruction process is being developed as a future work. With this in
mind the cortical seed and its parameters are automatically detected and the
selection of the channel seed, on the contrary, is manual and the parameters are
calculated in a neighborhood of it.
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3 Results

The results obtained by means of the presented method have been compared
using the detection (DP) and false alarm probability (FAP) and the merit factor
(MF) with a groundtruth set, consisting in 40 slices from 20 patients, manually
segmented with a picture edition tool by a set of five specialists. Functions g1
and g2 described in 2.1 have proven to give the best results and are used to
model both gaussian components.

All the results have been obtained by using different weighting schemes. Fig-
ure 2 shows the evolution of DP and the FAP for this combinations versus a range
of values from 0 to 255, with which the connectivity map has been thresholded
to define the corresponding tissue.

The merit factors are shown in table 1 for weighting steps of 0.1.
Thus, the best results are obtained in both tissues, with ω1 = 0.0, and

ω2 = 1.0, it is, when the information given by the gradient is omitted. This con-
figuration has been used, consequently, in the presented study. Figure 3 shows
the segmentation obtained with the proposed method.

An example of a coarse reconstruction from the slices segmented by means of
the FC algorithm is shown in figure 4. The figure shows the mandibular channel
(upper left), the trabecular core (upper right) and the cortical bone (bottom).
It is proven that the reconstruction is possible but still must be improved by
adjusting dynamically the parameters of the algorithm.
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Fig. 2. Detection and false alarm probability functions in the cortical bone (up) and
the mandibular canal (down) for different weights in steps of 0.1
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Table 1. Merit factor for all the weighting configurations for both cortical bone and
mandibular channel

Weighting scheme Cortical bone Mandibular channel
ω1 = 0.0, ω2 = 1.0 96.9993 99.7696
ω1 = 0.1, ω2 = 0.9 96.9539 99.7576
ω1 = 0.2, ω2 = 0.8 96.8873 99.7553
ω1 = 0.3, ω2 = 0.7 96.8210 99.7473
ω1 = 0.4, ω2 = 0.6 96.7721 99.7423
ω1 = 0.5, ω2 = 0.5 96.6930 99.7565
ω1 = 0.6, ω2 = 0.4 96.6275 99.7519
ω1 = 0.7, ω2 = 0.3 96.4514 99.7461
ω1 = 0.8, ω2 = 0.2 96.2597 99.7371
ω1 = 0.9, ω2 = 1.0 96.0856 99.7224
ω1 = 1.0, ω2 = 0.0 95.0642 99.7188

Fig. 3. Resulting images with the segmentation method
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Fig. 4. Coarse reconstruction of the tissues of a human jaw from slices segmented by
means of the presented method

The complete algorithm has been implemented and run over MATLAB on a
Pentium IV at 2.8 GHz and 1 GB of RAM with a processing time of 7 seconds
per slice, so it can be suitable for near real time applications if implemented in
more efficient languages.

4 Conclusion

The presented study shows the relevance of 3D jaw tissues reconstruction for den-
tal implant planning systems and how this aim has been carried by other authors.
Fuzzy connectedness theory is suggested and evaluated for segmentation of slices
defined transversally to dental arch, and a method is proposed with successful
results. PD and FAP measurements have shown that the best weighting configu-
ration is (ω1, ω2) = (0, 1) with merit factors of 96.9993 and 99.7696%. This fact
assures enough accuracy to fulfil the required high-precission segmentation. On
the other hand, the algorithm has proven to be efficient in time, and for these
reasons it is possible to conclude that fuzzy connectedness is expect to be a good
metodology for our objectives towards an automated jaw segmentation. Future
works will focus on automatizing the parameters and seed selection and on test-
ing other definitions of affinity. Finally, the obtained results should be compared
with the segmentation obtained by means of 3D fuzzy connectedness theory.
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Abstract. In this paper we are apply Artificial Metaplasticity MLP
(MMLPs) to Breast Cancer Classification. Artificial Metaplasticity is a
novel ANN training algorithm that gives more relevance to less frequent
training patterns and subtract relevance to the frequent ones during
training phase, achieving a much more efficient training, while at least
maintaining the Multilayer Perceptron performance. Wisconsin Breast
Cancer Database (WBCD) was used to train and test MMLPs. WBCD
is a well-used database in machine learning, neural networks and signal
processing. Experimental results show that MMLPs reach better accu-
racy than any other recent results.

1 Introduction

The correct patterns classification of breast cancer is an important real-world
medical problem. Breast cancer is one of the main causes of death in women.
Early diagnosis is important to reduce the mortality rate [1] [2]. A major class of
problems in medical science involves the diagnosis of disease, based upon various
tests performed upon the patient. When several tests are involved, the ultimate
diagnosis may be difficult to obtain, even for a medical expert [3].

Different methods have been used to classify patterns in medical images, such
as wavelets, fractal theory, statistical methods, fuzzy theory, Markov models,
data mining, neural networks, etc, most of them used features extraction using
image-processing techniques [4] [5].

Artificial neural networks (ANNs) have been used in different medical diag-
noses and the results were compared with physicians’ diagnoses and existing
classification methods [6] [7] [8]. The objective of these classification methods is
to assign patients to either a “benign” group that does not have breast cancer
or a “malignant” group who has strong evidence of having breast cancer.

There has been a lot of research done in medical diagnosis and classifica-
tion of breast cancer with WBCD database using NNs. Übeyli in [9] was pre-
sented a comparison of accuracies of different classifiers, reported an accuracy
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of 99.54 % WBCD. In [8], Karabatak and Cevdet presented an automatic di-
agnosis system for detecting breast cancer based on association rules (AR) and
NNs, and obtained a classification accuracy of 97.4% over the entire WBCD.
Guijarro-Berdiñas et al. [10] presented a learning algorithm that applies linear-
least-squares. They obtained a classification accuracy result of 96.0% over the
entire WBCD.

The main objective of the proposed work is to classify the lesions as benign or
malignant by using MMLP based classifier. This method consists in simulating
the biological property of the metaplasticity on MLP with Backpropagation. We
modelled this interpretation in the NNs training phase.

Our MMLP algorithm has been compared with a Classical Backpropagation
using to classify WBCD database and with algorithms proposed recently by other
investigators that used the same database. Our results, proving to be superior
or at least an interesting alternative.

The paper is organized as follows: In Section 2 the database is presented. In
Section 3 we present an introduction to neuronal plasticity, to allow the un-
derstanding of the biological metaplasticity. In Section 4 we introduce the NNs
computational modell that makes use of the neuronal plasticity properties. In
Section 5 we present and briefly discuss the results of the experimental analysis.
In Section 6, we give the conclusions.

2 Wisconsin Breast Cancer DataBase

This breast cancer database was obtained from the University of Wisconsin
Hospital. It contains 699 examples, where 16 samples have missing values which
are discarded in a pre-processing step, so only 683 were used. Each sample has
one of 2 possible classes: benign or malignant. The Benign dataset contains 444
samples (65%) and Malignant contains 239 samples (35%). Each record in the
database has nine attributes. Which are shown in Table 1 [11].

Table 1. Wisconsin breast cancer data description of attributes

Attribute Attribute Values Mean Standard
Numbers Description Attribute Deviation

1 Clump thickness 1-10 4.44 2.82
2 Uniformity of cell size 1-10 3.15 3.07
3 Uniformity of cell shape 1-10 3.22 2.99
4 Marginal adhesion 1-10 2.83 2.86
5 Single epithelial cell size 1-10 2.23 2.22
6 Bare nuclei 1-10 3.54 3.64
7 Bland chromatin 1-10 3.45 2.45
8 Normal nucleoli 1-10 2.87 3.05
9 Mitoses 1-10 1.60 1.73
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3 Metaplasticity

The Metaplasticity is defined as the induction of synaptic changes also depends
on prior synaptic activity [12] [13]. Metaplasticity is due, at least in part, to vari-
ations in the level of postsynaptic depolarization for inducing synaptic changes:
These variations facilitate synaptic potentiation and inhibit synaptic depression
in depressed synapses and vice versa in potentiated synapses (the direction and
the degree of the synaptic change are a function of postsynaptic depolarization
during synaptic activation: Long-term potentiation (LTD) is obtained following
low levels of postsynaptic depolarization whereas long-term depression (LTP)is
produced by stronger depolarizations), and the other hand the metaplasticity
indicate a higher level of plasticity, expressed as a change or transformation in
the way synaptic efficacy is modified. An understanding of metaplasticity might
yield new insights into how the modification of synapses is regulated and how
information is stored by synapses in the brain. For a correct understanding of
this mechanisms we will start with an introduction to synaptic plasticity [14].

4 MMLP Neural Network

The Multilayer Perceptron Neural Network (MLP) has been used for the solu-
tion of many classification problems in pattern recognition applications [15]. The
functionality of the topology of the MLP is determined by a learning algorithm.
The Backpropagation (BP), based on the method of steepest descent [15] in the
process of upgrading the connection weights, is the most commonly used algo-
rithm by the scientific community. The BP algorithm showed some limitations
and problems during the training of MLP [16]. Many researchers have centered
their research in improving and developing combinations of algorithms with the
objective of reducing the complexity of the classifiers and, simultaneously, to
increase their advantages in terms of effectiveness of the classification [16] [17].

We propose a method to train MMLP. The Metaplasticity as a biological
concept is widely known in the field Biology, Medical Computer Science, Neuro-
science, Physiology, Neurology and others [18] [19] [20] [21] [22]. Artificial meta-
plasticity is modelled as the ability to change the efficiency of artificial plasticity
giving more relevance to the less frequent patterns and resting relevance to the
frequent ones [23]. We modelled training the MLP with the following weight
function

f∗
X(x) =

A

√
2π.e

B
8∑

i=1
x2

i

(1)

where A and B are parameters that will be estimated empirically. Note that we
have assumed that a posteriori probabilities follow a Gaussian distribution. If
this diverges from reality, cannot even converge. [23].
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5 Results and Discussion

The MMLP proposed as a classifier for detection of the breast cancer was imple-
mented in MATLAB c© (software MATLAB version 7.4, R2007a) and computer
Pentium IV of 3.4 GHz with 2 GB of RAM. The nine attributes detailed in Table 1
were used as the inputs of the ANNs.

After performing experiments, it has been seen that MMLP with 9 input
neurons, 8 hidden layers neurons and 1 output neurons produce the highest
accuracy, determined empirically. Table 2, shows the network structure, meta-
plasticity parameters, epochs, mean square error (MSE) and numbers of patterns
used training and testing.

The activation function is sigmoidal with scalar output in the range (0,1) and
it is the same for all the neurons. The output is classified with the following
classification criterion:

Class =
{

Benign, if y < 0.5
Malignant, if y > 0.5

To comparatively evaluate the performance of the classifiers, all the classifiers
presented in this study were trained with the same training data set and tested
with the evaluation data set. The network was trained with 60% of data, 410
samples, 144 malignant records and 266 benign records. The testing set remain-
ing 40% of data, consisted of 233 samples with 95 malignant records and 178
benign records. Table 2, defines the network parameters implemented in this
research, compare our MMLP algorithm with a classical backpropagation and
show experimental results obtained during the training and testing. Figure 1
represents the architecture of the NNs developed in this paper. It is composed
by one input layer with nine neurons, which maps input data into eight hidden
layer and one output neuron.

For the experiments, we generated 100 MMLPs with different weights whose
values were random with normal distribution (mean 0 and variance 1). In each
experiment 100 networks were trained in order to achieve an average result that
does not depend on the initial random value of the weights of the ANN. Two
different criterions were applied to stop the training: in one case it was stopped
when the error reached 0.01 (the error reduce but cannot converge 0) and in the
other the training was conducted with a fixed number of 2000 epochs.

Table 2. Clustering accuracy obtained for experiment 100 networks training and test-
ing

Types Network Metaplasticity Numbers
Classifiers Structure MSE Epochs Parameters Patterns

I HL O A B Training Testing
MMLPs 9 8 1 0.01 2000 39 0.5 410 273
BPNNs 9 8 1 0.01 2000 NA2 NA2 410 273
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Fig. 1. MMLP network architecture, with 9 input neurons, 8 hidden layers neurons
and 1 output neurons

Table 3. Confusion matrices of Classifiers used for Detection of breast Cancer

Type Desired Result Output Results
Classifiers Benign Malignant

Benign records 176 2
MMLPs Malignant records 1 94

Benign records 175 3
BPNNs Malignant records 12 83

Two different types of experiments were performed. One to determine the de-
gree of accuracy of the MMLP algorithm (considering the specificity, sensitivity
and total classification accuracy) trying with several structures of network, vary-
ing with metaplasticity parameters A and B, until the most efficient structure was
obtained, with the criteria being the smallest number of patterns for the training
and the shortest time of convergence of algorithm. The other experiment was used
to compare our algorithm with a classical Backpropagation training.

Classification results of the classifiers were displayed by a confusion matrix. In
a confusion matrix, each cell contains the raw number of exemplars classified for
the corresponding combination of desired and actual network outputs. The con-
fusion matrices showing the classification results of the classifiers implemented
for detection of breast cancer is given in Table 3 [9].

Usually, to determine the performance of the classifiers the specificity, sensitiv-
ity and total classification accuracy are calculated. For a correct understanding,
we the previously mentioned are here defined:

Specificity: number of correctly classified benign records / total number of
benign records.

1 NA: Not Apply.
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Table 4. The Classification Accuracies of Classifiers used for Detection of breast Cancer

Type Classification Accuracies (%)
Classifier Specificity Sensitivity Total Classification Accuracy
MMLPs 98.94% 98.87% 98.91%
BPNNs 98.31% 87.37% 92.84 %

Sensitivity: number of correctly classified malignant records / number total
number of malignant records.

Total classification accuracy: number of correctly classified records / total
number of total records.

The performance of the classifiers used in this research for detection of the
breast cancer, is presented in Table 4.

6 Conclusion

The goal of this research was to compare the accuracy of two types of classifiers:
the proposed MMLP and the Classical MLP with Backpropagation, applied to
the Wisconsin Breast Cancer Database. The classification results indicate that
the MMLP achieved considerable success in image classification. The MMLP
classifiers shows a great performance obtaining the following results average for
100 networks: 98.94% in specificity, 98.87% in sensitivity and the total classifi-
cation accuracy of 98.91%. Our MMLP, proved to be equal or superior to the
state-of-the-art algorithms applied to the WBCD database.and shows that it can
be an interesting alternative for the medical industry, among others.
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Abstract. In the first decade of the 21st century, there is a tremendous
increment in the number of elderly people which live independently in
their own houses. In this work, we focus on elderly people which spend
almost all the time by their own. The goal of this work is to build an
artificial system capable of unobtrusively monitor this concrete subject.
In this case, the system must be capable of detecting potential situations
of danger (e.g. the person lays unmobilised in the floor or she is suffering
some kind of health crysis). This is done without any wearable device
but only using a sensor network and an intelligent processing unit within
a single and small CPU. This kind of such unbostrusive system makes
seniors to augment his or her perception of independence and safeness
at home.

1 Introduction

Following the World Health Organization (WHO), the world’s elderly (i.e. people
60 years of age and older) population is now 650 million. The WHO preditcs
that it will reach 2 billion by 20501, and in older age, the risk of falls increases,
due mainly to their advanced age, and possible consequences of injuries are, by
far, more serious, leading even to death if the elderly is not attended quickly.
The research presented in this paper is focused on the development of systems
devoted to ease ageing for elderly under custodial care which are in reasonable
good health and live alone in their own houses.

This research is supported by a strong belief that ubiquitous and context-
aware computing can contribute to active ageing [1] by maintaining elderly in-
dependiently at their home when they live alone. Therefore, it tries to prevent
unexpected situations taking into account a number of requirements: (1) senior
citizens live alone and wants to keep living independently; (2) their privacy must
be preserved (i.e. cameras or sound recording system must be avoided); (3) they
have not to be bothered by wearing any wearable device; (4) there is a social

1 http://www.who.int/features/factfiles/ageing/en/index.html
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service which is ready to attend any emergency that might arise in her house;
and (5) this emergency attendance process might be triggered by a notification
made by either the person or a computer (e.g. by an SMS or an automatically
made call).

Context Identification and representation is key factor in the design of this
kind of systems [2,3]. A context management framework should be open and
dynamic [4]. It must be open in a double sense: First, it has to be independent
from the underlying hardware architecture and sensors used and, second, it has
to be shared among different applications. It must be also dynamic as it must
allow the automatic reconfiguration of software due to the new devices on the
fly. In consequence, it should be possible for the context management framework
to adapt its context representation infraestructure to the inclusion or removal
of new information sources [5]. In most of the works we find in the literature,
context representation proposal are specific for the problem faced [6,7], suffering
from a lack of generality not fulfilling the openness criteria. In order to fulfil
both criteria, a lot of research works used ontologies for context information
representation, since ontologies does not required an exact correspondence be-
tween available and required information from the system and allows the use
of semantic web technologies [4,8,9,10,11,12,13,14]. This works tries to presents
a framework for automatic semantic annotation of hardware events, providing
mechanisms that facilitate ontology-hardware integration.

The rest of the paper is structured as follows. Section 2 shows the software
architecture of the system. The validation infraestructure is shown in Section 3.
Finally, 4 summarizes most important conclusions of this work and points out
future works.

2 Software Architecture

Figure 1 represents an structural diagram of the software architecture of the
system, which is based on the cognitive theory of human processing levels [15].
Every new data recovered from sensors is processed through three levels: shallow,
intermediate and deep. The shallow processing level focuses on data physical and
sensory features, that is, on the information collected from sensors and deter-
mine the context in which the elderly under surveillance (attendee hereinafter)
is located. The reasoning processes that use the information previously analyzed
are carried out in the deep processing level. Between them, the intermediate level
plays a key role in the whole process since it covers information interpretation
and its translation into the form required by the reasoning tasks. This interme-
diate level is represented by a user model that allows us to semantically describe
the attendee state (derived from his or her context). Another important element
is the ontology, which constitute the domain knowledge model. In this knowl-
edge model information from the attendee, her o his context (basically sensor
and timer information) and a topological model of the house. The ontology can
be accessed by all levels and can be considered as a blackboard which makes
interlevel communication possible. The three levels will be deeper analysed in
the following sections.
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Fig. 1. Global software architecture of the system

2.1 Shallow Level: Context Semantic Annotation

The shallow level is implemented using the Open Context Platform (OCP) [16].
The main objective of OCP is to collect raw data from sensors and semantically
described the context derived from those data. For example, when the attendee
sit down on the armchair at the living room, a real number is sent from the
pressure sensor to OCP which translate it into the sentence “Somebody is set-
tled down on the armchair at the living room”. That is, OCP is in charge of
semantically annotate sensor data. To this end, each sensor is associated with
an adapter which is able to interpret raw data coming from a concrete kind of
sensor. The set of adapters make possible for the rest of the modules to abstract
from physical devices details.

The semantic annotation of sensor is performed by inserting the correspond-
ing instance into the application ontology. This ontology, implemented in OWL
and accessed through JENA API [17], includes a model of the home of the at-
tendee focused on the structure (i.e. which kind of rooms and how are they
interconnected), the list of sensors and all the information that described them
(type, location,..) and a simple model of time in order to represent the of timers
used (see next subsection). This ontology plays the role of a blackboard allowing
interlevel communication.

2.2 Intermediate Level: Behavioral Model

Starting from the information in the context of the atendee that is described by
OCP, this level trays to infer the state in which the attendee is supposed to be,
that is, the complete picture conforming the context is described. The system
relies on the assumption that the location of the attendee, the activity or absence
of it, and the moment of the day in which these facts are registered are enough to
detect possible emergency situations. For example, if the attendee has a fall and
losses consciency or brokes a bone in such a way that prevents his or her from
moving, detection of this situation is based on an excesive time of inactivity in
a context in which this is not normal (i.e. the attendee is on the house and she
is not supossed to be resting or sleeping). To this end a behavioural model was
developed based on a finite state automaton. A simplified version can be seen of
figure 2.
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Each automaton state represents a concrete states of the attendee. The tran-
sitions between states are governed by decision rules which are codified in SWRL
using ontology concepts. Each time that the ontology is modified, an inference
process is performed using Pellet [18] as inference engine. Using rule formal-
ism for representing transitions allows us to easily describe transitions in the
behavioural model.

The following rules is an example of a transition to an active state:

Attendee(?x) ∧ location(?x, ?y) ∧ MovementSensor(?s)∧
detectMovement(?, true) ∧ inside(?s, ?r) ∧ HabitSpaceInBuilding(?r)∧

haveConnection(?r, ?c) ∧ connectionWith(?c, ?c1) ∧ equal(?y, ?c1)
=⇒

state(?x, ”Active”) ∧ location(?x, ?r)

It can be interpreted as ‘if a movement sensor located in room r detects
movement it can be inferred that the attendee is active at room r”. When this
rules were fired the corresponding instance on the ontology is asserted.

Notice that an excesive user inactivity can be consider an indicator of emer-
gency situations. However, it must be noticed that an elderly person can be in-
active (i.e. having a nap or watching TV) a considerable amount of time during
the day. Pressure sensors are used to determine whether such inactive situation
is normal or not. The key for detecting potential situation of danger states lays
on taking into account not only information about inactivity and location but
also on the moment of the day in which inactivity is detected. In such situa-
tions, inactivity timers are available to meassure the amount of time in which
the attendee stays inactive (i.e. the moment of the day is important because
timers defaults values depend on such information). In the case an inactivity
timer reaches to zero, the system infers that the attendee is unactive for too
much time, activating the inactivity state.

Besides inactivity based emergency cases, different cases due to anomalous
activity may be found. For example, detection of uninterrupted activity in the
bath during three hours could be due to a malfunctioning of sensors. But it
could aslso be due to an emergency state in which the attendee needs help (e.g.
she had a fall and did not lose the consciency state, thus she keeps moving and
activity is detected). Such emergency states, referred to as excesive activitey,
although less frecuent, are equally important to detect, and are detected in the
same way as inactivites ones based on excesive activity timers.

2.3 Deep Reasoning Processess Level

The deep reasoning level layer is in charge of two different tasks. The first one
is solving inconsistencies detected at the intemediate lavel. The second one is
in charge of interaction with the environment. This capability allows to, for
example, apropriately react to potential situation of danger.

From the point of view of the architecture, an inconsistency has the form
of the simultaneous activation of two or more automaton states. This ends up
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in two different transitions to be triggered from the same state. Thus, the sys-
tem has to decide which is the actual target state of the automaton. When this
level detects such an inconsistency it warns the deep reasoning level, which has
then to launch some processes to detect the real cause of this inconsistency. For
example, let us suppose that sensors detect movement in two different rooms.
In this situation, in the intermediate level two rules are fired and the systems
activates the inconsistency state warning the deep reasoning level. This lat-
ter tries to find a possible explanation for the inconsistency. First, it has to
query for the state of the sensors. At this point, three different situations may
occur:

– Some of the sensors are not working correctly. In this case, the intermediate
level has to be informed and, if necessary, change the topology of the house,
since not adjacent movement could be now permitted (i.e. the attendee can
be at the living room and a some seconds after she can be at the kitchen
without passing through the corridor as the sensor located at the corridor
does not work) by making the appropriate changes in the ontology. Besides,
a message requiring a maintenance operation could be generated. Once the
failing sensor has been repaired, the topology changes should be reverted.

– If the current sensors configuration allows the system to solve the inconsis-
tency, changes in the intermediate level are carried out to activate the correct
state and they are ordered from the upper lyaer.

– If the system can not solve the inconsistency an alarm could be activated
since the system has detected another person in the house without being
activated the door sensor.

Similar approaches can be applied to the rest of inconsistencies. Also, notice
that two or more inconsistencies (complex inconsistencies) could be detected at
the same time. In order to solve this situation, the system tries to solve itera-
tively each simple inconsistency. Of course, in most situations several iterations
should be needed. Figure 3 shows complex inconsistencies resolution process and
how each level is involved in it, from context changes produced by information
collected from sensors to inconsistency resolution process at the deep reasoning
level. The complex inconsistencies process finishes when a consistent stated is
reached after the resolution of a simple inconsistency.

Apart from inconsistency resolution task, this level should be able to respond to
an emergency situation. The system needs some actuators in order to act against
dangerous situations. This is a key element of the systems, since the capability to
react to these situations are the most important functionality of the system. The
situations of danger are detected at intermediate level. When the deep reasoning
level receives such notification, first of all, its tries to confirm if the situation of
danger is not caused by abnormal sensor input. If this is not the case, an emergence
message is sent to a central service wich is in charge of applaying the correspondig
protocol to attend the emergency. it is also possible to configure the system for
sending a SMS to a person(s) who can assist him or her.
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Fig. 3. Activity diagram for complex inconsistencies resolution

3 Testing and Validation

The system presented in the above sections is fully developed. Functionalities
are totally implemented and the systems has been deployed, at the moment of
writting this paper, into thirty houses (it is planned to be deployed in a hundred
houses), within a pilot stage. In this stage, all the systems are being tested
for normal functioning (i.e. faults like unexpected software problems or sensor
errors, due to prolonged normal functioning are expected to appear).

Before this pilot stage was started, the system was tested in a single real
house. The real attended was replaced by an actor (one member of the research
team) who reproduced the behaviour of the attended at the house. A special set
up was compound for this purposse. While the actor was at the attended’s home,
the rest of the team was located at the university. The actor and the team were
connected by a Skype videocall. In this way, the actor carried a small laptop
equipped with a camera, while moving through the house, in such a way that it
tried to capture what he or she actually sees. The team located at the university
gave orders to the actor in order to make him or her reproduce a history like, for
example the attended is at the living, she goes to the bathroom through the bed-
room and, once being at the bathroom, she falls down and lose consciency. The
team at the university was simultaneously connected to the system under test.
More specifically, through a secure shell connection, they were reading the logs
generated by the system, in real time, in order to check if which was actually hap-
pening at the attended’s home was detected like that by the system. A number
of histories including normal living (i.e. without problems) and different kinds
of falls in all the sensorised dependiencies of the home were tested. All that falls
were detected in the last iterations of such test (i.e. the first tests were useful for
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Fig. 4. The view of the test displayed at the university

detecting and fixing software problems, for example, excessive delays until the
system recognises activity or pressure at the bed).

Figure 4 is a picture of the view seen by the people at the university during a
test. This laptop screen was projected against a wall, so all the participants can
see it clearly. At the upper right and in the background, the actor appears lying
on the bed in the Skype GUI and, over this image, it appears a member of the
team from the university giving orders to the actor also throught the videocall.
The rest of the team is checking the logs (appearing at the left, they are saying
that there is no activity but pressure sensor at the bed is detected so everything
is normal) and anotating the generated events. All videocalls were saved for a
posteriory analysis in which logs were double checked against the history.

4 Conclusions and Future Work

This paper shows that a little set of hardware elements and some software el-
ements with ontologies, context aweness and user modeling technologies can
contribute to active ageing in a neither invasive nor obstrusive manner. It is
possible to foster active ageing by possibilitate the attendee to stay more years
of her live living independently at home by using a system which silently mon-
itors the attendee and detects potential situations of danger like the absence of
movement for a long time when the attende is supposed to be at home.

Several systems has been developed so far but in most of then intrusive sensors
are used. A project, similar to the one presented here is [19] in the sense that
the used of low-cost sensor network require the use of common sense knowledge
to efficiently detect anomalous situations. However, our system is based on a
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reduce number of sensor. AlarmNet (Assisted-Living And Residential Monitor-
ing Network) project [20] is focused on continuos monitoring, to this end non
obstrusive sensors are combined with wearable ones for physiological signals are
used, being all this informatio aggregated into the electronic patient record for
its analysis. Other projects rely on a set of RFID labels located in daily used
objects in order to monitor their used. The objective of this kind of proyects is
to analyse behavioral patterns [21,22] derived from objects use. An example of
completely intrusive systems is [23] which makes used of video cameras, acoustic
sensors, smart floor tiles to detect the exact attendee position. Undoubtedly, the
use of a sophisticate sensors network make easier and more precise the identi-
fication of attendee context, but rise some problem regarding user acceptance
and the cost of the infrastructure which makes difficult its massive deployment
to real costumers.

Among future works, we are focused on providing learning capabilities to the
system. In [24,25] learning capabilities has been approach from the circadian
rhythm analysis perspective. Our approach rely on machine learning processes,
based on data mining techniques, will be used to detect the most common users’
behavioural patterns. Other future works are related to the inclusion of temporal
reasoning capabilities into the inference process.
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Abstract. This paper introduces an ubiquitous wireless network in-
frastructure to support an assisted living at home system. This system
integrates a set of smart sensors which are designed to provide care as-
sistence and security to elderly citizens living at home alone. The system
facilitates privacy by performing local computation, it supports hetero-
geneous sensor devices and it provides a platform and initial architecture
for exploring the use of sensors with elderly people. We have developed
a low-power multihop network protocol consists of nodes (Motes) that
wirelessly communicate to each other and are capable of hopping radio
messages to a base station where they are passed to a PC (or other pos-
sible client). The goal of this project is to provide alerts to caregivers
in the event of an accident, acute illness or strange (possibly danger-
ous) activities, and enable monitoring by authorized and authenticated
caregivers. In this paper, we describe ubiquitous assistential monitoring
system at home. We have focused on the unobtrusive habitual activities
signal measurement and wireless data transfer using ZigBee technology.

Keywords: Pervasive computing, ubiquitous monitoring, wireless sensor
networks, smart sensors.

1 Introduction

Increasing health care costs and an aging population are placing significant
strains upon the health care system. Small pilot studies have shown that meet-
ing seniors’ needs for independence and autonomy, coupled with expanded use of
home health technologies, and provide improved assistential outcomes. Difficulty
with reimbursement policies, governmental approval processes, and absence of
efficient deployment strategies has hampered adopting non-obtrusive intelligent
monitoring technologies.

A wireless sensor network is an infrastructure comprised of sensing (measur-
ing), computing, and communication elements that gives to the caregiver the
ability to instrument, observe, and react to events and phenomena in a specified
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environment. Typical applications include, but are not limited to, data collec-
tion, monitoring, surveillance, and medical telemetry. In addition to sensing, one
is often also interested in control and activation.

There are four basic components in a sensor network: (1) an assembly of dis-
tributed or localized sensors; (2) a wireless-based network; (3) a central point
of information clustering (usually called base station); and (4) a set of comput-
ing resources at the central point (or beyond, e.g. personal computer board or
other device like PDA) to handle data correlation, event trending, status query-
ing, and data mining. In this context, the sensing and computation nodes are
considered part of the sensor network; in fact, some of the basical computa-
tion may be done in the network itself. The computation and communication
infrastructure associated with sensor networks is often specific to this environ-
ment and rooted in the device and application-based nature of these networks.
For example, unlike most other settings, in-network processing is desirable in
sensor networks; furthermore, node power (and/or battery life) is a key design
consideration. The information collected is typically parametric in nature, but
with the emergence of low-bit-rate signals algorithms, some systems also support
these types of media. ZigBee communication technology has many advantages
for the field of teleassistence and telemedicine. It enables ubiquitous assisten-
tial monitoring unobtrusively. Using ZigBee technology any problems regarding
bandwidth, speed and battery life can be solved.

Projects on home health monitoring and telemedicine have been performed for
two decades. In the paper of Choi et al. [1], Figueredo and Dias [2] or Eklund et
al. [3], Virone et al. [4,5] home care system project was described. In this paper,
we describe an ubiquitous assistential monitoring system at home. We have
focused on the unobtrusive habitual activities signal measurement and wireless
data transfer using ZigBee technology.

2 Application Scenario

A first prototype scenario is being developed in which a user will have a home assis-
tence system that is able to monitor his or her activity in order to detect incidents
and uncommon activities. The protoype house or scenario has a bedroom, a hall,
a corridor, a toilet, a kitchen, and a living room. Movement sensors are installed
in each location. Moreover, in the bedroom there is a pressure sensor in bed; in the
hall, a magnetic sensor to detect the opening and closening of the entrance door,
and in the sofa of living room another pressure sensor. All sensor boards have a
complementary temperature sensor. The data is gathered from sensors mounted
in the home. The sensor events are transmitted by the wireless sensor network to
the base station by means ZigBee technology. A gateway is also included in the
system to allow continuous monitoring. The gateway receives the events from the
sensors through base station and decides what the appropriate action to take will
be. Options could include querying the user to check on their status, storing (or
forwarding) data on the event for future analysis by a assitential care provider,
placing a telephone call to a care provider, relative or health care service, or other
options. Fig. 1 shows a schematic overview of the system.
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Fig. 1. Schematic overview of the system

The main idea consits in monitoring the person living alone in his home
without interacting with him. To start, it is needed to know if he is at home in
order to activate the ubiquitous custodial care system. It is easy to know by the
context if a resident is at home knowing that the entrance door was opened and
movement in the hall was detected. By means of distribuited sensors installed
in each room at home we can know the activities and the elderly location. On
the other hand, as the pressure sensors are located in the bed and the favorite
sofa in the living room, we can know more of where he is even if he is not in
movement. All this sensorial assembly will be ruled by an artificial intelligent
software which will allow to learn of elderly diary activities. If the system detects
a suspicious event, i.e., movement in any room at 12 a.m and pressure in the
bed, then the system give an alert to the caregiver.

2.1 Assembly of Distributed Sensors

The basic functionality of a WN generally depends on the application and type
of sensor device. Sensors are either passive or active devices. Passive sensors in
single-element form include, among others, seismic-, acoustic-, strain-, humidity-
, and temperature-measuring devices. Passive sensors in array form include
optical- (visible, infrared 1 mm, infrared 10 mm) and biochemical-measuring
devices. Arrays are geometrically regular clusters of WNs (i.e., following some
topographical grid arrangement). Passive sensors tend to be low-energy devices.
Active sensors include radar and sonar; these tend to be high-energy systems.

Activity monitoring can be beneficial for elderly people who live alone at
home. By means of using electronic technologies to assist and monitor elderly,
disabled, and chronically ill individuals in the home can improve quality of life,
improve health outcomes, and help control assistential care. This is done with
mote devices developed by us which are based on Iris mote from Crossbow [6].
The mote board developed by us uses a single channel 2.4 GHz radio to provide
bi-directional communications at 40 Kbps, and an Atmel Atmega 1281 micro-
controller running at 8 MHz controls the signal sampling and data transmission.
The wireless sensor node is powered by a pair conventional AA batteries and a
DC boost converter provides a stable voltage source. Fig. 2 shows a schematic
overview of sensor node architecture.
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Fig. 2. Sensor node

This mote board was designed by us and provides basic environmental sensing,
and expansion for other sensing functionality. In the near future, wearable sen-
sors could be also included which could measure and analyze the users health as
biomedicals signals (ECG, heart rate, etc) and activity such falls. Among other
things because we have implemented an integrated antenna on the same board.
The assembly of distribuited sensors are integrated in a mesh network. A mesh
network is a generic name for a class of networked embedded systems that share
several characteristics including: Multi-Hop– the capability of sending messages
peer-to-peer to a base station, thereby enabling scalable range extension; Self-
Configuring– capable of network formation without human intervention; Self
-Healing– capable of adding and removing network nodes automatically without
having to reset the network; and Dynamic Routing– capable of adaptively deter-
mining the route based on dynamic network conditions (i.e., link quality,
hop-count, gradient, or other metric). Our multihop protocol is a full featured
multi-hop, ad-hoc, mesh networking protocol driven for events [7] [8] [9]. This pro-
tocol is a modified protocol based on Xmesh developed by Crossbow for wireless
networks. A multihop network protocol consists of nodes (Motes) that wirelessly
communicate to each other and are capable of hopping radio messages to a base
station where they are passed to a PC or other client. The hopping effectively
extends radio communication range and reduces the power required to transmit
messages. By hopping data in this way, our multihop protocol can provide two
critical benefits: improved radio coverage and improved reliability. Two nodes do
not need to be within direct radio range of each other to communicate. A mes-
sage can be delivered to one or more nodes in-between which will route the data.
Likewise, if there is a bad radio link between two nodes, that obstacle can be over-
come by rerouting around the area of bad service. Typically the nodes run in a low
power mode, spending most of their time in a sleep state, in order to achieve multi-
year battery life. On the other hand, the node is woke up when a event happened
by means of an interruption which is activated by sensor board when an event is
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detected. Also, the mesh network protocol provides a networking service that is
both self-organizing and self-healing. It can route data from nodes to a base sta-
tion (upstream) or downstream to individual nodes. It can also broadcast within
a single area of coverage or arbitrarily between any two nodes in a cluster. QOS
(Quality of Service) is provided by either a best effort (link level acknowledgement)
and guaranteed delivery (end-to-end acknowledgement).

2.2 Sensor Data Monitoring

Inside the sensor node, the microcontroller and the radio transceiverwork in power
save mode most of the time. When a state change happens in the sensors (an event
has happened), an external interrupt wakes the microcontroller and the sensing
process starts. The sensing is made following the next sequence: first, the external
interrupt which has fired the exception is disabled for a 5 seconds interval; to save
energy by preventing the same sensor firing continuously without relevant infor-
mation. This is achieved by starting a 5 seconds timer which we call the interrupt
timer, when this timer is fired the external interrupt is rearmed. For it, there is a
fist of taking the data, the global interrupt bit is disabled until the data has been
captured and the message has been sent. Third, the digital input is read using the
TinyOS GPIO management features. Fourth, battery level and temperature are
read. The battery level and temperature readings are made using routines based
on TinyOS ADC library. At last, a message is sent using the similar TinyOS rou-
tines. In this way, the message is sent to the sensor parent in the mesh. The external
led of the multisensor board is powered on when the sending routine is started; and
powered off when the sending process is finished. This external led can be disabled
via software in order to save battery power.

An events chronogram driven for interruption is shown in the Fig. 3, where
next thresholds was established: t2 − t1 < 125 ms, t3 − t1 < 5 s, t4 − t1 < 5 s,
t5 − t1 = 5 s, t6 − t5 < 1 ms, t7 − t6 < 125 ms, t8−t6 = 5 s and t9 − t8 < 1 ms.

The description of the Fig. 3 is as follows: at t1 an external interrupt Intx has
occurred due to a change in a sensor. The external interrupt Intx is disabled and
the interrupt timer started. The sensor data is taken. The message is sent and
the external led of our multisensor board is powered on. At t2 the send process
is finished. The external led is powered off. At t3, an external interrupt Intx has
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occurred. The exception routine is not executed because the external interrupt
Intx is disabled. The interrupt flag for Intx is raised. At t4, another interruption
has occurred but the interruption flag is already raised. At t5, the interrupt timer
is fired. The external interrupt Intx is enabled. At t6, the exception routine is
executed because the interrupt flag is raised. The external interrupt Intx is
disabled and the interrupt timer started. The sensor data is taken. The message
is sent and the external led powered on. At t7: The send process has finished.
The external led is powered off. At t8, the interrupt timer is fired. The external
interrupt Intx is enabled.At t9, there are not more pending tasks.

2.3 Base Station

The event notifications are sent from the sensors to the base station. Also com-
mands are sent from the gateway to the sensors. In short, the base station fuses the
information and therefore is a central and special mote node in the network. This
USB-based central node was developed by us also. This provides differents services
to the wirelesss network. First, the base station is the seed mote that forms the
multihop network. It outputs route messages that inform all nearby motes that it
is the base station and has zero cost to forward any message. Second, for down-
stream communication the base station automatically routes messages down the
same path as the upstream communication from a mote. Third, it is compiled with
a large number of message buffers to handle more children than other motes in
the network. These messages are provided for TinyOS, a open-source low-power
operative system. Fourth, the base station forwards all messages upstream and
downstream from the gateway using a standard serial framer protocol. Five, the
station base can periodically send a heartbeat message to the client. If it does not
get a response from the client within a predefined time it will assume the commu-
nication link has been lost and reset itself.

This base station is connected via USB to a gateway (miniPC) which is re-
sponsible of determining an appropriate response by means of an intelligent
software in development now, i.e. passive infra-red movement sensor might send
an event at which point and moment towards the gateway via base station for
its processing. The application can monitor the events to determine if a strange
situation has occurred. Also, the application can ask to the sensors node if the
event has finished or was a malfunction of sensor. If normal behavior is detected
by the latter devices, then the event might just be recorded as an incident of
interest, or the user might be prompted to ask if they are alright. If, on the other
hand, no normal behavior is detected then the gateway might immediately query
the user and send an emergency signal if there is no response within a certain
(short) period of time. With the emergency signal, access would be granted to
the remote care provider who could log in and via phone call.

2.4 Gateway

Our system has been designed considering the presence of a local gateway used
to process event patterns in situ and take decissions. This home gateway is
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provided with a java-based intelligent software which is able to take decission
about different events. In short, it has java application for monitoring the elderly
and ZigBee wireless connectivity provided by a USB mote-based base station for
our prototype. This layer stack form a global software architecture. The lowest
layer is a hardware layer. In the context awareness layer, the software obtains
contextual information provided by sensors. The middle level software layer,
model of user behaviour, obtains the actual state of attendee, detecting if the
resident is in an emeregency situation which must be solved. The deep reassoning
layer is being developed to solve inconsistences reached in the middle layer.

The gateway is based on a miniPC draws only 3-5 watts when running Linux
(Ubuntu 7.10 (Gutsy) preloaded) consuming as little power as a standard PC
does in stand-by mode. Ultra small and ultra quiet, the gateway is about the
size of a paperback book, is noiseless thanks to a fanless design and gets barely
warm. Gateway disposes a x86 architecture and integrated hard disk. Fit-PC
has dual 100 Mbps Ethernet making it a capable network computer. A normal
personal computer is too bulky, noisy and power hungry.

The motherboard of miniPC is a rugged embedded board having all
components– including memory and CPU– soldered on-board. The gateway is
enclosed in an all-aluminum anodized case that is splash and dust resistant. The
case itself is used for heat removal- eliminating the need for a fan and venting
holes. Fit-PC has no moving parts other than the hard-disk. Fig. 4 shows the
gateway ports base station and our mote board.

3 Results

Fig. 4 shows the hardware of the built wireless sensor node provides for our mote
board. In our prototype, a variable and hetereogeneous number of wireless sensor
nodes are attached to our multisensor boards in order to detect the activities of
our elderly in the surrounding environment, and they send their measurements
to a base station when an event (change of state) is produced or when the
gateway requires information in order to avoid inconsistences. The base station
can transmit or receive data to or from the gateway by means of USB interface.
It can be seen that the sensor nodes of the prototype house detect the elderly
activity. The infrared passive, magnetic and pressure sensors have a high quality
and sensivity. Also, the low-power multihop protocol works correctly. Therefore,
the system can determine the location and activity patterns of elderly, and in
the close future when the intelligent software will learn of elderly activities, the
system will can take decisions about strange actions of elderly if they are not
stored in his history of activities. By now, the system knows some habitual
patterns of behavior and therefore it must be tuning in each particular case.
Additionally, connectivity between the gateway exists to the remote caregiver
station via a local ethernet network. The gateway currently receives streamed
sensor data so that it can be used for analysis and algorithm development for the
intelligent software and the gateway is able potentially to send data via ethernet
to the caregiver station. As the transmission is digital, there is no noise in the
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Fig. 4. Gateway based on miniPC, Mote board and base station

signals. It represents an important feature because noise effects commonly hardly
affect telemedicine and assistence systems. The baud rate allows the transmission
of vital and activity signals without problems. The discrete signals (movement,
pressure and temperature, for example) are quickly transmitted. Nevertheless,
spending 5 seconds to transmit an signal sample or event does not represent a
big problem. Moreover, the system can interact with other applications based
on information technologies. Using standards represents an important step for
integrating assisted living at home systems.

The system was implemented as previously we have described. As mentioned,
the system uses Java programming language in order to describe the activity of
the elderly and take a decision. The system guaranteed the transmission of a
packet per less to 1 seconds, e.g. the baud rate is 57600 bps. Other signals, such
as temperature, need the same time. Furthermore, lost packets are tracked, once
it is using a cyclic redundancy code (CRC).

4 Discussion and Conclusions

There are a lot of sensors which can measure activities and environmental param-
eters unobtrusively. Among them, just a few sensors are used in our prototype
home. In the future, other useful sensors will be used in experiments. For fall
measurement [10], a method can be used applied using infrared vision. In addi-
tion, microphone/speaker sensors can be used for tracking and ultrasound sensors
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also can be used for movement. Other sensors can be easily incorporated into
our system because we have already developed a small-size multisensor board.
We have not done sufficient experiments on elderly people. In this paper, the
experiments should be considered preliminary and more data is needed.

In the literature there is an absence of research data on a persons movement
in his or her own house that is not biased by self-report or by thirdparty obser-
vation. We are in the process of several threads of analysis that would provide
more sophisticated capabilities for future versions of the intelligent software. The
assited living system is a heterogenous wireless network using and ZigBee radios
to connect a diverse set of embedded sensor devices. These devices and the wire-
less network can monitor the elderly activity in a secure and private manner and
issue alerts to the user, care givers or emergency services as necessary to provide
additional safety and security to the user. This system is being developed to
provide this safety and security so that elder citizens who might have to leave
their own homes for a group care facility will be able to extend their ability to
remain at home longer. This will in most cases provide them with better quality
of life and better health in a cost effective manner. Also think that this assited
living system can be used in diagnostic because the activity data can show in-
dicators of illness. We think that changes in daily activity patterns can suggest
serius conditions and reveal abnormalities of the elderly resident.

Summing up, we have proposed a wireless sensor network infrastructure for
assisted living at home using WSNs technology. These technologies can reduce
or eliminate the need for personal services in the home and can also improve
treatment in residences for the elderly and caregiver facilities. We have intro-
duced its system architecture, power management, self-configuration of network
and routing. In this paper, a multihop low-power network protocol has been
presented for network configuration and routing since it can be considered as
a natural and appropriate choice for ZigBee networks. This network protocol
is modified of original protocol of Crossbow because our protocol is based in
events and is not based in timers. Moreover, it can give many advantages from
the viewpoint of power network and medium access. Also, we have developed
multisensors board for the nodes which can directly drive events towards an USB
base station with the help of our ZigBee multihop low-power protocol. In this
way, and by means of distribuited sensors (motes) installed in each of rooms in
the home we can know the activities and the elderly location. A base station (a
special mote developed by us too) is connected to a gateway (miniPC) by means
an USB connector which is responsible of determining an appropriate response
using an intelligent software, i.e. passive infra-red movement sensor might send
an event at which point and moment towards the gateway via base station for its
processing. This software is in development in this moment therefore is partially
opperative.

This project intends to be developed with participatory design between the
users, care providers and developers. With the WSN infrastructure in place,
sensor devices will be identified for development and implemented as the sys-
tem is expanded in a modular manner to include a wide selection of devices. In
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conclusion, the non-invasive monitoring technologies presented here could pro-
vide effective care coordination tools that, in our oppinion, could be accepted
by elderly residents, and could have a positive impact on their quality of life.
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Abstract. Elderly people have a high risk of health problems. Hence,
we propose an architecture for Ambient Assisted Living (AAL) that
supports pre-hospital health emergencies, remote monitoring of patients
with chronic conditions and medical collaboration through sharing of
health-related information resources (using the European electronic health
records CEN/ISO EN13606). Furthermore, it is going to use medical data
from vital signs for, on the one hand, the detection of symptoms using
a simple rule system (e.g. fever), and on the other hand, the prediction
of illness using chronobiology algorithms (e.g. prediction of myocardial
infarction eight days before). So this architecture provides a great va-
riety of communication interfaces to get vital signs of patients from a
heterogeneous set of sources, as well as it supports the more important
technologies for Home Automation. Therefore, we can combine security,
comfort and ambient intelligence with a telemedicine solution, thereby,
improving the quality of life in elderly people.

Keywords: Telemedicine, CEN/ISO EN13606, architecture, chronobi-
ology.

1 Introduction

We have a problem with aging of the population, as a result of increased life
expectancy and declining birth rate. Today there are around 600 million persons
aged 60 in the world. The number will be double by 2025 and will reach almost
2000 million by 2050 when there will be more people over 60 years than children
under 15 years old [1,2]. So that the demand of healthcare services is increasing
in Europe and we find the problem that we have not the possibilities to react
to the demand of healthcare services because of lack of personnel, old people’s
home and nursing homes.

For this reason, it is well known that the information and communication
technology (ICT) must provide an answer to problems arisen in the field of
healthcare. So Ambient Assisted Living (AAL) is a new technology based ap-
proach from ICT to support elderly citizens. The goal of AAL is aims to prolong
the time that elderly people can live independent in decent way in their own
home [3]. We can achieve it increasing their autonomy and confidence in to
know that if happen some problem they are not really alone, furthermore to
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easier activities of daily living with home automation and finally to monitor and
care for the elderly or ill person with telemedicine solutions, Hence to enhance
the security and to save medical resources.

Other problems associated with aging of the population, are the issues related
to health status. We must be aware that elderly people have an increased risk
of heart disease, diabetes, hypertension etc. They have a tendency to get sick
easily. That is why it is very important to carry out early detection of diseases,
because there is ample evidence that an appropriate treatment in the onset of
the disease, increase likely of that these patients will have a positive outcome.
So, early identification of these patients is critical to successful treatment of the
disease [4].

For this purpose, nowadays preventive measures are primarily based on pe-
riodically scheduled evaluations at clinic visits that are intended to detect the
onset of an illness. Such visits often present an incomplete assessment of the pa-
tient’s health by providing only instantaneous patient’s state. So that is possible
that patient is in the onset of an illness but symptoms or important events are
not manifested in the clinic visit time. For this reason, we considered necessary
monitoring of the elderly people at home, equivalent to the monitoring that takes
place in hospitals. So we are able to detect symptoms and anomalies in any time.

These kind of monitoring solutions are possible with the recent technology ad-
vances in consumer electronics devices and the development of embedded artifi-
cial intelligence platforms for wearable and personal systems. That has achieved
high capabilities by a low cost. So that it can be reachable for everyone. Some of
these advances are in communications for PDA (Personal Digital Assistant) and
cell phones, as well as, in WBAN (Wireless body area networks) with Bluetooth
and ZigBee networks technologies. Trough this WBAN, the wearable system is
wirelessly connected to numerous physiological and contextual sensors located
on various parts of the body or elsewhere in the environment. Furthermore with
the ZigBee network we can define a WLAN (Wireless local area networks), so
we can connect wirelessly the wearable system with the control unit that exists
at home [5].

Our contribution is an architecture, which supports from the system to be
installed at home to monitor the wearable systems, until the remote systems
that will be in the health care supervision centrals. In the next section, we will
see that this architecture has been endowed with a variety of communication
interfaces, to provide a great flexibility in connectivity. In addition to improve
the quality of life in elderly people, this system is equipped with the latest
technology in home automation.

In Section 3, we have established that the export of medical data is made on
the recent standard CEN/ISO 13606, so that the captured data can be incor-
porated into the patient’s electronic health record (EHR). Hence, it is able to
be consulted and used by medical or by the system as we will see in the next
section.

In Section 4, we will analyze as symptoms are detected in the current sys-
tem and will do a brief overview of our goals and future work to extend the
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detection of symptoms to disease. We will show the importance of providing all
the historical patients in a standard format such as CEN/ISO 13606, in order to
use in future work to build temporal model-based for diagnosis. On these models
to diagnose, we will show our first steps, where we analyze the field of possibili-
ties that chronobiology opens for the detection of diseases, detection of abnormal
patterns and building models that relate one vital sign with others. In particular
we will see from chronobiology the detection of myocardial infarction eight days
before that it happens and our first results about relation between different vital
signs, in this case the relation between peripheral body temperature and blood
pressure.

2 System Architecture

Our architecture serves as a framework to deliver telecare services to the elderly
and people in dependant situations. This framework is used as a basis to deploy
specialised services, coverings aspects such as:

– Home automation: It service is going to do easier the home facilities. Our
system was originally conceived as a system that integrates multiple tech-
nologies for home automation, adding a high-capacity and heterogeneous
communications to interact with other local or remote systems.

– Security: It is very usual to find security solutions together with home au-
tomation ones. For this reason, it is able to be used like a security system
too, and for that purpose, it implements the standard protocol used nowa-
days in security systems to send alarms to a central security, i.e. contactID
over PSTN technology.

– Ambient Intelligence: We are going to use ambient intelligence to increase the
easiness of use of home facilities provided by the home automation and to adapt
home to the Activities of Daily Living (ADL). ADL refers to the basic task of
everyday life, such as eating, bathing, dressing, toileting and transferring [6].
If a person can cope for that ADL, then we can talk of independence. These
kinds of tasks are very difficult in elderly people. So learning behaviours and
habit using Ambient Intelligence, environment is going to do easier ADL to
the person. Getting to increase independence and QoL.

– Telemedicine: The last service is monitoring and care of elderly or ill person
with telemedicine solutions. For vital signs and health condition monitoring,
a set of biometric sensors can be located in the preferred environment of
the elderly, and transmit, via the central module, information about his/her
health status to the EHR central, so that it could be used by qualified pro-
fessionals so that they can evaluate their general health conditions with a big
amount of information, so Medical could do a better diagnosis. Furthermore,
these sensors are able to raising alarms in case an emergency occurs. We will
see this in the section 5.

Our system used for telemedicine is shown in the figure 1 and description of the
elements shown in table 1:
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We have developed a modular architecture to be scalable, secure, effective
and affordable. It last feature is very important, because we are defining a very
complex system, very flexible and with a lot of possibilities. Usually a user is
not going to use all the technologies that system provides, so that each client
can define an ad-hoc architecture from his needs [7,8].

One of the more important parts of a system that work with users is the user
interface. We can find a lot of literature about Human Machine Interface (HMI)
and the need of simple and intuitive interfaces, especially in our case, we need

Fig. 1. Telemedicine architecture elements

Table 1. Control unit, medical expansion and Medical sensors used

Element Extended description
1 Control unit with GPRS and Ethernet communication interfaces
2 Medical extension with Serial and Bluetooth communication interfaces
3 Test Kit Mini pulsoximeter OEM Board. EG0352 of Medlab
4 Test Kit EKG OEM Board, EG01000 of Medlab
5 Test Kit Temperature OEM EG00700 (2 channel YSI 401 input) of Medlab
6 YSI Temperature Sensor 401 of Medlab for core and peripheral temperature
7 Bluetooth glucometer of OMRON
8 GPRS Antenna
9 Power supply
10 GPRS Modem
11 Bluetooth Modem
12 Serial ports



An AAL System for Telemedicine with Detection of Symptoms 79

a very simple interface because we work with older people who are not fully
adapted to the world of new technologies (ICT) and have vision problems or
cannot learn to use the system (Alzheimer patients), is why the proposal is that
the user does not need to communicate with the system.

However, we offer an intuitive LCD touch and Web interface with a 3D (360
degree cylindrical panoramas) home/hospital representation to access and con-
trol the system for hospital personal, old people’s home personal, management
personal or patients if they are able to use it.

The communication layer provides privacy, integrity and authentication dur-
ing process of exchanging information between agents. Therefore, we must define
a robust communication interface [9]. We cipher all the communications with
AES cryptography to get privacy and security. We use hashing with MD5 to get
integrity and authentication using user and password, we offer ACL based on IP
address and we have defined different roles and privileges for the different kind
of users in an organization.

As we mentioned, we want to work with sensors for medical purpose from
different vendors. So we have a very flexible connectivity support. The system
has the next communication interfaces:

– External communications. Ethernet connection for TCP/IP communications
(Internet), modem GPRS (Internet) and Contact ID using PSTN [10].

– Local communications. X10 home automation protocol, EIB/KNX (Euro-
pean Installation Bus), ZigBee, Bluetooth, Serial, CAN (Control Area Net-
work) and Wire communications using digital or analogy input/output.

3 Standard to Exchange EHR Information: CEN/ISO
13606

We can find a lot of different reasons why standards are needed in the healthcare
domain [8,9]. One such reason is that standards allow computer documentation
(EHR) to be consistent with paper-based medical records. Another reason is that
information sharing (communication) among different actors, for the purpose of
addressing an end-user’s problem, is facilitated by the existence of standards-
based integrated environments. This includes all agreements on data and context
that needs to be shared. So that finally your full health record could be access
from any hospital and decision support applications are provided together your
information. There is where we can improve and easier of professional personal
work and improve the quality of your diagnosis. We can find some approximation
to the solution in [11,12,13]. But finally we have the CEN/ISO 13606 standard
for this purpose [13,14,15].

Furthermore, we can use that information in our future work to build temporal
model-based for diagnosis and detection of illness. So we can get information
from a set of real cases in a standard digital format.

In the figure 2 we can see the integration of our system in the Health Infor-
mation Systems Architecture (HISA).
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Fig. 2. Logical diagram of our architecture to support CEN/ISO EN13606

4 Detection of Symptoms and Chronobiology

In determining the patient’s medical condition, several wearable systems focus
on monitoring a single dominant physiologic feature as a symptom of a medical
condition by performing a simple rule-based classification on individual sensor
data to generate alerts [5]. With this kind of solution we get a first approximation
of the medical condition, but we know that it may not lead to an accurate
medical. That is the reason that we are defining all the base of elements to
get a capture of several vital signs, to get in the future work to build temporal
based-models for diagnosis using different physiologic features.

Detection of symptoms is carrying out with simple rules from medical liter-
ature, e.g. we are going to examine as detect hypothermia from temperature
sensors [16].

Hypothermia is defined as a body temperature less or equal to 35◦ C were
classified as mild (32− 35◦ C), moderate (28− 32◦ C) and severe (< 28◦ C). We
are defined this kind of classifier with a set of simple if-then rules.

We consider it very interesting to detect level and mild hypothermia, which
are often not notified. And it can have deadly consequences, for example in 1979
reported a total of 770 cases of fatal hypothermia environment. Furthermore
elderly people are at higher risk for them.

The most important causes of hypothermia are malnutrition, sepsis, severe hy-
pothyroidism, liver failure, hypoglycemia and/or hypothalamic lesions, volume de-
pletion, hypotension, increased blood viscosity (which can cause thrombosis) etc.

We conclude that this kind of symptoms are very important to be monitored
and notified to the doctor, because some of the diseases listed could be happening
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and as in the case of the level or moderate hypothermia, the patient may not
realize about his abnormal health state.

In the same way, the other symptoms that are detected are: fever, abnormal
SpO2 levels, hypertension, hypotension, tachycardia and arrhythmia.

Chronobiology is a field science that studies the temporal structure (periodic
and cyclic phenomena) of living beings, the mechanism which control them and
their alterations. These cycles are known as biological rhythms. The variations
of the timing and duration of biological activity in living organisms occur for
many essential biological processes. These occur in animals (eating, sleeping,
mating, etc), and also in plants. The most important rhythm in chronobiology
is the circadian rhythm, a period of time between 20 and 28 hours [17].

On the next two points we show two solutions from chronobiology. The first
inference has been obtained from [17] and the second one is the result of our
own investigations [18].

The detection of myocardial infarction is based on the beat rate of a patient
that is very variable from a moment to other, is chaotic in a normal patient. This
is very usual because a person can make an effort, move, go up stairs and even
without conscious activity as digestion or heat the body the heart is working.

In the figure 3 we can see the variability of the heart beat rate in a normal
situation and days before to a myocardial infarction.

On the left column we can see some graphs which show the cardiac frequency
(i.e. the variation of the cardiac rhythm over time). On the second column we see
the spectral analysis (i.e. the variation of pulses amplitude over time) and on the

Fig. 3. Heart rate days before a myocardial infarction
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third one we see the trajectories in a space of phases (the cardiac rhythm at a
given moment over the cardiac rhythm at a time immediately preceding). These
phase diagrams show the presence of an attractor (An attractor is the pattern
we see if we observe the behavior of a system for a while and found something
like a magnet that ”attracts” the system towards such behavior).

The individual represented in the top row shows an almost constant heartbeat,
suffered a heart attack three hours later. We can observe that the variability is
less of 10 beats. The central register of the row, showing a rhythm with periodic
variations, was obtained eight days before sudden death. We can observe that
8 days before the variability it is between 10 and 20 beats. The Bottom row
corresponds with a heartbeat of a healthy individual. We can observe that in a
normal situation the variability is between 30 and 40 beats.

So we can analyze this variability in heart beat rates in circadian periods to
detect the risk of myocardial infarction.

Other solution that we can define from chronobiology is the relation between
different vital signs, so that we can estimate blood pressure from peripheral
temperature. It is interesting for this type of systems to be able to infer blood
pressure without using a sphygmomanometer which would be invasive for the
patient as it has to press the arm or wrist.

This hypothesis was tested in lab on a group of 30 persons from the University
of Murcia, you can find this study in [18], where we obtained a relationship
between peripheral temperature and average blood pressure. Now we want to
study this kind of relations with groups of elderly and illness people. So that we
can obtain results more important so that finally can be defined a model to infer
blood pressure values from temperature. Finally, remark that for the detection of
symptoms and the construction of temporal model-based for diagnosis [10,19,20]
from chronobiology is very important to have a temporary record of the patient,
that allows us to perform these tasks, so we use the EHR standard CEN / ISO
13606 for this purpose.

5 Conclusions and Future Work

We are built an architecture [21] to give support to care-delivering environments,
such as at patients home, i.e., self-care, this architecture provides a set of services
that can be used autonomously by the elderly people. The set of care-delivering
environments is very wide, that is the main reason that we provide an architec-
ture very flexible and with a lot of different options of configuration, so that the
final user can define an ad-hoc solution to his needs.

In a monitoring system is very important keep a register with the information
from patient over time. For this purpose we save information in CEN/ISO 13606
format, so it can be deliver to other medical information systems as HISA at
hospitals. Furthermore we are going to use this information register to build
temporal models for diagnosis of illness and for testing chronobiology hypotheses,
as the relation between peripheral temperature and blood pressure that we have
shown.
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In the actual solution we can detect anomalies in vital signs that show symp-
toms, as well as, we can detect myocardial infarction using a chronobiology
algorithm [17]. But it does not offer an accurate base of diagnosis, for this rea-
son, as future work, we want to improve the artificial intelligence layer, so we
can detect diseases too using temporal based-models.

Furthermore until the moment, this system just has been tested by the mem-
bers of our team. So, we want to test it with elderly people and real patients,
and together them and their experiences implements ambient intelligence algo-
rithms to detect patterns in the user behaviour. Finally, in the technology side,
we are going to implement 6lowPAN [22] and ISO/IEEE 11073 [15] over ZigBee
network.
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Abstract. Context-aware systems gather data from their surrounding
environments in order to offer completely new opportunities in the de-
velopment of end user applications. Used in conjunction with mobile
devices, these systems are of great value and increase usability. Applica-
tions and services should adapt to changing conditions within dynamic
environments. This article analyzes the important aspects of context-
aware computing and shows how it can be applied to monitor dependent
individuals in their home. The proposed system logically processes the
data it receives in order to identify and maintain a permanent location
on the patient in the home, managing the infrastructure of services both
safely and securely.

1 Introduction

The search for software capable of better adapting to a user’s needs and particu-
lar situation leads us to context-aware systems. These systems store and analyze
all the relevant information that surrounds them and constitutes the user’s en-
vironment. Information that can be initially classified as context information
is comprised of user preferences, tasks, location, state of mind, activity, sur-
roundings, the ambient temperature of the area in which the user is located, the
lighting conditions, etc. As such, a context stores data regarding the user’s sur-
roundings and preferences. Context-aware systems provide mechanisms for the
development of applications that can understand their context and are capable
of adapting to possible changes. A context-aware application uses the context of
the subject in order to adapt its performance, thus better satisfying the needs of
the user in that particular environment. The information is normally obtained by
sensors. The current trend for displaying information to the system agents, given
the large number of small and portable devices, is through distribution via het-
erogeneous systems and net-works with varying characteristics. One particular
environment that requires the use of context-aware systems is the medical su-
pervision of patients, specifically, home care. This situation involves applications
that can be embedded in the homes of dependent individuals in order to improve
their quality of life. With home care, it is preferable to use network sensors and
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intelligent devices to build an environment in which many home functions are
automated, and devices and support services can assist with performing daily
tasks. For example, a context-aware application in a home care environment
could alert the hospital if the patient’s blood pressure increases beyond a pre-
determined limit, or remind a patient to take medication. This article presents
the Home Care Context-Aware Computing (HCCAC) multi-agent system for
supervising and monitoring dependent persons in their homes. There have been
recent studies on multi-agent systems (Ardissono et al. 2004) as a monitoring
system in the medical care of people (Angulo et al. 2004), which are sick or suf-
fer from Alzheimer’s (Corchado et al. 2008b). These systems provide a continual
support in the daily lives of these individuals (Corchado et al. 2008a), predict
potentially dangerous situations, and manage physical and cognitive support
to the dependent person (Bahadori et al. 2003). The remainder of the article is
structured as follows: section 2 presents the problems of context-aware comput-
ing and introduces the need for the development of new systems that can improve
the living conditions of patients in their homes. Section 3 describes the proposed
system, with particular attention to the capabilities that a context-aware system
can offer. Section 4 presents a case study describing how the proposed system
has been applied to a real scenario. Finally, section 5 presents the results and
conclusions obtained after using a prototype in a home care environment, and
recommends future studies for improving the system.

2 The Context-Aware Computing

The history of context-aware systems began when (Want et al. 1992) presented
the Active Badge Location System, which is considered to be the first context-
aware application. It is a system for locating people in their office, where each
person wears a badge that uses network sensors to transmit information signals
about their location to a centralized service system. In the mid-1990s, several
location-aware (Abowd et al. 1997) (Cheverst et al. 2000) (Sumi et al. 1998) tour
guides emerged offering information about the user’s location. The most com-
monly used context-aware feature is by far user location. Over the last few years,
the use of other context-aware features has grown. It is difficult to describe
the term context-aware and many researchers try to find their own descrip-
tion and the relationship among the features that are included in context-aware
systems. The first written reference to the term context-aware was made by
(Schilit et al. 1994). There are authors that describe context-aware as the loca-
tion or identification of persons or objects (Ryan et al. 1997) (Hull et al. 1997)
(Brown 1996). These descriptions are frequently used during the initial research
of the systems. One of the most exact definitions was made by (Dey 1998). These
authors refer to context-aware as information that can be used to determine the
situation of entities (e.g., people, places or objects) that are considered relevant
for the interaction between a user and an application. There are several location-
aware infrastructures capable of gathering positional data (Espinoza et al. 2001)
(Burrell 2002) (Kerer et al. 2004) (Priyantha et al. 2000). These systems include
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GPS satellites, mobile phone towers, proximity detectors, cameras, magnetic
card readers, bar code readers, etc. These sensors can provide information on
location or proximity, differing mainly in the precision detail. Some need a clear
line of vision; other signals can penetrate walls, etc. The previously mentioned
systems only use one context attribute: the information on the location of the
object or person. The use of different context attributes such as noise, light,
and location allow a higher degree of combination of contextual objects. These
elements are necessary for building systems that are more useful, adaptive and
easy to use. An example of this type of context-aware infrastructure is the sys-
tem presented by (Muñoz et al. 2003) that improves communication by adding
context-awareness to the management of information within a hospital environ-
ment. All of the users (in this case, doctors, nurses, etc.) are equipped with
mobile devices for writing messages that are sent when a previously determined
set of circumstances are met. The contextual attributes that this system includes
are location, time, roles, and the state of the user or entity to be analyzed. The
studies we have mentioned use the attributes common to the majority of context-
aware systems: the location and positioning of the person, object or entities. Few
systems use information from different contextual attributes and relate different
types of data to interact with users or patients. We would like to take the next
step and use different contextual attributes with the system we propose. We
would like the different type of data that the system gathers to be stored and
logically processed with the goal of improving the quality of life for dependent
per-sons in their home. Based on the context model, we propose a multi-agent
Home Care Context-Aware Computing (HCCAC) system that offers context-
aware services to patients within a dependent environment, and that includes a
set of independent services that can gather and interpret contextual data. The
fundamental characteristic of the system is the ability to logically process the
data provided by the context so that the attention provided to the patient can
be improved. The system can easily develop context-aware services and appli-
cations within a variety of contexts. The system is independent because it can
be applied to various types of hardware devices and operating systems, and be-
cause it includes a Java-based technology. The patients can be identified and
located within the environment by the RFID JavaCard chip that they carry.
HCCAC defines a light framework for executing service-oriented applications.
The system functions include installation management, activation, deactivation,
initiation and elimination of services, as well as the identification, control and
supervision of patients at all times.

3 HCCAC Multiagent System

The number of common objectives between context-aware software and user con-
trol is continually growing. The lack of transparency between application and
user activity has created a need to improve the techniques for obtaining and
capturing user preferences (Jameson 2001). Using explicit information that has
been captured allows users to customize their preferences if they wish, and also
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provides a tool for transparently presenting the obtained information. The users
are then able to understand their application activity and make adjustments as
needed. The majority of context-aware applications are programmed with the
traditional software engineering techniques that integrate context information
directly into the code source, which in large part results in the applications per-
forming statically, making them more difficult to maintain. The HCCAC system
functions like an integrated communication platform in which the context-aware
agents intervene in the selections of communication channels used for interact-
ing among users. Each agent uses a variety of communication channels, includ-
ing mobile technology, RFID, wireless networks and electronic mail, in order to
manage and register data from a particular user’s interaction. HCCAC is based
on a home care context model that integrates context-aware applications. HC-
CAC makes it possible to easily use and share context-aware applications within
changing physical spaces. Figure 1 identifies the following agents that make up
the system:

1. Provider agents capture and summarize the context data obtained from both
internal and external heterogeneous sources, so that the Interpreter agents
can, based on location data, try to reuse the same data.

2. Interpreter agents provide logical reasoning services in order to process the
contextual information.

3. Database agents store the context data obtained by the Provider agents. The
organization of this information is similar for different environments.

4. Context-aware applications examine the information available from the con-
text provider agents and are constantly listening for possible events that the
context providers send out. They also use different levels of context infor-
mation and modify their performance according to the active context. They
consult the functionalities registered in the system and always know the
location of the context providers within the environment. One way of devel-
oping context-aware applications is to specify the actions that will respond
to changes within the context that fall within a determined set of rules and
conditions.

5. Location agents provide a mechanism that allows the Provider and Inter-
preter agents to make their presence known, and the applications and users
to be able to locate these services.

All of the HCCAC agents are interconnected and can interact with each other.
The agents described function independently from the platform on which they
are installed. The next section describes in general terms how the HCCAC agents
function. The external provider agents obtain context information through ex-
ternal resources such as a server that provides meteorological information about
the temperature in a specific place, or a location server that provides information
on the location of a person who is not at home. The internal provider agents
directly gather information from the sensors installed in the environment, such
as RFID based locators installed in the patient’s home, or light sensors. The
Interpreter agent functionalities include both processing information provided
by the database agent, and analyzing the processed information. Based on the
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Fig. 1. Overview of the HCCAC multi-agent system

low level context data, the Interpreter agent offers high interpretation level con-
text data to the context-aware applications. The context-aware applications use
different levels of context information and can adapt their performance to the
context within which they are executed. After consulting the data registered by
the Location agent, these applications can locate the services from all of the
context providers that they are interested in. The context-aware applications
can obtain context data by asking a provider agent or waiting for an event from
the provider agent. The Location agent allows the users and agents to locate
different context applications. The primary characteristics of the Location agent
include scalability, adaptation, and multiple processing capabilities. It controls
large areas in internal or external networks where the context providers could
be located. The Location agent searches and adapts to the changes that are
introduced within the context when it adds or eliminates physical sensors or
reconfigurations for the same devices. It also lays out a mechanism that allows
the context providers to communicate their functionality in the context to the
system. Figure 2 illustrates a general description of the system infrastructure.
The image shows how different devices connect to the system via the Internet.
All of the devices are interconnected through wireless communication networks,
mobile devices or RFID technology.

4 Using Context-Aware Computing to Apply the Patient
Control

Our case study developed a prototype for improving the quality of life for a
patient living at home. The system gathers information from the sensors that
capture data and interact with the context. The primary information that the
installed sensors gather is the location-aware for the user in the environment.
The system also processes information relative to the temperature in the in the
different rooms and the lighting in the areas where the patient moves about. All
of the access doors in the house have automatic open and close mechanisms.

HCCAC was used to develop a multi-agent system prototype aimed at enhanc-
ing assistance and care for low dependence patients at their homes. The house
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Fig. 2. Overview of the HCCAC context-aware infrastructure

Fig. 3. Home plane

measured 89 m and was occupied by one dependent person. As shown in Figure 3
20 passive infrared SX-320 series motion detectors were installed on the ceiling,
as well as 11 automatic door opening mechanisms. The movement detectors
and door opening mechanisms interact with the microchip Java Card and RFID
(Espinoza et al. 2001) users to offer services in run time. Each dependent user
is identified by a Sokymat ID bracelet Band Unique Q5 which has an antenna
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and a RFID-Java-Crypto-Card chip with a 32K Module and Crypto-CoProzessor
(1024 bit RSA) compatible to with the SUN JavaCard 2.1.1 (ZhiqunChen). The
sensors and the actuators are placed in strategic positions within the home, as
shown on the plans in Figure 3. All of these devices are controlled by agents.
This sensor network uses an alert system to generate alarms by comparing the
user’s current state with the parameters of the user’s daily routine which has
been stored in the system. The system can generate alarms if it recognizes a
significant change within the parameters of the user’s stored daily routine, such
as if the user gets up prior to a specific hour on a non-work day, if the user
spends more time than normal standing at a door without entering, or if the
user remains motionless in the hallway for an extended period of time. As shown
in Figure 4, the Provider agents are directly connected to the devices that cap-
ture the information. All of the data is stored in the system and interpreted by
the Interpreter agent. In this case, the application consists of three modules: (i)
one for controlling the location of the patient, (ii) one for controlling the lighting
within the home, and (iii) another for controlling the temperature. The Loca-
tion agent is in charge of identifying and either accepting or rejecting the data
submitted by the information providers. It serves as an overseer of the agents
that integrate into the system.

It is also important to note the transformation of information that takes
place in the system. On the one hand, lower level data is gathered within the
patient’s environment; the information is subsequently stored in a data base as
high level data so that it can be more quickly interpreted and easier to use.
This task is carried out by the Provider agents as well as the Interpreter agent.
Additionally, the patient can interact with the context at all times in order to

Fig. 4. Home Care context-aware application
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establish the parameters that determine the functionality of the application. Just
as the Provider agents gather context information, they can receive execution
orders for events via the devices that they control. That is how, for example, the
patient can decide which users can be controlled by the system, or control user
access for the family members. The system can also store exterior temperature
preferences for each one of the users that are in the system, thus making their
stay more comfortable.

5 Results and Conclusions

HCCAC was used to develop a prototype used in the home of a dependent per-
son. It incorporates JavaCard technology to identify and control access, with an
added value of RFID technology. The integration of these technologies makes
the system capable of sensing stimuli in the environment automatically and in
execution time. As such, it is possible to customize the system performance,
adjusting it to the characteristics and needs of the context with any given situa-
tion. HCCAC allows new Provider agents to be incorporated in execution time,
thus proposing a model that goes a step further in context-aware system design
and provides characteristics that make it easily adaptable to a home care envi-
ronment. Furthermore, the proposed system offers a series of characteristics that
facilitate and optimize the development of distributed systems based on home
care. The functionalities of the systems and the actual agents are modeled as
independent applications. As such, the agents are much lighter in terms of com-
putational load, which can extend the possibilities for developing the system on
mobile devices that have much more limited processing capabilities. Because they
are independent, the applications can also be used for different developments,
and with slight adjustments adapt to the needs of each environment. With its
distributed focus, the system can independently launch and restrain applica-
tions and agents without affecting the rest of the system components. Although
there still remains much work to be done, the system prototype that we have
developed improves home security for dependent persons by using supervision
and alert devices. It also provides additional services that react automatically
in emergency situations. As a result, HCCAC creates a context-aware system
that facilitates the development of intelligent distributed systems and renders
services to dependent persons in their home by automating certain supervision
tasks and improving quality of life for these individuals. The use of a multi-
agent system, RFID technology, JavaCard and mobile devices provides a high
level of interaction between care-givers and patients. Additionally, the correct
use of mobile devices facilitates social interactions and knowledge transfer. Our
future work will focus on obtaining a model to define the context, improving the
proposed prototype when tested with different types of patients.
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Abstract. Ambient Assisted Living (AAL) includes assistance to carry
out daily activities, health and activity monitoring, enhancing safety
and security, getting access to, medical and emergency systems. Ambient
home care systems (AHCS) are specially design for this purpose; they
aim at minimizing the potential risks that living alone may suppose for
an elder, thanks to their capability of gathering data of the user, inferring
information about his activity and state, and taking decisions on it. In
this paper, we present several categories of context-aware services. One
related to the autonomy enhancement including services like: medication,
shopping and cooking. And another which is the emergency assistant
category designed for the assistance, prediction and prevention of any
emergency occurred addressed to any elder and their caregivers. These
services run on the top of an AHCS, which collects data from a network of
environmental, health and physical sensors and then there is a context
engine, customized on Appear platform that holds the inference and
reasoning functionalities.

1 Introduction

Ambient Intelligent (AmI) vision is that the electronic or digital part of the am-
bience (devices) will often need to act intelligently on behalf of people. It is also
associated to a society based on unobtrusive, often invisible interactions amongst
people and computer-based services taking place in a global computing environ-
ment. Context and context-awareness are central issues to ambient intelligence
[1]. Context-aware applications are designed to react to constant changes in the
environment and to adapt their behavior. However, the availability of context
and its use in interactive applications offer new possibilities to develop tailored
context aware home applications adapted to ambient intelligence environments.
AmI has also been recognized as a promising approach to tackle the problems in
the domain of Assisted Living [2]. Ambient Assisted Living (AAL) born as an
initiative from the European Union to emphasize the importance of addressing
the needs of the ageing European population, which is growing every year as [3].
The program intends to extend the time the elderly can live in their home en-
vironment by increasing the autonomy of people and assisting them in carrying
out their daily activities.

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 95–103, 2009.
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There have been several attempts of developing AAL systems. For exam-
ple, Kang et al. [4] propose a wearable sensor system which measures the bio-
functions of a person (heart rate, blood pressure, body temperature, body mass
index, etc) to provide remote health monitoring and self health check that can be
used at home. Korel and Kao [5] also monitor the vital signs and combine them
with other context info such as environment temperature or person’s condition,
in order to detect alarming physical states and preventing health risks on time.
Baek et al. [6] have designed an intelligent home care system based on a sensor
platform to acquire data on heat and illumination. Taking into account the user’s
position, the home appliance control system manages the optimal performance
of the devices at home (such as air conditioner, heater, lights, etc.). Lee et al.
[7] implement a bundle of context-aware home services, ranging from doorbell
answering services, seamless transfer of the TV image from one display device
to another, reminders to turn off some devices while cooking or recipes outline
on a display nearby. Healthcare and personal status monitoring applications are
also common applications in AHCS; they usually imply the target user to wear
sensors, and their main objective is to anticipate or detect health risks.

Furthermore, other systems aim at providing special care to a group of people
with a certain disability. For example, Helal et al. [8] have developed a mobile
patient care giver assistant deployed on a smart phone and responsible for catch-
ing the attention of people with Alzheimer’s disease and notifying them about
the next action they have to do. Medication prompting functionalities are also
frequent in AHCS. Hardware to facilitate the medication consumption in the
house has been developed, for example, by Agarawala et al. [9].

Moreover, several prototypes encompass the functionalities mentioned above:
Rentto et al. [10], in the Wireless Wellness Monitor project, have developed a
prototype of a smart home that integrates the context information from health
monitoring devices and the information from the home appliances. Becker et al.
[11] describe the amiCa project which supports monitoring of daily liquid and
food intakes, location tracking and fall detection. The PAUL (Personal Assistant
Unit for Living) system from University of Kaiserslautern [12] collects signals
from motion detectors, wall switches or body signals, and interprets them to
assist the user in his daily life but also to monitor his health condition and
to safeguard him. The data is interpreted using fuzzy logic, automata, pattern
recognition and neural networks. It is a good example of the application of
artificial intelligence to create proactive assistive environments. There are also
several approaches with a distributed architecture like AMADE [13] that inte-
grates an alert management system as well as automated identification, location
and movement control systems.

In this contribution, we focus on the design challenges of ambient home care
systems, those systems that aim at alleviating everyday life of elderly or depen-
dent people who have decided to continue living at home. These systems are
capable of gathering environmental and personal information and reasoning on
it, in order to provide a set of services: information about the need related to
the autonomy enhancement including services like: medication, shopping and
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cooking, etc. Following, we explain the design and development of an AHCS
prototype, capable of providing elders with a number of useful services. The
prototype has been developed on a commercial context-aware platform, Appear,
which has been customized and improved to satisfy our system’s needs. It is
a centralized solution with a system core where all the received information is
managed, allowing the correct interaction between system components. In the
following section we give an overview of the AHCS, its architecture and reason-
ing approach. Section 3 briefly describes the fundamental features of the Appear
platform and its architectural design. Furthermore Section 4 presents the system
functionalities. Finally Section 5 offers some conclusions.

2 AAL Domain: An Intelligent Community

In this section we will present an example of the definition of an intelligent
community domain, especially for services offered to elder’s members of a family
who need special attention and care.

There are some important contextual information that need to be gathered:
static context referring to invariant features or dynamic context which is able to
cope with information that changes. Static context is normally obtained directly
from the user and the dynamic context indirectly from sensors.

We will describe the internal context representation once these contexts are
obtained. There are several concepts important to be defined in a AHCS. We
have determined three main entities: environment, user and context.

2.1 Environment

A user is an entity which interacts with the environment and other people. It is
almost impossible to sense every entity in the environment because it is enor-
mous. So, it is useless try to describe everything surrounding a user. We will then
define some concepts we thought as important. For instance, the user mobility is
a key concept in an AHCS domain, so we think location is an important concept
in this part of the context specification requirements; we represent the abso-
lute location as well as the relative one like: elderly bedroom; kitchen room; TV
room; bathroom and garage. There is also the time and date concept to define
the current conditions. And finally the environmental conditions like: tempera-
ture, humidity, light and noise; which will be sensed and will be a requirement for
the provisioning of the services plus some other requirements explained below.

– Environment
• Location:

∗ Absolute location
· Coordinates (X,Y)

∗ Relative location
· Bedroom 1
· Bedroom 2
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· Kitchen
· TV room
· Bathroom

∗ Time and date
· Date
· Time

∗ Environmental conditions
· Temperature
· Humidity
· Lighting
· Noise

2.2 User

As context is only relevant if it influences the user and this is why the user takes
an important place in AmI. This concept will have static facts like: gender, name
and age and will also two important concepts to be taken into account: the role
the user can have into the system and its preferences which contain the dynamic
information of the user. Both concepts will determine which service should be
available to which user as well as some other environment requirements. Role
concept can be: elderly and it will determine a set of common characteristic.
And the user’s preference will be subject to the current situation, that’s why
it is more or less dynamic. Is in this concept here users can specify personal
activities they would like the house to automate (temperature control, light
control, music control, etc.) or the services he would like to receive.

– User
• Role:

∗ Elderly
· Preferences

2.3 Offering

Offerings contain several categories of services with similar characteristics. These
services might be adapted to the user’s preferences and to the environmental
conditions. Categories in the system can be structured into comfort category
where we can find light and music adjustments, social contacts service and a
special service designed just for children where music, images, light and sound
are used to transform the children bedroom in a special space. Another category
is the autonomy enhancement including services like: medication, shopping and
cooking mainly addressed to elderly people. And finally the emergency assistant
category designed for the assistance, prediction and prevention of any emergency
occurred related to any member of the family.
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– Offering
• Comfort Category

∗ Social Contacts service(all)
∗ Finding things service (elderly)
∗ Light adjustments service(all)
∗ Music adjustments service(all)
∗ Interactive play space service (children)

• Autonomy Enhancement Category (elderly)
∗ Medication service
∗ Cooking service (web service/ recipies)
∗ Shopping service (web service)

• Emergency Assistant Category (elderly/ adult)
∗ Assistance service (call emergency)
∗ Prediction service (scale/ obesity)
∗ Detection service (to take the pulse. . . .)

3 Appear Platform

There is a common practice in the multiple platforms that have been developed
to handle the context acquisition and modeling in last years and it is to set a com-
mon practice for building context-aware applications and services, reducing the
process of development through the separation of acquisition and context man-
agement. They differ in their architectural approaches, have different methods
of context representation, processing logics and reasoning engines. The context-
aware platform chosen for the development of our AHCS is Appear. Appear is
an application provisioning solution for a wireless network. Its solution enables
the distribution of location-based applications to users with a certain proximity
to predefined interest points. Appear just needs any IP based wireless network
and any Java enabled wireless device. In order to locate devices and calculate
its position, Appear uses an external positioning engine which is independent of
the platform.

Appear platform consists of two parts: Appear Context Engine which is the
core of the system and the Appear Client which is installed in the device. Appli-
cations distributed by the Context Engine are installed and executed locally in
these wireless devices. The architecture of the Appear Context Engine is mod-
ular and separates the system responsibilities into: server, one or more proxies,
and a client. Appear Context Server is part of the network management. It man-
ages the applications distributed by the platform and the connections to one or
more or proxies or positioning engines.

When a wireless device enters the network, it immediately establishes the con-
nection with a local proxy which evaluates the position of the client device and
initiates a remote connection with the server. Once the client is in contact with
the server they negotiate the set of applications the user can access depending
on his physical position.
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Appear’s solution consists then of the Appear Context Engine and its
modules: Device Management Module, Push Module and the Synchronization
Module. The three modules collaborate to implement a dynamic management
system that allows the administrator to control the capability of each device once
they are connected to the wireless network. The Push or Provisioning Mod-
ule manages the automatic distribution of applications and content to hand-
held devices. It pushes services on these devices using client-side intelligence
when it’s necessary to install, configure and delete user services. The Device
Management Module provides management tools to deploy control and main-
tain the set of mobile devices. The Synchronization Module manages file-based
information between corporate systems and the mobile handheld devices. The
Device Management is continuously updated with up-to-date versions of the con-
figuration files. All of these modules are made context aware using the Appear
Context Engine.

In Appear, is the Appear Context Engine which gathers context of user data
and builds a model based on the needs of the end user. It implements a rules
engine, which determines which service is available to whom, and when and
where it should be available. Services are filtered against a profile and when it
is determined some data are relevant, the information is pushed to the device
in a proactive way. As told Appear Context Engine gathers all the context in-
formation about the device and produces a context profile for that device. The
main components of this model are Context Domain, Context Engine, Context
Profile and Semantic Model.

The Context Domain is a set of context values the system can monitor. In the
context domain all values are given without any internal relationship. It is fed
with context parameters that measure real-world attributes that are transformed
into context values. Context parameters include physical location, device type,
user role, date/time, temperature, available battery.

The Semantic model is the Administrator model of the relationship between
different context parameters and how these should be organized, using context
predicates. The Context engine is the one that matches the context domain onto
the semantic model and the result of it is the Context profile.

To get into a more abstract level Appear creates more complex predicates
combining and constraining the values of these context parameters and other
context predicates. There are also external contexts that have the capability to
create context information out of XML streams. Appear context triggers then
enable to act upon context change: for instance, if the temperature gets below 20
degrees, the heater can be activated . And if the temperature exceeds 25 degress,
the heater will be stoped.

Context information in the system is used throughout the entire life-cycle of
the service. The rules engine filters and determines the appropriate services to
be pushed to the user, in the right time and at the right place. The provisioning
of the services occurs automatically in the Appear Context Engine as the right
context is found to each user: role, zone, location, time period, etc.
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Fig. 1. Overview of two scenarios for AHCS

Fig. 2. Services offered to adult users in the kitchen in the scenario I

4 AHCS Prototype: Intelligent Community and
Intelligent Home

In this section we will present a prototype of an intelligent home scenario to
assist the elderly members of a family in their everyday life (see Figure 1).

Elders can specify personal activities they would like the house to automate
(temperature control, light control, music control, etc.). For a grandfather sitting
in a wheelchair with an RFID-tag, who usually take his medications between
10am and 11am, the following rule is discovered by the system:

Scenario I: Taking Medication + Elderly (Figure 2)

Event part: When the wheelchair (it is supposed to be the elderly person) with
RFID-tag is detected in the TV room.
Condition part: (and) it is the first time between 5 am and 6 am.

Action part: (then) turn on the TV room light, (and) turn on the TV and
display the morning news, (and) displays the MEDICATION’S ALERT on the
PDA screen.
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Fig. 3. Services offered to adult users in the kitchen in the scenario II

Scenario II: Routine Doctor Appointment+Elderly+Blind (Figure3)

Event part: When Mrs. Rose Mary is getting close to the kitchen its PDA is
located.

Condition part: (and) it is about to be the 15th day of the current month.

Action part: (then) turn on the PDA and the VoIP functionality will alert
through a voice message “Mrs Rose Mary you have an appointment today with
Dr. Princeton at 4pm”.

5 Conclusions and Future Work

There are no general accepted criteria for evaluating his kind of systems and
as the implementation of these kinds of systems are usually very costly, it is
then desirable to assess the usability at design time. As there are no established
evaluation frameworks in literature, we opt for a pre-implementation evaluation
method as the “Wizard of Oz”. In this method a human mimics the computer’s
behaviour to save implementation time. Humans are used to mimic or simu-
late tasks in which they’re better than computer, for instance, the prediction
of behaviour. We have used Appear as an off-the-shelf platform that exploits
the modular and distributed architecture to develop context-aware applications,
in order to design the contextual information for an intelligent home. Appear
platform was designed to alleviate the work of application developers. At some
point it succeeds to do so, but the applications inherit the weaknesses that the
system possesses, for instance, the Context domain is limited to a set of concepts
which are been improving in next versions. Among the issues that could be addi-
tionally improved, the platform could be extended in a manner that enables the
consumer application to get information about the quality of the context data
acquired.
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Abstract. The Digital Home is the result of the convergence of tech-
nologies of different nature that interact with each other in the Home
environment. It is a realization of the Ambient Intelligence concept. The
final objective of the Ambient Intelligence is that sensors, devices and
networks that compose this environment can co-exist with human users,
to improve their quality of live. The relevant characteristic of the Digital
Home as a main scenario of Ambient Intelligence is its pervasive nature.
This paper describes these technologies and their harmonization, based
on the work done in the INREDIS project, which deals with accessibility
and new technologies.

1 Introduction

INREDIS1 (INterfaces for Relationships between environment and DISabled
people) is a research project whose purpose is to create new channels to improve
accessibility by the use and interaction of emergent Information and Communi-
cation Technologies (ICT). The starting point of the project is the analysis of
the state of art and its application from the perspective of accessibility in differ-
ent environments where common life activities take place (work, home, banking,
mobility, etc.) A relevant part of this analysis concerns the technologies to build
Ambient Intelligence scenarios for these environments, being the domestic one
of the most relevant.

1 Inredis Project, approved in July 2007, is a National Strategic Consortium of Tech-
nical Research (CENIT in Spanish) project which belongs to the INGENIO 2010
Spanish government initiative and is managed by the Industrial Technological De-
velopment Center (CDTI in Spanish) and financed in part by ”la Caixa”. The aim
of this initiative is to increase the technological transfer between research organiza-
tions and enterprizes within the R+D+I frame. Project duration estimation is from
2007 to 2010. Leadership project is undertaken by Technosite, which is the Fundosa
Group’s technological company, depended by ONCE Foundation. Technosite per-
forms the project integral management and the relationship management between
INREDIS Consortium with CDTI and other external agents. Technological surveil-
lance leadership during the life of the project is undertaken by ”la Caixa”.

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 104–113, 2009.
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Ambient Intelligence provides a scenario where people can enjoy a better qual-
ity of life, due to the fact that the environment is enriched with devices and in-
frastructures that are personalized according to their preferences. These devices
and infrastructures can also detect users’ needs, anticipate to their behavior, as
well as react before their presence [1]. Ambient Intelligence has a pervasive or
ubiquitous component, that supplies a set of services that can be provided any-
where, anyway, at any moment. In consequence, the architecture of an Ambient
Intelligence scenario is different to the traditional fixed and mobile networks,
based on layers. In these kind of architectures, the services are not integrated
within the network, but placed in a higher layer; in a pervasive network, services
coexist within the network.

The Digital Home is one of the main scenarios of application for Ambient
Intelligence services. It implies the convergence of technologies at three levels:
Physical, Middleware, and Services:

1. Physical level is composed of:
(a) Components that interact with users, called the New Interaction Devices.
(b) Components that perceive the user context, called the New Materials,

Microsystems and Sensors.
(c) Ad-hoc networks that connect them, composing the Connectivity tech-

nologies.
(d) Support and Security technologies.

2. Middleware level:
Due to the different nature of the physical and service level technologies, it is
necessary a middle layer that works as an interface between them, taking into
consideration the context of the user, this is the Context Aware Middleware.

3. Service level:
It is composed of ubiquitous services where there is a user profile man-
agement and personalization. These intelligent services must perform the
most suitable action at the right moment, even with anticipation. Artificial
Intelligence and Knowledge Based techniques are adequate to provide the
intelligence feature to this environment.

This paper makes a summary of emergent technologies that take part in a Digital
Home and how to make them work together in order to achieve high standards of
accessibility. Section 2 describes the Digital Home scenario. Section 3 is related to
the Physical level technologies. Section 4 reviews the Context Aware Middleware.
Section 5 is related to the Service level. Section 6 covers the related work. Finally,
Section 7 presents conclusions and discusses on future trends for the Digital
Home scenario.

2 Digital Home Scenario

Home devices are usually classified into two groups: the brown goods, mainly com-
posed by electronic entertainment devices, such as the television and CD/DVD
players; and the white goods, which are major appliances, like the air-conditioner,
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the ovenor the fridge. The incorporation ofDomotics technologyhasmadepossible
the concept of Digital Home, resulting from the convergence of a variety of tech-
nologies from telecommunications, audiovisual, computer science and consumer
electronics.

In [2] there are some examples of services from the Digital Home:

1. Communication services: voice, voice over IP (VoIP), IP conference, unified
SMS message service, instant message service, and so on.

2. Home telemanagement services: domotic telemanagement (lights, etc.),
telesurveillance, and so on.

3. Personal services: device sharing, personal content sharing (photos, videos,
etc.).

4. Extended home or network of homes: virtual environment of interconnected
homes where services, devices and contents are shared.

5. Professional services: social and sanitary teleassistance, teleworking, and so
on.

6. Information and content access services: Internet, online shops, online con-
tents, and so on.

7. Security services: firewall, antivirus, antispam, and so on.
8. Digital Entertainment: television on IP (IPTV), online games, and so on.

3 Physical Level

3.1 Connectivity

Next Generation Networks (NGN) and Wireless Technologies facilitate accessi-
bility to services at different places and through different kinds of devices, thanks
to their wide coverage and deployment. Operability among them is based on
standardization processes and their convergence to unique models.

Next Generation Networking. NGN bases on the idea of transporting all
kind of information and services (e.g., voice, multimedia, data) as packages
through a global network, which is based on IP (for this reason, it is often
used the term all-IP). NGNs have just started off, but one affirms that they
present an integrated profile of fixed and mobile networks, and the assumption
of using package commutation instead of circuit commutation. This integration
and their ubiquity features may facilitate the disabled people access to infor-
mation, regardless the channel and device. They lay on IP protocol. All these
facts have made nearly all operators bid for them. NGN involves a wide concept
where different technologies and protocols are integrated over a common base.
It presents a well-defined layer architecture, and a fusion of the fixed and mobile
network concept. From the user’s point of view, the IMS (Identity Management
Systems) services enable the communication on several ways (voice, graphics,
text, photos, video or any combination of them), and, consequently, adapted to
the particular users’ needs.
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IPv6 Protocol. IPv6 is the sixth and most recent version of IP (Internet
Protocol). IP is located in the network layer and its function is the routing of
packages that come from heterogeneous networks. IPv6 is standardized by the
IETF (Internet Engineering Task Force). It has been created because of the
urgent need to provide a wider range of IP addresses. Internet has exponentially
grown during the past years. Whereas some countries (like in North America)
keep several non used IP addresses, others (in Asia and Europe) have run out of
them. Due mainly to this factor, IPv6 has become so important that the most
used operating systems (Windows, Mac, Linux, Unix) can incorporate it. The
second feature is the multicast addressing, that is to say, for data traffic with
several recipients (video conferences, radio news through Internet, and so on).
The third feature is the node self configuration, the also known as IPv6 Plug
and Play. This allows the nodes to be configured and deployed without human
intervention, using the DHCP (Dynamic Host Configuration Protocol) version
for IPv6, called DHCPv6. And finally the last feature is the mobility or roaming.
The access to any service may be done from any point and transparently to the
user. The Digital Home is a suitable environment for the IPv6 application, as
there is the convergence of any kind of device and their access by remote control.
Apart from that, the self configuration feature is needed to make all devices
connected. All these characteristics make IPv6 a base technology for the NGN.

Wireless Technologies. Among all the wireless technologies, the most useful
ones in the domestic environment are WPAN (Wireless Personal Area Network)
and WBAN (Wireless Body Area Network). They allow the connectivity of de-
vices around the user area. They support variable transference rates with a
low transmission power and they operate on bands that do not need user li-
cense. They are specially useful to connect the wireless nodes in mobile ad-hoc
networks, like medical, ambient or biometric sensors, PDAs (Personal Digital
Assistant), and so on, becoming an important element of Ambient Intelligence.
Bluetooth is the most successful representant, being incorporated as communi-
cation interface to a wide range of devices like mobile phones and PDAs. It can
also work as a remote control device and offer Bluetooth profiles (specification
of a high level interface), which are thought for network devices and applica-
tions. Ad hoc networks are also used in this environment. They have neither
fixed structure nor centralized management, because the elements in the net-
work work in peer-to-peer (P2P) mode. This makes them highly dynamic, and
can be composed of fixed or mobile heterogeneous elements, that can get into or
out of network at any moment or change the routing structures. They require low
transmission power, so they are suitable to interconnect low capacity devices.
Sensor networks are scalable ad hoc networks composed of low cost devices, that
integrate several sensors and operate with other networks, like Internet. They
can position objects and people that incorporate one of these devices, as well
as interact with the user and the environment. Position techniques depend on
the product manufacturer and device capabilities. In contrast, Universal Mobile
Telecommunications System (UMTS) networks can introduce many more users
to the global network, with great speed (2 Mbps per user). The advantages of
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UMTS is its multimedia capacity with a high Internet access speed, what is
translated in audio and video transmission at real time. The evolution of UMTS
is 4G or 4 Generation Mobile Technology, which will be the convergence of sev-
eral wireless networks. 4G will be completed by 2011 and will provide a more
efficient data transmission for multimedia services and the possibility of moving
among several networks (WLAN, Ethernet).

3.2 New Materials, Microsystems and Sensors

Digital Home is going to be one of the most profited environment from the ad-
vances made in this domain, where intelligent wireless microsensors, autonomous
feed, connectivity and Artificial Intelligence converge. The most emergent tech-
nologies are Micro Electro Mechanic Systems (MEMS) and its evolution towards
the Nano Electro Mechanic Systems (NEMS). The former tend to a greater in-
tegration using 3D processes of fabrication and new materials, by techniques of
intelligent energetic management, new microarchitectures of micronucleus na-
ture, and complete systems integrated in a chip, called SoC (System On Chip).
The latter, considered as the base of one of the technological jumps of next
decade, take advantage of the technology of microelectronic fabrication and the
power provided by the manipulation of the materials at molecular level and will
allow the development of complete electro optic mechanic systems into a chip,
as well as chemical and biological sensors, energy collectors and microbatter-
ies. The molecular manipulation reaches limitless possibilities, because it will
allow changing the material properties as the designer likes, [3] [4]. Micromir-
rors for DLP (Digital Light Processing) televisions; gyroscopes for the stabiliza-
tion of camera trembles; GPS (Geographical Positioning Systems) localization
dead reckoning; interaction devices in video consoles; accelerometers to recog-
nize shakes in mobile phones; strength sensors for domestic balances; pressure
sensors for microphones of solid state of PDAs and mobile phones are several
examples of this technology application in the Digital Home environment.

3.3 New Interfaces

In the recent years, the advances made on new materials, signal processing, mi-
croelectronics, graphic acceleration and Artificial Intelligence have made possible
a variety of new interaction technologies in domestic areas: augmented reality,
haptic (based on the active tact), the voice, body gestures, the look, the sense
of smell, brain signal, and multimodal interfaces. All them facilitate the devel-
opment of more natural and versatile user interfaces. These characteristics are
very interesting for the disabled people, as they can substitute sensor, cognitive
and motor capacities, by means of alternative or augmented techniques of com-
munication. Besides, there is a strong tendency towards multimodal interfaces,
as they can improve the sensorial perception, by compensating each modality
perception, increasing the bandwidth and softening the cognitive charge.

Augmented Reality. A recent and promising technology, the Augmented Re-
ality, complements the real world with virtual objects (generated by computer),
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that appear to live within the same space of the real world [5]. An Augmented
Reality system is featured by the combination and alignment of virtual and real
objects, and interactively and real time run.This technology is not restricted to
the visual modality; it can also be applied to all sensorial channels (auditive,
haptic and smell sense). The most important disadvantage is that it has some
technical and ergonomic problems that make it difficult to sell. The applications
in the Digital Home are for entertainment and more recently they have been
applied for displays in mobile phones that can be used in this scenario.

Embodied Conversational Agent. Embodied Conversational Agent (ECA),
which belong to the multimodal interfaces, offers affective and intellectual human-
humanoid interactions. The increasing interest has not only been academic, but
also industrial, specially in the video game market, to incorporate facial expres-
sions to the personages in order to make them more credible, [6]. The architecture
is shown in Fig.1.
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Input OutputInput
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ActionUnderstanding Generation

Interactional
Processing
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Processing

Response
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Deliberative module

Fig. 1. Embodied Conversational Agent architecture, adapted from [7]

It is a modular and scalable system that works with functions instead of be-
haviors and/or sentences. The input manager collects the inputs of all modalities
and decides if data require instant reaction or a process of deliberative module.
The deliberative module handles all the inputs that must be interpreted by the
discussion module. The discussion module has propositional and interactional
information. The propositional information refers to the conversation content
and includes speech with meanings and intonation, and gestures to complement,
or even substitute the voice content. The interactional information is a set of
signs that allow the regulation of the conversation process like eyebrow and eye-
lid movements, hand gestures and even vocal expressions. With the propositional
information, a knowledge and user’s needs model is created. It is provided with
a static knowledge base about the agent domain and another dynamic one about
the established conversation. With this information, a model about the current
state is created, including who is speaking and if the listener understands the
speaker’s contribution. The deliberative module performs a behavior classifica-
tion and sends its decisions to the action scheduler, who is in charge of preventing
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collisions and program the motor events that will represent the animated figure
of the agent. In the future, ECAs will be important for the Digital Home and
all environments, because they will add verbal and non verbal language. This
type of language will provide a more efficient and affective interaction specially
for people that have difficulties in the computer management.

3.4 Support and Security Technologies

The support technologies are used to soften any kind of limitation on audition,
intelligence, mobility and vision. The tendencies are focused on the development
of accessible software for mobile phones and software for PCs (screen readers,
magnifiers, dialing and activation, big and braille keyboard keys, and so on).
They constitute compact solutions that make easy the way to access to the
digital contents because of their flexibility (especially regarding the interaction
possibilities) and their personalization capacity (regarding the user’s preferences
independently of the device they are connected to). The Digital Home will also
get advantage of these technologies, as they provide transparency in the use of
the technology to the end user.

Among the security technologies, biometric solutions have become the most
important ones. They are used for the identification and authentication of users.
In the Digital Home they can be applied to get into the house automatically. The
ways of identification may be done by the recognition of physiological or behav-
ioral characteristics, like the facial thermography, hand palm scan, or keyboard
tap.

4 Context Aware Middleware Level

Context-aware middleware is an intermediate layer in the infrastructures that
develop Ambient Intelligence applications, as it incorporates the user’s context.
These infrastructures must deal with big, complex and heterogeneous distributed
systems. Besides, they have new requirements like the capacity to adapt, self-
configure and self-manage in changing environments. In the context of the Digital
Home, services, sensors, devices and different networks get together under a mid-
dleware that is also sensitive to the context. In this way, it provides accessibility
features to the scenario: sensors collect context information, this information is
interpreted and, as response, operations are sent to the effectors, in order to
adapt to the user’s needs. Technologies of publish and subscribe services are of
great importance, specially UPnP (Universal Plug and Play). By using it, the
self-discovery of devices and services is produced, in such a way that the user
can access transparently to the offered services by the nearby devices. An inter-
esting application that can work in this scenario is the mobile bridging board
associated with the individual, that is to say, the mobile device itself acts as
the bridging board towards other personal devices and services. There are many
more applications for the Digital Home, all them make possible that any device
may control automatically the house inhabitants’ preferences at anytime (e.g.
adjust the music level, the temperature of the rooms,...).
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5 Service Level

These technologies are responsible for the provision of services adapted to the
user. They constitute a group of technologies that detect actions, perform, and
even anticipate personalized services. There are several AI (Artificial Intelli-
gence) that develop this functionality. For example, the AI identification of ac-
tions involves the task of matching them with patterns, so do Learning and
Adaptive Systems. They can be applied to Robotics, Games or Speech Recogni-
tion. Multi-agent Systems provide a good resource for adaptability to users and
environments, as well as the collaboration with other agents are a key feature in
accessibility. So they can be considered as an integration technology that may
provide adaptivity, learning, multimodality, distribution and interaction. Cogni-
tive Vision is another part of AI that plays an important role in the Digital Home,
as they are used for biometric recognition, video surveillance and Domotics. It
consists of the image automatic acquisition and its analysis to recognize pat-
terns. The data acquisition is usually the output of the sensor system that takes
the information on the environment.

6 Related Work

The Digital or Smart Home concept is a promising and cost-effective way of
improving access to home care for the elderly and disabled. Nowadays, many
research and development projects are ongoing, funded by international and
governmental organizations. At European level, the current Seventh Frame Pro-
gram includes challenges that promote the concept of intelligent home, with their
respective calls in the areas of robotics and technologies for the exchange of in-
formation (cognitive systems, interaction and robotics, ubiquity and networks
and infrastructures of services). In parallel to these general programs, more spe-
cific others arise, like Assisting Ambient Living (AAL), that also cover projects
targeting innovative ICT solutions in specific areas of ageing well. Examples of
this class of public projects in the scope of the convergence between Ambient
Intelligence and the Digital Home are the active projects, at the moment, AmIE
(Ambient Intelligence for the Elderly, 2007-2010), Mpower (Middleware Platform
for eMPOWERing cognitive disabled and elderly, 2006-2009), Persona (PERcep-
tive Spaces prOmoting iNdependent Aging, 2007-2010), Netcarity (2007-2011)
and Hermes (Cognitive Care and Guidance for Active Aging, 2008-2010). All of
them try to offer solutions based on platforms of attendance in the home that
interact intelligently with the users who require a certain degree of dependency.

The use of environmental intelligence technologies will help to create intelligent
surroundings that will make possible to the elderly to live an independent life in
their own houses during all their life. Nowadays, concepts of information technol-
ogy for systems are being developed picking up the detailed knowledge of means or
the surroundings of the homes, through the networks of sensors, discreetly placed.
Later, they will analyze this information and they will react based on each specific
situation. The challenge consists of that all this technology is invisible. This trans-
parency is one of the analyzed concepts in [8], where the authors discuss the past,



112 C. Gutiérrez and S. Pérez

the present, and the future of Digital Home and,in particular, how convergence
transforms home networking. They conclude that the success of home networking
will heavily depend on industries ability to hide networks and systems complex-
ities from end-users where simplicity of the user interface is the key. This is the
same conclusion found in [9], where it is observed the importance of thinking for
whom and how the home network will be designed.

According to the specialists -such as those from the Fraunhofer IESE [10],
intelligence will penetrate in the surroundings, and it will become an environ-
mental presence thanks to the convergence of ubiquitous computers placed in
daily objects, wireless communications among them, interfaces of new gener-
ation, biometric sensors, intelligent agents, personalization systems, emotional
machines, broadband, etc. The devices that will compose these new atmospheres
will learn of the people’s needs and they will anticipate soon them. Environmen-
tal Intelligence will be invisible, personalized, adaptive and anticipatory. This
work follows this focus. It describes how emergent technologies can be integrated
to enable people to have the highest degree of independence of them.

7 Conclusions and Future Trends

The future trends are focused on several features, new applications and new
architectures. Network ubiquity is a feature that is increasingly incorporated in
any environment, thanks specially to the development of wireless networks. This
fact confirms several authors’ theory (like [2]) and companies, that the future of
digital convergence is the integration of all technologies under IP, known as All-
IP. This means that all devices are going to be connected to an Internet network,
regardless their nature (electronic or mobile devices or personal computers), and
that they are going to take advantage of all network resources and capacities
without knowing the details of the data transport layer. This convergence will
incorporate other intelligent applications, extracted from [2], like the capture
and exploitation of context-based information, the service personalization for
each individual and circumstance, advanced and implicit interaction through
multimodal interfaces, and intelligence, prediction, anticipation and reasoning
capacities.

Regarding the architecture, the improved standard of Universal Plug and Play
(UPnP), known as UPnP AV standard, maintains the concept of ’media server’
or ’media provider’, which are vital to any UPnP connectivity, but it has the
difference that the ’control point’ can be integrated within these elements or not.
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Abstract. In this paper we explore the use of the Voxel-based
Morphometry (VBM) detection clusters to guide the feature extraction
processes for the detection of Alzheimer’s disease on brain Magnetic Res-
onance Imaging (MRI). The voxel location detection clusters given by
the VBM were applied to select the voxel values upon which the clas-
sification features were computed. We have evaluated feature vectors
computed over the data from the original MRI volumes and from the
GM segmentation volumes, using the VBM clusters as voxel selection
masks. We use the Support Vector Machine (SVM) algorithm to per-
form classification of patients with mild Alzheimer’s disease vs. control
subjects. We have also considered combinations of isolated cluster based
classifiers and an Adaboost strategy applied to the SVM built on the
feature vectors. The study has been performed on MRI volumes of 98
females, after careful demographic selection from the Open Access Se-
ries of Imaging Studies (OASIS) database, which is a large number of
subjects compared to current reported studies. Results are moderately
encouraging, as we can obtain up to 85% accuracy with the Adaboost
strategy in a 10-fold cross-validation.

1 Introduction

Alzheimer’s disease (AD) is a neurodegenerative disorder, which is one of the
most common cause of dementia in old people. Currently, due to the socioeco-
nomic importance of the disease in occidental countries it is one of the most
studied. The diagnosis of AD can be done after the exclusion of other forms of
dementia but a definitive diagnosis can only be made after a post-mortem study
of the brain tissue. This is one of the reasons why Magnetic Resonance Imaging
(MRI) based early diagnosis is a current research hot topic in the neurosciences.

Morphometry analysis has become a common tool for computational brain
anatomy studies. It allows a comprehensive measurement of structural differences
within a group or across groups, not just in specific structures, but throughout
the entire brain. Voxel-based morphometry (VBM) is a computational approach
� Research partially supported by Saiotek research projects BRAINER and S-

PR07UN02, and the MEC research project DPI2006-15346-C03-03.
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to neuroanatomy that measures differences in local concentrations of brain tissue,
through a voxel-wise comparison of multiple brain images [1]. For instance, VBM
has been applied to study volumetric atrophy of the grey matter (GM) in areas
of neocortex of AD patients vs. control subjects [3,16,9]. The procedure involves
the spatial normalization of subject images into a standard space, segmentation
of tissue classes using a priori probability maps, smoothing to correct noise and
small variations, and voxel-wise statistical tests. Statistical analysis is based on
the General Linear Model (GLM) to describe the data in terms of experimental
and confounding effects, and residual variability. Classical statistical inference is
used to test hypotheses that are expressed in terms of GLM estimated regression
parameters. This computation of given contrast provides a Statistical Parametric
Map (SPM), which is thresholded according to the Random Field theory.

Machine learning methods have become very popular to classify functional
or structural brain images to discriminate them into normal or a specific neu-
rodegenerative disorder. The Support Vector Machine (SVM) either with linear
[10,15] or non-linear [6,11] kernels are the state of the art to build up classification
and regression systems. Besides MRI, other medical imaging methods are being
studied for AD diagnosis. There are different ways to extract features from MRI
for SVM classification: based on morphometric methods [5,6], based on regions
of interest (ROI) [13,11] or GM voxels in automated segmentation images [10].
Work has also been reported on the selection of a small set of the most informa-
tive features for classification, such as the SVM-Recursive Feature Elimination
[6], the selection based on statistical tests [13,15], the wavelet decomposition of
the RAVENS maps [11], among others.

Many of the classification studies on the detection of AD were done with both
men and women. However, it has been demonstrated that brains of women are
different from men’s to the extent that it is possible to discriminate the gender
via MRI analysis [11]. Moreover, it has been shown that VBM is sensitive to the
gender differences. For these reasons, we have been very cautious in this study.
We have selected a set of 98 MRI women’s brain volumes. It must be noted
that this is a large number of subjects compared with the other studies referred
above.

Our approach is to use the VBM detected clusters as a mask on the MRI
and Grey Matter (GM) segmentation images to select the potentially most dis-
criminating voxels. Feature vectors for classification are either the voxel values
or some summary statistics of each cluster. We both consider the feature vector
computed from all the VBM clusters and the combination of the individual clas-
sifiers built from the clusters independently. We build our classification systems
using the standard SVM, testing linear and non-linear (RBF) kernels. Best re-
sults are obtained with an Adaptive Boosting (AdaBoost) strategy tailored to
the SVM [12]. Section 2 gives a description of the subjects selected for the study,
the image processing, feature extraction details and the classifier system. Section
3 gives our classification performance results and section 4 gives the conclusions
of this work and further research suggestions.
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2 Materials and Methods

2.1 Subjects

Ninety eight right-handed women (aged 65-96 yr) were selected from the Open Ac-
cess Series of Imaging Studies (OASIS) database (http://www.oasis-brains.org)
[14]. OASIS data set has a cross-sectional collection of 416 subjects covering the
adult life span aged 18 to 96 including individuals with early-stage Alzheimer’s
Disease. We have ruled out a set of 200 subjects whose demographic, clinical or de-
rived anatomic volumes information was incomplete. For the present study there
are 49 subjects who have been diagnosed with very mild to mild AD and 49 non-
demented. A summary of subject demographics and dementia status is shown in
table 1.

Table 1. Summary of subject demographics and dementia status. Education codes
correspond to the following levels of education: 1 less than high school grad., 2: high
school grad., 3: some college, 4: college grad., 5: beyond college. Categories of socioe-
conomic status: from 1 (biggest status) to 5 (lowest status). MMSE score ranges from
0 (worst) to 30 (best).

Very mild to mild AD Normal
No. of subjects 49 49

Age 78.08 (66-96) 77.77 (65-94)
Education 2.63 (1-5) 2.87 (1-5)

Socioeconomic status 2.94 (1-5) 2.88 (1-5)
CDR (0.5 / 1 / 2) 31 / 17 / 1 0

MMSE 24 (15-30) 28.96 (26-30)

2.2 Imaging Protocol

Multiple (three or four) high-resolution structural T1-weighted magnetization-
prepared rapid gradient echo (MP-RAGE) images were acquired [7] on a 1.5-T
Vision scanner (Siemens, Erlangen, Germany) in a single imaging session. Image
parameters: TR= 9.7 msec., TE= 4.0 msec., Flip angle= 10, TI= 20 msec.,
TD= 200 msec., 128 sagittal 1.25 mm slices without gaps and pixels resolution
of 256×256 (1×1mm).

2.3 Image Processing and VBM

We have used the average MRI volume for each subject, provided in the OASIS
data set. These images are already registered and resampled into a 1-mm isotropic
image in atlas space and the bias field has been already corrected [14]. The Statis-
tical Parametric Mapping (SPM5) (http://www.fil.ion.ucl.ac.uk/spm/) was used
to compute the VBM which gives us the spatial mask to obtain the classification
features. Images were reoriented into a right-handed coordinate system to work
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with SPM5. The tissue segmentation step does not need to perform bias correc-
tion. We performed the modulation normalization for grey matter, because we
are interested in this tissue for this study. We performed a spatial smoothing be-
fore performing the voxel-wise statistics, setting the Full-Width at Half-Maximum
(FWHM) of the Gaussian kernel to 10mm isotropic. A GM mask was created from
the average of the GM segmentation volumes of the subjects under study. Thresh-
olding the average GM segmentation, we obtain a binary mask that includes all
voxels with probability greater than 0.1 in the average GM segmentation volume.
This interpretation is not completely true, since the data are modulated, but it
is close enough for the mask to be reasonable. We design the statistical analysis
as a Two-sample t-test in which the first group corresponds with AD subjects.
The general linear model contrast has been set as [-1 1], a right-tailed (groupN ¿
groupAD), correction FWE, p-value=0.05. The VBM detected clusters are used
for the MRI feature extraction for the SVM classification.

2.4 Support Vector Machine Classification

The Support Vector Machine (SVM)[18] algorithm used for this study is in-
cluded in the libSVM (http://www.csie.ntu.edu.tw/~cjlin/libsvm/) soft-
ware package. The implementation is described in detail in [4]. Given training
vectors xi ∈ Rn, i = 1, . . . , l of the subject features of the two classes, and a vec-
tor y ∈ Rl such that yi ∈ {−1, 1} labels each subject with its class, in our case,
for example, patients were labeled as -1 and control subject as 1. To construct
a classifier, the SVM algorithm solves the following optimization problem:

min
w,b,ξ

1
2
wT w + C

l∑
i=1

ξi

subject to yi(wT φ(xi) + b) ≥ (1 − ξi), ξi ≥ 0, i = 1, 2, . . . , n. The dual optimiza-
tion problem is

min
α

1
2
αT Qα − eT α

subject to yT α = 0, 0 ≤ αi ≤ C, i = 1, . . . , l. Where e is the vector of all ones,
C > 0 is the upper bound on the error, Q is an l by l positive semi-definite
matrix, Qij ≡ yiyjK(xi, xj), and K(xi, xj) ≡ φ(xi)T φ(xj) is the kernel function
that describes the behavior of the support vectors. Here, the training vectors
xi are mapped into a higher (maybe infinite) dimensional space by the function
φ(xi). The decision function is sgn(

∑l
i=1 yiαiK(xi, x)+ b). C is a regularization

parameter used to balance the model complexity and the training error.
The kernel function chosen results in different kinds of SVM with different

performance levels, and the choice of the appropriate kernel for a specific ap-
plication is a difficult task. In this study two different kernels were tested: the
linear and the radial basis function (RBF) kernel. The linear kernel function is
defined as K(xi, xj) = 1+xT

i xj , this kernel shows good performance for linearly
separable data. The RBF kernel is defined as K(xi, xj) = exp(− ||xi−xj ||2

2σ2 ). This

http://www.csie.ntu.edu.tw/~cjlin/libsvm/
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kernel is basically suited best to deal with data that have a class-conditional
probability distribution function approaching the Gaussian distribution [2]. One
of the advantages of the RBF kernel is that given the kernel, the number of
support vectors and the support vectors are all automatically obtained as part
of the training procedure, i.e., they do not need to be specified by the training
mechanism.

2.5 Feature Extraction

We have tested three different feature vector extraction processes, based on the
voxel location clusters detection obtained from the VBM analysis.

1. The first feature extraction process computes the ratio of GM voxels to the
total number of voxels of each voxel location cluster.

2. The second feature extraction process computes the mean and standard
deviation of the GM voxel intensity values of each voxel location cluster.

3. The third feature feature extraction process computes a very high dimen-
sional vector with all the GM segmentation values for the voxel locations
included in each VBM detected cluster. The GM segmentation voxel values
were ordered in this feature vector according to the coordinate lexicographic
order.

First, we have considered all the VBM detected clusters together, so that each
feature vector characterizes the whole MRI volume.

2.6 Combination of SVM

We have considered also the construction of independent SVM classifiers for
each VBM detected cluster and the combination of their responses by a simple
majority voting, and to use the cluster with greatest statistical significance to
resolve ties. This can be viewed as a simplified combination of classifiers. Fur-
thermore, we have defined a combination of classifiers weighted by the individual
training errors, where the classifier weights are computed as in the AdaBoost-
SVM algorithm in [12] (Algorithm 1), assuming an uniform weighting of the data
samples.

2.7 Adaptive Boosting

Adaptive Boosting (AdaBoost)[17,8] is a meta-algorithm for machine learning
that can be used in conjunction with many other learning algorithms to improve
their performance. AdaBoost is adaptive in the sense that subsequent classifiers
built are tweaked in favor of those instances misclassified by previous classifiers.
AdaBoost is sensitive to noisy data and outliers. Otherwise, it is less susceptible
to the over-fitting problem than most learning algorithms.

AdaBoost calls a weak classifier repeatedly in a series of rounds t = 1, ..., T .
For each call a distribution of weights Wt is updated and indicates the impor-
tance of examples in the data set for the classification. On each round, the weights
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Algorithm 1. Combining the independent SVM trained per cluster

1. Input: as many sets of training samples with labels as clusters in the sta-
tistical parametric map T k = {(x1, y1), . . . , (xN , yN)}, k = 1..C, where N is
the number of samples of each cluster.

2. Initialize: the weights of training samples: wk
i = 1/N , for all i = 1, ..., N

3. For each k cluster do

(a) Search the best γ for the RBF kernel for the training set Tk, we denote
it as γk.

(b) Train the SVM with Tk and γk, we denote the classifier as hk.
(c) Classify the same training Tk set with hk.
(d) Calculate the training error of hk: εk =

∑N
i=1 wk

i , yi �= hk(xi).
(e) Compute the weight of the cluster classifier hk: αk = 1

2 ln( εk

1−εk
).

4. Output: for each test data x its classification is f(x) =
sign(

∑C
k=1 αkhk(x)).

of each incorrectly classified example are increased (or alternatively, the weights
of each correctly classified example are decreased), so that the new classifier
focuses more on those examples.

Following these ideas, we have also tested a combination of SVM classifiers
along the ideas from the Diverse AdaBoost SVM [12], presented as Algorithm
2. In this approach we built a sequence of SVM classifiers of increasing variance
parameter. The results of the classifiers are weighted according to their statistical
error to obtain the response to the test inputs in the 10-fold validation process.

2.8 Classifier Performance Indices

We evaluated the performance of the classifiers built with the diverse strategy
using 10 times the 10-fold cross-validation methodology. To quantify the results
we measured the accuracy, the ratio of the number of test volumes correctly clas-
sified to the total of tested volumes. We also quantified the specificity and sensi-
tivity of each test defined as Specificity = TP

TP+FP and Sensitivity = TN
TN+FN ,

where TP is the number of true positives: number of AD patient volumes cor-
rectly classified; TN is the number of true negatives: number of control volumes
correctly classified; FP is the number of false positives: number of AD patient
volumes classified as control volume; FN is the number of false negatives: num-
ber of control volumes classified as patient. The regularization parameter C of
all the SVM classifiers trained for this study was set to 1.
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Algorithm 2. Diverse AdaBoostSVM
1. Input: a set of training samples with labels {(x1, y1), . . . , (xN , yN )}; the

initial σ, σini; the minimal σ, σmin; the step of σ, σstep; the threshold on
diversity DIV.

2. Initialize: the weights of training samples: wt
i = 1/N , for all i = 1, ..., N

3. Do while (σ > σini)
(a) Calculate gamma: γ =

(
2σ2)−1.

(b) Use σ to train a component classifier ht on the weighted training set.
(c) Calculate the training error of ht: εt =

∑N
i=1 wt

i , yi �= ht(xi).
(d) Calculate the diversity of ht: Dt =

∑N
i=1 dt(xi), where dt(xi) ={

0 if ht(xi) = yi

1 if ht(xi) �= yi

(e) Calculate the diversity of weighted component classifiers and the current
classifier: D =

∑T
t=1
∑N

i=1 dt(xi).
(f) If εt > 0.5 or D < DIV : decrease σ by σstep and go to (a).
(g) Set weight of the component classifier ht: αt = 1

2 ln( εt

1−εt
).

(h) Update the weights of training samples: wt+1
i = wt

iexp(−αyiht(xi).
(i) Normalize the weights of training samples: wt+1

i = wt+1
i (

∑N
i=1 wt+1

i )−1.

4. Output: f(x) = sign(
∑C

k=1 αkhk(x)).

3 Results

In this section we present for each experiment the following data: the number
of features, accuracy, specificity, which is related to AD patients and sensitivity,
which is related to control subjects. We will give results on the global feature
vectors, the simple voting of independent classifiers based on statistical signif-
icance of VBM, the weighted combination of individual cluster SVM based on
training errors, and an adaptive boosting strategy for combining classifiers.

3.1 Global Feature Vectors

The VBM performed for this study was described in section 2. We present in ta-
ble 2 the results of the three feature computation processes applied to the whole
set of VBM clusters to obtain a single feature vector for the whole volume. Each
table entry contains the SVM results using the linear (lk) and RBF (nlk) kernels
upon the corresponding feature vector set. The table rows correspond to the fea-
ture extraction processes described in section 2.5. Table 2 best accuracy result is
80.6% with the RBF kernel, but this result is not too far from the results of the
linear kernel SVM. This best accuracy result is obtained with a rather straight-
forward feature extraction method: the mean and standard deviation of the MRI
voxel intensities. This means that MRI intensities may have discriminant value.
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Table 2. Classification results with a linear kernel (lk) and a non-linear RBF kernel
(nlk). The values of γ =

(
2σ2)−1 for non linear kernel were 0.5, 0.031, 0.0078 for each

feature extraction process, respectively.

Feature extracted #Features Accuracy (lk/nlk) Sensitivity (lk/nlk) Specificity (lk/nlk)

GM proportion 12 69.39 / 68.36 0.63 / 0.61 0.88 / 0.90

Mean & StDev 24 78.57 / 80.61 0.72 / 0.75 0.88 / 0.89

Voxel intensities 3611 73.47 / 76.53 0.72 / 0.77 0.75 / 0.76

Overall the sensitivity results in table 2 is much lower than the specificity. We
believe that the source of error is the confusion of mild demented AD patients
with control subjects. Upon inspection, this hypothesis seems to be correct for
this data.

3.2 Combination of Individual Cluster SVM

Table 3 presents the results of the combination of SVM classifiers built up over each
cluster independently, searching for the best kernel parameter σ in each classifier
independently. The voxel clusters are selected according to the VBM performed as
described above. The results do not improve over the ones obtained with the whole
image feature vector.Wenote that, contrary to the global featurevector, the results
improve when considering the whole collection of MRI voxel intensities.

Table 4 presents the results of the combination of individual weighted SVM
classifiers. Each SVM classifier was trained with one VBM cluster feature set
and the weights were computed according to its training error. We obtain a

Table 3. Majority voting classification results with linear kernel (lk) and non-linear
kernel (nlk) SVM built independently for each VBM cluster

Feature extracted #Features Accuracy (lk/nlk) Sensitivity (lk/nlk) Specificity (lk/nlk)

Mean & StDev 24 74% / 75% 0.51 / 0.56 0.97 / 0.95

Voxel intensities 3611 77% / 78% 0.74 / 0.76 0.80 / 0.82

Table 4. Weighted individual SVM per cluster classification results. The value of the
RBF kernels for the nonlinear (nlk) classifiers were searched for the best fit to the
training set.

Feature extracted Features Accuracy (lk/nlk) Sensitivity (lk/nlk) Specificity (lk/nlk)

Mean & StDev 24 71% / 79% 0.54 / 0.78 0.88 / 0.80

Voxel intensities 3611 73% / 86% 0.76 / 0.80 0.70 / 0.92

Table 5. Diverse AdaBoostSVM classification results

Feature extracted Features Accuracy Sensitivity Specificity

Mean & StDev 24 85% 0.78 0.92

Voxel intensities 3611 78% 0.71 0.85
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significant improvement of the accuracy when considering the voxel intensities
as features for the non-linear RBF SVM.

Table 5 shows the results of the Diverse . The σmin is set as 0.1, the σini is
set as 100 and σstep is set as 0.1. The DIV value is set as as 0.6.

4 Conclusions

In this work we have studied feature extraction processes based on VBM analysis,
to classify MRI volumes of AD patients and normal subjects. We have analyzed
different designs for the SPM of the VBM and we have found that the basic GLM
design without covariates can detect subtle changes between AD patients and
controls that lead to the construction of SVM classifiers with a discriminative
accuracy of 86% in the best case. The weighted cluster SVM and the Diverse
AdaBoostSVM methods improved remarkably the results, mainly the sensitiv-
ity of the classification models. In [5] they compare their results on a smaller
population of controls and AD patients to the ones obtained with a standard
VBM analysis, using a cluster and found a classification accuracy of 63.3% via
cross-validation. Therefore, the results shown in this paper, along with the care-
ful experimental methodology employed, can be of interest for the Neuroscience
community researching on the AD diagnosis based on MRI. Further work may
address the extraction of features based on other morphological measurement
techniques, such as the Deformation-based Morphometry.
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Abstract. This paper presents a computer-aided diagnosis technique
for improving the accuracy of the early diagnosis of the Alzheimer type
dementia. The proposed methodology is based on the selection of the
voxels which present greater overall difference between both modalities
(normal and Alzheimer) and also lower dispersion. We measure the dis-
persion of the intensity values for normals and Alzheimer images by mean
of the standard deviation images. The mean value of the intensities of se-
lected voxels is used as feature for different classifiers, including support
vector machines with linear kernels, fitting a multivariate normal den-
sity to each group and the k-nearest neighbors algorithm. The proposed
methodology reaches an accuracy of 92% in the classification task.

1 Introduction

Single Photon Emission Computed Tomography (SPECT) provides three dimen-
sional maps of a pharmaceutical labelled with a gamma ray emitting radionu-
clide. The distribution of radionuclide concentrations are estimated from a set
of projectional images acquired at many different angles around the patient [1].

Single Photon Emission Computed Tomography imaging techniques employ
radioisotopes which decay emitting predominantly a single gamma photon. When
the nucleus of a radioisotope disintegrates, a gamma photon is emitted with a
random direction which is uniformly distributed in the sphere surrounding the
nucleus. If the photon is unimpeded by a collision with electrons or other particle
within the body, its trajectory will be a straight line. A physical collimator is
required to discriminate the direction of the ray by a photon detector external
to the patient.

Brain SPECT imaging has become an important diagnostic and research tool
in nuclear medicine. The use of brain imaging as a diagnostic tool in neurode-
generative diseases such as Alzheimer type disease (ATD) has been discussed ex-
tensively. Many studies have examined the predictive abilities of nuclear imaging
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with respect to Alzheimer disease and other dementia type illnesses [2, 3, 4, 5, 6].
Clinicians usually evaluate these images via visual inspection. Statistical classifi-
cation methods have not been widely used for this task, possibly due to the fact
images represent large amounts of data and most imaging studies have relatively
few subjects (generally < 100). Despite of that, some works have been published
recently [7, 8, 9, 10].

In this work, we study the overall difference between SPECT images of normal
subjects and images from Alzheimer type disease patients. Firstly, the set of vox-
els which present greater distance between both categories is selected. A second
criterion is chosen to select voxels based on considering those which present not
only greater overall difference between both modalities (normal and Alzheimer)
but also present lower dispersion. First and second-order moments of normals
and ATD images are calculated to measure the distance and dispersion between
images respectively. The classification accuracy using the proposed methodology
is 92%. The results outperform the accuracy rate obtained in [11], in which, us-
ing voxels as features, an accuracy rate of 84.8% and 89.9% was obtained using
the nearest mean classifier and Fisher Linear Discriminant ratio respectively.

This work is organised as follows: in Section 2 the classifiers used in this paper
are presented: in Section 3, the SPECT image acquisition and preprocessing steps
are explained; in Section 4, the approach to select the voxels which will be used in
the classification task is explained; in Section 5, we summarize the classification
performance obtained applying various classifiers to the selected voxels; lastly,
the conclusions are drawn in Section 6.

2 Overview of the Classifiers

The images we work with belong to two different classes: normal and Alzheimer
type dementia (ATD). The goal of the classification task is to separate a set of
binary labelled training data consisting of, in the general case, N -dimensional
patterns vi and class labels yi:

(v1, y1), (v2, y2), ..., (vl, yl) ∈ (RN × {Normal, ATD}), (1)

so that a classifier is produced which maps an object vi to its classification label
yi. This classifier will correctly classify new examples (v,y).

There are several different procedures to build the classification rule. We uti-
lize the following classifiers in this work [12].

2.1 Multivariate Normal Model: Linear Discriminant Function

We suppose that v denotes a p-component random vector of observations made
on any individual; v0 denotes a particular observed value of v, and π1, π2 denote
the two populations involved in the problem. The basic assumption is that v has
different probability distributions in π1 and π2. Let the probability density of
v be f1(v) in π1, and f2(v) in π2. The simplest intuitive argument, termed the
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likelihood ratio rule, classifies v0 as π1 whenever it has greater probability of
coming from π1 than from π2. This classification rule can be written as:

v ∈ π1 if f1(v)/f2(v) > 1 v ∈ π2 if f1(v)/f2(v) ≤ 1. (2)

The most general form of the model is to assume that πi is a multivariate
normal population with mean μi and dispersion matrix Σi for i = 1, 2. Thus
fi(v) = (2π)−p/2|Σi|−1/2 exp{ 1

2 (v − μi)′Σ−1
i (v − μi)}, so that we obtain

f1(v)/f2(v) = |Σ2|1/2|Σ1|−1/2 exp[−1
2
{v′(Σ−1

1 − Σ−1
2 )v − (3)

2v′(Σ−1
1 μ1 − Σ−1

2 μ2) + μ′
1Σ

−1
1 μ1 − μ′

2Σ
−1
2 μ2}]

The presence of two different population dispersion matrices renders difficult
the testing of hypothesis about the population mean vectors, therefore, the as-
sumption Σ1 = Σ2 = Σ is a reasonable one in many practical situations. The
practical benefits of making this assumption are that the discriminant function
and allocation rule become very indeed. If Σ1 = Σ2 = Σ, then

fi(v) = (2π)−p/2|Σ|−1/2 exp{−1
2
(v − μi)′Σ−1(v − μi)} (4)

so that the classification rule reduces to:
Allocate v to π1 if L(v) > 0, and otherwise to π2, where L(v) = (μ1 −

μ2)′Σ−1{v − 1
2 (μ1 + μ2)}. No quadratic terms now exist in the discriminant

function L(v), which is therefore called the linear discriminant function.
In any practical application, the parameters μ1, μ2, Σ1 and Σ2 are not known.

Given two training sets, v(1)
1 , ...,v(1)

n1 from π1, and v(2)
1 , ...,v(2)

n2 from π2 we can
estimate these parameters by:

μ1 =
1
n1

n1∑
i=1

v(1)
i (5)

μ2 =
1
n2

n2∑
i=1

v(2)
i (6)

Σ1 =
1

n1 − 1

n1∑
i=1

(v(1)
i − μ1)(v

(1)
i − μ1)′ (7)

Σ2 =
1

n2 − 1

n2∑
i=1

(v(2)
i − μ2)(v

(2)
i − μ2)′ (8)

We estimate the pooled covariance matrix:

Σ =
1

n1 + n2 − 2
{

n1∑
i=1

(v(1)
i − μ1)(v

(1)
i − μ1)′ +

n2∑
i=1

(v(2)
i − μ2)(v

(2)
i − μ2)′} (9)
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2.2 Mahalanobis Distance

We use Mahalanobis distance with stratified covariance estimates. The Maha-
lanobis distance differs from Euclidean in that it takes into account the correla-
tions of the data set and is scale-invariant. We allocate v to π1 if Δ1 > Δ2, and
otherwise to π2, where Δ1, Δ2 are the Mahalanobis distance between v and π1,
π2 respectively:

Δ2
1 = (v − π1)′Σ1(v − π1), (10)

Δ2
2 = (v − π2)′Σ2(v − π2). (11)

2.3 Support Vector Machines with Linear Kernels

Linear discriminant functions define decision hypersurfaces or hyperplanes in a
multidimensional feature space:

g(v) = wT v + w0 = 0 (12)

where w is the weight vector and w0 is the threshold. w is orthogonal to the
decision hyperplane. The goal is to find the unknown parameters wi, i = 1, ..., N
which define the decision hyperplane [13].

Let vi, i = 1, 2, ..., l be the feature vectors of the training set. These belong to
two different classes, ω1 or ω2. If the classes are linearly separable, the objective
is to design a hyperplane that classifies correctly all the training vectors. This
hyperplane is not unique and it can be estimated maximizing the performance
of the classifier, that is, the ability of the classifier to operate satisfactorily with
new data. The maximal margin of separation between both classes is a useful
design criterion. Since the distance from a point v to the hyperplane is given by
z = |g(x)|/ ‖ w ‖, the optimization problem can be reduced to the maximization
of the margin 2/ ‖ w ‖ with constraints by scaling w and w0 so that the value
of g(v) is +1 for the nearest point in w1 and −1 for the nearest point in w2. The
constraints are the following:

wT v + w0 ≥ 1, ∀v ∈ w1 (13)

wT v + w0 ≤ 1, ∀v ∈ w2, (14)

or, equivalently, minimizing the cost function J(w) = 1/2‖w‖2 subject to:

yi(wT xi + w0) ≥ 1, i = 1, 2, ..., l. (15)

2.4 k-Nearest-Neighbor

An object is classified by a majority vote of its neighbors, with the object being
assigned to the most common class amongst its k nearest neighbors. k is a
positive integer, typically small. For instance, if k = 1, then the object is simply
assigned to the class of its nearest neighbor. We choose k = 3 and euclidean
distance in the experimental results.
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3 SPECT Image Acquisition and Preprocessing

The patients were injected with a gamma emitting 99mTc-ECD radiopharma-
ceutical and the SPECT raw data was acquired by a three head gamma camera
Picker Prism 3000. A total of 180 projections were taken for each patient with
a 2-degree angular resolution. The images of the brain cross sections were re-
constructed from the projection data using the filtered backprojection (FBP)
algorithm in combination with a Butterworth noise removal filter [14].

The complexity of brain structures and the differences between brains of dif-
ferent subjects make necessary the normalization of the images with respect to
a common template. This ensures that the voxels in different images refer to
the same anatomical positions in the brain. In this work, the images have been
normalized using a general affine model, with 12 parameters [15, 16].

After the affine normalization, the resulting image is registered using a more
complex non-rigid spatial transformation model. The deformations are parame-
terized by a linear combination of the lowest-frequency components of the three-
dimensional cosine transform bases [17]. A small-deformation approach is used,
and regularization is by the bending energy of the displacement field. Then, we
normalize the intensities of the SPECT images with respect to the maximum
intensity, which is computed for each image individually by averaging over the
3% of the highest voxel intensities, similar as in [18].

4 First and Second-Order Moments of SPECT Images

4.1 Mean Image

Firstly, we study the mean intensity values of the Normals and ATD images. Let
the brain image set be I1, I2, ..., IN , where the number of images N is the sum of
the images previously labelled as Normals (NNOR) and Alzheimer type dementia
(NATD) by expertises. The averageNormal brain image of the dataset is defined as

ĪNOR =
1

NNOR

NNOR∑
j∈NOR

Ij . (16)

The average ATD can be calculated analogously:

ĪATD =
1

NATD

NAT D∑
j∈ATD

Ij . (17)

The difference between the mean normal image and the mean ATD is depicted
in Figure 2(a).

In the classification task, we will consider those voxels i which present a
difference greater than a given threshold εμ.

i / {|ĪNOR(i) − ĪATD(i)| > εμ} (18)

Figure 1 shows the distribution of the voxels i with |ĪNOR(i)−ĪATD(i)| greater
than six different threshold values εμ. It is easily seen that, if the whole image
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Fig. 1. Histogram with the intensity values of selected voxels with varied εμ. Continu-
ous line: mean normal image. Dotted line: mean ATD image. (a) εμ = 5, (b) εμ = 10,
(c) εμ = 15, (d) εμ = 20, (e) εμ = 25 and (f) εμ = 30.

is considered, their distributions are quite similar. The difference between the
histogram of the mean normal and ATD images increases concomitantly with
the threshold value εμ.

4.2 Standard Deviation Image

The root-mean-square deviation from their mean for normal images is defined
as

Iσ
NOR =

√√√√ 1
NNOR

NNOR∑
j∈NOR

(Ij − INOR)2, (19)

and for ATD:

Iσ
ATD =

√√√√ 1
NATD

NATD∑
j∈ATD

(Ij − IATD)2. (20)

The resulting image INOR
σ +IATD

σ is plotted in Figure 2(b). This figure help us
to discriminate those areas of the brain which present lower dispersion between
images.

We propose a criterion to select discriminant voxels by means of the informa-
tion given by the mean and standard deviation of the images. This procedure
consists in select those voxels i which hold the condition in expression (18) for
a given threshold value εμ and also satisfy the following criterion:

i / {Iσ
NOR(i) + Iσ

ATD(i) < εσ}. (21)

the mean of selected voxels will be used as features for the classification task.
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(a) (b)

Fig. 2. (a) Difference between Normal and ATD mean images. (b) Sum of the images
Iσ

NOR and Iσ
ATD.

5 Results

The performance of the classification is tested on a set of 79 real SPECT images
(41 normals and 38 ATD) of a current study using the leave one-out method:
the classifier is trained with all but one images of the database. The remaining
image, which is not used to define the classifier, is then categorized. In that
way, all SPECT images are classified and the success rate is computed from the
number of correctly classified subjects.

We consider those voxels which fulfill the condition in equation (18) and also
present lower dispersion. We measure the dispersion of the intensity values for
normals and ATD images by mean of the standard deviation images Iσ

NOR and
Iσ
ATD.

We consider voxels which fulfill the condition |ĪNOR(i) − ĪATD(i)| > εμ with
εμ = 25 and εμ = 30 in addition to the condition INOR

σ + IATD
σ < εσ for

different threshold values εσ. In Figure 3, the classification performance versus
the threshold value εσ is plotted. We obtain a classification accuracy greater

30 35 40 45 50
0.65

0.7

0.75

0.8

0.85

0.9

Threshold εσ

A
cc

ur
ac

y 
ra

te

 

 

Linear
Mahalanobis
SVM linear
k−nearest neighbour (k=3)

(a)

30 35 40 45 50
0.65

0.7

0.75

0.8

0.85

0.9

Threshold εσ

A
cc

ur
ac

y 
ra

te

 

 

Linear
Mahalanobis
SVM linear
k−nearest neighbour (k=3)

(b)

Fig. 3. Accuracy rate versus threshold value εσ. Selected voxels fulfill the condition
|ĪNOR(i) − ĪATD(i)| > εμ, with threshold: (a) εμ = 25, (b) εμ = 30.
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Fig. 4. Selected voxels fulfill the condition |ĪNOR(i) − ĪATD(i)| > εμ, with threshold:
εμ = 25. (a) Sensitivity versus threshold value εσ. (b) Specificity versus εσ.
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Fig. 5. Selected voxels fulfill the condition |ĪNOR(i) − ĪATD(i)| > εμ, with threshold:
εμ = 30. (a) Sensitivity versus threshold value εσ. (b) Specificity versus εσ.

than 92%. Furthermore, the proposed selection of voxels allows us to obtain
a high accuracy rate independently of the classifier. For instance, Figures 3(a)
and 3(b) show that multivariate normals (linear), and SVM with linear kernel
achieve similar performances.

Figures 4 and 5 plot the Sensitivity and Specificity in the classification task
versus εσ for voxels which fulfill the condition |ĪNOR(i) − ĪATD(i)| > εμ with
εμ = 25 and εμ = 30 respectively. We obtain a sensitivity of 95% and a specificity
of 90% for certain values of the threshold εσ.

6 Conclusion

In this work, a straightforward criterion to select a set of discriminant voxels
for the classification of SPECT brain images is presented. After normalisation
of the brain images, the set of voxels which presents greater overall difference
between normals and Alzheimer type dementia images and also lower dispersion
is selected. The mean value of the selected voxels are used as features to different
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classifiers. The classification accuracy was 92%. The method proposed in this
work allows us to classify the brain images in normal and affected subjects with
no prior knowledge about the Alzheimer disease.
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Abstract. Alzheimer’s disease is a progressive neurodegenerative disease
that affects particularly memory function. Specifically, the neural system
responsible for encoding and retrieval of the memory for facts and events
(declarative memory) is dependent on anatomical structures located in
the medial part of the temporal lobe (MTL). Clinical lesions as well as
experimental evidence point that the hippocampal formation (hippocam-
pus plus entorhinal cortex) and the adjacent cortex, both main compo-
nents of the MTL, are the regions critical for normal declarative memory
function. Neuroimage studies as ours, have taken advantage of the feasi-
bility of manual segmentation of the gray matter volume, which correlates
with memory impairment and clinical deterioration of Alzheimer’s disease
patients. We wanted to explore the advantages of automatic segmenta-
tion tools, and present results based on one 3T MRI in a young subject.
The automatic segmentation allowed a better discrimination between ex-
tracerebral structures and the surface of the brain, as well as an improve-
ment both in terms of speed and reliability in the demarcation of different
MTL structures, all of which play a key role in declarative memory pro-
cessing. Based largely on our own nonhuman primate data on brain and
hippocampal connections, we defined automatically the angular bundle in
the MTL as the fibers containing the perforant path (interconnection and
dialogue between the entorhinal cortex and its hippocampal termination.
The speed and accuracy of the technique needs further development, but
it seems to be promising enough for early detection of memory deficits as-
sociated to Alzheimer’s disease.

1 Introduction

Alzheimer’s disease (AD) belongs to a group of neurodegenerative diseases, which
affect a large percentage of the population. As the longevity of the general
� Corresponding author.

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 134–141, 2009.
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population increases, so does the incidence of the disease. This incapacitating
disease is a tremendous burden on the patient, families and society in general,
that see a staggering increase in economic expenditure, both at the pharmaco-
logical and social costs levels of caregivers and institutions.

One of the early symptoms of the disease is a profound memory loss that leaves
AD patients unable to find their way home, to recognize their closest relatives,
and finally, totally dependent on the care provided by family or institutional
caregivers. The perspective of treatment for those patients is bleak, as there
is no treatment available that can stop the progress of the disease. Certain
chemical substances (namely acetylcholine), that decrease as a consequence of
the neuronal death of a certain group of neurons present at the base of the brain,
offer some delay in the progression of the symptoms, but the effect is relatively
small (the more so as the stage of the disease is higher), being more effective
when symptoms are diagnosed at an early stage. Still, the economic cost of the
treatment imposes a big economic burden on patients and their families. Those
early stages are often classified as “Mild Cognitive Impairment” or MCI, usually
affecting memory alone [12].

Notwithstanding, a great deal has been advanced through intensive research
throughout the world on the biochemical and molecular basis of the disease, that
inspired new treatments, still in need of testing in controlled clinical trials. In
essence, two are the hallmarks of the disease: one is the deposition of a substance
called amyloid that seems to be toxic to nearby neurons; the second one is the
load of abnormally phosphorilated neurofilaments. Neurofilaments are normal
cell scaffolding that keeps the shape of neurons and is a normal constituent,
which turn abnormal in the disease and ultimately kill the neurons with all
their processes, both dendrites (which receive neural information) and axons
(which transmit the neural information to other neurons, some close to the parent
neuron, some distant, the latter forming bundles of fibers that constitute the
white matter of the brain).

The neuronal death that as the acumulation of amyloid substance in the form
of neuritic plaques, and abnormal neurofilaments in the form of neurofibrillary
tangles, prevent the normal function of the nervous system, what causes a loss
of function of different neural systems. Among those neural systems is the mem-
ory system, which comprises several types of memory (mainly non-declarative
memory and declarative memory). Since 1957 is known to clinicians and neu-
ropsychologists that the hippocampal system, located at the medial part of the
temporal lobe, the lobe adjacent to the temple and running backwards to join the
occipital lobe, is the brain structure that enables every person to form permanent
memories for biographical events and facts of the external world. This region is
made up of different components the hippocampal formation [7] made up of the
hippocampus proper, and the adjacent subicular and entorhinal cortices. The
latter is especially relevant in the transfer of supramodal sensory modalities to
the hippocampus through the perforant path, already described by Ramón y
Cajal more than one hundred years ago and continued presently [8]. The hip-
pocampus elaborates the information and through several relays, projects back
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to the entorhinal cortex, which returns it to different regions of the cortex for
permanent storage. Different lines of research in experimental animals, mainly
in nonhuman primates and rodents [11], as well as in patients that presented
lesions in the medial temporal lobe (MTL) have shown that the hippocampus
is not the repository of memories, but rather its function is instrumental in the
formation and consolidation of declarative memory.

Two recent reports underscore the importance of this pathway in the detection
of AD at its early stages. Kalus reported a preliminary study [10] in which the
technique of diffusion tensor imaging (DTI) is used to evaluate the perforant
path in a series of 10 control subjects, 10 MCI and 10 AD patients. They found
a correlation between anisotropy values of the perforant path and the separation
between MCI and controls, in contrast to both hippocampal and entorhinal
cortex volumes that did not show significant differences. Another study, in a
larger clinical sample (50 controls and 40 amnestic MCI patients) was reported
by Stoub [12]. They explored specifically declarative memory (dependent on the
integrity of the hippocampal formation and surrounding cortex), and concluded
that the volume of the hippocampus and the volume of the white matter of the
perforant path zone were significant predictors of memory function. Several other
reports in the literature show the damage in the neurons origin of the perforant
path ad the termination zones at different levels of the hippocampus mainly in
Alzheimer’s disease, but present as well in other pathological conditions [4,13,14].

For this reason, we aimed at evaluating the application of automatic segmen-
tation of the gray and white matter to detect the course and volume of the
bundle of fibers that interconnect the entorhinal cortex and the hippocampus,
that is, the perforant path, as a means to detect subtle changes in the size,
course and termination of this fundamental brain pathway that, surprisingly, is
still relatively little explored with neuroradiological techniques, despite it was
recognized since more than 25 years ago to be the region most susceptible to
show pathological changes in AD [5,3].

2 Methods

We have employed a series of sections of a 3T MRI on which an automatic
segmentation by means of SPM detected the gray matter, the cerebrospinal
fluid space (CSF) and the white matter. In the latter, we focused on the white
matter subjacent to the entorhinal cortex.

SPM is a software package for analysis of neuroimages that provides a unified
segmentation procedure [1] that cyclicaly combines voxel classification, bias cor-
rection and spatial normalization of the image. SPM uses two methods for voxel
classification: a) the standard SPM method uses knowledge of the tissue spatial
distribution represented by tissue probability maps; b) the method implemented
in VBM5 (an extension of SPM) uses knowledge of the neigbourhood of the
voxel, modeled by Hidden Markov Random Fields [2]. This second method pro-
vided a finer segmentation. Prior to the segmentation was necessary to register
the image with respect to the MRI template used by SPM (T1.nii). To this end,
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Table 1. Configuration parameters for MRI normalization and segmentation

Phase Parameter Value 

Affine regularization ICBM space template Register /  

Normalise Wrapping No wrap 

Use tissue priors No priors (experimental) 

HMRF weighting medium HMRF (0.3) Segment 

Clean up any partitions Light clean 

 

we used the SPM function “Normalise”. The parameters used for normalization
and segmentation of the image are shown in Table 1.

3 Results

We have followed the general principles on which we previously demonstrated the
feasibility and advantage of the identification and adaptation of neuroanatomical
criteria reported in [6] followed by a validation study [9] in which the volume

Table 2. Anatomical structures found at different slices of the brain’s coronal view 

Structural MRI Segmented white matter Section / 

Distance 

in mm 
Right hemisphere Left hemisphere Right hemisphere Left hemisphere 

248 / 0.5 Limen insulae    

247 / 1   Limen insulae  

245 / 2  Limen insulae   

243 / 3    Limen insulae 

234 / 7.5 Amigdala Amigdala Amigdala Amigdala 

214 / 17.5 Diverticulum unci 
Diverticulum 

unci 
Diverticulum unci. 

Angular bundle 
Diverticulum unci. 

Angular bundle 

197 / 21 
Gyrus 

intralimbicus 
 

Gyrus 
intralimbicus 

 

194 / 22.5  
Gyrus 

intralimbicus 
 

Gyrus 
intralimbicus 

186 / 26.5 
Lateral geniculate 

nucleus 

Lateral 
geniculate 

nucleus 

Lateral geniculate 
nucleus 

Lateral geniculate 
nucleus 

163 / 38 Fornix  Fornix  

154 / 42.5  Fornix  Fornix 

149 / 45.5 
End of 

hippocampus 
 

End of 
hippocampus 

 

137 / 51.5  
End of 

hippocampus 
 

End of 
hippocampus 
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Fig. 1. Angular bundle (white arrow) throughout the longitudinal extent of the MTL
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of the entorhinal cortex is found to correlate with the severity of dementia in
Alzheimer’s disease.

Several points have been selected in our study to highlight the identification
of the perforant path, taking into consideration that the perforant path is not
recognizable in itself, but rather, and derived from analysis performed on the
brain of nonhuman primates, it travels along the angular bundle which contains
other kind of fibers, which is easily recognizable on MRI images, and presents a
constant location, no matter how decreased its size might be.

The automatic segmentation of the white matter discriminates some con-
founding structures, such as brain blood arteries, venous sinuses as the petrous
sinus and emissary veins to the entorhinal cortex and nearby cortical areas;
finally, it avoids duramater structures such as the tentorium cerebelli. In conse-
quence, it “cleans” the image, and this fact, along the structural T1 weighted
images, helps in the recognition of the angular bundle. It is worth considering
too the anterior choroidal artery, which runs along the choroidal (hippocampal)
fissure, that at the same time, may obscure the medial border of the entorhinal
and subicular cortices. Also, the automatic segmentation of the white matter
defines much better the ventral limit of the amygdala, important to define the
upper limit of the angular bundle at its more rostral portion, rendering the image
of the angular bundle easier and faster for delimitation.

The segmentation of the white matter offers additional advantages in the
delimitation of the medial part of the uncus, a particularly convoluted portion
of the hippocampus, that is an essential landmark for the precise delimitation
of the caudal end of the entorhinal cortex , approximately 2 mm behind the
gyrus intralimbicus, [6]. Likewise, the caudal portion of the hippocampus, also
very convoluted, and sectioned in an oblique plane stands much more clearly.
Portions of the white matter in the medial temporal lobe contain the axons of
the neurons that interconnect the entorhinal cortex and the hippocampus, an
essential pathway for memory processing. This pathway is known as the perforant
path, which runs in a larger bundle (the angular bundle) that in addition to the
perforant path, contains other cortical association fibers, mostly between frontal
and temporal lobes as well as association fibers intrinsic to the temporal lobe.

A summary of our results is presented in table 2, referred to a single case
analysis, in which some of the images of the angular bundle along its rostrocau-
dal axis are shown. Figure 1 depicts a T1 image at 3T and the corresponding
automatically segmented image that renders visible the angular bundle (white
arrow) throughout the longitudinal extent of the MTL.

4 Discusion

Technological advances in medical imaging technology offer a wealth of new pos-
sibilities to detect, diagnose and plan a therapeutic plan for a large segment
of the population. However, the optimal situation would be a multidisciplinary
approach to medical problems by the interaction of different areas of exper-
tise in a single team. We combined some of these fields, and the preliminary
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results are here presented. By the adaptation of informatic tools, we were able
to demonstrate the feasibility of automatically segmenting an important bundle
of nervous fibers, the perforant path embedded in the angular bundle, which is
instrumental in the normal process of memory for facts and events.

It is worth noting that this memory processing in the medial temporal lobe is
highly impaired in Alzheimer’s disease, partially through damage to the angular
bundle. From the identification along the longitudinal axis of the medial temporal
lobe, it ensures the possibility of volumetric measurement almost automatically.
Moreover, at every instant the evaluator can compare the non-segmented MRI
images and the segmented ones to adjust to neuroanatomical criteria that still
await elaboration.

An additional advantage can be envisioned, namely the much easier feasibility
of longitudinal studies in persons at certain age to follow the volume variation
of the angular bundle.

Nowadays, while there is little doubt that the volumetric measurement of the
anatomical structures of the MTL, including the amygdala show volumetric
changes that indicate the neuronal loss, typical of AD pathology, it is still a debate
issue whether or not this approach is useful in the detection of early stages of AD,
namely the MCI. Moreover, many of those studies are well controlled clinical trials
in which a great deal of time is necessary to manually trace the MRI limits of the
anatomical structures important to declarative memory. Unfortunately, this time
and effort expenditure is not possible in many clinical circumstances, and there-
fore leaves the potential AD patients without the possibility of an early diagnosis,
although neuropsychological and clinical follow-up determine the division of these
two broad categories, MCI and AD. It is particularly worrisome that precisely it is
at the earliest stages where the pharmacological treatment can be most effective
in the maintenance of the intellectual capabilities and independence in daily live
activities. For this reason, we deemed important to devise a protocol that might be
simple and able to be applied to a broad segment of the elderly population based
on the estimation of the anatomical identification of the perforant path amid other
fiber bundles that all together constitute the angular bundle, easily recognizable
along the rostrocaudal extent of the MTL. A preliminary analysis on the feasibil-
ity of this approach, based on automatic transformation tools is presented here.

Our hypothesis and future direction of our work is that a refinement of this ap-
proach, after appropriate clinical testing, might be able to provide the necessary
sensibility to detect more subtle changes that may ultimately lead to an early
diagnosis, before clinical symptoms appear, of an evolution towards a clinically
flourished Alzheimer disease.
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Abstract. In the Alzheimer’s Disease (AD) diagnosis process, func-
tional brain images such as Single-Photon Emission Computed Tomog-
raphy (SPECT) and Positron Emission Tomography (PET) have been
widely used to guide the clinicians. However, the current evaluation of
these images entails a succession of manual reorientations and visual in-
terpretation steps, which attach in some way subjectivity to the diagnos-
tic. In this work, two pattern recognition methods have been applied to
SPECT and PET images in order to obtain an objective classifier which
is able to determine whether the patient suffers from AD or not. A com-
mon feature selection stage is first described, where Principal Component
Analysis (PCA) is applied over the data to drastically reduce the dimen-
sion of the feature space, followed by the study of neural networks and
support vector machines (SVM) classifiers. The achieved accuracy re-
sults reach 98.33% and 93.41% for PET and SPECT respectively, which
means a significant improvement over the results obtained by the classi-
cal Voxels-As-Features (VAF) reference approach.

1 Introduction

Alzheimer’s Disease (AD) is a progressive, degenerative brain disorder that grad-
ually destroys memory, reason, judgment, language, and eventually the ability to
carry out even the simplest tasks. Recently, scientists have begun to do research
on diagnosing AD with different kinds of brain imaging, trying to diagnose this
dementia in its early stage, when the application of the treatment is more effec-
tive. Positron Emission Tomography (PET) scan and Single Photon Emission
Computed Tomography (SPECT) scan are two types of non-invasive (i. e., no
surgery is required) tests that have been widely used in the AD diagnosis. How-
ever, despite these useful imaging techniques, early detection of AD still remains
a challenge since conventional evaluation of these scans often relies on manual
reorientation, visual reading and semiquantitative analysis.

Several approaches have been recently proposed in the literature aiming at
providing an automatic tool that guides the clinician in the AD diagnosis process
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[1,2]. These approaches can be categorized into two types: univariate and mul-
tivariate approaches. The first family includes statistical parametric mapping
(SPM) [3] and its numerous variants. SPM consists of doing a voxelwise statis-
tical test, comparing the values of the image under study to the mean values
of the group of normal images. Subsequently the significant voxels are inferred
by using random field theory. It was not developed specifically to study a single
image, but for comparing groups of images. The second family is based on the
analysis of the images, feature extraction and posterior classification in different
classes. Among these techniques, we can find the classical Voxels-As-Features
(VAF) approach for SPECT images [1]. The main problem to be faced up by
these techniques is the well-known small size sample problem, that is, the num-
ber of available samples is much lower than the number of features used in the
training step.

Principal Component Analysis (PCA) corresponds to multivariate approaches
and was already applied to functional brain images in [3] in a descriptive fash-
ion, where the impossibility of using this transformation to make any statistical
inference is highlighted. However, in this work, a new approach of PCA is used
in combination with supervised learning methods, which in turn solves the small
size sample problem since the dimension of the feature space undergoes a signif-
icant reduction. The task of the supervised learner is to predict the class of the
input object after having seen a number of training examples. In this work, two
of the most widely used classifiers are trained on these PCA coefficients: Support
Vector Machines (SVMs) and Neural Networks (NN), and their performances in
the classification task we are dealing with are compared.

2 Image Preprocessing and Feature Extraction

SPECT and PET images used in this work were taken with a PRISM 3000
machine and a SIEMENS ECAT 47 respectively. 3D brain perfusion volumes
are reconstructed from projection data using the filtered backprojection (FBP)
in combination with a Butterworth noise filter. All the images are spatially
normalized using the SPM software [3] in order to ensure that the voxels in
different images refer to the same anatomical positions in the brain [4], giving
rise to volumes of size 69×95×79. Finally, intensity level of the SPECT and
PET images is normalized to the maximum intensity. The dimension of the
volume representing each subject brain was reduced to 17×23×19 by decimating
the original 3D volume by a 4×4×4 factor. After that, as proposed in [2], a
mask is applied so that voxels whose mean intensity value averaged over all
images is lower than the half of the maximum mean intensity value are rejected.
This is done to reduce the dimension of the feature space and remove irrelevant
information.

2.1 Principal Component Analysis and Eigenbrains

Principal Component Analysis (PCA) generates an orthonormal basis vector that
maximizes the scatter of all the projected samples. After the preprocessing steps,
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the N remaining voxels for each subject are rearranged in a vector form. Let X =
[X1,X2, ...,Xn] be the sample set of these vectors, where n is the number of pa-
tients. After normalizing the vectors to unity norm and subtracting the grand
mean, a new vectors set Y = [Y1,Y2, ...,Yn] is obtained, where each Yi rep-
resents a normalized vector with dimensionality N , Yi = (yi1, yi2, ..., yiN )t, i =
1, 2, ..., n. The covariance matrix of the normalized vectors set is defined as

ΣY =
1
n

n∑
i=1

YiYt
i =

1
n
YYt (1)

and the eigenvector and eigenvalue matrices Φ, Λ are computed as

ΣY Φ = ΦΛ (2)

Note that YYt is an N × N matrix while YtY is an n × n matrix. If the
sample size n is much smaller than the dimensionality N , then diagonalizing
YtY instead of YYt reduces the computational complexity [5]

(YtY)Ψ = ΨΛ1 (3)

T = YΨ (4)

where Λ1 = diag{λ1, λ2, ..., λn} and T = [Φ1,Φ2, ...,Φn]. Derived from the
eigenface concept [5], the eigenbrains correspond to the dominant eigenvectors
of the covariance matrix. In this approach, only m leading eigenvectors are used,
which define the matrix P

P = [Φ1,Φ2, ...,Φm] (5)

The criterion to choose the most discriminant eigenbrains is set by their sep-
aration ability, which is measured by the Fisher Discriminant Ratio (FDR),
defined as

FDR =
(μ1 − μ2)2

σ2
1 + σ2

2
(6)

where μi and σi denote the i-th class within class mean value and variance,
respectively. For the whole database, a matrix of weights can be constructed,
given by:

Z = PtY (7)

3 Overview of Classifiers

The goal of a binary classifier is to separate a set of binary labeled training data
consisting of, in the general case, N -dimensional patterns xi and class labels yi:

(x1, y1), (x2, y2), ..., (xl, yl) ∈ (RN × {Normal, AD}), (8)

so that a classifier is produced which maps an unknown object xi to its classifi-
cation label yi.
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3.1 Support Vector Machines

Support vector machines (SVM) [6] separate binary labeled training data by the
hyperplane

g(x) = wTx + w0 (9)

where w is known as the weight vector and w0 as the threshold. This hyperplane
is maximally distant from the two classes (known as the maximal margin hy-
perplane). The objective is to build a function f : RN −→ {±1} using training
data that is, N -dimensional patterns xi and class labels yi:

(x1, y1), (x2, y2), ..., (xl, yl) ∈ RN × {±1}, (10)

so that f will correctly classify new examples (x, y). When no linear separation
of the training data is possible, SVM can work effectively in combination with
kernel techniques so that the hyperplane defining the SVM corresponds to a
non-linear decision boundary in the input space. If the data is mapped to some
other (possibly infinite dimensional) Euclidean space using a mapping Φ(x), the
training algorithm only depends on the data through dot products in such an
Euclidean space, i.e. on functions of the form Φ(xi) ·Φ(xj). If a “kernel function”
K is defined such that K(xi,xj) = Φ(xi) ·Φ(xj), it is not necessary to know the
Φ function during the training process. In the test phase, an SVM is used by
computing the sign of

f(x) =
NS∑
i=1

αiyiΦ(si) · Φ(x) + w0 =
NS∑
i=1

αiyiK(si,x) + w0, (11)

where NS is the number of support vectors, si are the support vectors and yi

their associated labels.

3.2 Neural Networks

An Artificial Neural Network (ANN) [7] is an information processing paradigm
that is inspired by the way biological nervous systems, such as the brain, pro-
cesses information. ANNs can be viewed as weighted directed graphs in which
artificial neurons are nodes and directed edges (with weights) are connections
between neuron outputs and neuron inputs. Based on the connection pattern
(architecture), ANNs can be grouped into two categories: i) feed-forward net-
works, in which graphs have no loops, and ii)recurrent (or feedback) networks,
in which loops occur because of feedback connections. Different connectivities
yield different network behaviors. Generally speaking, feed-forward networks are
static, that is, they produce only one set of output values rather than a sequence
of values from a given input. Feed-forward networks are memory-less in the sense
that their response to an input is independent of the previous network state. Re-
current, or feedback, networks, on the other hand, are dynamic systems. When
a new input pattern is presented, the neuron outputs are computed. Because of
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Fig. 1. Feed-forward neural network architecture with hidden layer of neurons plus
linear output layerll

the feedback paths, the inputs to each neuron are then modified, which leads
the network to enter a new state.

Feed-forward networks often have one or more hidden layers of sigmoid neu-
rons followed by an output layer of linear neurons as shown in Fig. 1. Multiple
layers of neurons with nonlinear transfer functions allow the network to learn
nonlinear and linear relationships between input and output vectors.

Learning process in the ANN context can be viewed as the problem of up-
dating network architecture and connection weights so that a network can effi-
ciently perform a specific task. The ability of ANNs to automatically learn from
examples makes them attractive and exciting. The development of the back-
propagation learning algorithm for determining weights in a multilayer percep-
tron has made these networks the most popular among ANN researchers.

For the experiments presented in this work a feed-forward neural network
with the following configuration was used:

– One hidden layer and increasing number of neurons and a linear output layer.
– Hyperbolic tangent sigmoid transfer function: f(n) = 2/(1+exp(−2∗n))−1,

for input layers.
– Linear transfer function: f(n) = n, for output layer.
– Weight and bias values are updated according to Levenberg-Marquardt op-

timization.
– Gradient descent with momentum weight and bias is used as learning function.

4 Evaluation Results

The databases used in this work consist of 91 SPECT patients (41 labeled as NOR-
MAL and 50 labeled as AD) and 60 PET patients (18 NORMAL and 42 AD).
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(a) (b)

(c) (d)

Fig. 2. Decision surfaces for SPECT images and different classifiers: (a) SVM
(Quadratic), (b) SVM (Polynomial), (c) SVM (RBF), and (d) Feed-forward network

Table 1. Results obtained from the evaluation of SVM and feed-forward neural net-
works classifiers using PCA coefficients as features. Comparison to the VAF baseline.

PET SPECT
SVM Baseline PCA (m = 15) Baseline PCA (m = 3)
Linear 96.67% 95.00% 87.71% 91.21%
Quadratic 96.67% 96.67% 82.41% 90.11%
Polynomial 30.00% 96.67% 54.95% 89.01%
RBF 70.00% 83.33% 54.95% 93.41%

Feed-Forward PET (m = 20) SPECT (m = 4)
1 Neur. in HL 86.67% 90.11%
3 Neur. in HL 78.33% 87.91%
5 Neur. in HL 91.67% 91.21%
7 Neur. in HL 98.33% 87.91%

The reference VAF system was compared to different classifiers using the pro-
posed PCA features. All the classifiers were tested using the Leave-One-Out cross-
validation strategy. The eigenbrain space is computed using all the patients except
one. The test patient to be classified is projected into the eigenbrain space, so that
projection coefficients Z are obtained and sorted out according to their associated
FDR, as explained in Sec. 2.1. In order to determine the optimal number m of co-
efficients to be used for each classifier, they were all tested varying m from 1 to
50. Fig. 2 shows the 3D input space defined when three PCA coefficients (m = 3)
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Fig. 3. Accuracy for (a) SPECT and (b) PET images using feed-forward neural net-
works when the number m of PCA coefficients considered for the classification task
increases

are used as features for SPECT images, and the ability of SVM and feed-forward
neural network classifiers to separate the two classes by means of carefully trained
decision surfaces. The shape of the decision rule strongly depends on the method
for formulating the decision rule and its associated parameters. For feed-forward
neural networks, Fig. 3 shows the accuracy values obtained when m varies from 1
to 50, for different number of neurons in the hidden layer (HL). The reference VAF
approach, which directly uses the images intensity levels to train a SVM classifier,
was also implemented, and results can be compared in Table 1.

5 Conclusions

A comparative between SVM and feed-forward networks for the classification
of functional brain images to diagnose the AD was shown in this paper. The
proposed features to be used in the training steps are the PCA image coefficients,
resulting from the projection of the test patient into the eigenbrain space, which
is computed over the rest of the patients. The introduction of PCA coefficients as
features for the classification task clearly improves the accuracy values obtained
by the VAF approach, especially when SVM with polynomial and radial basis
function (RBF) kernels are used, yielding the best accuracy result for SPECT
images (93.41%). For PET images instead, the use of feed-forward neural network
provided the best result, reaching 98.33% accuracy.
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Abstract. Currently, the accurate diagnosis of the Alzheimer disease
(AD) still remains a challenge in the clinical practice. As the number of
AD patients has increased, its early diagnosis has received more attention
for both social and medical reasons. Single photon emission computed to-
mography (SPECT), measuring the regional cerebral blood flow, enables
the diagnosis even before anatomic alterations can be observed by other
imaging techniques. However, conventional evaluation of SPECT images
often relies on manual reorientation, visual reading and semiquantitative
analysis of certain regions of the brain. This paper evaluates different pat-
tern classifiers including k -nearest neighbor (kNN), classification trees,
support vector machines and feedforward neural networks in combina-
tion with template-based normalized mean square error (NMSE) features
of several coronal slices of interest (SOI) for the development of a com-
puter aided diagnosis (CAD) system for improving the early detection
of the AD. The proposed system, yielding a 98.7% AD diagnosis accu-
racy, reports clear improvements over existing techniques such as the
voxel-as-features (VAF) which yields just a 78% classification accuracy.

1 Introduction

Alzheimer disease (AD) is a progressive neurodegenerative disease associated
with disruption of neuronal function and gradual deterioration in cognition,
function, and behavior [1]. It affects approximately 2-4 million individuals in
the United States and more than 30 million worldwide. With the growth of the
older population in developed nations, the prevalence of AD is expected to triple
over the next 50 years. The major goals in treating AD currently are to recognize
the disease early in order to initiate appropriate therapy and delay functional
and cognitive losses. However, accurate diagnosis of the AD in its early stage
still remains a challenge in the clinical practice.

Emission computed tomography techniques producing functional images of
the brain, especially single-photon emission computed tomography (SPECT)
and positron emission tomography (PET), provide a substantial aid in the di-
agnosis of the initial dementia and the Alzheimer. Cerebral SPECT, which is
based on brain uptake of a technetium 99m-based lipid-soluble radionuclide,
is a widely available technique for brain perfusion assessment with a rotating
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gamma camera. AD patients typically demonstrate a relative paucity of activity
in the temporoparietal regions, compared with the activity in control subjects
[2]. However, early detection of AD still remains a challenge since conventional
evaluation of SPECT scans often relies on manual reorientation, visual reading
and semiquantitative analysis.

This paper evaluates different pattern classifiers for the development of an
early AD SPECT-based computer aided diagnosis (CAD) system [3]. The pro-
posed methods combining pattern recognition and advanced feature extraction
schemes are developed with the aim of reducing the subjectivity in visual inter-
pretation of SPECT scans by clinicians, thus improving the accuracy of diag-
nosing Alzheimer disease in its early stage.

2 Overview of Classifiers

The goal of a binary classifier is to separate a set of binary labeled training data
consisting of, in the general case, N -dimensional patterns vi and class labels yi:

(v1, y1), (v2, y2), ..., (vl, yl) ∈ (RN × {Normal, ATD}), (1)

so that a classifier is produced which maps an unknown object vi to its classifi-
cation label yi. Several different classifiers are evaluated in this work.

2.1 Support Vector Machines

Support vector machines (SVM) separate binary labeled training data by a hy-
perplane that is maximally distant from the two classes (known as the maximal
margin hyperplane). The objective is to build a function f : RN −→ {±1} using
training so that f will correctly classify new examples (v, y). When no linear sep-
aration of the training data is possible, SVM can work effectively in combination
with kernel techniques so that the hyperplane defining the SVM corresponds to
a non-linear decision boundary in the input space. If the data is mapped to some
other (possibly infinite dimensional) Euclidean space using a mapping Φ(v), the
training algorithm only depends on the data through dot products in such an
Euclidean space, i.e. on functions of the form Φ(vi) ·Φ(vj). If a “kernel function”
K is defined such that K(vi,vj) = Φ(vi) ·Φ(vj), it is not necessary to know the
Φ function during the training process. In the test phase, an SVM is used by
computing dot products of a given test point v with w, or more specifically by
computing the sign of

f(v) =
NS∑
i=1

αiyiΦ(si) · Φ(v) + w0 =
NS∑
i=1

αiyiK(si,v) + w0, (2)

where si are the support vectors.
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2.2 k-Nearest Neighbor

An object is classified by a majority vote of its neighbors, with the object being
assigned to the most common class amongst its k nearest neighbors (kNN). k
is a positive integer, typically small. For instance, if k = 1, then the object is
simply assigned to the class of its nearest neighbor.

2.3 Neural Networks

An Artificial Neural Network (ANN) [4,5] is an information processing paradigm
that is inspired by the way biological nervous systems, such as the brain, pro-
cesses information. ANNs can be viewed as weighted directed graphs in which
artificial neurons are nodes and directed edges (with weights) are connections
between neuron outputs and neuron inputs. Based on the connection pattern
(architecture), ANNs can be grouped into two categories: i) feed-forward net-
works, in which graphs have no loops, and ii)recurrent (or feedback) networks,
in which loops occur because of feedback connections. Different connectivities
yield different network behaviors. Generally speaking, feed-forward networks are
static, that is, they produce only one set of output values rather than a sequence
of values from a given input. Feedforward networks are memory-less in the sense
that their response to an input is independent of the previous network state. Re-
current, or feedback, networks, on the other hand, are dynamic systems. When
a new input pattern is presented, the neuron outputs are computed. Because of
the feedback paths, the inputs to each neuron are then modified, which leads
the network to enter a new state.

Fig. 1.a) shows a feedforward network consisting of a single-layer network of
N logsigmoid neurons having I inputs. Feed-forward networks often have one
or more hidden layers of sigmoid neurons followed by an output layer of linear
neurons as shown in Fig. 1.b). Multiple layers of neurons with nonlinear transfer
functions allow the network to learn nonlinear and linear relationships between
input and output vectors.

Learning process in the ANN context can be viewed as the problem of up-
dating network architecture and connection weights so that a network can effi-
ciently perform a specific task. The ability of ANNs to automatically learn from
examples makes them attractive and exciting. The development of the back-
propagation learning algorithm for determining weights in a multilayer percep-
tron has made these networks the most popular among ANN researchers.

For the experiments presented in this work a feedforward neural network with
the following configuration was used:

– One hidden layer and increasing number of neurons and a linear output layer.
– Hyperbolic tangent sigmoid transfer function: f(n) = 2/(1+exp(−2∗n))−1,

for input layers.
– Linear transfer function: f(n) = n, for output layer.
– Weight and bias values are updated according to Levenberg-Marquardt op-

timization.
– Gradient descent with momentum weight and bias is used as learning

function.
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Fig. 1. Feedforwad neural network architectures. a) A single layer of neurons, b) Hidden
layer of neurons plus linear output layer.
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a)

b)

c)

Fig. 2. Coronal slices of: a) Template, b) Normal subject, and c) AD patient

3 Image Acquisition, Preprocessing and Feature
Extraction

SPECT scans are registered by means of a three-head gamma camera Picker
Prism 3000 after injecting the patient a gamma emitting 99mTc-ECD radio-
pharmaceutical. 3D brain perfusion volumes are reconstructed from projection
data using the filtered backprojection (FBP) in combination with a Butterworth
noise filter. SPECT images are spatially normalized using the SPM software [6]
in order to ensure that the voxels in different images refer to the same anatom-
ical positions in the brain [7], giving rise to images of voxel size 69×95×79.
Finally, intensity level of the SPECT images is normalized to the maximum
intensity as in [8]. The images were initially labeled by experienced clinicians
of the Virgen de las Nieves hospital (Granada, Spain), using 4 different labels:
normal (NOR) for patients without any symptoms of ATD and possible ATD
(ATD-1), probable ATD (ATD-2) and certain ATD (ATD-3) to distinguish be-
tween different levels of the presence of typical characteristics for ATD. In to-
tal, the database consists of 79 patients: 41 NOR, 20 ATD-1, 14 ATD-2 and
4 ATD-3.

Similarity measures between the functional activity of normal controls and
each subject were used as features. First, the expected value of the voxel intensity
of the normal subjects was computed by averaging the voxel intensities of all
the normal controls in the database. Then, the Normalized Mean Square Error
(NMSE) between slices of each subject and the template, and defined for 2-D
slices of the volume to be:

NMSE =
∑M−1

m=0
∑N−1

n=0 [f(m, n) − g(m, n)]2∑M−1
m=0

∑N−1
n=0 [f(m, n)]2

(3)

where f(m, n) defines the reference template and g(m, n) the voxel intensities of
each subject, was computed for coronal, transaxial, and sagittal slices.
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(a) (b)

(c) (d)

Fig. 3. Decision surfaces for different classifiers: a) SVM (polynomial), b) SVM (RBF),
c) Feedforward networks (3 neurons in hidden layer), and d) kNN (k= 3)

A study was carried out in order to identify the most discriminating slices
of interest (SOI) by means of a SVM-classified trained on NMSE features of
transaxial, coronal and sagittal slices. The analysis showed the high discrim-
ination ability of specific NMSE features of coronal slices. Fig. 2 shows the
differences in regional cerebral blood flow (rCBF) provided by these SOI. It
shows three different coronal slices of a template brain obtained by averaging
the functional SPECT of 41 controls (Fig. 2.a) together with the corresponding
coronal slices of a normal subject (Fig. 2.b) and an AD patient (Fig. 2.c). It can
be concluded that the rCBF of patients affected by Alzheimer disease is signifi-
cantly reduced when compared to the expected value for a normal subject. This
reduction affects more to some specific cerebral regions. This result is in agree-
ment with many other studies that have shown the temporo-parietal region to
be practical for the early detection of the disease in patients that are no longer
characterized by specific cognitive impairment but by general cognitive decline.

4 Evaluation Results

First of all, a baseline classifier using voxel-as-features (VAF) [9] was developed
for reference. The dimension of the 95×69×79-voxel volume representing the
rCBF of each subject was reduced by decimating the original 3D volume and
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Table 1. Diagnosis accuracy for the different classifiers evaluated. Comparison to the
VAF baseline.

SVM kernel Lineal Quadratic RBF Polynomial
Baseline VAF 78.5 68.4 51.9 53.2
NMSE (All) 93.7 69.6 35.4 83.5
NMSE (Coronal SOI) 97.5 93.7 94.9 97.5

kNN k = 3 5 7 9
NMSE (Coronal SOI) 96.2 93.7 94.9 93.7

Decision trees
NMSE (Coronal SOI) 88.6

Feedforward NN #Neurons in HL 1 3 5 7
97.5 97.5 98.7 97.5

a SVM-based classifier was trained and tested based on a leave-one-out cross
validation strategy. Accuracy of the baseline system was 78.5%. The reference
VAF system was compared to different classifiers using the proposed NMSE fea-
tures of the three most significant slices for AD detection that were shown and
discussed in Fig. 2. Fig. 3 shows the 3-D input space defined by means of these
three coronal NMSE features and the ability of kNN, SVM, feedforward neural
network classifiers to separate the two classes (normal controls in blue vs. pa-
tients affected by DTA in red) by means of carefully trained decision surfaces.
The shape of the decision rule strongly depends on the method for formulating
the decision rule and its associated parameters. Among the different classifica-
tion techniques considered, feedforward networks and SVM with almost linear
polynomial kernels are the ones that better separate the two classes.

Table 1 shows the accuracy of the proposed and reference VAF systems evalu-
ated by a leave-one-out cross-validation strategy. Results for the system using the
NMSE features of all the coronal slices as well as the system using just the three
most discriminative ones are included. It can be concluded that the proposed
NMSE features using carefully selected coronal slices improves the performance
of the system using information of all the brain volume corroborating the ev-
idence that only selected brain areas are mainly affected by hypo-perfusion in
patients suffering the Alzheimer disease. The best results are obtained for an al-
most linear kernel SVM system (97.5%) and a three-neuron in hidden layer feed-
forward neural network (98.7%), thus outperforming the VAF approach which
obtains the best results for linear kernels (78.5%).

5 Conclusions

This paper showed an study for the selection of the optimum classification tech-
nique for the development of an AD CAD system. The analysis considered clas-
sifiers based on k -nearest neighbor, classification trees, support vector machines
and feedforward neural networks. Template-based features defined in terms of
the so called Normalized Mean Square error, which measures the difference in
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regional cerebral blood flow of several coronal SOI, were found to be very ef-
fective for discriminating between AD patients and normal controls. With these
and other innovations, the proposed system yielded a 97.5% diagnosis accuracy
for almost linear SVM kernels and 98.7% for feedforward neural networks, thus
outperforming the 78.5% accuracy of the classical baseline VAF approach .

Acknowledgments. This work was partly supported by the MICINN un-
der the PETRI DENCLASES (PET2006-0253), TEC2008-02113, NAPOLEON
(TEC2007-68030-C02-01) and HD2008-0029 projects and the Consejeŕıa de In-
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Abstract. Computer-based decision support in health-care is becoming
more and more important in recent years. Clinical Practise Guidelines
are documents supporting health-care professionals in managing a dis-
ease in a patient, in order to avoid non-standard practices or outcomes. In
this paper, we consider the problem of formalizing a guideline in a logical
language. The target language is an interval-based temporal logic inter-
preted over natural numbers, namely the Propositional Neighborhood
Logic, which has been shown to be expressive enough for our objective,
and for which the satisfiability problem has been shown to be decidable.
A case-study of a real guideline is presented.

1 Introduction

Computer-based decision support in health-care is becoming more and more im-
portant in recent years. Clinical Practise Guidelines (CPGs from now on) are
documents supporting health-care professionals in managing a disease in a pa-
tient, in order to avoid non-standard practices or outcomes. Such guidelines are
sets of recommendations and/or rules developed in a systematic way designed in
order to help professionals and patients in the decision-making process concern-
ing an appropriate health-care pathway [7]. The correct use of CPGs treating
patients can be considered a good quality indicator in the health-care process;
one of the main problems is how to (systematically) measure the correct appli-
cation of a CPG on a specific patient.

Guidelines can be seen, from a computer scientist point of view, as a highly
structured real-world example of document amenable to formalization for (semi)-
automatic verification. Following [6], it is possible to identify four areas in the
process of developing guideline-based decision support systems: a) modeling and
representation; b) adquisition; c) verification and testing, and d) execution. Im-
plementing guidelines in computer-based decision support systems promises to

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 158–167, 2009.
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improve acceptance and application of guidelines in daily practice because the
actions and observations of health-care workers are monitored and advises are
produced whenever a guideline is not followed.

There are two main approaches for implementing guidelines: 1) developing and
using meta-languages specifically designed for guidelines, and carrying some sort
of decision support system, and 2) formalizing some (usually temporal) general
properties that a certain guideline should meet, and investigating whether this
is the case or not. As for the first approach, good example are PROForma [8],
Asbru [18], and GLIF [15]. As for the second one, for example in [16], Pan-
zarasa and Stefanelli describe the implementation of a workflow management
system for an actual guideline; other possible approaches are those by Heder-
man and Smutek [12], Dazzi et.al. [5], and the temporal similarity querying
method for clinical workflows proposed by Combi et.al. [4]. Hommersom, Lucas,
and Balser [13,14] observed how temporal logics are particularly adapted for the
formalization of CPGs, due to the importance of the temporal component in the
event-sequence described by a guideline. In [13,14], the authors have centered
themselves in a particularly simple temporal logic, that is, the point-based tem-
poral logic of linear time called LTL[F,P] (see, for example, the book [9]). Such
a formalism presents certain advantages, since its syntax is very intuitive, and
the logic has very good computational properties. On the other hand, the use
of LTL[F,P] can be considered quite limitative, because 1) LTL[F,P] is not very
expressive, 2) events such as the administration of a certain drug and its effects
must be considered as instantaneous, and 3) in a point-based logic, no duration
or overlapping of events can be formalized. In [17] it has been advocated the use
of interval-based temporal logic for the formalization of guidelines, focusing on
possible extensions of existing propositional languages with metric features.

In this paper, in the line of [17], we consider Propositional Interval Neighbor-
hood Logic [3,10] (PNL for short), and we show how this logic can be used to
formalize a CPG. We consider a complete case-study, namely a Spanish Clini-
cal Guideline for No-Traumatic Subarachnoid Hemorrhage (HSA from now on),
based on [19], and we show a possible translation into PNL of the time-related
medical events and treatments. Then, we illustrate how it is possible to take
advantage from such a formalization and from the recent advances on automatic
deductive methods for PNL.

2 Interval Temporal Logics: Choices, Advantages and
Disadvantages

Interval temporal logics are based on interval structures over linearly ordered
domains, where time intervals, rather than time instants, are the primitive on-
tological entities. Interval reasoning arises naturally in various fields of artificial
intelligence, such as theories of actions and change, natural language analy-
sis and processing, constraint satisfaction problems, etc. Temporal logics with
interval-based semantics have also been proposed as a useful formalism for spec-
ification and verification of hardware and of real-time systems. The variety of



160 G. Sciavicco, J.M. Juarez, and M. Campos

relations between intervals in linear orders was first studied systematically by
Allen [1], who also proposed their use in systems for time management and
planning. Thus, the relevance of interval temporal logics in many areas of ar-
tificial intelligence is widely recognized. Interval temporal logics employ modal
operators corresponding to various relations between intervals, in particular the
13 different binary relations (on linear orders) known as Allen’s relations. In
[11], Halpern and Shoham introduced a modal logic for reasoning about inter-
val structures, hereafter denoted by HS, with modal operators corresponding to
Allen’s interval relations. Formulas of HS are evaluated at intervals, i.e., pairs of
points, and consequently, they translate into binary relations in interval models.
Thus, the satisfiability problem of interval logics corresponds to the satisfiabil-
ity problem of dyadic first-order logic over linear orders, causing its complex
and generally bad computational behavior, where undecidability is the common
case, and decidability is usually achieved by imposing strong restrictions on the
interval-based semantics, which often essentially reduce it to a point-based one.

However, a renewed interest in the area has been recently stimulated by the
discovery of some interesting decidable fragments of HS [2,3]. In the rest of
this section, we give a general view of Propositional Neighborhood Logic, which
constitutes an important exception in temporal logics for intervals, being decid-
able (in NEXPTIME) and since it has been developed a terminating deduction
method for it.

2.1 Propositional Neighborhood Logic

The syntax and semantics of propositional neighborhood logic (PNL for short),
interpreted over linear orders, are defined as follows. Let D = 〈D, <〉 be a linearly
ordered set (which, in this work, we can suppose as a prefix of N; decidability
of PNL over the class of all linearly ordered sets, and over the class of all dense
linearly ordered sets have been proved as well.). An interval over D is an ordered
pair [a, b], where a, b ∈ D and a ≤ b. We write I(D) for the set of all intervals
on a given linearly ordered set. The language of Full Propositional Neighborhood
Logic (PNL) consists of a set AP of propositional letters, the propositional
connectives ¬, ∨, the modal constant π, and the modal operators 〈A〉 and 〈A〉.
The other propositional connectives, as well as the logical constants � (true)
and ⊥ (false) and the dual modal operators [A] and [A], are defined as usual.
Formulas of PNL, denoted by ϕ, ψ, . . ., are recursively defined by the following
grammar:

ϕ ::= p | ¬ϕ | ϕ ∨ φ | 〈A〉ϕ | 〈A〉ϕ.

The semantics of PNL is given in terms of interval models M = 〈I(D), V 〉.
The valuation function V : AP �→ 2I(D) assigns to every propositional variable p
the set of intervals V (p) over which p holds. The truth relation of a formula at
a given interval in a model M is defined by structural induction on formulas:

– M, [a, b] � p iff [a, b] ∈ V (p), for all p ∈ AP ;
– M, [a, b] � ¬ψ iff it is not the case that M, [a, b] � ψ;
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current interval
〈A〉p, 〈A〉qp q

Fig. 1. A pictorial representation of PNL modalities

– M, [a, b] � ϕ∨ψ iff M, [a, b] � ϕ or M, [a, b] � ψ;
– M, [a, b] � 〈A〉ψ iff there exists c such that c > b and M, [b, c] � ψ;
– M, [a, b] � 〈A〉ψ iff there exists c such that c < a and M, [c, a] � ψ.

A formula is satisfiable if it is true over some interval in some interval model (for
the respective language) and it is valid if it is true over every interval in every
interval model.

As shown in [10], PNL is powerful enough to express interesting temporal
properties, e.g., they allow one to constrain the structure of the underlying linear
ordering. In particular, in this language one can express the universal operator1

(denoted here by [U ]ψ), and thus simulate nominals (denoted by N(p)), where p
is a distinguished propositional variable; recall that M, [a, b] |= N(p) if and only
if M, [a, b] |= p and there is no interval [c, d] �= [a, b] such that M, [c, d] |= p.

3 A Case Study: Translating a Spanish Clinical Guideline
for Non-Traumatic Subarachnoid Hemorrhage into
PNL

The main objective of the present paper is to show that PNL is powerful enough
to express natural language specifications of CPGs under suitable assumptions.
To this end, we consider a Spanish Clinical Guideline for Non-Traumatic Sub-
arachnoid Hemorrhage, based on [19].

We will need a first phase of abstraction, which must be approved by a medical
expert; as a second phase, we will translate the result into well-formed formulas
of PNL. We will respect the ordering given by the CPG, and we will proceed to
the first phase paragraph-by-paragraph.

Temporal and qualitative abstraction. An important aspect of the natural
language is the capability to represent qualitative and temporal abstractions.
For example, consider the sentence “The patient had abnormally high serum
creatinine after taking ACE inhibitors for less than two weeks”. The portion
“abnormally high serum creatinine” can be considered as a qualitative abstrac-
tion indicating, say, “creatinine greater than 2 mg/dl”, while “for less than two
weeks” can be considered as a temporal abstraction, indicating, say, for a time
less than 15 days, or less than 360 hours. Sentences of this type are very com-
mon in CPGs, and their interpretation often requires additional knowledge from
an expert. Throughout this paper, we will indicate this kind of assumptions as
parameters that can be modified by a physician.

1 In this paper, we do not consider point-intervals.
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Simulating the clock. PNL does not offer any metrical or quantitative feature.
Nevertheless, thanks to the universal operator and nominals, we can make use of
very weak form of quantitative constraint. Under the assumption that any given
medical event and treatment can be considered interesting for a bounded period
of time (which depends on the particular medical condition we consider), we can
simulate the clock at a certain given granularity (i.e., at the level of hours, days,
seconds. . . ), and later use this clock in order to formalize medical requirements.
In our case-study, for example, a quick analysis of the CPG makes clear that a
good choice is to fix the granularity to the level of hours. So, let T = {t1, t2, . . .}
be a finite set of propositional variables, each one of them is intended to represent
respectively the first, second, etc., time-unit of the sequence of medical events.
These propositional letters will to form an uninterrupted sequence, and no ti can
overlap tj when i �= j. Since this requirement cannot be expressed in a general
form, we use nominals in order to represent (the initial part of) a finite model,
as follows:

T imek
hours = 〈A〉(N(t1) ∧ 〈A〉(N(t2) ∧ 〈A〉(N(t3) . . . 〈A〉N(tk) . . .))). (1)

It is also convenient to use special propositional letter t to indicate any of the
time-unit, so:

[U ](
k∨

i=1

ti ↔ t), (2)

Definition 1. Let M be any model such that, for some interval [a, b], M, [a, b] �
(1) ∧ (2). Then, we can identify a sequence b = b0 < b1 < b2 < . . . bk of points
such that, for each i, bi begins a t-interval; we call such a sequence a time-
sequence.

Now, if we suppose that each time-unit corresponds, in the real world, to, let us
say, 1 hour, the most effective way to use the above framework is to assume that
medical events of interests are all above the 1-hour granularity level; clearly, this
is a temporal abstraction. So, we assume:

∧
p∈M

[U ](p → (〈A〉t ∨ [A]⊥) ∧ (〈A〉t ∨ [A]⊥)), (3)

where M is the set of all medical events of interest (propositional letters) used
in the formalization.

A useful shortcut that can be used in this framework is the following one:

MinT ime(l, p) = 〈A〉p ∨ 〈A〉(t ∧ 〈A〉� ∧ 〈A〉(p ∨ (〈A〉t ∧ 〈A〉� ∧ 〈A〉 . . .)))︸ ︷︷ ︸
l

,

which, for l ∈ N, makes sure that no more than l time units (assuming that the
model is long enough) pass before the next occurrence of p.

Proposition 1. Let M = 〈I(D), V 〉 be any model based on (a prefix of) N

such that, for some interval [a, b], M, [a, b] � (1) ∧ (2), and let b0, b1 . . . , bk a
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time sequence as in Definition 1. Then, if for some [bi, bj] it is the case that
M, [bi, bj] � p ∧ MinT ime(l, p), then, either k − j < l (where k = |D|), or there
exists bh > bj such that h−j ≤ l, k−h ≥ 1, and M, [bh, bl] � p for some bs > bh.

Proof. Let M, [a, b] � (1) ∧ (2), and let b0, b1 . . . , bk a time sequence as in
Definition 1. Suppose that for some [bi, bj ] it is the case that M, [bi, bj] �
p ∧ MinT ime(i, p). For the sake of simplicity, suppose k − j ≥ l. We have to
show that there exists bh > bj such that h − j ≤ l, k − h ≥ 1, and M, [bh, bl] � p
for some bs > bh. This can be proved by contradiction: if such a bh does not
exist, then the formula 〈A〉p ∨ 〈A〉(t ∧ 〈A〉(p ∨ 〈A〉(t ∧ 〈A〉 . . .))︸ ︷︷ ︸

l

cannot be satis-

fied. The case k − j < i can be proved in a similar way. ��

Similarly, we will need a shortcut to indicate that two medical events p and q
begin ‘almost’ at the same instant; for example, when p is a drug and q is the
test that must be performed shortly after the administration of p. So:

After(l, p) = [A] (〈A〉p ∨ 〈A〉(t ∧ 〈A〉(p ∨ 〈A〉(t ∧ 〈A〉p . . .))))︸ ︷︷ ︸
l

,

which, for i ∈ N, makes sure that p is satisfied at some interval beginning no
more than l time units after the beginning of the current interval.

Proposition 2. Let M = 〈I(D), V 〉 be any model based on (a prefix of) N

such that, for some interval [a, b], M, [a, b] � (1) ∧ (2), and let b0, b1 . . . , bk a
time sequence as in Definition 1. Then, if for some [bi, bj] it is the case that
M, [bi, bj] � p ∧ After(l, q), then, either k − i < l (where k = |D|), or there
exists bh > bi such that h− i ≤ l, k−h ≥ 1, and M, [bh, bl] � q for some bs > bh.

Proof. As in the previous lemma. ��

Table 1: General aspects. The ‘admission of the patient’ is the starting
point of of our model; we will use propositional letters for the atomic medical
concepts, such as ConsTest for ‘Consciousness and focus status test’. So,
we will have:∧

p∈A

((p ∨ 〈A〉p ∨ 〈A〉〈A〉p) ∧ [U ](p → MinT ime(l(p), p))) (4)

where A = {ConsTest, APTest, EcoDopTest, GlucTest, ElectBalTest}, and
l(p) is defined for each p ∈ A.

Table 2: Sedation. The first requirement can be translated assuming that the
propositional letter indicating that the room is isolated is a nominal:

〈A〉(N(Isolated) ∨ 〈A〉N(Isolated)) ∧ MinT ime(l(Isolated), Isolated). (5)

The second requirement is a direct application of the shortcut After(l, q), as
follows: ∧

ml

[U ](Sedation(ml) ∧ After(l(Sedation), APTest). (6)
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Table 1. Paragraph 1: General Aspects

Original Requirement Abstraction Shortcuts
Special attention will be
paid to the following as-
pects: Consciousness and fo-
cus status, Arterial pres-
sure, Eco-doppler test re-
sults, Glucose levels, Elec-
trolyte balance.

From the admission of
the patient, the tests
for Consciousness and
focus status, Arterial
pressure, Eco-doppler
test results, Glucose
levels, and Electrolyte
balance will be
periodically repeated;
the maximum number of
time unit that can pass
between any two tests of
the type t is l(t) ∈ N.

– MaxTime(l, p)
– ConsTest
– APTest
– EcoDopTest
– GlucTest
– ElectBalTest

Similarly, the third requirement involves After(l, q), as follows:∧
ml

[U ]((Sedation(ml) ∧ After(l(Sedation), HypoTen) → LowerSed(ml)), (7)

where

LowerSed(ml) = [A]((
∧
ml

¬Sedation(ml) ∨
∨

ml′<ml

Sedation(ml′))) ∧

[A][A]((
∧
ml

¬Sedation(ml) ∨
∨

ml′<ml

Sedation(ml′))).

Table 3: Basic knowledge. In general, a CPG does not include basic knowl-
edge (KB), such as typical effects of drugs, pharmacokinetics, etc. Nevertheless,
one can include (part of) the KB as follows.

Drugs of the class of Nitroglycerin or Nitroprusside will be formalized as
DrugNO; in the KB the expert must add a requirement such as:

[U ](
∨

p∈B

(p → DrugNO)), (8)

where B is the set of (propositional letters for) drugs of the class of Nitroglycerin
or Nitroprusside, chosen by the expert. In this way, the requirement can be
simply formalized as:

[U ](¬DrugNO). (9)

The other requirement is similar to the one already seen in Table 1:

(Nimo∨〈A〉Nimo∨〈A〉〈A〉Nimo)∧ [U ](Nimo → MinT ime(l(Nimo), Nimo)).
(10)
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Table 2. Paragraph 2: Sedation

Original Requirement Abstraction New Shortcuts
The patient will be checked
into an isolated room. Seda-
tion will be the minimal nec-
essary to maintain the pa-
tient comfortable, conscious,
and with no Arterial pres-
sure oscillations. Special at-
tention will be paid in order
not to induce Hypotension.

No more the l(Isolated)
times unit can pass
before the patient
is checked into an
isolated room. After any
administration of the
Sedation drug, no more
than l1(Sedation) unit
time can pass before the
Arterial pressure test
is performed. Sedation
can be administered at
levels m1 < m2 < . . .,
and, if Hypotension is
detected no more than
l2(Sedation) time units
after administrating the
Sedation drug at level
ml, then the next level
mo must be lower.

– After(i, p)
– Isolated
– Sedation(ml)
– HypoTen

Table 3. Paragraph 3/4: Nimodipine and drugs of the class of Nitroglycerin or Nitro-
prusside

Original Requirement Abstraction New Shortcuts
It is not recommended the
use of drugs of the class of
Nitroglycerin or Nitroprus-
side. All patients will be ad-
ministrated with Nimodipine
during all the treatment

No drug of the class
of Nitroglycerin or
Nitroprusside can be
administrated. After
any administration
of Nimodipine the
maximum number of time
units that can pass
before the next one is
l(Nimodipine).

– DrugNO
– Nimo

4 Discussion and Conclusions

In general, the classical choice of a temporal logic for practical purposes is a
point-based one. The reasons can be found in the good computational proper-
ties of these kinds of logics, and in their intuitive syntax/semantics. As we have
recalled, PNL constitutes an exception in the field of interval-based temporal
logics, especially because it is decidable and it is powerful enough to embed
the whole LTL[F,P] [3]. The decidability of the satisfiability problem can be
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successfully used to solve the following problem: Is the CPG G sound?, which
corresponds to the following logical problem:Is the formula ϕG satisfiable?, where
ϕG is the formula corresponding to the CPG G as in our case-study. The satisfi-
ability problem for PNL has been solved over N by means of a sound, complete,
and terminating tableau method; this means that even if the worst-case com-
plexity is high (NEXPTIME), in practical terms it can be lowered by using any
kind of optimizing techniques commonly applied in tableau methods.

Finally, we are currently approaching the model checking problem for PNL.
This method can be used in the context of the present paper to solve the following
problem: Has the patient P been treated coherently with the CPG G?, which
corresponds to the following logical problem: Does the model MP satisfy the
formula ϕG?, where the model MP is the formalization of the records for the
patient P in form of a (possible) model for PNL.

In conclusion, we considered a complete case-study, namely a Spanish clinical
guideline for no-traumatic subarachnoid hemorrhage, and we showed a possible
translation into PNL of the time-related medical events and treatments. Then,
we illustrated how it is possible to take advantage from such a formalization and
from the recent advances on automatic deductive methods for PNL to prevent
possible (qualitative) contradictions, both in the guideline and with the general
medical knowledge.
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and M. López
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Abstract. We present a novel classification method of SPECT images
based on clustering for the diagnosis of Alzheimer’s disease. The aims
of the clustering approach which is based on Gaussian Mixture Model
(GMM) for density estimation, is to automatically select Regions of Inter-
est (ROIs) and to effectively reduce the dimensionality of the problem.
The clusters represented by Gaussians are constructed according to a
maximum likelihood criterion employing the expectation maximization
(EM) algorithm. By considering only the intensity levels inside the clus-
ters, the resulting feature space has a significantly reduced dimensionality
with respect to former approaches using the voxel intensities directly as
features. With this feature extraction method one avoids the so-called
small sample size problem and nonlinear classifiers may be used to dis-
tinguish between the brain images of normal and Alzheimer patients.
Our results show that for various classifiers the clustering method yields
higher accuracy rates than the classification considering all voxel values.

1 Introduction

Several approaches for a computer aided diagnosis (CAD) system have been
proposed in order to analyze SPECT and other medical images. The most rel-
evant univariate analysis based approach to date is the widely used Statistical
Parametric Mapping (SPM) and its numerous variants [1]. SPM consists of do-
ing a voxelwise statistical test, i.e. a two sample t-test, comparing the values
of the image under study to the mean values of the group of normal images.
Subsequently the significant voxels are inferred by using random field theory. Its
framework was first developed for the analysis of SPECT (Single photon emis-
sion computed tomography )and PET (Positron tomography Emission) studies,
but is now mainly used for the analysis of functional MRI (Magnetic Resonance
Imaging) data. However, SPM is not intended for the diagnosis problem using a
single patient image but for comparing a group of images. On the other hand,
multivariate approaches such as ManCova, consider as one observation all the
voxels in a single scan to make inferences about distributed activation effects.
The importance of them is that the effects due to activations, confounding effects
and error effects are assessed statistically in terms of effects at each voxel and

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 168–178, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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also interactions among voxels [1]. Nevertheless, with these techniques one can-
not make statistical inferences about regionally specific changes, and they require
a number of observations (i.e. scans) to be greater than the number of compo-
nents of the multivariate observation (i.e. voxels). Clearly this is not the case for
most functional imaging studies (SPECT, PET, fMRI). Since their introduction
in the late seventies, Support Vector Machines (SVMs) marked the beginning
of a new era in the learning from examples paradigm [2]. SVMs have attracted
recent attention from the pattern recognition community due to a number of
theoretical and computational merits derived from the Statistical Learning The-
ory [2] developed by Vladimir Vapnik at AT&T. These techniques have been
successfully used in a number of applications including voice activity detection
(VAD), content-based image retrieval, texture classification and medical imaging
diagnosis [3,4,5].

For the purpose of data segmentation or compression, clustering methods are
often employed [6]. The basic idea is to group data points, which are similar in
some sense, into subsets or clusters. In the case of color images, for instance,
these can be contiguous areas of similar color. In functional imaging studies,
model-based clustering has been employed in fMRI analysis for grouping rele-
vant coordinates in the Talaraich space [7]. For this task, Activation Likelihood
Estimation (ALE) is firstly employed for reducing the list of activation maxima
which have one or more other maxima in their vicinity and then, these coordi-
nates xi with their membership zi to each cluster, are subjected to clustering
based on finite mixture of probability distributions [7].

In this work we present a different clustering approach using Gaussian mix-
tures models (GMMs) for density estimation of the intensity profile, which al-
lows us to define feature vectors with a drastically reduced dimensionality. We
approximate the intensity profile of a SPECT image by a sum of Gaussians
satisfying a maximum likelihood criterion. Each cluster is then represented by
a single Gaussian with a certain center, shape and weight. The feature vectors
are constructed by the mean intensities within the different clusters, so that the
dimensionality of the feature space equals the number of clusters. In our case
we reach a situation where the number of training samples is of the order of the
number of clusters, so that we avoid the small sample size problem.

2 GMMs for Density Estimation

The basic assumption of GMM for density estimation is that the given data xi,
i = 1 . . .N are samples drawn from a probability distribution p(x), which is
modeled by a sum of k Gaussians

p(x) =
k∑

n=1

wnfn(x|θn), (1)

where fn(x|θn) is the density of the cluster n with parameter vector θn and
the wn are weight factors or mixing proportions with

∑
n wn = 1. The normal

distributions fn(x|θn) in d dimensions are given by
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fn(x|θn ∈ {μn, Σn}) = 1√
(2π)d|Σn| ×

exp
[
− 1

2 (x − μn)T Σ−1
n (x − μn)

]
,

(2)

with expectation values μn and covariance matrices Σn. Geometrical features
of the clusters can be varied by parametrization of the covariance matrices Σn

using the eigenvalue decomposition. For our purpose, we assume shape, volume
and orientation of the clusters variable since the relevant activation areas (ROIs)
could be located shapeless and with different sizes across the brain.

3 Maximum Likelihood Estimation

The maximum likelihood estimation (MLE) consists of adapting the parameters
wn, μn and Σn in order to maximize the likelihood of a mixture model with k
components or clusters:

L(θ|x) =
N∏

i=1

p(xi), (3)

where θ = {θn}, for n = 1, . . . , k and x = {xi}, for i = 1, . . . , N , which corre-
sponds to the probability to observe the given samples xi, if independent and
identically distributed random variables are assumed.

If the data is already grouped into a histogram with B bars at positions xj ,
j = 1 . . .B, and with heights hj , the maximum likelihood estimation can be
used in a modified way [8]. Unlike other methods for clustering analysis [7], this
approach does not require to define the input data as a pair of activation maxima
and membership (xi, zi) which produces an increase of computational burden in
the clustering algorithm. In addition, the grey level of each coordinate is taken
into account with the parameter hj as shown in following section. In that case
the total number of observations is given by

N =
B∑

j=1

hj , (4)

and the likelihood can be generalized, using equation 1, to

L(θ|x) =
B∏

j=1

[
k∑

n=1

wnfn(xj |θn)

]hj

, (5)

as there are hj observations of data points at xj . Again, the likelihood to be
minimized in equation 5 is essentially different from previous approaches [7]
since here, heights hj are not model parameters to be determined non related to
cluster membership. The log-likelihood can be formulated as:

ln L(θ|x) =
B∑

j=1

hj ln

(
k∑

n=1

wnfn(xj |θn)

)
(6)
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where the histogram heights hj therefore enter as weight factors. Maximizing
the likelihood under the constraint

∑k
n=1 wn = 1 is equivalent to finding the

maximum of the quantity

J =
B∑

j=1

hj ln p(xj) − λ
( k∑

n=1

wn − 1
)
, (7)

where the first term is the log-likelihood and λ is a Lagrange multiplier ensuring
the correct normalization. The MLE is performed maximizing 7 with respect
to the unknown parameters wn, μn and Σn (M-step). The MLE algorithm
terminates after the difference between successive values of J falls below some
threshold ε = 0.00001.

4 Clustering of SPECT Images

SPECT images are 3-dimensional intensity distributions discretized into V voxels
with positions xj , j = 1 . . .V . In functional imaging each voxel carries a grey level
intensity I(xj), which is related to the regional blood flow, glucose metabolism,
etc. in the brain of a patient, depending on the image acquisition modality. We
aim to fit the intensity profile by a mixture of k Gaussians according to the
above described procedure. Therefore we associate a histogram bin with each
voxel, so that the voxel intensity I(xj) corresponds to the histogram height hj

of the previous section, and the number of samples N is replaced by the total
intensity

Itot =
V∑

j=1

I(xj) (8)

of all voxels. Using the EM algorithm defined by Equations in the Appendix,
we construct an intensity distribution p(x) given by the sum of k Gaussians, see
Eq. (1), such that

IGauss(x) = Itot p(x) = Itot

k∑
n=1

wnfn(x) (9)

approximates the real image conserving the total intensity. Hence, the procedure
distributes the given total intensity Itot into a superposition of Gaussian, which
approximates the real intensity profile I(x) “as well as possible” in terms of the
likelihood defined by Eq. (5).

4.1 Defining ROIs and Feature Vectors

The clustering algorithm is then used to define the ROIs, where we compare
the brain activations in order to classify the image. We will define the clus-
ters only once for an average normal SPECT image and use the obtained clus-
ter configuration as a common mask to extract the features from all brain
images.
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Fig. 1. Left column: Axial slices of the original image. Central column: location of
the clusters; the ellipses show the regions of the Gaussians with values larger than
50% of the total height and the colors indicate the intensity of the clusters. Right
column: reconstructed image from the obtained Gaussians according to Eq. (9). The
3-dimensional configuration of the clusters. The ellipsoids correspond to the regions
of the Gaussians with values larger than 75% of the their total height and the colors
indicate he intensity of the clusters (blue is low and red is high intensity.)

The resulting clusters are used to extract the cluster activations In for each
SPECT image, which are obtained by averaging over the intensities within clus-
ter n,

In =
∫

d3x I(x)fn(x). (10)

The k-dimensional feature vector for each SPECT image is then defined by

v = (I1, . . . , Ik), (11)

where k is the number of clusters, i.e. we choose k = 64.
In order to further reduce the dimensionality of the feature vectors we may

ignore the clusters which are represented by very flat Gaussians. Such clusters
contain only a negligible fraction of the total intensity and are displayed by
the blue ellipses in Fig. 1. Therefore we sort the entries in the feature vectors,
Eq. (11), according to the height of their Gaussians wn/

√
(2π)3|Σn|, see Eqs. (1)

and (2). Then the feature vectors may be truncated, so that only the most
pronounced clusters are considered, as discussed in Sec. 6.

5 Supervised Learning Based on ROIs

The nearest mean classifier uses the mean feature vectors v̄1 and v̄2 of the
normal and AD training samples. The feature vector v of an unknown sample
is assigned to the class with nearest mean vector. The classifier therefore reads

gnm(v) = (v − v̄2)T (v − v̄2)−
(v − v̄1)T (v − v̄1),

(12)

where the sample is labeled ‘normal’ if gnm(v) > 0 and ‘Alzheimer’ if gnm(v) < 0.
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The Fisher linear classifier [9] is an extension of the nearest mean classifier
taking into account the shape of the distribution of the feature vectors. The
Fisher classifier is given by

gFL(v) = (v − v̄2)T S−1(v − v̄2)−
(v − v̄1)T S−1(v − v̄1),

(13)

where S is the covariance matrix of the sample distribution, which is usually
assumed to be common for the two classes. If the number of training samples
is smaller than the dimensionality of the feature space, the covariance S is a
singular matrix, which can not be inverted. In that case, S−1 is replaced by the
pseudo-inverse, see e.g. [9].

Besides those classical linear classifiers we also employ support vector ma-
chines (SVMs) with different types of kernels [2,10]. The basic idea of that
approach is to transform the data points, which need to be classified, into a
distorted higher dimensional feature space F , where a linear hyperplane classi-
fier can be applied. The SVM classifier in general can be written as

gSVM(v) =
Ns∑
i=1

αiyiΦ(si) · Φ(v) + b (14)

with Lagrange multipliers αi, support vectors si, class labels yi (yi = ±1) and
a constant b. Here, Φ denotes the transformation of the feature vectors into the
effective feature space F and we see that the classifier is linear in the trans-
formed feature vectors. The parameters of the above equation are the solution
of a quadratic optimization problem, which are determined by the well known
Sequential Minimal Optimization (SMO) algorithm [11]. The dot product of the
transformed feature vectors can be expressed by a suitable kernel function

Φ(si) · Φ(v) = K(si,v), (15)

so that the transformation Φ does not enter the computation explicitly. The
kernel functions we use for the classification are a linear kernel K(s,v) = s · v,
polynomial kernels K(s,v) = (1 + s · v)p of 2nd and 3rd order, and a Gaussian
radial basis function (RBF) kernel K(s,v) = exp{−|s − v|2/(2σ2)} with σ = 9.

6 Experimental Results

6.1 Materials

The performance of the classification is tested on a set of 91 real SPECT images
of a current study provided by the “Virgen de las Nieves” hospital in Granada
(Spain). The images of the brain cross sections were reconstructed from the pro-
jection data using the filtered backprojection (FBP) algorithm in combination
with a Butterworth noise removal filter. The SPECT images are first spatially
normalized using the SPM software [1], in order to ensure that the voxels in
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different images refer to the same anatomical positions in the brain. After the
spatial normalization with the SPM software one obtains a 95 × 69 × 79 voxel
representation of each subject, where each voxel represents a brain volume of
2.18 × 2.18 × 3.56 mm3. The SPECT images were classified by experts of the
“Virgen de las Nieves” hospital using 4 different labels:normal (NOR) for pa-
tients without any symptoms of AD, and possible AD (AD1), probable AD (AD2)
and certain AD (AD3) to distinguish between different levels of the presence of
typical characteristics for AD. In total, the database consists of 41 NOR, 27
AD1, 19 AD2 and 4 AD3 patients.

6.2 Visual Assessment of the Clustering Images

The aims of this section is to show the benefits of the proposed method for
modeling SPECT images. The complete set of “clusterized” images have been
visually analyzed by experts again and in all cases the clustering configuration
reproduced the patient activation map (see some examples in figure 2). In this
case, no symmetry operation have been applied to SPECT images, the number of
clusters used in the experiments was k = 64 and the averaging over the intensities
of 4×4×4 voxels was applied for computational reasons. As clearly shown in the
example, normal perfusion patters provide symmetric clustering configuration
(color and shape) with the presence of activation maxima located in the parieto-
temporal, posterior cingulate, and medial temporal cortices, unlike AD patients
whose cluster configuration shows asymmetries and hypo-perfusion patterns in
the previous mentioned areas. From this set of figures obtained from individual
clustering, we are also advised that a hierarchical agglomeration scheme could
be used to prune the number of clusters modeling the brain image.

6.3 Quantitative Classification Performance of the AD

The classification performance of our approach is tested using SVM-based su-
pervised learning and the leave-one-out method, see [12].

Fig. 2. Left column: identical slices from different patients (from left to right: Norm,
AD1, AD2, AD3). Central column: location of the clusters; the ellipses show the regions
of the Gaussians with values larger than 50% of the total height and the colors indicate
the intensity of the clusters. Right column: reconstructed image from the obtained
Gaussians according to Eq. (9).
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Fig. 3. Up: Different Axial slices with activation maxima in areas with high variability
between NOR and AD perfusion patterns. Down: The 3-dimensional configuration of
the clusters for the difference image between Norm and AD. Classification accuracy as
a function of the number of considered components in the feature vectors for different
classifiers for the data set 2.

1. Set 1 : In the first experiment the classifier is trained with all but one im-
ages of the database. The remaining image, which is not used to define the
classifier, is then categorized.

2. Set 2 : Secondly, although a CAD system should process any of the above
described image labels, we also carry out experiments considering a subset
of the original database that contains AD1 and NOR patients only, in order
to highlight the benefits of the proposed approach in the early diagnosis of
AD.

The classification accuracy obtained with the different linear and nonlinear
classifiers outlined in the preceding section is shown in Fig. 3. Here we used
different numbers of components by truncating the sorted feature vectors as
explained in section 4.1. If the number of considered components is larger than
12, the RBF classifier yields an accuracy rate which is almost constant; the other
classifiers show a maximum at around 20 components.

Our classification results are compared with the corresponding results ob-
tained if we use the voxel intensities directly as features, as explained in [13].
The resulting classification rates are summarized in Tab. 1 and compared with
the corresponding rates using the cluster intensities for 42 components, corre-
sponding to a regime of stationary performance (approximately half of the total
number of clusters). Using the cluster intensities, we deal with a 42 dimensional
feature space and the nonlinear classifiers work fairly well. The RBF classifier
actually yields the highest accuracy rate of 90.6%, corresponding to 6 out of 64
misclassifications using the experimental data Set 2. In addition, note how the
classification performance of the proposed approach outperforms the VAF based
approach proposed in [13]. From table Tab. 1 we may assume that the clustering
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Table 1. The accuracy rate for different classifiers using the voxel intensities (left
column) and the cluster intensities (right column) for 42 components as features

Set 1 Set 2
classifier voxels clusters voxels clusters
nearest mean 83.51% 86.81% 87.50% 84.37%
Fisher linear 80.21% 82.41% 84.37% 71.87%
linear SVM 81.31% 81.31% 82.81% 82.81%
quadratic SVM 52.74% 74.72% 68.75% 75.00%
polynomial SVM 65.93% 74.72% 35.93% 78.12%
RBF-SVM 54.94% 87.91% 65.62% 90.62%

Table 2. Classification results in terms of Specificity and Sensitivity (see text). The
upper half of the table shows the results for the clustering approach, the lower part for
the approach using the voxel intensities as features.

Set 1 Set 2
Spe Sen Ave Spe Sen Ave

nearest m. 1 0.76 0.88 1 0.57 0.79

clusters

Fisher 0.85 0.80 0.83 0.73 0.65 0.69
linear SVM 0.78 0.86 0.82 0.88 0.78 0.83
quad. SVM 0.73 0.74 0.74 0.85 0.52 0.69
poly. SVM 0.75 0.72 0.74 0.85 0.65 0.75
RBF SVM 0.88 0.86 0.87 1 0.74 0.87
nearest m. 0.90 0.78 0.84 0.95 0.74 0.85

voxels

Fisher 0.83 0.78 0.80 0.90 0.74 0.82
linear SVM 0.85 0.80 0.83 0.90 0.70 0.80
quad. SVM 0.88 0.26 0.57 1 0.30 0.65
poly. SVM 0.24 1 0.62 0 1 0.50
RBF-SVM 0 1 0.5 0.98 0.04 0.51

operation retains all the relevant information of the image since the performance
of the cluster-based linear SVM approach is identical than the voxel-based one.
Apart from the Fisher and the non-linear nearest classifier, the non-linear clas-
sifiers also give higher accuracy rates using the cluster intensities.

We also quantified the Sensitivity and Specificity of each test defined as
Sen = TP

TP+FP and Spe = TN
TN+FN respectively, where TP is the number of

true positives: number of AD patient volumes correctly classified; TN is the
number of true negatives: number of control volumes correctly classified; FP is
the number of false positives: number of AD patient volumes classified as con-
trol; FN is the number of false negatives: number of control volumes classified as
patient. In Tab. 2 we show these probabilities related to the number of misclassi-
fied samples within each of the classes. The clustering-based RBF-SVM classifier
shows a better generalization capability in the early diagnosis of AD. We have
observed that using the data Set 2 the accuracy rate over DA patients is even
better than the one of the classifier using the data Set 1. The SVM methodol-
ogy pair-wise applied to multiple labels is preferable in terms of accuracy (see
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chapter 15 in [10]), and the high variability of the perfussion pattern among AD
classes justifies this result.

7 Conclusions and Outlook

The clustering technique based on Gaussian mixtures poses a stable and success-
ful method to efficiently compress the information contained in smooth grayscale
images. Employing the EM algorithm we can represent such an image containing
more than half a million voxels by the parameters of 64 clusters. Moreover we
enter a regime where nonlinear SVM classifiers work reasonably and the perfor-
mance is expected to increase, if more training samples are available. On the
one hand one can use the clustering to define regions of interest and apply a
component-based classification method [15] considering only the voxels intensi-
ties within certain clusters. On the other hand the clustering can be applied to
all SPECT images individually and one may use the parameters wn, μn and
Σn of the Gaussian mixture directly to construct the feature vectors. Moreover,
this method could be used not only for quantitative assessment but for visual
assessment in clinical practice as shown as an example in the previous sections.
Since the presented method does not depend on any pathological information
about the specific disease it is applicable to other types of neuro-degenerative
diseases as well.
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Abstract. Breast cancer is one of the leading causes to women mortal-
ity in the world. Cluster of Microcalcifications (MCC) in mammograms
can be an important early sign of breast cancer, the detection is impor-
tant to prevent and treat the disease. In this paper, we present a novel
method for the detection of MCC in mammograms which consists of
image enhancement by histogram adaptive equalization technique, MCC
edge detection by Coordinate Logic Filters (CLF), generation, clustering
and labelling of suboptimal features vectors by means of Self Organizing
Map (SOM) Neural Network. Like comparison we applied an unsuper-
vised clustering K-means in the stage of labelling of our method. In the
labelling stage, we obtain better results with the proposed SOM Neural
Network compared with the k-means algorithm. Then, we show that the
proposed method can locate MCCs in an efficient way.1

1 Introduction

Breast cancer is one of the most dangerous types of cancer among women around
the world. Early detection of breast cancer is essential in reducing life loss.
Currently the most effective method for early detection and screening of breast
cancers is mammography. However, achieving this early cancer detection is not
an easy task. Although the most accurate detection method in medical envi-
ronment is biopsy, it is an aggressive, invasive procedure that involves some
risks, patient’s discomfort and high cost. MCC can be an important early sign
of breast cancer, they appear as bright spots of calcium deposits. Individual
microcalcification (MC) is sometimes difficult to detect because of the surround-
ing breast tissue, their variation in shape, orientation, brightness and diameter
1 This research has been partially supported by UPM, National (MICINN) and Madrid

(CAM) Spanish institutions under the following projects: Technical University of
Madrid AL09-P(I+D)-12, PTFNN (MCINN ref: AGL2006-12689/AGR); Labora-
torio de Inteligencia Computacional (LABINCO) of Universidad de Guanajuato,
México and Consejo Nacional de Ciencia y Tecnoloǵıa (CONACyT) of México.
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size[1]. MCC are potential primary indicators of malignant types of breast can-
cer, therefore their detection can be important to prevent and treat the disease.
But it is still a hard task to detect all the MCC in mammograms, because of
the poor contrast with the tissue that surrounds them. However, many tech-
niques have been proposed to detect the presence of MCC in mammograms:
Image enhancement techniques, Artificial Neural Networks (ANN), wavelets,
Support Vector Machines (SVM), mathematical morphology, bayesian image
analysis models, high order statistic, fuzzy logic, etc. Image enhancement algo-
rithms have been utilized for the improvement of contrast features and the noise
suppression noise. Papadopoulos et al. [2] proposed five image enhancement algo-
rithms for the detection of MCC in mammograms. The contrast-limited adaptive
histogram equalization (CLAHE), the local range modification (LRM), 2-D re-
dundant dyadic wavelet transform (RDWT), RDWT linear stretching (WLST)
and wavelet shrinkage (WSRK) techniques. Wavelets have been also employed
in MCC detection providing high spatial frequency features in mammograms.
Gholamali Rezai-rad and Sepehr Jamarani [3] present an approach for detect-
ing MCC in mammograms employing combination of Artificial Neural Networks
(ANN) and wavelet-based subband image decomposition. Sung-Nien Yu et al.
[4] developed a Computer-Aided Diagnosis (CAD) system for detection of MCs
in mammograms. Their work was divided in two stages. First, all suspicious
MCs were preserved by thresholding a filtered mammogram via a wavelet fil-
ter according to the Mean Pixel Value (MPV) of that image. Secondly, Markov
random field parameters based on the Derin-Elliott model were extracted from
the neighborhood of every suspicious MCs as the primary texture features. Both
Bayes classifier and backpropagation neural network were used for computer
experiments. Vega-Corona et al. [5]. proposed and tested a method to detect
MCs in digital mammography. The method combines selections of Region of
Interest (ROI) where MCs were diagnosed, enhancing the image by histogram
adaptive techniques, processing by multiscale wavelet and gray level statistical
techniques, clustering and labelling of suboptimal feature vectors applying an
unsupervised statistical method based on improved K-means algorithm and a
neural feature selector based in a GRNN and detector based on a MLP to fi-
nally classify the MCs. Bhattacharya et al. [6]. proposed a method based on
discrete wavelet transform due to its multiresolution properties with the goal
to segment MCs in digital mammograms. Morphological Tophat algorithm was
applied for contrast enhancement of the MCC. Finally fuzzy c-means clustering
(FCM) algorithm was implemented for intensity-based segmentation. Veni et al.
[7] proposed a method based in SUSAN edge detector and adaptive contrast
thresholding technique and spatial filters for detection of MCs. Wei et al.[1] pro-
posed an adaptive classification scheme in the context of SVM learning, which
demonstrated to out perform several methods in breast cancer classification.

In this paper, we present a method for detection of MCC in mammograms.
The method, is described in section II, it consists of selection of Regions of
Interest (ROI) from mammograms, image enhancement by histogram adaptive
equalization technique, feature extraction based on the modification of the gray
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levels with nonlinear adaptive transformation function and edge detection MCC
by CLF, generation, clustering and labelling of suboptimal feature vector by
Self-Organizing Map (SOM) Neural Network. This paper is organized as fol-
lows: In section 2; model and theoretical background is presented; experimen-
tal results are presented in section 3; in the last section the conclusions are
presented.

2 Model and Theoretical Background

In this section, we will give an overview of the MCC detection method in mam-
mograms. Fig. 1 shows a block diagram of our method. In the first stage, many
ROIs were selected in the image, then, in the second stage we perform the im-
age enhancement by adaptive histogram equalization of the ROI and it is then
processed. The high bright values in the ROI image are enhanced and the low
bright values are diminished. The next block represents feature extraction using
gray levels features and edges detection by CLF, building a suboptimal fea-
ture vector set by pixel as Ss = x(qs) : qs = 1, . . . , Qs, where x(qs) ∈ R

D is a
D − dimensional vector and Qs is the number of pixels into ROI. The feature
vector set by pixel in Ss, is then clustered using SOM to determine two classes.
One class represents background and healthy tissue (S0) and the other one
represent MC (S1).

Image Processing by
Adaptive

Equalization

Classifier
Design

ROI

MCCs Edge Detection
by CLF

Labeling by SOM

Feature Extraction
by Adaptive Equalization

(Gray Levels) and Edge Detection
by CLF

Fig. 1. Block diagram to MCC detection

2.1 Database

The mammograms used in this paper are extracted from the Mammographic
Image Analysis Society (MIAS) database which contains 322 digitized mammo-
grams [8]. The images in the database are digitized at 50-micron pixel edge, which
are then reduced to 200-micron pixel edge and clipped or padded so that every
image has 1024×1024 pixels. The images from this database have detailed infor-
mation, including the characteristics of background tissue (fatty, fatty-glandular,
or dense-glandular), class of abnormality (calcification, masses and speculated
masses) and severity of abnormality (benign or malignant).
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2.2 Processing the Region of Interest

We analyze ROI images because the relevant information of MCC is concen-
trated in this area. MC are relatively high-frequency components buried in the
background of low-frequency components and very high-frequency noise in the
mammograms. Image enhancement algorithms have been used for the improve-
ment of contrast features and the noise suppression. In this work we applied
adaptive histogram enhancement, a technique widely used and well-established
for the image enhancement [9]. This technique suppresses pixel values of very
small amplitude and enhance only those pixels that are larger than determined
threshold within each level of transform space. This is formulated with the fol-
lowing equation:

G(f) = α[sigm(k(f − β)) − sigm(−k(f + β))] (1)

where f = f(x, y) is the gray value of a pixel at (x, y) of the input image and α
is defined by:

α =
1

sigm(k(1 − β)) − sigm(−k(1 + β))
0 < β < 1 (2)

and sigm(x) = 1
1+e−x . β ∈ R and k ∈ N, are control of threshold and rate of

enhancement, respectively.

2.3 Feature Extraction

Feature extraction is of key relevance in this work. The features can be calculated
from the ROI characteristics such as the size, shape, density, and smoothness of
borders. The feature space is very large and complex due to the wide diversity of
the normal tissues and the variety of the abnormalities. Only some of them are
significant. Using excessive number of features may degrade the performance of
the algorithm and increase the complexity of the classifier. Some redundant fea-
tures should be removed to improve the performance of the classifier. According
to what features are selected, the feature space can be divided into three sub-
spaces: intensity features, geometric features, and texture features [10]. In this
work, we extract only two kinds of features from the intensity gray levels and
geometric features respectively. The first one is obtained after applying the im-
age enhancement by adaptive histogram equalization. The other one is obtained
by edge detection using CLF.

Edge Detection by CLF. Mertzios and Tsirikolias have presented the idea
of using CLF for the purpose of edge extraction [11]. CLF are very efficient
in digital signal processing applications, such as noise removal, magnification,
opening, closing and coding, as well as in edge detection, feature extraction, and
fractal modelling. The CLF, constitute a class of nonlinear digital filters that
are based on the execution of Coordinate Logic Operations (CLO). CLF can ex-
ecute the morphological operations (erosion, dilation, opening and closing) and
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the successive filtering and managing of the residues. The CLO are the basic
logic operations (NOT, AND, OR, and XOR, and their combinations) applied to
corresponding individual binary values or pixels found within 2D signals (im-
ages). CNOT, CAND, COR, and CXOR represent the coordinate equivalents for each
basic logic operation respectively, as applied to multi-bit digital data. Given an
image G defined by:

G = {g(i, j); i = 1, 2 . . . , M, j = 1, 2, . . . , N} (3)

the evaluation of a CLO (i.e. CXOR) between two images (here: G1 and G2) is
performed on a pixel-by-pixel basis and results in the output image F:

F = G1 CXOR G2 = {g1(i, j) CXOR g2(i, j)} i = 1, 2 . . . , M j = 1, 2, . . . , N (4)

CLF are the application of the CLO to a single image as dictated by a binary
structuring element B. Since the dimensions of B are often much smaller in size
than the original input image G, the resulting output represents local neighbor-
hood characteristics of the image. A configuration for B, used in this work as in
[11,12], is shown in (5),

B =

⎡
⎣0 1 0

1 1 1
0 1 0

⎤
⎦ (5)

Given structuring element B from (5) centered on input pixel g(i,j) (in image
G), the output pixel f(i,j) (in image F) is calculated, for the CLO:

f(i, j) = g(i − 1, j) CLO g(i, j − 1) CLO g(i, j) CLO g(i + 1, j) CLO g(i, j + 1) (6)

where CLO represents any of the CLOs. Since the new state of each pixel depends
only on the present state of that pixel and those of its neighbors, the new state
for each pixel in the filtered image can be computed independently and simul-
taneously. Edge detection of MCC in a ROI image with CLF can be achieved
by:

F = [(GCAND
B CXOR G) − (GCOR

B CXOR G)] (7)

proposed in [11] which gives very similar results to the morphological edge de-
tector F = GCAND

B − GCOR
B . Where GCAND

B and GCOR
B represent the erosion and

dilation of the image G respectively. Using the filter structure in (6), the erosion
of the image G applying CLF is given by:

f(i, j) = g(i−1, j)CANDg(i, j−1)CANDg(i, j)CANDg(i+1, j)CANDg(i, j+1) (8)

and the dilatation is given by:

f(i, j) = g(i − 1, j) COR g(i, j − 1) COR g(i, j) COR g(i + 1, j) COR g(i, j + 1) (9)

GCAND
B CXOR G, represents the evaluation of a CLO (CXOR) between two images

performed on a pixel-by-pixel.
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2.4 Clustering Based in SOM

The idea is that the ROI may be clustered in two possible classes, one class
represents background and healthy tissue (S0) and the other one represents MCs
(S1), then Ss may be clustered in two possible class and build two sets S0 and
S1. So, we applied a SOM Neural Network to classify the features into Ss in two
classes, S0 and S1, and defined as S0/1 respectively in (10), where,

Ss = {x(q0/1) : q0/1 = 1, . . . , Q0/1,x(q0/1) ∈ R
D} (10)

In SOM structure each neuron is connected to input vector through a synaptic
weight vector wi = [wi,1, . . . , wi,m]. When an input pattern is presented to the
network, the best-matching (winning) neuron v is determined by minimizing the
following cost function v(x(q)) = min

i
‖x(q)−wi‖, i = 1, . . . , l, where x(q), belongs

to m-dimensional input space, ‖ · ‖, denoting the Euclidean distance. Then, the
synaptic weight vectors are updated as follow: w

(q+i)
i = w

(q)
i + η(q)hi,v(x)(q) |

x(q) − w
(q)
i |, i = 1, . . . , l, where η(q) and hi,v(x)(q) are the learning rate and

neighborhood function centered on the winner, respectively. Although the algo-
rithm is simple, its convergence and accuracy depend on the selection of neigh-
borhood function, the topology of the output space, a scheme for decreasing the
learning rate parameter, and the total number of neuronal units [13].

3 Experimental Results

This section presents some preliminary results of our method. To test our method,
we selected several ROIs images from mammograms with dense pattern tissue and
the presence of MCC, of size of 256 × 256 pixels. The ROI images are extracted
out of the database with an overlay image previously marked by an expert. ROI
images are selected to test our method and shows our results. Fig. 2 shows, the
original ROI images with MCC. The visibility of microcalcifications is improved
using image enhancement by histogram adaptive equalization technique, the goal
is to improve the visibility of MCC by increasing their pixel intensity relative to
the background. Fig.3 shows, the resulting ROI images after having applied (1)
with parameters control of threshold β = 0.85 and rate of enhancement k = 15.
This parameters must be predetermined manually and produce good results in
image enhancement step. Fig 4. shows the results of MCC edge detection by CLF
applying (7). After we built the suboptimal features vector of the set Ss obtained
in image processing.

We clustered and labeled the feature vectors into set Ss by SOM Neural
Network. We obtained the labelled sets S0 and S1. Fig. 5 shows the results
of detection of MCC on the ROI images using our proposed method. In the
stage of labelling of our method, like comparison we applied an unsupervised
clustering K-means to classify the features into Ss in two classes. Fig. 6
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Fig. 2. Original ROI images with MCC

Fig. 3. Enhanced ROI images

Fig. 4. MCC edge detection by CLF

Fig. 5. Detection of MCC by our method
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Fig. 6. Detection of MCC by labelling k-means
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Fig. 7. MCC edge detection by CLF

shows the obtained results of detection of MCC on the ROI images after to
perform this modification. Fig. 7 show the obtained results in he labelling stage
with the proposed SOM Neural Network and the k-means algorithm. It show
that the proposed method can locate MCCs in an efficient way.

4 Conclusions

It is well known that mammogram interpretation is a very difficult task even for
experienced radiologists. The fundamental enhancement needed in mammograms
is an increase in contrast, especially for dense breasts. Contrast between malignant
tissue and normal dense tissue may be present on a mammogram but below the
threshold of human perception. Edge detection is a fundamental and essential pre-
processing step in applications such as image segmentation and computer vision,
because edges represent important contour features in the corresponding image.
CLF are efficient in image-processing tasks, for example, edge detection. In case
of mammograms CLF present a good performance for MCC edge detection. The
edge of MCs is a very important feature to determine the malignancy of MCs. In
medical image, ANN have been applied to a variety of data-classification and pat-
tern recognition tasks, such as the differential diagnosis of interstitial diseases and
have been shown to be a potentially powerful classification tool. For these reasons,
in this paper, we have proposed a novel method for the detection of MCC using
image enhancement, CLF and ANN. Finally, computer simulations demonstrated,
that our method can locate MCC in mammograms satisfactorily.
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J., Álvarez, J.R. (eds.) IWANN 2003. LNCS, vol. 2687, p. 583. Springer, Heidelberg
(2003)

6. Bhattacharya, M., Das, A.: Fuzzy logic based segmentation of microcalcification in
breast using digital mammograms considering multiresolution. In: Machine Vision
and Image Processing Conference, 2007, pp. 98–105 (2007)

7. Veni, G., Regentova, E.E., Zhang, L.: Detection of clustered microcalcifications
with susan edge detector, adaptive contrast thresholding and spatial filters. In:
Campilho, A., Kamel, M.S. (eds.) ICIAR 2008. LNCS, vol. 5112, pp. 837–843.
Springer, Heidelberg (2008)

8. University of Essex. Mammographic image analysis society (2008),
http://peipa.essex.ac.uk/ipa/pix/mias/

9. Laine, A.F., Schuler, Fan, S.J., Huda, W.: Mammographic feature enhancement by
multiscale analysis. IEEE Transactions on Medical Imaging 13(4), 725–740 (1994)

10. Cheng, H.D., Cai, X., Chen, X., Hu, L., Lou, X.: Computer-aided detection and
classification of microcalcifications in mammograms: a survey. Pattern Recogni-
tion 36(12), 2967–2991 (2003)

11. Mertzios, B.G., Tsirikolias, K.: Applications of coordinate logic filters in image
analysis and pattern recognition. In: Proceedings of the 2nd International Sym-
posium on Image and Signal Processing and Analysis, ISPA 2001, pp. 125–130
(2001)

12. Danahy, E.E., Panetta, K.A., Agaian, S.S.: Coordinate logic transforms and their
use in the detection of edges within binary and grayscale images. In: IEEE In-
ternational Conference on Image Processing, ICIP 2007, pp. 3:III – 53–III – 56
(2007)
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Abstract. This paper proposes a system for applying data mining to a
set of time series with medical information. The series represent an isoki-
netic curve that is obtained from a group of patients performing a knee
exercise on an isokinetic machine. This system has two steps: the first one
is to analyze the input time series in order to generate a simplified model
of an isokinetic curve; the second step applies a grammar-guided genetic
program including an evolutionary gradient operator and an entropy-
based fitness function to obtain a set of rules for a knowledge-based
system. This system performs medical prognosis for knee injury detec-
tion. The results achieved have been statistically compared to another
evolutionary approach that generates fuzzy rule-based systems.

Keywords: Isokinetic curves, medical time series, grammar-guided ge-
netic programming, data-mining, evolutionary gradient.

1 Introduction

An isokinetic dynamometer measures the strength exerted by a patient during
the performance of an exercise, returning a distribution of the strength spent
over time, known as an isokinetic time series or isokinetic curve. The infor-
mation supplied by an isokinetic dynamometer has a lot of potential uses [1]:
muscular diagnosis and rehabilitation, injury prevention, training evaluation and
planning, etc. However, the existing processing software only provides a graphi-
cal representation of the whole information obtained from the machine, leaving
an expert the task of analysing the data and extracting conclusions. This is quite
a difficult work because the expert, usually a physician or a therapist, depends
on his own experience for taking decisions due to the lack of models that can be
used as a reference for most of the common injuries [2].

This situation leads to the matter of information retrieval on medical databases,
a line of investigation in which many researches have been involved [3]. The main
objective of these investigations is to improve the developing process of knowledge
based systems composed by rules extracted from the analysis of the information al-
located into a database. These rules are usually presented in the conditional form:
if <antecedent> then <consequent> and they are meant to be a meaningful repre-
sentation of the knowledge stored in the database where they are created from. For

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 188–197, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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this purpose, there has been recently presented a system that involves the interac-
tion of a human expert within the rule extraction process [4]. The expert evaluates
a set of rules extracted by a data-mining algorithm according to his own domain
knowledge. These marks are used to qualify each rule in terms of interestingness,
so that the system rejects those ones who have been marked as non-interesting by
the expert. The drawback of this approach is that it brings an automated rule dis-
covering process close to a domain experts knowledge, depending completely on
his experience and way of reasoning. Therefore, it requires the presence of the hu-
man expert during the whole extracting process, stopping the system every time it
has to interact with him. This fact dramatically lowers the systems performance,
being the reason that promotes the use of evolutionary algorithms.

The AREX algorithm [3] uses a genetic algorithm for the construction of
decision trees, which compose the initial set of classification rules. This set is
evolved through a genetic program called proGenesys, resulting in an optimal
set of classification rules. This approach presents two main steps: the genera-
tion of the initial population, and its evolution until reaching the optimum. Its
main disadvantage is the need of a pruning algorithm in order to reject those
individuals exceeding the desired size. This task is required because the AREX’s
crossover operator generates individuals with very low fitness and huge sized
trees. This problem of oversized individuals is called code bloat [5], and those
individuals suffering from code bloat are useless and have to be erased from the
population, increasing the amount of time spent during a complete execution.

The system proposed in this paper applies an isokinetic time series analysis pro-
cedure [6] to generate the input of a grammar guided genetic program (GGGP)
[7], [8] with the genetic operator grammar-based crossover (GBX), which avoids
code bloat [9], and the grammar-based initialization method (GBIM) [10]. The
proposed GGGP has been made up with the evolutionary gradient method and
an entropy-based fitness function, generating as a solution a rule-based system
(RBS), whose rule base is a set of conditional rules, to perform knee injury prog-
nosis over isokinetic time series. The results obtained from this approach are com-
pared to those obtained by an evolutionary generator of fuzzy rule-based systems
(FRBS) [6].

2 Rule Evolving System Architecture

The isokinetic curves used in this study are related to knee exercises, composed
by a non fixed quantity of repetitions of the same knee movement: extension
and flexion. The recorded data is supplied with additional information about the
angle of the knee. This information has been provided by the Spanish Higher
Sports Councils Center of Sports Medicine.

The Rule Evolving System presented in this study receives a set of knee isoki-
netic curves, called training set, as input, building a knowledge database com-
posed by conditional rules as output. The whole process between these two facts
is shown in Fig. 1 and takes place as follows: using the time series analysis pro-
cedure described in [6], 18 features are extracted from each curve in the training
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Fig. 1. The proposed rule evolving system schema

set, generating a set of vectors in which all those features are stored. Every vec-
tor relates to a single curve in the sample set and its eighteen components are
features that describe the shape of that curve. Those features also provide the
domain expert with an understandable representation of an isokinetic curve. The
generated feature vectors are now the input of a GGGP which, by using a specific
designed context-free grammar, generates and evolves populations of knowledge
databases. The GGGP converges into an optimal individual that represents a
rule base which stores the knowledge extracted from the training sample set of
isokinetic curves. This knowledge base belongs to a RBS that can perform knee
injury detection from the analysis of newly coming set of isokinetic curves called
testing set.

3 Grammar Guided Genetic Program

Genetic programming is a biologically inspired technique that applies genetic op-
erators, such as initialization, selection, crossover and mutation to evolve a pop-
ulation of trial solutions that improves over a number of generations. Grammar-
guided genetic programming (GGGP) is an extension of traditional GP systems
whose goals are to simplify the search space and solve the closure problem em-
ploying a context-free grammar (CFG). The GGGP developed in this research
includes the following original parts: a CFG specially designed for the knee injury
detection domain, an evolutionary gradient operator that helps the program to
find an optimal solution and an entropy-based function for evaluating the fitness
of the individuals in the population.

3.1 Context-Free Grammar

A context-free grammar G is defined as a string-rewiring system comprising
a 4-tuple G = (S, ΣN, ΣT, P )/ΣN ∩ ΣT = ∅, where ΣN is the alphabet of non-
terminal symbols, ΣT is the alphabet of terminal symbols, S represents the start
symbol or axiom of the grammar, and P is the set of production rules, written in
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 GRBS = (    , , S, P)

  = { S, RULE, ANTECEDENT, CONSEQUENT, E, OPR, OPR2, CLAUSE, PROGNOSIS }

= { if, then, not, and, or, secDifTorMax, secDifAngTorMax, secDifTorMin, secDifAngTorMin, TorMax,

angTorMax, timTorMax, TorMin, angTorMin, timTorMin, timAvgTorMaxExt, StdDevTimMaxExt,

timAvgTorMinFlx, StdDevTimMinFlx, TorAvgExt, StdDevTorExt, TorAvgFlx, StdDevTorFlx, real, prognosis,

normal, injured, =, <, >, , , (, ), ; }

P = { S::= RULE,

RULE ::= RULE RULE,

RULE ::= if ANTECEDENT then CONSEQUENT,

CONSEQUENT ::= ( prognosis = PROGNOSIS ); ,

PROGNOSIS::= normal | injured,

ANTECEDENT ::= (ANTECEDENT OPR ANTECEDENT) | (not (ANTECEDENT)) | E,

OPR ::= or | and,

OPR2 ::= < | > |  | ,

E ::= ( CLAUSE OPR2 real ) ,

CLAUSE ::= secDifTorMax | secDifAngTorMax | secDifTorMin | secDifAngTorMin | TorMax | TorMin |

timTorMax | angTorMax | timTorMin | angTorMin | TorAvgExt | TorAvgFlx | StdDevTorExt |

StdDevTorFlx | timAvgTorMaxExt | StdDevTimMaxExt | timAvgTorMinFlx | StdDevTimMinFlx}

N

N

T

T

Fig. 2. Description of the CFG for the knee injury detection problem

Backus-Naur form. Based on this grammar, the individuals that are part of the
genetic population codify a sentence of the language generated by the grammar
as a derivation tree, which is a possible solution to the problem.

Any grammar-guided genetic programming system is able to find solutions
to any problem whose syntactic restrictions can be formally defined by a CFG.
Fig. 2 describes the grammar GRBS , specifically developed for the knee injury
detection problem. Every derivation tree that belongs to GRBS is composed
by a non fixed number of rules of the form if ANTECEDENT then CONSE-
QUENT. Each rule can hold multiple antecedents (one at least) but only one
consequent, which states the output of the rule: normal or injured. Antecedents
are linked to each other with the terminal symbols or, and, and they can be
negated with the not terminal symbol. Every antecedent has the form CLAUSE
OPR2 real, where OPR2 is a comparison operator (< | > | ≤ | ≥), real is a ter-
minal symbol representing a real value and CLAUSE is a non terminal symbol
that produces the 18 input features that describe an isokinetic curve. The first
four input features (secDifTorMax, secDifAngTorMax, secDifTorMin and secD-
ifAngTorMin) are extracted applying the fundamental theorem of arithmetic to
four distributions: the maximum and minimum torques per repetition and their
corresponding values of the angle of the knee. The rest of the features are the
following: the maximum and minimum torques of the curve, the time and angle
of the maximum and minimum torques, the averages and standard deviations
of the torque in both extensions and flexions and the averages and standard
deviations of the time to the maximum torque in extensions and the minimum
torque in flexions.
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Fig. 3. Example a derivation sub-tree generated from GRBS

Fig. 3 shows a sample derivation tree obtained from GRBS . The sentence
codified in this tree represents a set of three conditional rules that comprise the
rule base of a RBS. Due to a matter of size, only the sub-tree corresponding
to the first rule is completely shown. This rule, shown in (1), is obtained by
concatenating the leaf nodes of the sub-tree, represented in gray color:

if ((SecDifTorMin > −2.8) and (SecDifAngTorMax ≤ −8.9))
then (prognosis = injured). (1)

3.2 The Evolutionary Gradient Operator

The GGGP does not explore different values for the terminal symbols called real
that are associated to every input variable within the antecedents of a rule. The
value of each real terminal is initially calculated by the arithmetic mean of its
associated distribution from the input dataset, and stays the same during the
execution of the genetic program. This fact would lower the exploration capa-
bility of the proposed rule evolving system. The evolutionary gradient operator
solves this problem, improving the grammar-based crossover operator (GBX) as
follows:

1. The individuals O1 and O2 are the offspring of the crossover step.
2. The set A is created with every sub-tree from O1 and O2 whose root node

is ANTECEDENT.
3. For every Ai ∈ A, a random value is generated. If it is greater than a fixed

threshold, continue in 4. Otherwise, select the next sub-tree from A.
4. The values r ∈ (0, 1] and sig ∈ {+, −} are randomly calculated.
5. Let reali be equal to the initial value associated to the only terminal real

from the sub-tree Ai.
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6. The value real′i = reali + (sig)r is calculated and assigned to the terminal
real from Ai.

The randomly calculated values for the variable sig are stored within the an-
tecedents of an individual, so they will be inherited by the offspring obtained from
that individual in future generations. The evolutionary gradient operator modifies
the initial values calculated for every terminal symbol real. It contributes to the
convergence of the GGGP because all those individuals whose fitness got worse
because of the application of the gradient are close to be erased from the popula-
tion. On the contrary, surviving individuals are those which has not been altered
by the gradient or those which fitness has been improved by its application.

3.3 The Entropy-Based Fitness Function

The fitness of the individuals of the population is calculated by the entropy-based
fitness function (EBFF), described in (2), where RSi is the rule set described by
the derivation tree of the individual i, TS is the training set and ick is the kth

feature vector that belongs to TS. The result of the EBFF for the rule set RSi,
is a real positive number whose value depends on the number of well classified
feature vectors and the number of bad classified ones, related to number of
samples in TS, noted by #TS.

EBFF (GRBS , RSi, TS) =

∑
ick∈TS

Success(GRBS , RSi, TS)

#TS
. (2)

For every ick ∈ TS, the function Success(GRBS, RSi, ick) checks the number
of rules in RSi that are activated by ick and classify it correctly. H(G, RSi, TS)
is the entropy function that calculates the distribution of bad classified vectors
over TS as described in (3).

H(GRBS , RSi, TS) = −
∑

ick∈TS

[EFC(GRBS , RSi, ick)∗

log(EFC(GRBS , RSi, ick))]. (3)

EFC(GRBS , RSi, ick) is the entropy function component of RSi for ick. The
expression for obtaining the EFC is shown in (4), where #RSi notes the number
of rules in RSi.

EFC(GRBS , RSi, ick) =
NonSuccess(GRBS, RSi, ick)

2 ∗ #RSi
. (4)

NonSuccess(GRBS , RSi, ick) is the function that checks the number of rules
in RSi that are activated by ick and do not classify it correctly. The EBFF
improves the GGGP evaluation method of the population by taking account of
the rules that do not classify correctly the whole feature vectors set. This favors
the elimination of individuals that conform to those rules.
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4 Results

The proposed rule evolving system has been applied to an isokinetic dataset
that contains 92 isokinetic curves obtained from knee exercises performed by 46
patients from Spanish Higher Sports Councils Center of Sports Medicine. This
dataset has been split up into a training set with 72 curves and a test set with
20 curves. The systems population has a size of 20 individuals, whose maximum
depth is 15. The maximum number of generations in the GGGP is 2000, where
individuals are selected and replaced using the tournament and elitism methods
respectively. Mutation is not applied. The proposed rule evolving system has
been executed 100 times on this conuration, obtaining 100 RBSs. Table 1 shows
the average results of applying these 100 RBSs to the knee injury detection
problem. The column 2 lists the size in terms of rules of the generated knowledge
bases. The rate of correctly classified curves during the training and testing
phases is shown in columns 3 and 4, respectively.

The average rate of curves correctly classified in the training phase is quite
high, and less than 0.08 points (8%) lower in the testing phase. This leads to
the conclusion that the knowledge learned from the training set is very well
generalized over the test set. Formula (1) shows a conditional rule that could be
included in a standard rule base obtained in this experiment. This rule means
that any minimum torque value per repetition of the exercise greater than −2.8
and maximum angle of the knee less or equal to −8.9 activates the rule. The
rule output is that the knee that performed the exercise is injured. This rule
shows that injured knees are not able to conveniently bend when exerting enough
strength to reach a certain threshold.

To compare the results of the proposed rule evolving system, a fuzzy rule
evolving system has been applied to this domain in order to generate fuzzy

Table 1. Average results, in terms of correctly classified curves, of the 100 RBSs
generated by the proposed rule evolving system applied to the knee injury detection
problem. The size of the training set was 72 and 20 for testing.

RBS No. of rules Training phase Testing phase

Average 56.41 0.8125 0.7385
Std. deviation 26.3059 0.0441 0.0618

Table 2. Average results, in terms of correctly classified curves, of the 100 FRBSs gen-
erated by the fuzzy rule evolving system applied to the knee injury detection problem.
The size of the training set was 72 and 20 for testing.

FRBS No. of rules Training phase Testing phase

Average 8.42 0.9152 0.7495
Std. deviation 4.1637 0.0403 0.0683
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rule-based systems (FRBS) that can detect knee injuries. Average results from
100 executions are shown in Table 2, in a similar way as Table 1. Again, the
correctly classified curves rate is high in both the training and testing phases.
However, in this case, the difference between these values is greater than in the
RBS approach (a drop of almost 17%). The reason for this is that the fuzzy rule
evolving system overfits to the training set. The rule shown in (5) is extracted
from a standard fuzzy rule base obtained by this approach.

if (SecDifTorMax is medium or high) and (TorMax is high) and

(T imTorMax is low or medium) and (TorMin is medium or high) and

(T imAvgTorMaxExt is low or high) and (StdDevTorExt is low or high)
then Prognosis is normal. (5)

It can be seen from Tables 1 and 2 that the fuzzy rule evolving system per-
forms better in training phase than the proposed system, but these results seem
to be similar in the testing phase (74.95% and 73.85%, respectively). This af-
firmation has been statiscally tested by means of two ANOVA tests that have
been accomplished to compare results achieved from both approaches. To do so,
the following null hypotheses have been considered:

– H1
0 : Correctly classified curves rates obtained during training phase are equal

in both approaches.
– H2

0 : Correctly classified curves rates obtained during testing phase are equal
in both approaches.

Table 3 shows the results of the Levene’s test, which confirms the homoscedas-
ticity of variances in both distributions: training and testing results. This is one
of the assumptions on which the ANOVA test is based.

Table 3. Results of the Levene’s test

Levene’s Test

Levene Statistic df1 df2 Sig.
Rate in training phase .561 1 198 .455
Rate in testing phase .306 1 198 .581

Table 4 lists the results of the ANOVA test. The null hypothesis H1
0 is rejected

given p < 0.01. On the contrary, the null hypothesis H2
0 cannot be rejected if

p < 0.234. These results offer statistical proof that the rule evolving system is
as good as the fuzzy rule evolving system when detecting knee injuries from
isokinetic curves that have not been presented during the training phase. The
high correctly classified curves rate achieved in the FRBS training phase shows
that this approach overfits to the training set. This does not imply a better
performance during the testing phase.
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Table 4. Results of the ANOVA test

ANOVA

Sum of squares df Mean square F Sig.
Bet. groups .527 1 .527

Rate in training phase With. goups .354 198 .002 295.158 .000
Total .881 199

Bet. groups .006 1 .006
Rate in testing phase With. groups .842 198 .004 1.423 .234

Total .848 199

Another significant factor worth comparing is the shape of the generated rule
bases, because they should be easy for human experts to understand. FRBSs
have smaller rule bases than RBSs, but their rules are quite a lot longer as they
are composed of lots of clauses in the antecedents. This can be seen from rules
shown in (1) and (5). Long rules are very complex, almost unintelligible in some
cases, and it is hard to understand rule bases made of such rules. For this reason,
non-fuzzy rule bases are better interfaces between the expert and the knowledge
held in the system than fuzzy rule bases.

5 Conclusions

This paper proposed an original rule evolving system for automatically extract-
ing knowledge in the form of conditional rules. This system uses the search
capability of a GGGP to generate the knowledge base of a RBS. This has two
main advantages: it is able to detect knee injuries from isokinetic time series
and it serves as an easy-to-understand interface between domain experts and
extracted knowledge.

The proposed rule evolving system is based on GGGP, with a specially de-
signed CFG whose terms are derivation trees representing rule bases, an evolu-
tionary gradient operator that optimizes the grammar-based crossover operator
by applying a searching method to real values and an entropy-based function
that favors the elimination of low fitting individuals by detecting useless rules
within the rule bases. Unlike non-evolutionary approaches, this process is expert
independent. This way, it does not require the presence of the expert during
the execution of the proposed rule evolving system, thereby reducing the costs
associated with its implementation and increasing its performance.

The results show that the automatically generated RBSs accurately classify
isokinetic curves as injury and no injury without suffering from the overfitting
effect that automatically generated FRBSs have. Furthermore, they represent
knowledge in a more comprehensible way than the FRBSs, because non-fuzzy
rule bases are composed of small easy-to-understand rules, and fuzzy rules have
lots of clauses in their antecedents, making them hard to understand.
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Abstract. Verifying that each radiation beam is being delivered as in-
tended constitutes a fundamental issue in radiation therapy. In order
to verify the patient positioning the own high energy radiation beam is
commonly used to produce an image similar to a radiography (portal im-
age), which is further compared to an image generated in the simulation-
planning phase. The evolution of radiotherapy is parallel to the increase
of the number of portal images used for each treatment, and as a con-
secuence the radiation dose due to image has increased notably. The
concern arises from the fact that the radiation delivered during imaging
is not confined to the treatment volumes. One possible solution should
be the reduction of dose per image, but the image quality should become
lower as the quantum noise should become higher. The limited quality
of portal images makes difficult to propose dose reduction if there is no
way to deal with noise increment. In this work1 we study the denoising
of portal images by various denoising algorithms. In particular we are in-
terested in wavelet-based denoising. The wavelet-based algorithms used
are the shrinkage by wavelet coefficients thresholding, the coefficient ex-
traction based on correlation between wavelet scales and the Bayesian
least squares estimate of wavelet coefficients with Gaussians scale mix-
tures as priors (BLS-GSM). Two algorithms that do not use wavelets are
also evaluated, a local Wiener estimator and the Non Local Means algo-
rithm (NLM). We found that wavelet thresholding, wavelet coefficients
extraction after correlation and NLM reach higher values of ISNR than
Local Wiener. Also, the highest ISNR is reached by the BLS-GSM algo-
rithm. This algorithm also produces the best visual results. We believe
that these results are very encouraging for exploring forms of reducing
the radiation doses associated to portal image in radiotherapy.

1 Introduction

The goal of radiation therapy is the killing of the cancer cells while preventing
damage to healthy tissues. External radiotherapy uses particle accelerators to
produce high energy particles beams and direct them to the cancer.
1 This work is partially supported by Ministerio de Educación y Ciencia under grant

I+D TEC2006-13338/TCM.
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Fig. 1. Clinical use of portal imaging in radiation treatment verification. Left: por-
tal image obtained in the treatment unit. Right: digitally reconstructed radiograph
generated during the simulation of the treatment (from CT images).

In order to accomplish the central aim of radiotherapy (maximizing the dose
delivered to the tumor while minimizing the dose to surrounding healthy tis-
sues) the tumor region is commonly irradiated from a number of directions with
appropriate radiation beams.

Verifying that each radiation beam is being delivered as intended constitutes a
fundamental key in radiation therapy. For these reasons the use of the therapy x-
ray beam itself to create images becomes of great importance in assuring correct
delivery of the radiation dose.

To carry out this checkup an x-rays beam produced by the own high energy ra-
diation beam is commonly used to produce an image similar to a radiography. The
image obtained (commonly named Portal Image) is compared to an image gener-
ated in the simulation-planning phase, the Digitally Reconstructed Radiograph
(DRR). The DRR is a synthesized image obtained from the computed tomogra-
phy (CT) data of the patient. An early example of their use is the beams eye view
(BEV) as used in radiotherapy planning. Both images, portal and DRR, are com-
pared (Fig. 1) and the differences are corrected if necessary. The corrections, if
any, consist in shifts and rotations of the patient. After them a new Portal Image
is obtained and the procedure is repeated until the radiation field shows the same
position with respect to the patient anatomy in both images.

The radiation treatments are usually scheduled five days a week and continue
for one to ten weeks. An effective means to reduce day-to-day setup error would
be to increase the frequency of treatment verification with portal imaging. These
portal images are created using a small fraction of the treatment dose prior to
the delivery of the main dose.

The evolution of radiotherapy is parallel to the increase of the number of portal
images used for each treatment. Modern radiotherapy gives higher radiation
doses to tumor volumes, while at the same time keeps the dose for organs at
risk under tolerance levels. The resulting requirements on accuracy request an
increase in the number of verification portal images. The image therefore plays
an increasing role in emerging radiotherapy techniques. This is the case for image
guided radiotherapy (IGRT) and adaptive radiotherapy.
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According to this trend, the radiation dose due to image has increased notably.
In general, the radiation doses resulting from these image techniques are small
compared to the radiation doses delivered by the treatment. But the concern
arises from the fact that the radiation delivered during imaging is not confined
to the treatment volumes. The dose is also delivered to the surrounding tissues,
and it happens that in some occasions these tissues are irradiated to doses close to
their tolerance, given their proximity to target volumes or their radiosensibility.

One possible solution should be the reduction of dose per image, but the image
quality should become lower. As the dose per image reduces the quantum noise
becomes higher. Radiation generation is a random process governed by a Poisson
distribution. The number of particles in a solid angle is a random variable with
a coefficient of variation equal to the inverse of the square root of the mean
number of particles. As the dose is proportional to the number of particles it
follows that the signal to noise ratio becomes lower as the dose decreases. Aside
from quantum noise, noise in acquisition and conditioning electronic, as well as
blur arising from patient movement adds to the final image.

On the other hand, when the high energy beam is used for image acquisition
the portal image quality is highly limited, even when the doses used are high.
This is a consequence of the low detective quantum efficiency (DQE) and low
contrast that can be reached in this case.

In an imaging system, the number of incident x-ray quanta and the variation in
this number represent the signal and noise input to the system. The function of an
imaging system is to transform the information content of the input quanta into an
observable output. DQE is a widely accepted measure of the performance of x-ray
imaging systems. The DQE is expressed as the square of the ratio of SNR output to
SNR input as a function of spatial frequency and is a measure of how efficient the
imaging system is at transferring the information contained in the radiation beam
incident upon the detector. The low DQE values that can be reached in portal
image systems (as compared to diagnostic radiography) are due to the fact that
the x-ray photons that make up the radiotherapy beams have a significantly lower
probability of interaction with matter than for the lower energy x-rays used in
diagnostic imaging. As a consequence, the fraction of the radiotherapy beam that
generates detectable signal in the converter (called the x-ray quantum detection
efficiency) is typically low. It is estimated that, depending on the image device
characteristics and the energy of the radiotherapy beam, on the order of only 2-
4% of the incident x-rays interact and generate measurable signal in such systems.

Generally, the image quality in portal imaging is also strongly constrained by
the low contrast and limited spatial resolution that can be reached given the na-
ture of the high-energy radiation sources used for therapy. An important factor
limiting contrast in portal images is the fact that x-ray attenuation is domi-
nated by Compton interactions at therapy energies, as opposed to photoelectric
interactions at diagnostic energies. The probability of Compton interactions is
highly dependent on the electron density of the material, unlike photoelectric in-
teractions which show a strong dependence on atomic number. Since anatomical
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structures generally provide relatively small variations in electron density, the
image contrast at therapy energies is more limited than at diagnostic energies.

For many years portal imaging has been performed primarily through the
use of radiotherapy film cassettes. This technology has some drawback such as
the gap of several minutes between exposing the film and obtaining information
from it. Another disadvantage is that digital manipulation and processing of the
image is precluded as is the possibility of electronic archiving.

An alternative to radiographic film are the electronic portal image devices
(EPID’s). There are a wide number of technologies used in these devices. Perhaps
the most employed is the camera-mirror-screen systems, and the most advanced
is active matrix flat-panel imager EPIDs. The camera-mirror-screen approach
involves the use of an x-ray converter that is optically coupled to a camera by
means of a mirror and a lens. A large metal sheet-fluorescent screen combina-
tion is used to convert the radiation intensity distribution into a visible light
image. Data are then captured via a mirror with a camera located out of the
beam and the video signal is then sent to other hardware for digitization, pro-
cessing, display and archiving. Active matrix flat-panel imagers, on the other
hand, consist of the following a large area array, an overlying x-ray converter,
an electronic acquisition system and a host computer. The electronic acquisition
system controls the operation of the array and processes analog signals from
the array pixels, while the host computer and information system sends com-
mands to, and receives digital pixel data from the acquisition system as well as
processes, displays, and archives the resulting digital images.

The limited quality of portal images makes difficult to plan dose reduction if
there is no way to deal with noise increment. Denoising algorithms can be the solu-
tion if the recovered image is close enough to the imageobtainedwitha conventional
dose. In thisworkwe study the denoising of portal imagesby variousdenoising algo-
rithms. In particular we are interested in wavelet-baseddenoising, to evaluate their
performance and compare them with other kind of algorithms. The wavelet-based
algorithms used are the shrinkage by wavelet coefficients thresholding [1], the coef-
ficient extraction based on correlation between wavelet scales [2] and the Bayesian
least squares estimate of wavelet coefficients with Gaussians scale mixtures as pri-
ors [3] (BLS-GSM). Two algorithms that do not use wavelets are also evaluated, a
local Wiener estimator and the Non Local Means [4] (NLM) algorithm.

1.1 Material and Method

Portal images were acquired for patients during the course of their treatment. All
the images were acquired in a clinical linear accelerator, an Elekta (Elekta Med-
ical) Precise linear accelerator. This accelerator produces high energy electron
and photon beams with energies ranging from 4 MeV to 20 MeV (for electron
beams) and 4 MV, 6 MV and 15 MV for the photon beams. The beam used for
image acquisition was mainly the 6 MV photon beam, although in some occasions
the most energetic photon beam was used, for instance when the imaged body
thickness was high. The accelerator was installed with a camera-mirror-screen
EPID. In this system incident particles on the screen produce visible photons. The
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resulting image is captured by a CCD camera. Three anatomic localizations where
studied: pelvis, thorax and head and neck. In order to simulate the reduction of
dose in Portal Images additive white Gaussian noise (AWGN) has been added to
Portal Images obtained with standard doses. The amount of noise added was mea-
sured by means of its peak-to-noise-ratio PSNR, the ratio between the maximum
possible power of the image and the power of the noise expressed in terms of the
logarithm decibel scale:

PSNR = 20 log
(

255
σ

)
(1)

where σ stands for noise standard deviation. As images are stored in BMP format
and the pixels are represented using 8 bits per sample the maximum pixel value
of the image is 255.

The negative effect due to noise increment associated to the dose reduction
can be compensated by means of denoising algorithms. Denoising algorithms
have been developed for the restoration of images in many research fields as
natural images, astronomy, medical images, etc. Most noise reduction methods
start from the following additive model of a discrete image x and noise n:

y = x + n (2)

The vector y is the input image, the vector n is a vector of random variables
and the unknown x is a deterministic vector. The assumption we make here
is that n has a zero mean, so that its covariance matrix equals its correlation
matrix. We also assume that this covariance matrix is diagonal, i. e. the noise is
uncorrelated (white) and noise in all image pixels follow the same distribution,
they are said to be identically distributed. The goal is the estimation of unknown
x from the known y. A number of denoising algorithms are available. Among
these algorithms, the Wiener filters have been used as a benchmark for linear
and nonlinear denoising filters. In order to implement adaptive Wiener noise
filtration we have used the Matlab function wiener2. This function performs a
two dimensional adaptive noise-removal filtering. The pixelwise adaptive method
is based on statistics estimated from a local neighborhood of each pixel. The
neighborhood size used is 3×3. In this neighborhood the local image mean μ and
standard deviation σ are estimated. From these values and from an estimation
of the noise standard deviation ν a new pixel value is calculated as:

x̂(i, j) = μ +
σ2 − ν2

σ2 (x(i, j) − μ) . (3)

Wiener filters are optimal for some special type of images where the signal and the
noise are independent Gaussian random vectors. These conditions are not found in
the images used in medicine where, as it happens with natural images, their statis-
tics are characterized by large uniform areas separated by edges. The limitations
of linear estimators appear clearly for this kind of images as well as for piecewise
regular signals [5]. In the wavelet domain the essential information in an image is
compressed into few, large coefficients, which are located in the areas of spatial
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irregularities as edges, corners, and peaks. On the other hand noise is spread over
all coefficients, and at typical noise levels the important signal coefficients can be
well recognized. In order to better estimate a signal from its noisy observation
wavelet based image denoising is carried out in a non-decimated wavelet repre-
sentation. Another advantage of this representation is that inter-scale compari-
son between wavelet coefficients yielding the detection of useful image features is
largely facilitated. Another important question is which wavelet to choose for im-
age denoising as it influences the visual quality of the denoised image. The wavelet
chosen in our case are the biorthogonal wavelets because these wavelets have good
properties in terms of symmetry, compact support, vanishing moments and regu-
larity. The transform used in this work is the (undecimated) biorthogonal wavelet
transform (b2.2 in Matlab). The main characteristic of wavelet thresholding is the
reduction of noise and the preservation of edges in the image. This desirable char-
acteristic marks the difference with linear filters, where the noise reduction and the
smoothing of boundaries are committed. Wavelet thresholding appear in the con-
text of diagonal estimation with oracles, as an approximation to the ideal diagonal
oracle or the oracle for which the risk or mean squared error in the wavelet base is
minimal [5]. The ideal diagonal oracle, an oracle that attenuates the noisy coeffi-
cients, cannot be used in practical situations because it requires the wavelet coef-
ficients of the image without noise, whose values are not known. Wavelet thresh-
olding is a non linear projection oracle. The oracle keeps only those coefficients
that are above a given threshold. This scheme corresponds to the hard threshold.
An alternative to it is the soft threshold that tries to imitate the behavior of the
attenuation oracle by reducing the value of the wavelet coefficients not discarded.
The key in wavelet thresholding is the selection of the threshold [1]. The Universal
Threshold Tu is introduced [1] as

Tu = σ
√

2 log(N) (4)

This threshold is calculated from the signal length N and the noise standard
deviation σ. As an estimate of the noise standard deviation it can be used the
median of the finest scale wavelet coefficients [1] along one direction (vertical for
instance):

σ̂ =
1

0.6745
Median

(
wV V

finest scale

)
. (5)

The Universal Threshold provides a projection estimator with a risk close to the
minimum risk obtained with linear projectors. However, the maximum amplitude
of the noise has a very high probability of being just below it. Therefore it can be
expected that a threshold smaller than Tu should provide a smaller risk. In our
study we have tried several thresholds in order to find out the best one in terms
of signal to noise ratio improvement. The thresholds used are calculated by the
product of a multiplicative factor k (k < 1) and the universal threshold Tu.

Other kind of nonlinear filters based on wavelet coefficients exploit the cor-
relation of the signal coefficient between scales, and the lack of such correlation
for added white Gaussian noise. This fact can be exploited by means of the
multiplication of different scales in the wavelet decomposition. The coefficients
in different scales corresponding to an edge in the image should remain high
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in absolute value and sign. On the contrary the wavelet coefficients for AWGN
have no correlation between scales. This fact has been used [2] in a denoising
algorithm. Instead of choosing one threshold, more and more signal coefficients
are extracted gradually until only noise remains. The procedure is iterative. In
a first step the coefficients in adjacent scales are multiplied. Then the power
of the product is rescaled to match the power of the signal. After that, those
coefficients in the product whose absolute value is higher than its counterpart in
the signal are extracted. These steps are repeated until the power in unextracted
data is equal to the power in noise.

Locally adaptive wavelet domain filters result from the minimum mean square
error MMSE criterion when local Gaussian scale mixture (GSM) models are used
as priors in wavelet domain Bayes estimation. Wiener filter schemes as well as
Bayes Least Squares [3] (BLS) have been applied to denoising with great success.
The method is based on a statistical model of the wavelet coefficients in an over-
complete representation. The neighborhood of coefficients at adjacent positions
(and scales) is modeled as the product of a Gaussian vector and an independent
scalar multiplier. In order to carry out BLS estimation for each coefficient a
weighted average of the Wiener estimate over the possible values of the hidden
multiplier is calculated. This method is considered the state-of-the-art in image
denoising. Image denoising by means of BLS-GSM is carried out following the
procedure presented by their authors [3]. The particular implementation followed
in the present work uses the Haar wavelet transform and does not use correlation
inter-scales, but only intra-scale.

The nonlocal means (NLM) algorithm is given by a simple closed formula [4]:

x̂(i, j) = NL(y)(i, j) =
1

C(i, j)

∫
e−

(Ga∗|y((i,j)+(.,.))−y((k,l)+(.,.))|2 )(0,0)

h2 y(k, l)dk dl

(6)
where (i, j) is a vector containing the spatial coordinates of the image, Ga is
a Gaussian kernel of standard deviation a, h acts as a filtering parameter, and
C(i, j) is a normalizing factor. NL(y)(i, j), the denoised value of the image at
(i, j), becomes a mean of the values of all pixels whose Gaussian neighborhood
looks like the neighborhood of (i, j). In the discrete implementation followed
here the estimation of x is obtained as:

x̂(i, j) = NL(y)(i, j) =
∑

w(i, j, k, l)y(k, l) (7)

where the weights depends on the similarity between the pixels (i, j) and (k, l).
In our implementation of the NLM algorithm we have set the parameter h = 2σ.

Denoising algorithms were applied to noise corrupted portal images. The qual-
ity of denoising was evaluated by the improvement in signal to noise ratio ISNR,
defined as:

ISNR = 20 log

⎛
⎝
√∑

i,j |x(i, j) − y(i, j)|2√∑
i,j |x(i, j) − x̂(i, j)|2

⎞
⎠ (8)
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 2. Denoising algorithms applied to a portal image with added noise. a) Origi-
nal portal image. b) Noisy image after adding AWGN of 34.2 dB PSNR. c) Wiener
ISNR=10.67. d) Threshold k=0.4 ISNR=11.29. e) Threshold k=0.3 ISNR=10.59. f)
Correlation ISNR=11.31. g) BLS-GSM ISNR=12.74. h)NLM ISNR=11.35.
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The algorithms are implemented in Matlab and executed in a Pentium IV
3059 MHz computer.

2 Results and Discussion

Fig. 2a shows the original image, a portal image of the pelvis corresponding
to a prostate cancer treatment. Fig. 2b shows a noisy image obtained after
adding AWGN to the original one. The PSNR of the added noise is 34.2dB. The
remaining images in Fig. 2 show the result of applying denoising algorithms to
the noisy image. In Fig 2c it is shown the result of applying the Wiener denoising
filter (10.67 dB of ISNR). Fig. 2d shows the denoised image obtained after a soft
Thresholding estimator for k=0.4, the result for k=0.3 is shown in Fig. 2e. The
improvement in signal to noise ratio are 11.29 dB and 10.59 dB respectively
(despite of its lower performance in terms of ISNR the case k=0.3 has been
included here because of its -subjectively- better visual performance). Fig. 2f
shows the output of the coefficients extraction after correlation algorithm. In
this case the ISNR obtained is of 11.31 dB. Fig. 2g shows the denoised image
produced by the BLS-GSM algorithm (ISNR of 12.74 dB), and Fig. 2h shows
the output of the NLM algorithm (ISNR of 11.35 dB).

In order to study the performance of the three algorithms as a function of
noise, in Table 1 the ISNR is represented as a function of the PSNR of noise
added to the original image in Fig. 2a. It shows how the performance of wavelet
thresholding and wavelet coefficients correlation methods give slightly better
results than the adaptive Wiener. Also, the more sophisticated BLS-GSM and
NLM algorithms improve the results for all the values of noise.

Table 1. ISNR (in dB) for the pelvis image in Fig. 2a versus noise PSNR (in dB) for
the different denoising algorithms used

34.2 28.1 24.6 22.1
Wiener 10.67 11.87 12.14 12.07
Wavelet Thresh. k=0.4 11.29 13.8 14.92 15.58
Wavelet Thresh. k=0.3 10.59 11.89 12.35 12.59
Inter-scale correlation 11.31 12.05 12.31 12.42
BLS-GSM 12.74 15.86 17.55 18.69
NLM 11.35 13.81 14.97 15.85

Table 2. Computation time (in seconds) for the pelvis image in Fig. 2a (noise PSNR
of 34.2 dB) for the different denoising algorithms

Wiener 0.3
Wavelet Thresh. k=0.4 2.1
Wavelet Thresh. k=0.3 2.1
Inter-scale correlation 8.6
BLS-GSM 27.6
NLM 224.8
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Visually all the algorithms used produce good results. Also it can be seen
a good restoration in terms of ISNR. The differences are more important for
wavelet thresholding (k=0.4), wavelet coefficients extraction after correlation
and NLM than for wavelet coefficients thresholding with k=0.3. The biggest
difference occurs at the BLS-GSM algorithm. This algorithm also produces the
best visual results. Finally Table 2 shows the results for the calculation time.

3 Conclusions

The results obtained show a good performance with regard to noise removal for
portal images using wavelets. Wavelet based algorithms are fast enough to be
implemented online in radiotherapy portal image procedures. We believe that
these results are very encouraging for exploring forms of reducing the radiation
doses associated to portal image in radiotherapy.
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Abstract. This paper presents BB6-HM, a block-based human model
for real-time monitoring of a large number of visual events and states
related to human activity analysis, which can be used as components of
a library to describe more complex activities in such important areas as
surveillance. BB6-HM is inspired by the proportionality rules commonly
used in Visual Arts, i.e., for dividing the human silhouette into six rect-
angles of the same height. The major advantage of this proposal is that
analysis of the human can be easily broken down into parts, which allows
us to introduce more specific domain knowledge and to reduce the com-
putational load. It embraces both frontal and lateral views, is a fast and
scale-invariant method and a large amount of task-focused information
can be extracted from it.

1 Introduction

As well as for tracking, understanding human behavior is an important issue in in-
telligent visual surveillance. Behavior can be defined by activity composition[6,3].
To analyze and recognize these activities many human models have been proposed
which have been divided into different groups depending on the representation
used (see [4] for more details): stick models or skeleton models (2D, 3D and hy-
brid models)[1], geometric shape-based models (such as a simple box or elliptic
shapes)[9], models based on significant points [7], deformable models [8], etc. The
work by Haritaoglou et al. [5] is particularly highlighted, which uses different pro-
portion aspects between the different body limbs. In this model the parts of the
body and their position are statically specified.

Most of the human models found in the bibliography are primarily concerned
with providing algorithms that resolve particular problems related to human
modeling: detection of parts of the body, analysis of movement, detection of
the pose, etc., and they are applied in many instances to surveillance tasks.
Nevertheless, they do not treat the problem globally and they do not include
real time aspects as constraints of their research. The solutions provided require
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a computational cost that is not very viable in most instances. Some of these
models detect some parts of the body, but they do not treat the human as a
whole, which implies that they may not be very effective in surveillance tasks.
Others offer too simplistic treatment and merely inform of static characteristics.
This work tries to cover the gap existing in these human models.

Our model is inspired by the proportionality rules commonly used in Visual
Arts. It is a 2D model based on dividing the blob corresponding to the human sil-
houette, obtained at a stage of earlier segmentation [2], into areas determined by
proportionality rules called “blocks’ (the division of the body into segments has
been typically determined by visual characteristics like color). The major advan-
tage of this proposal is that analysis of the human can be broken down into parts
so that we can obtain information on different parts and “forget” about the rest.
The advantages of our model are as follows: it treats movement from the frontal
and lateral view, is a low computational-cost, scale-invariant method and a large
amount of task-focused information can be extracted from it.

2 Block-Based Human Model Description

The model presented in this work consists of dividing the human blob vertically
into 6 regions with the same height (see blocks B1, ..., B6 in Fig. 1). The blocks in
this division correspond to areas related to the physical position of certain parts
of the body when it does normal movements that we wish to detect in surveil-
lance. Specifically, standing and in a position of repose, the correspondences are
as follows: head is in B1, shoulders are in B2, elbows are in B3, hands and hip
are in B4, knees are in B5 and feet are in B6. Besides, this division enables us to
focus our attention on specific areas and ignore the rest. For example, we know
that in the normal movement of the human, hands will be in blocks B3 or B4.
This narrows the problem and reduces it to a local analysis of these blocks.

We distinguish in this model, as can be seen in Figure 1, two views: lateral and
frontal. Intermediate views are treated according to the closer lateral or frontal
view. In both instances the blocks are obtained in the same way. The distinction
between both views is done by analyzing the blocks. Thus, for example, it is seen
that changes in size of blocks B3 and B4 with the movement of the arms will be
greater for the lateral case than the frontal case, or changes in size of blocks B5
and B6 with the movement of the legs will be greater for the lateral case.

Several parameters and significant points are used in the model: global pa-
rameters HT (t) and WT (t) are shown in Figure 2.a); block parameters HBi(t),
WBi(t), WLi(t) andWRi(t)) are shown in Figure 2.b particularized for block B4;
and some secundary parameters HC(t), CWi(t) and Si(t), which are defined
below.

In each frame, we identify different significant points based on all the silhou-
ette points belonging to each block. In the first place, the upper and lower points
(PU (t) and PL(t)) are defined, which delimitate the height of the set of blocks,
HT (t), and enable us to establish the vertical division in the different blocks,
Bi(t) , i = 1..6. All blocks have the same height (HBi(t) = HT (t)/6). If yi and
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Fig. 1. A human’s blob divided into blocks in lateral (a, b) and frontal (c, d) views
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Fig. 2. Block-based human model parameters
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yi+1 define the coordinates (y − axis) of the upper and lower sides of the block
Bi(t), then the width of each block, WBi(t) , is delimited by the extreme left and
right points of the silhouette fragment located between yi and yi+1 . Also, for
each block, the intersection points, which are the points belonging to the blob
and which cut with some of the sides of Bi(t), are obtained. Besides, a special
significant point is the point joining the legs, PΛ(t). Finally, a reference axis is
defined by the vertical line passing through the silhouette blob’s center of mass
(cm).

From this block model and assuming that the height of the human standing,
HS , is obtained from previous frames, a set of secondary parameters is defined
related to different situations that we wish to detect:

– The height crutch relation (HC), which is a the relation between the height
of the human upright, HS , which is a static reference parameter, and the
height of the point joining the two legs, HΛ(t). HΛ(t) is calculated as the
vertical distance from PΛ(t) to B6’s lower side:

HC(t) =
HS

HS − HΛ(t)
(1)

where 1 ≤ HC < 2.

– The change in width vector (CW ), where each component contains the re-
lation between the width of the block in a frame and the preceding one for
each block Bi:

CWi(t) =
WBi(t)

WBi(t − 1)
, i = 1..6 (2)

– The symmetry vector (S), where each component represents the proportion
between the widths of the parts of the block Bi to the right and left of the
reference axis:

Si(t) =
WLi(t)
WRi(t)

, i = 1..6 (3)

The case model will consist of all the points and parameters characterizing the
blocks: the significant points, global and block parameters, secondary parameters
and reference parameters. The following section describes how to use this human
model in different surveillance tasks.

3 Case Studies

The following subsections exemplify the information provided by BB6-HM.
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Table 1. Parts of the human body located from the block model for a human standing
upright in a lateral view

PART DEFINITION 

HANDS 

(PH1,PH2) 
More extreme right and left points of blocks B3 and B4 

(they are in B4 
in position of repose and in B3 or B4 when there is movement).  

FEET 

(PF1,PF2) 
More extreme right and left points of blocks B5 or B6 (they are in B6 

in position of repose and in B5 or B6 when there is movement). 

 HEAD 

(PHD) 

Upper extreme point of block B1 without the arms raised or midpoint 
of upper intersection points of block B2 when arm or arms are raised 
over the head. 

TORSO / 

BACK 
Block situated immediately below the block to which the head 
belongs. 

 

 

(a) (b)

(c) (d)

Fig. 3. Sample of sequences used for evaluation of the location of body parts in pure
and partial lateral views of different humans carrying or not carrying objects (suitcase).
The points PHD, PH1, PH2, PF1, PF2 and PΛare marked with “ * ”.

3.1 Location of Parts of the Body

One of the aims of the model described is to identify the position of the different
parts of the human body. To locate them, the blocks are analyzed separately.
Table 1 details a proposal for locating the main parts of the body and their
association with the block model according to the position of repose or movement
of the human standing upright in a lateral view.
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Table 2. Percentage of correct locations of body parts in different video sequences

Seq. 

(No. of 

Frames) 

PHD  

(%) 
PH1 

(%)
 

PH2 

(%) 
PF1 

(%) 
PF2 

(%) 
P∧ 

(%) 

 1 (90)  95.0 60.0 96.6 100 100 95.0 

 2 (60) 100 85.0 95.0 100 100 95.0 

 3 (36) 100 100 77.8 100 100 97.2 

 4 (73) 100 84.93 60.3 100 100 93.2 

 5 (73) 100 84.93 91.8 100 100 98.6 

 6 (100) 100 99.0 99.0 100 96.0 91.0 

 7 (47) 100 68.08 93.6 100 100 93.6 

Total 99.1 82.7 88.9 100 99.2 94.5 

 

This proposal has been evaluated on different types of sequences (see Fig. 3):
man with (Fig. 3.b) and without (Fig. 3.a,c,d) suitcase, pure (Fig. 3.a,b) and
partial (Fig. 3.c,d) lateral views, different scales and camera perspectives. Also in
this figure, the points corresponding to the head, hands, feet and PΛ are shown.

Table 2 shows the percentage of hits on the location of these body parts in
the 7 sequences analyzed. As can be seen, accuracy in the location of the head is
very high due to the fact that in no sequence did the humans raise their hands.
In general, their feet are correctly found but the same is not true for their hands
because they are occluded during walking. Finally, the location of point PΛ is
more sensitive to the morphological operations performed in the segmentation
process. Even so, the results are quite satisfactory.

3.2 Recognition of Primitive States and Events

The model parameters can be used to define rules that will allow us to classify
different events of interest [3]. For example, let us assume that we want to detect
whether the person is carrying or not-carrying an object that he is holding in one

0 10 20 30 40
1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

No. of frame

H
C

 

 
Carrying Object Seq.
Not−Carrying Object Seq.

Fig. 4. Temporal evolution of the HC parameter: carrying and not carrying a suitcase
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Table 3. CarryingObject event results

 

Seq. No. 1 2 3 4 5 6 7 

Carrying Object no yes no yes yes no no 

Max(HC) 1.60 1.36 1.67 1.39 1.39 1.67 1.48 

CarryingObject event 0 1 0 1 1 0 0 

of his hands. In a lateral view, this situation includes analyzing the parameter,
HC. Figure 4 shows the temporal evolution of this parameter in two sequences,
one with a human carrying a suitcase and another with no suitcase being carried.

The event CarryingObject is detected by the rule expressed in Eq. 4., where
the threshold value THCO = 1.45 was heuristically selected. Table 3 shows the
results on the sequences analyzed. The event is correctly detected in all the
sequences. Note that this definition is valid only if the object is carried with one
hand and the arm outstretched (suitcase):

CarryingObject =

{
1 if max(HC) < THCO

0 otherwise
(4)

4 Conclusions

This work has presented BB6-HM, a new blob-based human model for visual
surveillance. Besides being scale invariant and having low computational cost,
the novelty of this model lies in breaking down the human silhouette into parts
to impose a structure, which helps constrain the areas where significant points
are located, thereby simplifying the analysis.

Examples of using this model on lateral views are shown. The modularity of
the system facilitates the definition of new primitive states and events incremen-
tally and simply.

This model can be used to build an event library related to human pose and
movement to describe more complex activities that are of particular interest
in surveillance tasks. To define these events, in some instances, analyzing static
properties is enough, while in others, it will be necessary to do a dynamic analysis
with a temporary window from the instant considered backwards in time. This
dynamic analysis and recognition of human event and activity patterns with
machine learning techniques are the issues currently being investigated by our
research group.

Acknowledgments

The authors would like to thank the CiCYT for financial support via project
TIN-20007-67586-C02-01 and the UNED project call 2006.



A Block-Based Human Model for Visual Surveillance 215

References

1. Ben-Arie, J., Wang, Z., Pandit, P., Rajaram, S.: Human Activity Recognition Using
Multidimensional Indexing. IEEE Trans. on Pattern Analysis and machine Intelli-
gence 24(8), 1091–1104 (2002)

2. Carmona, E.J., Mart́ınez-Cantos, J., Mira, J.: A new video segmentation method of
moving objects based on blob-level knowledge. Pattern Recognition Letters 29(3),
272–285 (2008)

3. Carmona, E.J., Rincón, M., Bachiller, M., Mart́ınez-Cantos, J., Martinez-Tomas,
R., Mira, J.: On the effect of feedback in multilevel representation spaces for visual
surveillance tasks. Neurocomputing 72(4-6), 916–927 (2009)

4. Gavrila, D.: The Visual Analysis of Human Movement: A Survey. Computer Vision
and Image Understanding 73(1), 82–98 (1999)

5. Haritaoglu, I., Harwood, D., Davis, L.S.: W4: Real-Time Surveillance of People and
Their Activities. IEEE Trans. on Pattern Analysis and machine Intelligence 22(8),
809–830 (2000)

6. Martinez-Tomas, R., Rincón, M., Bachiller, M., Mira, J.: On the Correspondence
between Objects and Events for the Diagnosis of Situations in Visual Surveillance
Tasks. Pattern Recognition Letters 29(8), 1117–1135 (2008)

7. Wren, C.R., Azarbayejani, A., Darrell, T., Pentland, A.P.: Pfinder: Real-Time Track-
ing of the Human Body. IEEE Trans. on Pattern Analysis and machine Intelli-
gence 19(7), 780–785 (1997)

8. Zhang, J., Collins, R., Liu, Y.: Representation and Matching of Articulated Shapes.
In: International Conference on Computer Vision and Pattern Recognition, pp. 342–
349 (2004)

9. Zhao, T., Nevatia, R.: Tracking Multiple Humans in Complex Situations. IEEE
Trans. on Pattern Analysis and machine Intelligence 26(9), 1208–1221 (2004)



Image Equilibrium: A Global Image Property
for Human-Centered Image Analysis
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Abstract. Photographs and pictures created by humans present schemes
and structures in their composition which can be analysed on semantic lev-
els, irrespective of subject or content. The search for equilibrium in com-
position is a constant which enables us to establish a kind of image syntax,
creating a visual alphabet from basic elements such as point, line, contour,
texture, etc. This paper describes an operator which quantifies image equi-
librium, providing a picture characterisation very close to a pixel matrix
with considerable semantic content.

Index Terms: human-centered image anlysis, image syntax, visual al-
phabet and semantic gap.

1 Introduction

When “analysing” pictures created by humans, the initial problem, irrespective
of the method used, is known as the semantic gap [8] . An image contains colours,
lines, figures, objects and elements which humans are capable of understanding
through visual perception. In order to analyse an image in depth, a series of
processes are required to obtain more abstract representations, ranging from
operations with pixels to associate to models such as those found in [6], [7], to the
location of contours, edges, objects, etc., as in [5], [2]. An abstract representation
of the image is obtained in both cases.

When someone takes a photograph or draws something, he or she uses visual
composition schemes, much like when someone speaks (words, phrases, para-
graphs, etc.). These composition schemes are related to visual perception and
based on some fundamental principles which can be summarised as the search
for equilibrium in each element. When we pick up a camera to take a picture
of a landscape, we configure a vertical and horizontal axis where the position of
each element (amount of sky, horizon, focal point, etc.) is intuitively balanced.

Image syntax establishes these composition principles and uses a visual al-
phabet to develop a semantic configuration from basic elements such as points,

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 216–224, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Image Equilibrium 217

Fig. 1. Photograph taken by someone with composition criteria. The equilibrium axes
are on the right-hand side of the road. Area 1 is compensated by area 2, creating a
diagonal axis following the road.

lines, contours, colour, texture, scale, etc. In the art field, it has been used for
semantic analysis and it can be found in the paper by D. Dondis [3]. The se-
mantic gap problem is reduced in this system, as the step from the pixel matrix
to the elements of the visual alphabet is smaller and semantic relations can be
established in compositions derived from image syntax.

This paper presents a computable definition of the “image equilibrium” con-
cept which can be subsequently used in a visual structured semantic image anal-
ysis. The paper is organised as follows. Section 2 contains an introduction to
image syntax and the visual alphabet and how they are based on the principle
of equilibrium. In section 3, we establish a computable definition of the equilib-
rium concept. Finally, section 4 provides an example of the use of the equilibrium
operator on a road works monitoring photograph.

2 Image Syntax and the Visual Alphabet

When considering images created by humans (photographs, drawings, paintings,
graphs, etc.), irrespective of their purpose (artistic, representative, gestural, etc.),
we have to consider that, in visual perception [1], the form of configuring, artic-
ulating and creating the image is based on a series of principles and laws. In the
visual communication field, graphic design or art, image syntax is generally used
for such an analysis. In “ A Primer of Visual Literacy” [3] D. Dondis contemplates
the creation of a visual alphabet with which to develop an image syntax system
enabling the creation of compositions from primary elements (points, lines, colour,
texture, etc.) and principles and laws of composition with semantic value (equi-
librium, preference for the lower left part of the image in the western world, etc.).
In other words, in order to create an image of a new sports car, for instance, we
would start with a specific type of composition in which the elements have prop-
erties such as diagonal lines, colours which are highly suffused around the edges
in order to attract attention to the corners, lack of circles or enclosed contours,
etc. Its structure and composition, irrespective of the location of the car in the
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picture, could be configured based on this syntax on a basic semantic plane with-
out reference to recognisable objects or elements. This system enables us to work
with all types of image without the need for specific expertise.

Dondis establishes a series of principles which develop in perception and guide
how the composition of an image is perceived, including the following:

– Equilibrium. This is of a psychological nature and we tend to look for it
amount the elements which are unconsciously found in the image. This equi-
librium is established from a vertical and a horizontal axis derived from how
the surrounding environment is visually configured, governed by principles
such as the law of gravity. These two axes form what are known as “equilib-
rium axes”.

– Stress. Some elements appear to be unstable, giving a sensation of motion.
This principle is the opposite of the previous point and, when it appears,
produces a constant need to establish equilibrium.

– Preference for the lower-left part of the image. This is only applicable to
the western world, and is not found in either eastern or Arabic culture. It is
therefore a cultural, rather than psychological, feature, which is applicable
in our case because the method is established in a western setting. According
to this idea, the initial analysis is based on the equilibrium axes, and the
second focuses on the lower-left part of the image.

3 Image Equilibrium

The principle of equilibrium is the basis of image syntax, so the analysis starts by
identifying which parts of the image have the most stress, how some parts balance
with others, etc. In other words, different levelling or balancing operations are
performed based on the equilibrium axes, much like matching the weight on one
side of a set of scales to the weight on the other. Fig. 2 shows an example of
balancing scales, which is very similar to what is done with the image.

The goal is obtain a representation of the image where we can see which
parts have most stress and which are balanced, according to the visual alphabet
element being analysed. This process is described below. We first look for the
equilibrium axes and divide the picture into four quadrants. These quadrants
are in turn divided into 9 homogeneous blocks. For a given element of the visual
alphabet, we then seek to balance each block with symmetrical regions relative to
the equilibrium axes. The result is a vector with 36 elements, one for each block,
determining the equilibrium level for the visual alphabet element in question.

Fig. 2. Balancing system. To maintain equilibrium on a set of scales, we either move
objects around or add others. When an object is larger on one side than on the other,
we move it towards the centre, and vice versa.
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3.1 Equilibrium Axes and Dividing the Image into Blocks

To configure the axes, we analyse the tone of the image, which image syntax
defines as its primary feature. The image is binarized by thresholding with a
threshold value of H = max(I)

2 . We establish axes from the geometric centre of
the image, thus dividing it into four equal regions denoted En, with n = 1, .., 4
. We apply the following equation in order to establish the position of the axes’
central point, EA:

EA = (
1
4

∑
n

XEn
x ,

1
4

∑
n

Y En
y ) (1)

XEn
x En provides the position of the vertical axis, and Y En

y that of the hori-
zontal axis in each En. They are equivalent to the positions of x and y in each
quadrant with the largest number of pixels with value 0 in the rows, for x , and
in the columns, for y. The mean position is taken if there are several rows or
columns with the same value.

Having obtained point EA, , the image is divided into four “quadrants” qn,
where n = 1, .., 4. To simplify the operations between quadrants, they are nor-
malised by horizontal and vertical reflections, so the origin is always point EA .
The transformation of each quadrant is as follows:

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Q1 = RH(RV (q1))
Q2 = RH(q2))
Q3 = RV (q3)
Q4 = q4

(2)

Where RH is horizontal reflection and RV is vertical reflection. Each quadrant
is divided into 9 equal regions called “blocks” CQn

i,j , where i = 1, .., 3 and j =
1, .., 3. Figure 3 shows an example of this transformation.

Fig. 3. Vertical and horizontal axes and division into quadrants and blocks. The fig-
ure shows how the position of the blocks in each quadrant is reconfigured following
transformation rules.
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3.2 Block Stress

Given an element of the visual alphabet, which is analysed relative to a property
p, the stress of a block CQn

i,j , denoted T Qn

i,j,p, measures the degree to which the
element is highlighted. With regards to colour, for instance, we want to know
the number of pixels corresponding to most saturated, lighter and less hue,
considering that colour is divided into three sub-properties: hue H , luminance
L and saturation S. The definition of T Qn

i,j,p only takes intense values of property
p, into account, for which a domain-dependent μ threshold is defined:

T Qn

i,j,p =

{
p(CQn

i,j ) if p(CQn

i,j ) > μ

0 otherwise
(3)

For simplicity’s sake, and as the analysis is performed for a single property,
we will eliminate sub-index p in the rest of the paper.

3.3 Block Equilibrium

Our goal is to seek the equilibrium of each block CQn

i,j , with the blocks from the
other quadrants Qm , m �= n. We use a weighting mask M , the centre of which
is positioned at the centre of block CQm

i,j . We thus determine a neighbourhood
around symmetric block CQm

i,j .
Considering the idea of balancing a set of scales, the closer the neighbour-

hood is to the centre of the axes, the greater is the property of the element of
the visual alphabet which is being analysed. As compensation differs according
to the relative position of the elements being compared, we establish the fol-
lowing weighting matrices according to the relationship between the quadrants
(horizontal H , vertical V and diagonal D):

H =

1
2 2 2
2 2 2
2 2 2

V =

1
2

1
2 2

1
2 2 2
2 2 2

D =

1
2

1
2

1
2

1
2

1
2 2

1
2 2 2

where the concept of greater/smaller has been simplified to double/half. The di-
agonal ratio needs greater values in blocks closer to the centre of the equilibrium
axis (double), whereas those more distant are normalised as half. The lowest
values required for compensation are on the horizontal axis.

To calculate whether there is equilibrium between CQn

i,j and a block from the
other quadrants CQm

p,q , we first weight the value of the stress in the destination
quadrant according to the following equation:

Rp,q,Qm

i,j,Qn
= M2+p−i,2+q−j · T Qm

p,q (4)

where M is the weighting mask (H , V or D, according to the relationship
between quadrants Qn y Qm).
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CEi,j,Qm

p,q,Qn
shows whether there is equilibrium with the destination block CQm

p,q :

CEp,q,Qm

i,j,Qn
=

{
1 if (Rp,q,Qm

i,j,Qn
− T Qn

i,j ) ∈
[
−tp,q,Qm

i,j,Qn
, +tp,q,Qm

i,j,Qn

]
0 otherwise

(5)

The threshold tp,q,Qm

i,j,Qn
which defines the equilibrium range is obtained from

the mean value of those being compared by a proportionality constant d ∈ [0, 1]
which depends on the element of the visual alphabet being analysed.

tp,q,Qm

i,j,Qn
=

(T Qn

i,j + T Qm
p,q )

2
· d (6)

As we are attempting to balance each block with the weighted blocks of the
other three quadrants and their neighbourhoods, we define the final equilibrium
value of block, Ei,j,Qn , from the quantity of equilibria obtained:

Ei,j,Qn = 1 − 1
4

· Q − 1
4

· C

3Q
(7)

where Q is the number of balanced quadrants and C is the number of balanced
blocks:

Q =
∑
m

(EQm

i,j,Qn
> 0) (8)

C =
∑
m

EQm

i,j,Qn
(9)

where EQm

i,j,Qn
is the sum of all the values of CEp,q,Qm

i,j,Qn
obtained in each quadrant:

EQm

i,j,Qn
=
∑
p,q

CEp,q,Qm

i,j,Qn
(10)

The more the quadrants and blocks balanced by a given blockCQn

i,j , the closer
is expression (7) to 0, or equilibrium. Likewise, the fewer the balanced quadrants
and blocks, the closer it is to 1, or absence of equilibrium.

4 Practical Case: Equilibrium Analysis in the Colour of
Road Works Monitoring Photographs

We will now analyse an image with regards to one of the elements of the visual
alphabet, in this case colour. In the visual alphabet, colour has three properties
defined as hue, luminance and saturation; hence, C = (H, L, S), each on a scale of
[0, 255]. In our case, we establish a threshold for each of them so that, to consider
that there is stress on a given pixel, it must satisfy the following rules in each sub-
property: Stress = (−H > −20)(L > 225)(S > 225). The specified thresholds
can be adjusted according to application domain. Considering this criterion, we
have used figure 4 to, first, separate the hue, luminance and saturation properties
(top right) and subsequently, applying the rules, obtain the pixels producing stress
(bottom right).
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Fig. 4. Photograph used for balancing. On the left we can see the original and how it
is divided into quadrants and blocks. On the right, we see the representation of hue,
luminance and saturation (top) and the pixels which produce stress (bottom).

Table 1. Stress values of CQ3
i,j and CQ2

i,j

T Q3
i,j =

0.000131 0.000090 0.000018
0.000000 0.000044 0.000000
0.000000 0.000000 0.000000

T Q2
i,j =

0.000484 0.000242 0.000045
0.000389 0.000229 0.000032
0.000134 0.000064 0.000032

Once this criterion has been applied, we calculate the number of pixels for
each block and normalise them between 0 and 1. This normalisation enables us
to work with similar values on different elements of the visual alphabet. As an
example, we describe the balancing operations of two blocks, CQ3

1,1 and CQ3
2,1 , from

quadrant Q3 (lower left) with quadrant Q2 (upper right). We use mask D when
comparing diagonally positioned quadrants. Table 1 shows the stress values for
colour in both quadrants.

Tables 2 and 3 show the values obtained when balancing CQ3
1,1 and CQ3

2,1 with
quadrant Q2. They are balanced using d = 0.5, for a tighter adjustment.

For CQ3
1,1 , the number of balanced blocks in Q2 is CQ2 = 1. Using the same

procedure for the other quadrants and Q = 1 (only in Q2), the final equilibrium
value would be E1,1,Q3 = 0.7. In this case, there would be hardly any equilibrium.
For block CQ3

2,1 , CQ2 = 4, Q = 3 ( in all quadrants) and E2,1,Q3 = 0.1. This would,
then, be close to equilibrium. In the image in figure 4, in the first case there is
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Table 2. Balancing CQ3
1,1 in Q2

p q T Q2
p,q D Rp,q,Q2

1,1,Q3
(4) tp,q,Q2

1,1,Q3
(6) CEp,q,Q2

1,1,Q3
(5)

1 1 0.000484 1
2 0.000242 0.00015375 1

2 1 0.000242 2 0.000484 0.00009325 0
2 2 0.000229 2 0.000458 0.0009 0
1 2 0.000389 2 0.000778 0.00013 0

Table 3. Balancing CQ3
2,1 in Q2

p q T Q2
p,q D Rp,q,Q2

2,1,Q3
(4) tp,q,Q2

2,1,Q3
(6) CEp,q,Q2

2,1,Q3
(5)

2 1 0.000242 1
2 0.000121 0.00007575 1

1 3 0.000045 2 0.00009 0.0000265 1
2 3 0.000032 2 0.000064 0.00002325 1
2 2 0.000229 2 0.000458 0.00007225 0
1 2 0.000389 1

2 0.0001945 0.000389 1
1 1 0.000484 1

2 0.000242 0.00013625 0

not significant balancing in block CQ3
1,1 . In the second case in CQ3

2,1 there are some
pixels on the road surface which produce some stress, less than in the case of
the arrow, but which can be balanced either due to excess, the arrow, the road
markings, or to the absence of stress.

5 Conclusions

This paper contemplates an operator for equilibrium analysis of an image based
on image syntax. The process involves dividing the image into 4 parts according
to equilibrium axes, and then dividing these into 9 equal blocks to establish
the equilibrium of each of these blocks with the rest. The process is applied
to each element of the visual alphabet (points, lines, contours, colour, texture,
etc.), finally obtaining a vector of image characteristics comprising vectors of
36 values for each element. When the equilibrium of basic aspects of the image,
such as points, lines, colour or texture, is analysed, this facilitates the semantic
gap, as this characteristics vector is very close to the pixel level, but represents a
more abstract aspect of the semantic plane, as it is related to the visual alphabet
and image syntax. The application of this equilibrium analysis operator enables
the creation of models for the analysis of man-made photographs or images,
irrespective of the scope of application.
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Abstract. The increasing use of display units in avionics motivate the
need for vision-based text recognition systems to assist humans. The sys-
tem for generic displays proposed in this paper includes some of the usual
text recognition steps, namely localization, extraction and enhancement,
and optical character recognition. The proposal has been fully developed
and tested on a multi-display simulator. The commercial OCR module
from Matrox Imaging Library has been used to validate the textual dis-
plays segmentation proposal.

1 Introduction

There is an increasing use of displays in avionics. A very recent study [9] has
investigated how vibration affects the reading performance and visual fatigue in
an identification task of numeric characters shown on a visual display terminal.
It was found that under vibration, the two display factors - font size and num-
ber of digits - significantly affect the human reaction time and accuracy of the
numeric character identification task. Moreover, the vibrations in aircraft are
mainly vertical and cause reading errors when the pilots read the instruments
[2]. Therefore, automated vision-based systems seem to be good assistants to
the human. Optical character recognition (OCR) is one of the most studied
applications of automatic pattern recognition.

The text recognition problem can be divided into the following sub-problems:
(i) detection, (ii) localization, (iii) tracking, (iv) extraction and enhancement, and,
(v) recognition (OCR)[6]. Text detection refers to the determination of the pres-
ence of text in a given frame. Text localization is the process of determining the
localization of text in the image and generating bounding boxes around the text.
Text tracking is performed to reduce the processing time for text localization and
to maintain the integrity of position across adjacent frames. Although the pre-
cise localization of text in an image can be indicated by bounding boxes, the text
still needs to be segmented from the background to facilitate its recognition. This
means that the extracted text image has to be converted to a binary image and en-
hanced before it is fed into an OCR engine. Text extraction is the stage where the
text components are segmented from the background. Thereafter, the extracted
text images can be transformed into plain text using OCR technology.

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 225–234, 2009.
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In this paper, we introduce a vision-based text segmentation system to assist
humans in reading avionics displays. In these kinds of displays, be it of type
CRT (cathode ray tube), LCD (liquid crystal display) or TFT-LCD (thin film
transistor-liquid crystal display), the characters use to be placed at fixed posi-
tions. Therefore, our solution establishes a set of bitmaps - also called cells - in
the display, in accordance with the number of rows and columns that the display
is able to generate.

2 Usual Problems in Vision-Based Text Segmentation

Text segmentation strategies can be classified into two main categories: (1) dif-
ference based (or top-down) and (2) similarity based (or bottom-up) methods.
The first method is based on the difference in contrast between the foreground
and background, for example, the fixed thresholding method [13], global and local
thresholding method [3], Niblack’s method [20], and the improved Niblack method
[22]. Indeed, thresholding algorithms have been used for over forty years for the ex-
traction of objects from background [12]. The effectiveness of these approaches de-
pends on the bi-modality of image histogram. This unfortunately is not always the
case for real world images and as a result, the histogram-based image binarization
techniques are not very effective. Thus, in general, these methods are simple and
fast; however, they tend to fail when the foreground and background are similar.
Alternative methods have been proposed in the literature to alleviate this prob-
lem, such as clustering-based methods [10,7], object attribute-based [11,14] neural
networks-based binarization [21]. In [5] a binarization method for document im-
ages of text on watermarked background is presented using hidden Markov models
(HMM). Alternatively, the similarity-based method clusters pixels with similar in-
tensities. For example, Lienhart [8] used the split and merge algorithm, and Wang
et al. [18] used a method in which edge detection, watershed transform, and clus-
tering were combined. However, these methods are unstable because they exploit
many intuitive rules for the text shape.

A big problem to be faced with vision-based text segmentation is camera
calibration. Indeed, lens distortion is one of the main factors affecting camera
calibration. A typical camera calibration algorithm uses one-to-one correspon-
dence between the 3-D and 2-D control points of a camera [4,17]. The most
used calibration models are based on Tsai’s model [17] for a set of coplanar
points or on the direct linear transformation (DLT) method originally reported
by Abdel-Aziz and Karara [1]. Camera calibration techniques considering the
lens distortion have long been studied. Utilized was the known motion of the
camera [15] or the feature correspondences of a few images [16]. More recently, a
new model of camera lens distortion has been presented [19]. The lens distortion
is governed by the coefficients of radial distortion and a transform from ideal
image plane to real sensor array plane. The transform is determined by two an-
gular parameters describing the pose of the real sensor array plane with respect
to the ideal image plane and two linear parameters locating the real sensor array
with respect to the optical axis.
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3 OCR for Generic Display Units

In this section a proposal for optical character recognition in generic displays is
presented. In many cases, this kind of displays is only used for the presentation
of alphanumeric characters. Also, in the majority of cases, the characters are
placed in predefined fixed positions of the display. Therefore, our solution has to
recognize the characters in a pre-defined set of cells (or bitmaps) of the display.
Each bitmap, B(i, j), contains a single character, ch(i, j), where (i, j) is the co-
ordinate of the cells row and column. The number of rows, Nr, and columns, Nc,
of bitmaps being able to be generated on a given display defines the maximum
number of recognizable characters, Nr × Nc.

Generic display means that the system proposed has to recognize characters
in any type of display used in avionics. For this reason, the approach adjusts
the system to the dimensions of the display by definition. As the displays are
prepared to be easily read by the pilots, it is assumed that the contrast between
the background and the character is high enough.

Now, different steps followed to face the challenges appeared during bitmap
localization, character extraction and enhancement, and optical character recog-
nition phases are described in detail. Remember that the objective is to accu-
rately recognize the ASCII values of the characters, ch(i, j), contained in bitmaps
B(i, j).

3.1 Image Calibration

One of the greatest difficulties for an optimal segmentation in fixed positions of
a textual display is the calculation of the exact starting and ending positions of
each bitmap, (xinit, yinit) and (xend, yend), respectively, in the coordinate system
(x, y) of the display. This it is an important challenge, as important screen
deformations appear due to the camera lens used for the display acquisition
process. These deformations consist of a “ballooning” of the image, trimmed
in the point to which the camera focuses. For this reason, it is essential to
initially perform a calibration of the image. Let us remind, once again, that the
segmentation in this type of displays is essentially based in an efficient bitmaps
localization. It is absolutely mandatory to scan any captured image with no
swelling up, row by row, or column by column, to obtain the precise position of
each bitmap (B(i, j)). On the contrary, pixels of a given row or column might
belong to an adjacent bitmap.

In order to solve this problem, a “dots grid”, Gdots(x, y), is used as a pattern
(see Fig. 1a). Each grid dot corresponds to the central pixel of a bitmap (or cell)
B(i, j) of the display. Once the grid points have been captured by the camera,
the image ballooning and each dot deviation with respect to the others may be
studied (see Fig. 1b).

Thanks to this information, and by applying the piecewise linear interpolation
calibration method [4,17], any input image, I(x, y), is “de-ballooned”. Thus, this
swelling up is eliminated, providing a resulting new image IP (x, y). The centers of
the dots are used to perform the calculations necessary to regenerate the original
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Fig. 1. (a) Optimal dots grid. (b) Captured dots grid.

rectangular form of the input image. In addition, the average, Gdots(x, y), of a
certain number nC of captured dots grids is used as input to the calibration
method to augment the precision of the process.

3.2 Bitmap Localization

After calibration, the algorithms for bitmap localization are started. This phase is
in charge of obtaining the most accurate localization of all bitmaps present in the
calibrated image IP (x, y). In other words, the algorithm obtains, for each bitmap
B(i, j) its initial and final pixels’ exact positions, (xinit, yinit) and (xend, yend),
respectively. From the previous positions, also the bitmap’s height, Bh(i, j), and
width, Bw(i, j) are calculated.

For performing the precise bitmap localization, another template (or pattern)
is built up. This template consists of a “bitmaps grid” (see Fig. 2a), that is to say,
a grid establishing the limits (borders) of each bitmap. The process consists in
capturing this “bitmaps grid” , Gcells(x, y), which, obviously, also appears convex
after camera capture (see Fig. 2b). Again, a mean template image, Gcells(x, y),
is formed by merging a determined number nC of bitmaps grids captures. This
process is driven to reduce noise that appears when using a single capture.

On the resulting average image, Gcells(x, y), a series of image enhancement
techniques are applied. In first place, a binarization takes place to clearly separate

Fig. 2. a) Optimal bitmaps grid. (b) Captured bitmaps grid.
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Fig. 3. (a) Binarized bitmaps grid. (b) Binarized and calibrated bitmaps grid.

the background from the foreground (see Fig. 3a). The binarization is performed
as shown in formula (1).

BGcells(x, y) =
{

0, if Gcells(x, y) ≤ 135
255, otherwise

(1)

Next, the calibration algorithm is applied to the bitmaps grid (see Fig. 3b),
similarly to the calibration performed on the dots grid, in order to correct the
distortion caused by the camera lens.

Once the template has been calibrated, it is now the time to perform little
refinements on the bitmaps. For this purpose, an object search algorithm is
used in the captured image. It is necessary to eliminate possible spots that do
not represent bitmap zones. For this, a filter to eliminate too small or too big
“objects” is applied. Then, the generated “objects” are analyzed. It is verified
that the total number of “objects” corresponds with the total number of bitmaps
in the display (that is to say, in the template). If this is the case, the resulting
“objects” are sorted from left to right and from top to bottom.

This way the initial and final pixels, (xinit, yinit) and (xend, yend), of each
bitmap B(i, j) have been calculated. This information provides the size of each
bitmap; the height is gotten as Bh(i, j) = yend − yinit + 1 and the width is
obtained as Bw(i, j) = xend − xinit + 1. Finally, the overall information of all
bitmaps is also obtained. The mean size of the bitmaps is calculated through
obtaining the mean height, Bh, and the mean width, Bw. This information is
crucial to establish the mean size in pixels, Bsz = Bh × Bw, which uses to
be a fundamental parameter of an OCR to recognize the characters within the
bitmaps.

While the position of the camera or the display type do not change during the
segmentation process, the calibration and localization remain for all the searches
in bitmaps. Nonetheless, some problems may arise during these phases. For in-
stance, the camera may not be correctly adjusted. In this case, the processing of
the cells fails irremediably. Some cells may appear united due to a sub-exposure
(iris too much closed) or a de-focusing (see Fig. 4), or they disappear due to
an over-exposure (iris too much open). Then, the localization function is unable
to position the bitmaps appropriately, and, hence, to get their sizes. So, it is
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Fig. 4. Captured bitmaps grid after binarization in case of de-focusing

necessary to correctly adjust the camera lens and to repeat the complete process
of calibrating the image and locating the bitmaps if any trouble occurs.

3.3 Bitmap Enhancement

This section introduces the enhancements introduced on the layout of each
bitmap, B(i, j). The image processing technique turns now in efficiently rec-
ognizing the ASCII character ch(i, j) contained in a given bitmap. For it, we
will work on the whole image, IP (x, y), as well as on each particular bitmap,
B(i, j). The process is based in eliminating deformations produced during the
capture process (by using the values calculated during the calibration process)
and in enhancing the visual quality of each bitmap, in consistence with its exact
position within the display.

The 5 × 5 enhancement spatial mask shown in equation (2) is applied to
differentiate the characters much more from the background (see Fig. 5). As you
may observe in column Enhanced Cell, this filter enhances the characters respect
to the appearance in column Calibrated Cell.

BR(i, j) = BG(i, j) ◦

∣∣∣∣∣∣∣∣∣∣

1 −2 3 −2 1
−2 3 5 3 −2

3 5 9 5 3
−2 3 5 3 −2

1 −2 3 −2 1

∣∣∣∣∣∣∣∣∣∣
(2)

Next, a 2 × 2 erosion filter, as shown in equation (3) is applied, to limit the
thickness of the character (see Fig. 5). The previously applied 5 × 5 enhance-
ment filter unfortunately introduces an undesired effect of blurring the character
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Fig. 5. Result of filtering the cells

borders. This effect is now corrected by means of the erosion filter, obtaining a
better defined shape, as you may appreciate in column Eroded Cell of Fig. 5.

BEx,y(i, j) = min
(x′,y′)∈[0..1,0..1]

BRx+x′,y+y′(i, j) (3)

Now, a new binarization process is launched to leave the background in white
color and the foreground (the character) in black color. This way, the analysis
performed by a typical OCR is more reliable (see Fig. 5). When comparing the
columns related to binarizations, with and without filters, you may observe that
after applying the filters the characters are better defined, with finer outlines.
All this is desirable for a better perception by the OCR.

Another necessary step for enhancing the segmentation consists in adding
some margin at the four sides of the character, ch(i, j). This way, the character
does not touch the borders of the bitmap, as this usually reduces the hit ratio
of the OCR. Hence, the pixels around the bitmap are eliminated (a rectangle of
1 pixel) to reduce the noise, and two rows and columns are added around the
bitmap BE(i, j).

Once the character has been binarized and the bitmap size has been aug-
mented, isolated pixels are eliminated within the bitmap. The objective is to
have the more regular characters. The pixels elimination algorithm follows a
4-connected criteria for erasing pixels that do not have 2 neighbors at least.

3.4 Optical Character Recognition

Finally, after all the enhancements performed, the bitmap is processed by the
OCR to obtain the character. In our particular case, we have used the commercial
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OCR module from Matrox Imaging Library (MIL). One of the principal param-
eter of this OCR - also of other commercial OCRs - is the size of the character
within the bitmap. Our experience has taken us to run the OCR with three
different sizes:

– Firstly, the character size is set to the mean size of all the display’s bitmaps,
Bsz = Bh × Bw.

– Secondly, the character size is augmented in 1 pixel in height and width
respect to the mean size of the display’s bitmaps, namely, Bh +1 and Bw +1,
respectively.

– Lastly, the character size is set to the exact height and width calculated for
the concrete bitmap, that is, Bw(i, j) and Bh(i, j).

Obviously, the hit percentage obtained for each call is studied, and the recog-
nition result is the character with the highest matching score.

4 Data and Results

This section shows the results of the implementation of our algorithms. The
tests performed have demonstrated the capabilities of the system in relation to
the optical character recognition task. In order to get the necessary displays for
performing the tests, a simulator has been developed. The simulator is generic,
enabling to configure the characteristics of any kind of display, CRT, LCD, and

Table 1. Hit percentage for all ASCII characters

Char Code % Hits Char Code % Hits Char Code % Hits Char Code % Hits
33 10 57 94 81 35 105 99
34 100 58 100 82 77 106 81
35 100 59 100 83 100 107 100
36 100 60 100 84 71 108 86
37 95 61 100 85 52 109 87
38 84 62 100 86 99 110 99
39 100 63 13 87 99 111 83
40 100 64 67 88 100 112 100
41 100 65 94 89 100 113 100
42 100 66 86 90 78 114 100
43 100 67 53 91 77 115 84
44 89 68 67 92 100 116 100
45 100 69 40 93 60 117 87
46 100 70 73 94 99 118 100
47 100 71 71 95 81 119 92
48 92 72 98 96 100 120 99
49 100 73 68 97 90 121 99
50 73 74 69 98 86 122 89
51 95 75 99 99 88 123 100
52 100 76 66 100 88 124 100
53 76 77 98 101 83 125 94
54 83 78 95 102 98 126 97
55 83 79 30 103 94
56 52 80 78 104 100
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TFT-LCD. Due to the generality of the simulator, the size of a simulated dis-
play (rows and columns) may be easily modified for generating a wide range of
displays.

Due to limitation in space, in this article we only offer the results of testing the
character segmentation on a complete set of ASCII characters (from character
code 33 to 126). The mean results of the recognition may be observed on Table
1, where the mean hit percentage overcomes an 86%, throwing a hit of 100% for
32 different characters, and a hit greater than an 80% for 71 different characters.
There are only two characters offering a very poor hit percentage, namely, ASCII
characters 33 and 66, corresponding to ? and ! symbols, respectively. This is a
problem of the commercial OCR, as the library handles very badly the characters
that present unconnected elements (formed by more than one shape).

5 Conclusions

A vision-based text segmentation system able to assist humans has been de-
scribed in this paper. The proposed system for generic displays includes some
of the usual text recognition steps, namely localization, extraction and enhance-
ment, and optical character recognition. In avionics displays the characters use to
be placed at fixed positions. Therefore, our solution establishes a set of bitmaps
in the display, in accordance with the number of rows and columns that the
display is able to generate. The proposal has been tested on a multi-display
simulator and a commercial OCR system, throwing good initial results.

As future work, we are engaged in introducing some learning algorithms re-
lated to the type and size of the character sets in order to enhance the classifi-
cation of the optical character recognizer.
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Abstract. The See ColOr interface transforms a small portion of a coloured
video image into sound sources represented by spatialized musical instruments.
This interface aims at providing visually impaired people with a capability of
perception of the environment. In this work, the purpose is to verify the hypoth-
esis that it is possible to use sounds from musical instruments to replace colour.
Compared to state of the art devices, a quality of the See ColOr interface is that
it allows the user to receive a feed-back auditory signal from the environment
and its colours, promptly. An experiment based on a head mounted camera has
been performed. Specifically, this experiment is related to outdoor navigation for
which the purpose is to follow a sinuous path. Our participants successfully went
along a red serpentine path for more than 80 meters.

1 Introduction

See ColOr (Seeing Colours with an Orchestra) is an ongoing project aiming at providing
visually impaired individuals with a non-invasive mobility aid. We use the auditory
pathway to represent in real-time frontal image scenes. In the See ColOr project, general
targeted applications are the search for items of particular interest for blind users, the
manipulation of objects and the navigation in an unknown environment.

Several authors proposed special devices for visual substitution by the auditory path-
way in the context of real time navigation. The “K Sonar-Cane” combines a cane and a
torch with ultrasounds [8]. Note that with this special cane, it is possible to perceive the
environment by listening to a sound coding the distance.

“TheVoice” is another experimental vision substitution system that uses auditory
feedback. An image is represented by 64 columns of 64 pixels [9]. Every image is
processed from left to right and each column is listened to for about 15 ms. Specifically,
every pixel gray level in a column is represented by a sinusoidal wave with a distinct
frequency. High frequencies are at the top of the column and low frequencies are at the
bottom. Gonzalez-Mora et al. developed a prototype using the spatialization of sound in
the three dimensional space [7]. The sound is perceived as coming from somewhere in
front of the user by means of head related transfer functions (HRTFs). The first device
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they achieved was capable of producing a virtual acoustic space of 17 · 9 · 8 gray level
pixels covering a distance of up to 4.5 meters.

Our See ColOr interface encodes coloured pixels by musical instrument sounds, in
order to emphasize coloured entities of the environment [4] and [5]. The basic idea is
to represent a pixel as a directional sound source with depth estimated by stereo-vision.
Finally, each emitted sound is assigned to a musical instrument, depending on the colour
of the pixel.

In previous work of the See ColOr project [4] and [5], we performed several experi-
ments with six blindfolded persons who were trained to associate colours with musical
instruments. The participants were asked to identify major components of static pic-
tures presented on a special paper lying on a tactile tablet representing pictures with
embossed edges. When one touched the paper lying on the tablet, a small region be-
low the finger was sonified and provided to the user. Overall, the results showed that
learning all colour-instrument associations in only one training session of 30 minutes is
almost impossible for non musicians. However, colour was helpful for the interpretation
of image scenes, as it lessened ambiguity. As a consequence, several individuals partic-
ipating in the experiments were able to identify several major components of images.
As an example, if a large region “sounded” cyan at the top of the picture it was likely
to be the sky. Finally, all experiment participants were successful when asked to find a
pure red door in a picture representing a churchyard with trees, grass and a house.

In another paper [6] we introduced an experiment for which ten blindfolded indi-
viduals participants tried to match pairs of uniform coloured socks by pointing a head
mounted camera and by listening to the generated sounds. The results of this experi-
ment demonstrated that matching colours with the use of a perceptual language, such
as that represented by instrument sounds can be successfully accomplished.

In this work the purpose is to validate the hypothesis that navigation in an outdoor
environment can be performed by means of a coloured path. We introduce an experi-
ment for which ten blindfolded participants and a blind person are asked to point the
camera toward a red sinuous path and to follow it for more than 80 meters. Results
demonstrate that following a coloured path with the use of a perceptual language, such
as that represented by instrument sounds can be successfully accomplished. A video il-
lustrating this experiment is available on http://www.youtube.com/guidobologna. In the
following sections we present the auditory colour encoding, the See ColOr interface, the
aural colour conversion, and the experiments, followed by the conclusion.

2 Aural Colour Conversion

This section illustrates audio encoding without 3D sound spatialization. Colour systems
are defined by three distinct variables. For instance, the RGB cube is an additive colour
model defined by mixing red, green and blue channels. We used the eight colours de-
fined on the vertex of the RGB cube (red, green, blue, yellow, cyan, purple, black and
white). In practice a pixel in the RGB cube was approximated with the colour corre-
sponding to the nearest vertex. Our eight colours were played on two octaves : Do, Sol,
Si, Re, Mi, Fa, La, Do. Note that each colour is both associated with an instrument and
a unique note [3]. An important drawback of this model was that similar colours at the
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human perceptual level could result considerably further on the RGB cube and thus gen-
erated perceptually distant instrument sounds. Therefore, after preliminary experiments
associating colours and instrument sounds we decided to discard the RGB model.

The second colour system we studied for audio encoding was HSV. The first variable
represents hue from red to purple (red, orange, yellow, green, cyan, blue, purple), the
second one is saturation, which represents the purity of the related colour and the third
variable represents luminosity. HSV is a non-linear deformation of the RGB cube; it is
also much more intuitive and it mimics the painter way of thinking. Usually, the artist
adjusts the purity of the colour, in order to create different nuances. We decided to ren-
der hue with instrument timbre, because it is well accepted in the musical community
that the colour of music lives in the timbre of performing instruments. This association
has been clearly done for centuries. For instance, think about the brilliant connotation
of the Te Deum composed by Charpentier in the seventeenth century (the well known
Eurovision jingle, before important sport events). Moreover, as sound frequency is a
good perceptual feature, we decided to use it for the saturation variable. Finally, lumi-
nosity was represented by double bass when luminosity is rather dark and a singing
voice when it is relatively bright.

The HSL colour system also called HLS or HSI is very similar to HSV. In practice,
HSV is represented by a cone (the radial variable is H), while HSL is a symmetric
double cone. Advantages of HSL are that it is symmetrical to lightness and darkness,
which is not the case with HSV. In HSL, the Saturation component always goes from
fully saturated colour to the equivalent gray (in HSV, with V at maximum, it goes from
saturated colour to white, which may be considered counterintuitive). The luminosity in
HSL always spans the entire range from black through the chosen hue to white (in HSV,
the V component only goes half that way, from black to the chosen hue). The symmetry
of HSL represents an advantage with respect to HSV and is clearly more intuitive.

The audio encoding of hue corresponds to a process of quantification. As shown by
table 1, the hue variable H is quantified for seven colours.

More particularly, the audio representation hh of a hue pixel value h is

hh = g ·ha +(1 − g) ·hb (1)

Table 1. Quantification of the hue variable by sounds of musical instruments

Colour Hue value (H) Instrument

red 0 ≤ H < 1/12 oboe

orange 1/12 ≤ H < 1/6 viola

yellow 1/6 ≤ H < 1/3 pizzicato violin

green 1/3 ≤ H < 1/2 flute

cyan 1/2 ≤ H < 2/3 trumpet

blue 2/3 ≤ H < 5/6 piano

purple 5/6 ≤ H < 1 saxophone
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with g representing the gain defined by

g =
hb − H
hb − ha

(2)

with ha ≤ H ≤ hb, and ha, hb representing two successive hue values among red, orange,
yellow, green, cyan, blue, and purple (the successor of purple is red). In this way, the
transition between two successive hues is smooth. For instance, when h is yellow then
h = ha, thus g = 1 and (1 − g) = 0. As a consequence, the resulting sound mix is only
pizzicato violin. When h goes toward the hue value of green, which is the successor of
yellow on the hue axis, the gain value g of the term ha decreases, whereas the gain term
of hb ((1 − g)) increases, thus we progressively hear the flute appearing in the audio
mix.

Once hh has been determined, the second variable S of HSL corresponding to satu-
ration is quantified into four possible notes, according to table 2.

Luminosity denoted as L is the third variable of HSL. When luminosity is rather
dark, hh is additionally mixed with double bass using the four notes depicted in table 3,
while table 4 illustrates the quantification of bright luminosity by a singing voice. Note
that the audio mixing of the sounds representing hue and luminosity is very similar to
that described in equation 1. In this way, when luminosity is close to zero and thus
the perceived colour is black, we hear in the final audio mix the double bass without
the hue component. Similarly, when luminosity is close to one, the perceived colour is
white and thus we hear the singing voice. Note that with luminosity at its half level, the
final mix contains just the hue component.

Table 2. Quantification of saturation by musical instrument notes

Saturation (S) Note Frequency (Hz)

0 ≤ S < 0.25 Do 262

0.25 ≤ S < 0.5 Sol 392

0.5 ≤ S < 0.75 Sib 466

0.75 ≤ S ≤ 1 Mi 660

Table 3. Quantification of luminosity by double bass

Luminosity (L) Double Bass Note Frequency (Hz)

0 ≤ L < 0.125 Do 131

0.125 ≤ L < 0.25 Sol 196

0.25 ≤ L < 0.375 Sib 233

0.375 ≤ L ≤ 0.5 Mi 330
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Table 4. Quantification of luminosity by a singing voice

Luminosity (L) Voice Note Frequency (Hz)

0 ≤ L < 0.125 Do 262

0.125 ≤ L < 0.25 Sol 392

0.25 ≤ L < 0.375 Sib 466

0.375 ≤ L ≤ 0.5 Mi 660

3 Experiments

We use sounds of musical instruments to represent a row of 25 pixels at the centre of the
picture captured by a Logitech Webcam Notebook Pro. We take into account a single
row, as the encoding of several rows would need the use of 3D spatialization instead
of simple 2D spatializazion. It is well known that rendering elevation is much more
complicated than lateralization [2]. On the other hand, in case of 3D spatialization it is
very likely that too many sound sources would be difficult to be analysed by a common
user. Our webcam prototype is shown in figure 1.

In this work we reproduce spatial lateralization with the use of the CIPIC database [1].
Measurements of the KEMAR manikin [1] are those used by our See ColOr interface.
All possible spatialized sounds (25 ·9 ·4 = 900) are pre-calculated and reside in memory.
In practice, our main program for sonification is a mixer selecting appropriate spatialized
sounds, with respect to the video image.

Here the purpose is to verify the hypothesis that it is possible to use the See ColOr in-
terface to follow a coloured sinuous path in an outdoor environment. Figure 2 illustrates
an individual performing this task. The experiment is carried out by ten blindfolded par-
ticipants and a blind person.

3.1 Training Phase

The training phase lasts approximately ten minutes. A supervisor manages an experi-
ment participant in front of the coloured line. During training, all participants are asked
to listen to the typical sonification pattern, which is red in the middle area (oboe) and
gray in the left and right sides (double bass). The image/sound frequency is fixed to 4
Hz. For experienced users it would be possible to increase the frequency at the maximal
implemented value of 11.1 Hz. Note that the supervisor wears a headphone and can
listen to the sounds of the interface. Finally, experiment participants are asked to start
to walk and to keep the oboe sound in the middle sonified region. Note that the training
session is quite short. An individual has to learn to coordinate three components. The
first is the oboe sound position (if any), the second is related to the awareness of the
head orientation and the third is the alignment between the body and the head. Ideally,
the head and the body should be aligned with the oboe sound in the middle.
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Fig. 1. A webcam prototype weared by a blindfolded participant (headphones are not visible)

3.2 Testing Phase

The purpose of the test is to go from a starting point S to a destination point T. The
testing path is different from the training path. Several small portions of the main testing
path M can be walked through three possible alternatives denoted as A, B, and C. The
shortest path M has length of more than 80 meters. It is important to note that it is
impossible to go from S to T by just moving straight ahead. In table 5 we give for each
experiment participant the training time duration and the testing time duration, while
table 6 illustrates the followed length path and the average speed. All our experiment
participants reached point T from point S and no-one was lost and asked to be helped.

A blind person participated in this experiment. He successfully learned to follow the
red serpentine path in 5 minutes. During the testing phase he went from S to T along
the main path in 6.1 minutes. Thus, his average speed was 826 m/h, which is better than
the average speed of our ten blindfolded participants.
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Fig. 2. A blindfolded individual following a coloured sinuous path with a head mounted webcam
and a notebook carried in a shoulder pack

Table 5. Training and testing time duration of blindfolded individuals following a red sinuous
path

Participant Training Time (min.) Testing Time (min.)

P1 11 7.3

P2 10 7.1

P3 8 13.6

P4 9 8.5

P5 10 10.4

P6 10 9.7

P7 10 12.9

P8 5 5.8

P9 10 3.8

P10 18 4.6

Average 10.1±3.2 8.4±3.3
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Table 6. Path length and speed average of blindfolded individuals following a red sinuous path

Participant Path Length (m) Speed Average (m/h)

P1 M+C=88 723

P2 M=84 710

P3 M+B=110 485

P4 M+A=93 656

P5 M=84 484

P6 M+A+C=97 600

P7 M+A+C=97 451

P8 M=84 869

P9 M=84 1326

P10 M=84 1096

Average 90.5±8.7 740.0±284.6

4 Discussion

The reactivity of the See ColOr interface is important for tasks requiring real time con-
straints. The See ColOr interface provides the user with the sounds of 25 points, simul-
taneously. Furthermore, using the perceptual language of musical instruments, the user
receives sounds resulting from colours of the environment in 250 ms at most, which
is clearly faster than a second, the typical time duration to convey a colour name. Al-
though our colour encoding is quite natural, a drawback is that associations between
colours and musical instruments should be learnt over several training sessions. Note
however that learning Braille takes years.

As a possible usefulness of the See ColOr system, we could imagine a blind indi-
vidual following a path painted on the ground in an indoor environment, such that of a
shopping center or of a medical center. In practice, in a complicated environment a blind
person can get lost very easily; thus the painted line would be very helpful to overcome
this problem. Similarly, this could be applied to a garden park or to a sidewalk leading
to specific interest places. Moreover, for several points on a path it could be interesting
to complement the auditory rendering by conveying specific information with RFID’s
or informative panels that could be read by a computer. Since the cost of the See ColOr
prototype with a webcam and also the cost of a painted line on the ground are cheap, it
would be economically advantageous for both blind individuals and public authorities
to support such a framework.

5 Conclusion

With ten blindfolded experiment participants, as well as a blind individual, we vali-
dated the hypothesis that with colours rendered by musical instruments and real time
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feed-back it is possible to follow a coloured sinuous path. To the best of our knowl-
edge, this is the first experiment related to blind navigation based on the sonification of
colours by sounds of musical instruments.

Currently, we are performing mobility experiments with a stereoscopic camera pro-
viding depth. Distance to objects is coded by sound rythm and volume. A few videos
are freely available on: www.youtube.com/guidobologna.
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Abstract. The complexity of hardware design methodologies represents
a significant difficulty for nonhardware focused scientistsworking onCNN-
based applications. An emerging generation of Electronic System Level
(ESL) design tools is been developed, which allow software-hardware code-
sign and partitioning of complex algorithms from High Level Language
(HLL) descriptions. These tools, together with High Performance Recon-
figurable Computer (HPRC) systems consisting of standard microproces-
sors coupled with application specific FPGA chips, provide a newapproach
for rapid emulation and acceleration of CNN-based applications. In this ar-
ticle CoDeveloper, and ESL IDE from Impulse Accelerated Technologies,
is analyzed. A sequential CNN architecture, suitable for FPGA implemen-
tation, proposed by the authors in a previous paper, is implemented using
CoDeveloper tools and the DS1002HPRCplatform from DRCComputers.
Results for a typical edge detection algorithm shown that, with a minimum
development time, a 10x acceleration, when compared to the software em-
ulation, can be obtained.

1 Introduction

Cellular Neural Networks (CNNs) based on analogue cells are very efficient for
real-time image processing applications. Analogue CNN chips present however a
complex implementation and a high development cost. This facts make them ap-
propriate just for applications where few layers are sufficient and great amounts
of data must be processed in real time. Another disadvantage is their low preci-
sion, due to undesirable noise effects, or flaws and tolerances in their components
derived from the manufacturing processes. This has favored the search for new
approaches for the implementation of CNN architectures.

One important step in this evolution has been the development of repro-
grammable neural networks. This kind of network, known as CNN-UM (CNN
universal machine) was conceived as a bidimensional array of processing elements
that increase the functionality of the standard CNN model adding new analogue
and digital blocks to the cells and making them reprogramable. The ACE16K[1]
is the last generation of devices with the functionality of the CNN-UM model.

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 244–253, 2009.
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These mixed signal chips were designed using standard 0.35u technology and in-
tegrate a net of 128 × 128 cells providing a total processing power of 330GOPS.

During the last decade, the tendency of using reconfigurable hardware (FPGA)
has taken an increasing interest. These devices improve precision and design flex-
ibility, while simultaneously reducing cost and developing time due to the nature
of the devices and development tools provided. With clock frequencies an order of
magnitude lower than that of typical microprocessors, FPGAs can provide greater
performance when executing real-time video or image processing algorithms as
they take advantage of their fine-grained parallelism. Thus, FPGAs has been com-
monly used as platforms for CNN emulation and acceleration[2,3,4,5]. However,
the design process is not exempt of difficulties as traditional methodologies, based
on hardware description languages (VHDL, Verilog, etc.) still require deep hard-
ware skills from the designer.

Recently, a new generation of tools for highly complex circuit design is been de-
veloped. This new methodology, known as ESL (Electronic System Level), aims
to target the problem of hardware-software co-design from system level, untimed
descriptions, using different flavors of high level programming languages, such
as C, C++ or matlab. An exhaustive taxonomy of the design methodologies
and ESL design environments commercially or educationally available can be
found in [6]. Also, a new generation of hybrid supercomputers, called HPRCs, is
been developed to take full advantage of the new co-design tools. These HPRC
systems provide, the standard microprocessor nodes, plus new closely-coupled
reconfigurable nodes, based on FPGAs chips.

In this paper, we propose a discrete sequential CNN architecture for easy pro-
totyping and hardware acceleration of CNN applications on programmable de-
vices. We show the results obtained when accelerating a typical CNN-based edge
detection algorithm on a DS1002, a HPRC platform from DRC Computers[7].
We then analyze CoDeveloperTM, an ESL IDE from Impulse Accelerated Tech-
nologies, Inc.[8] used for hardware-software co-design, to evaluate its suitability
for the non-hardware specialist scientist, and provide some keys to get better
results with these kind of tools. Finally conclusions and future work is exposed.

2 ImpulseC Programming Model

ImpulseC uses the communicating sequential process (CSP) model. An algorithm
is described using ANSI C code and a library of specific functions. Communica-
tion between processes is performed mainly by data streams or shared memories.
Some signals can be transfered also to other processes like flags, for non con-
tinuous communication. The API provided contains the necessary functions to
express process parallelization and communication, as standard C language does
not support concurrent programming.

Once the algorithm has been coded, it can be compiled using any standard C
compiler. Each of the processes defined is translated to a software thread if the
operating system supports them. Other tools do not have this key characteristic,
and can only compile to hardware.
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Fig. 1. Typical ImpulseC model

The entire application can then be executed and tested for correctness. Debug-
ging and profiling the algorithm is thus strait forward, using standard tools. Then
computing intensive processes can be selected for hardware synthesis, and the
included compiler will generate the appropriate VHDL or Verilog code for them,
but also for the communication channels and synchronization mechanisms. The
code can be generic of optimized for a growing number of commercially available
platforms. Several pragmas are also provided that can be introduced in the C
code to configure the hardware generation, for example, to force loop unrolling,
pipelining or primitive instantiation.

The versatility of their model allows for different uses of the tool. Let’s consider
a simple example, with 3 processes working in a dataflow scheme, as shown in Fig-
ure 1. In this case, Producer and Consumer processes undertake just the tasks of
extracting the data, send them to be processed, receive the results and store them.
The computing intensive part resides in the central process, that applies a given
image processing algorithm. A first use of the tool would consist in generating
application specific hardware for the filtering process, that would be used as a
primitive of a larger hardware system. The Producer and Consumer would then
be “disposable”, and used just as a testbench to check first, the correct behavior
of the filtering algorithm, and second, the filtering hardware once generated.

A different way of using the tool could consist in generating an embedded CPU
accelerated by specific hardware. In this case, Producer and Consumer would be
used during the normal operation of the system, and reside in an embedded mi-
croprocessor. The filter would work as its coprocessor, accelerating the kernel of
the algorithm. CoDeveloper generates the hardware, and resolves the software-
to-software and hardware-to-hardware, communication mechanisms, but also the
software-to-hardware and hardware-to-software interfaces, for a number of plat-
forms and standard buses. This is a great help for the designer that gets free of
dealing with the time-consuming task of interface design and synchronization.

Finally, the objective can be accelerating an external CPU by means of a
FPGA board. In this case, the software processes would reside on the host mi-
croprocessors, that would communicate to the application specific hardware on
the board by means of a high performance buses (HyperTransport, PCI, Gigabit
Ethernet, etc.).

3 Proposed Discrete Sequential CNN Architecture

Regardless of the language used, implementing a CNN on an FPGA requires to
take into account a number of considerations. Conceived as a massively parallel
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Fig. 2. a) Different architectures used to implement a CNN. The parallel architecture
implements a complete CNN, while the sequential uses a single cell which moves on
the input array to process the information. b) different types of cell: recurrent and
unrolled.

array of analogue processors [9], the original CNN model must be transformed
for digital implementation on an FPGA. First, it is necessary to translate their
continuous nature into the discrete domain, providing an approximation with
sufficient accuracy that minimizes the hardware resources. The implementation
will depend on the application type, size of the data array and processing speed
restrictions. Two different architectures, sequential or parallel, can be used to
emulate CNN-based systems.

Parallel architectures devote specific hardware resources to implement each
of the CNN cells. As in analog chips, these architectures provide a complete
implementation of the CNN, which gives them the highest degree of parallelism
and processing speed. On the other hand, they require larger amount of hardware
resources, which limits their implementation to a few tens of cells per FPGA.
Larger CNNs would require several FPGAs, rising orders of magnitude the cost
and complexity of the system.

Sequential architectures are the solution when the network is too large or it is
not feasible to use multi-FPGA platforms. These architectures include just one
or several functional units, multiplexed in time, to emulate the full processing of
the CNN. The computation effect is equivalent to a single cell which shifts, from
left to right and from top to bottom, in a similar way as an image is generated
by a video camera. This sequential process allows using small buffers, instead of
the large memories required by parallel architectures, reducing the cost of the
system. Moreover, sequential architectures simplify the I/O interface, providing
a serial communication, which simplifies the connection with other circuits, and
allows for the development of multi-layer and multi-FPGA systems. Figure 2-a
shows main differences between sequential and parallel architectures.

Given that CNN discrete models are recurrent algorithms, cells can be imple-
mented as recursive or iterative, regardless of the network architecture (parallel
or sequential). The recursive implementation uses a closed-loop circuit, while
in the iterative approach, the cell is unfolded in a number of sequential stages
that can be implemented as separate circuits. Recurrent cells use less hard-
ware, however, its processing speed will be lower because they have to run more
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recursive iterations per data. Iterative cells will be faster, as cell stages can work
as pipelined circuits, but also consume more resources. Figure 2-b shows both
types of cells.

The use of iterative cells in a sequential architecture establish a trade-off
between area and speed that optimizes both, resource utilization and processing
time. With respect to the parallel architecture, its sequentiality allow to emulate
complex systems using simple I/O interfaces and smaller memory buffers. On the
other hand, the implicit parallelism of the cells improves the processing speed,
which enables their use in real-time applications.

An implementation of a CNN model suitable for hardware projection, using
the proposed approach, was introduced in a previous paper[5]. This architecture
is based on a discrete model of the CNN obtained from the method of Euler
equations, whose dynamics are shown in equations 1 and 2.

Xij [n] =
∑

k,l∈Nr(ij)

Akl[n − 1]Ykl[n − 1] +
∑

k,l∈Nr(ij)

Bkl[n − 1]Ukl + Iij , (1)

Yij [n] =
1
2

(|Xij [n] + 1| − |Xij [n] − 1|) (2)

A single cell is used to sequentially process full image information. The cell can
be unfolded in a number of stages which depend on the application requirements.
Each stage will have two sequential inputs and outputs used for connection with
previous and following stages. Figure 3 shows the stage structure, formed by two
3 × 3 convolutions, a three-input adder and a comparator to resolve the activa-
tion function. The fixed-point convolution kernel has been efficiently designed
using circular memories, three multipliers and the logic to resolve the network
contour conditions (Dirichlet conditions). This architecture can emulate a com-
plete CNN up to 1024×1024 cells processing grayscale images. Its correctiveness
and efficiency has been validated in other studies [10,11].

Next section shows the results obtained when implementing our model using a
high level description on a HPRC. Our objective is to evaluate the performance
of both, the new C-to-hardware synthesizers, and the software-hardware co-
execution platforms, when accelerating CNN applications, by non hardware-
focused scientists.

4 Evaluation Platform

Traditional platforms, that use commodity FPGA boards that communicate
with a host workstation using high speed interfaces (like USB, PCI or Ether-
net), are the preferred solution for standalone or not highly-coupled applications.
However, when accelerating algorithms using FPGA as coprocessors, the main
bottleneck usually comes from the communication between the software and
hardware stages of the algorithm.

A new generation of High Performance Reconfigurable Computers (HPRC)
are addressing this fact providing tightly coupled standard microprocessors and
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reconfigurable devices. Examples of these reconfigurable supercomputers are the
SRC-7, the SGI Altix 350 and the Cray XD1[12,13,14]. These platforms have the
potential to exploit coarse-grained parallelism, as well as fine-grained (known
as instruction-level) parallelism, showing orders of magnitude improvement in
performance, power and cost over conventional high performance computers
(HPCs)[16,17,18,19,20].

In our case, the development platform DS1002 from DRC Computer Corpo-
ration was used to benchmark the proposed CNN architecture. This is a single
server system that includes a standard PC workstation enhanced with a DRC
Reconfigurable Processor Unit (RPUTM). The DS1002 is a 2-way system with an
AMD OpteronTMModel 275 on one socket and a RPU110-L200 on the other. The
RPU includes a Virtex-4 LX200, 2GB of DDR2 RAM and 128MB of low latency
RLDRAM. Communication between the main processor and the FPGA board
is carried out by 3 HyperTransportTM(HT) links. The current HT interface is
limited to 8bits × 400MHz (double data rate) providing a theoretical through-
put of 800MB/s per direction, or agregated 1.6GB/s, for a total bandwidth of
9.6GB/s.

The testbed designed for the CNN implementation is shown in Figure 4. Every
cell stage has been implemented as a single process. Producer and consumer
processes were merged in a single process to maximize efficiency, as it just has to
read image data, send pixels to the hardware processes, receive processed pixels
and write images back to disk. Images were sized 640 × 480 pixels, coded 8 bits
grey-scale.

The whole system was coded using standard ANSI C syntax and specific func-
tions from the ImpulseC API for process intercommunication. Different versions
of the cell, with 1, 2, 4, 8 y 16 cascaded stages (processes), were implemented to
observe the effect on the precision and the processing speed.

The entire system was compiled using the standard gcc compiler[21] to ex-
ecutable software for both a conventional Windows XPTM-based PC, and the
Linux-based DS1002 (Kubuntu 6.06 LTS). Subsequently, the system was sepa-
rated in software and hardware processes. The Producer-Consumer was
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Fig. 4. Block diagram of the DRC Development System 1002 as used for the CNN
implementation

Table 1. Summary of timing information and used resources for different stages. Per-
centages are referred to DRC-RPU FPGA (V4LX200-11).

Area(%used) 1 stage 2 stages 4 stages 8 stages 16 stages
Slices 760(0) 1455(1) 2847(3) 5657(6) 11201(12)
Flip flops 784(0) 1482(0) 2878(1) 5670(3) 11254(6)
DSP48 6(6) 12(12) 24(25) 48(50) 96(100)
BlockRAM 6(1) 10(2) 18(5) 34(10) 66(19)

compiled to be executed in the Opteron. The cell stage processes, however, were
compiled to VHDL using ImpulseC tools. Finally, the RPU was programmed
with the circuit synthesized from the VHDL description and combined with the
Producer-Consumer for software-hardware co-execution. The obtained results
are depicted in section 4.1.

4.1 Results

Table 1 summarizes the hardware resources consumed by each cell version, that
spans from the 760 slices of the single-stage cell, to the 11201 of the most com-
plex. The critical resource resulted to be multipliers, that in the case of the
16-stages cell (with 6 multipliers per stage) ends up 100% of the DSP48 blocks
availables in this device.

Another important parameter, the number of clock cycles necessary to pro-
cess a pixel, shown a perfect correspondence between the CoDeveloper debugger
estimations and the real execution of the algorithm. Using 3 multipliers per con-
volution, each stage takes 27 cycles/pixel, a number that is maintained when
the stage number increases, due to the pipelined behavior of the cell. We used
a 133MHz clock for the CNN, as we met that, for this system, the HT provided
enough bandwidth between microprocessor and RPU for clock frequencies under
200MHz.
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Figure 5 shows processing time for CNN execution on three different plat-
forms: all software Core2DuoTMWindows XPTMbased, all software OpteronTM

Li-nux based, and hardware-software co-execution. Working with 640×480 pixel
images, the 2.4GHz Core2Duo is the fastest for the single-stage cell, with just
0.05s. Beginning with 2 stages cells and following, the FPGA accelerated DS1002
platform is faster, getting a constant mark of 0.07s. The linear behavior shown
by the three platforms allows extrapolating the acceleration provided by the
FPGA for any number of stages/cells.

This results show that, the proposed CNN architecture, applied to 640 ×
480 pixel images, would process a theoretical maximum of (133e6/27)/(640 ∗
480) = 16.03frames/s. This is 10.25 times faster than a standard PC (Core2Duo,
2.4GHz), that takes 0.718s in processing an image with 16-stages cell.

5 Discussion

The results obtained in our first experiments with different CNN architectures
show that this kind of algorithms can benefit from custom hardware coprocessors
for accelerating execution, as well as for rapid prototyping from C-to-hardware
compilers. However, to obtain any advantage, both, an algorithm profiling and
a careful design are mandatory. These are the key aspects we have found to be
useful:

– The algorithm should make an intensive use of data in different processing
flows, to make up for the time spent in the transfer to/from the accelerator.

– The algorithm can make use of several data flows, taking advantage of the
massive bandwidth provided by the several hundred o I/O bits that FPGA
devices include.
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– The working data set can be limited to 1-2MB, so that it may be stored in
the internal FPGA memory, minimizing access to external memory.

– The algorithm should use integer or fixed point arithmetic when possible,
minimizing the inference of floating point units that reduce the processing
speed and devour FPGA resources.

– The algorithm must be profiled to identify and isolate the computational
intensive processes. All parallelizing opportunities must be identified and
explicitly marked for concurrent execution. Isolation of hardware processes
means identifying the process boundaries that maximize concurrency and
minimize data dependencies between processes, to optimize the use of on-
chip memory.

– Maximize the data-flow working mode. Insert FIFO buffers if necessary to
adjust clock speeds and/or data widths. This makes automatic pipelining
easier for the tools, resulting in dramatic performance improvement.

– Array partitioning and scalarizing. Array variables usually translate to typi-
cal sequential access memories in hardware, thus if the algorithm should use
several data in parallel, they must be allocated in different C variables, to
grant the concurrent availability of data in the same clock cycle.

– Avoiding excessive nested loops. This could difficult or avoid correct pipelin-
ing of the process. Instead, try partitioning the algorithm in a greater number
of flattened processes.

6 Conclusions

HPRC systems are showing greater performance with respect to other HPC
approaches, particularly taking into account that they provide also increments
of several orders of magnitude in the GFlops/euro and GFlops/watio ratios.

Our first experiments have demonstrated the viability of applying HPRC
platforms and ESL tools to rapid prototyping of CNN-based image processing
algorithms, provided that some requisites comply. Our first results, still under re-
finement, have shown a 10x acceleration for the hardware-software co-execution
on a HPRC DS1002 from DRC Computers, with regards to the algorithm exe-
cuted on the same machine as pure software.

Future work will be directed to the development of more complex algorithms,
based on CNNs and standard DSP processing stages, for on-line stellar image
acquisition and preprocessing, as part of our collaboration with the FastCam[22]
initiative.
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Abstract. The methods of biometric access control are currently boom-
ing due to increased security checks at business and organizational areas.
Belong to this area applications based on fingerprints and iris of the eye,
among others. However, although there are many papers related to fa-
cial recognition, in fact it is difficult to apply to real-world applications
because of variations in lighting, position and changing expressions and
appearance. In addition, systems proposed in the laboratory do not usu-
ally contain a large volume of samples, or the test variations not may
be used in applications in real environments. Works include the issue of
recognition of the individual, but not the access control based only on
facial detect, although there are applications that combine cards with
facial recognition, working more on the verification that identification.
This paper proposes a robust system of classification based on a multi-
layer neural network, whose input will be samples of facial photographs
with different variations of lighting, position and even time, with a vol-
ume of samples that simulates a real environment. Output is not the
recognition of the individual, but the class to which it belongs. Through
the experiments, it is demonstrated that this relatively simple structure
is enough to select the main characteristics of the individuals, and, in the
same process, enable the network to correctly classify individuals before
entering the restricted area.

1 Introduction

Face recognition is one of the problems that most challenges are proposing to
technical computing nowadays, especially in security systems. Face is the most
frequently used way to identify another individual. For this, the brain begins
to establish the physical aspects of a face, and then determines whether these
factions are known or not, and finally gives a name to what he sees [11]. This pro-
cess seems so simple for us, but it can be very difficult for a machine. Therefore,
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before developing a biometric system, scientists have been dedicated to analyze
the mental processes of facial recognition. So, they have found, for example, that
there is a region in the back of the brain that responds preferentially when faces
are detected in contrast with other parts of the anatomy or objects [6]. There
is also evidence that the face gesture interpretation processes are independent
of face identification [13], so a good system for facial recognition should be in-
variant to facial expression. A final challenge to overcome is the process speed:
systems must operate in real time, with a very fast response time, and with the
possibility of learning from failures.

This paper presents a part of a prototype for a logistics company access con-
trol, in which a winch or a door is connected to a camcorder, detecting a person
who is going to enter into the lathe and approve or deny his access. In the case
of denied access, an operator will record the identity of the individual, reclas-
sified to next visit, if competent. The information is contained in the weights
of a neural network. The use of the network can discriminate whether a record
belongs to the set of authorized people or not, but can not retrieve the record.
With this restriction, the network achieves a much higher ratio of capacity of
discrimination compared to other models. The system requirements are an ac-
ceptable response time to a particular discrimination, easy deployment, and a
robust and flexible learning process with unknown individuals and misclassifi-
cation errors. The proposed solution offers some advantages over other methods
of access control as a cheap solution, since it requires no expensive hardware
and a non-intrusive architecture, with the advantage that the user should not
do anything to access into the control area.

2 Prototype Description

The solution developed in this project is based on a grayscale image as input,
linked to a classifier built on a multilayer neural network with backpropagation.
The novel aspects incorporated are:

– Use of neural networks for facial classification, not only as final
classifier but also as feature detector: As is clear from the state of
the art [10], neural networks have been used in facial recognition systems to
classify the characteristics of an individual. This characteristics or features
are previously obtained by another processes and usually reduced with some
feature reduction methods. This paper demonstrates that a single neural
network is sufficient to make a correct classification of images of individuals
without a prior extraction of key features. In other words, the network is
capable of extracting intrinsic features before making the final classification.

– Classification of individuals, without identifying them individu-
ally: Another new aspect of this work is the classification of individuals into
groups, forgetting the identification of each individual, looking for a tech-
nique that combines efficiency, adaptation, very short response times even
with general purpose hardware (cameras and computers) and easy configu-
ration.
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For this, we need a classifier with the following characteristics:

– To be able to learn from their mistakes.
– Response times are acceptable to a particular post.
– Implementation must be simple, because simplicity implies robustness and

flexibility in processing time.

The use of grayscale images as input data has been referred to numerous times in
machine vision [1], especially if the processing is done by means of neural networks
[2]. The preprocessing phase in this case consists of the location of the face and
the subsequent normalization of the image. In this paper, the normalization of the
images consists of reducing the face region to 64x64 pixels with 256 levels.

Thereafter, a multilayer neural network with backpropagation is used. So
we convert the photograph of the face into a matrix of 64x64 bytes, i.e. 4096
elements. It would be computationally very slow to train a network with one
output for each individual differently. But despite that identification is not easy,
the classification is cheaper, so that we can linearly discriminate individuals into
two classes, we classify the sample “in” or “out” of a given set. The output is
a layer built by two output neurons, indicating a degree of membership of each
sample into the different classes. So, when the first output neuron is activated,
the individual will belong to the set, and when the second is activated, the
individual does not belong to this set. To develop this simple classification neural
network with two output neurons the structure of the intermediate layer should
be simpler than that proposed by the work of Cottrell and Fleming [3] (with 80
units in the hidden layer). So we took an intermediate layer of 10 neurons.

In summary, our first prototype is a network of three layers, the first of 4096
neurons, interconnected “completely” with a second layer of 10 neurons, which
in turn is interconnected “completely” with third layer of 2 neurons in output.

3 Intermediate Tests and Results

For verification tests, two databases created for this purpose and documented in
the literature have been used:

� Images in PGM format from the corpus The UMIST Face Database [14]
� Images in JPEG format in the Feret database [12].

3.1 Example 1: The UMIST Face Database

Images are taken from the corpus “ The UMIST Face Database ” [14] with the
following characteristics:

� Background: The fund is not always the same tone
� Scale: there is variation.
� Point of view: Different angles of the same person.
� Position of the face in the picture: Different angles of the same person
� Light: Different Illuminations
� Expression: considerable variation
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Training set 
Pictures (P) / 
Individuals  

Pictures (NP) / 
Individuals 

A 26 / 5 Individuals 28 / 10 Individuals 
B 26 / 5 Individuals 45 / 10 Individuals 
C 26 / 5 Individuals 102 / 10 Individuals 
D 93 / 5 Individuals 28 / 10 Individuals 
E 93 / 5 Individuals 45 / 10Individuals 
F 93 / 5 Individuals 102 / 10 Individuals 

 

Fig. 1. Different combinations for each of the various trainings offered

Training 
type……………. A (Test1) B (Test2) C (Test3) D (Test4) E (Test5) F (Test6) 
AUC 0,949 0,890 0,809 0,980 0,941 0,979 
 

(a)
 D (Test 4) F (Test 6) 
  Hits % Hits % 
P (20 samples) 19 95% 20 100% 
D (20 samples) 18 90% 14 70% 
NP (20 samples) 20 100% 20 100% 
Total Hits % 57 95,00% 54 90,00% 

 

(b)

Fig. 2. Results for networks trained with trainind sets A-F. a) AUC performance; b)
Detail of the best two networks according to AUC performance.

In order to analyze the influence of the number of samples in the training
set, different sets with an unbalanced number of pictures have been defined (see
Figure 1). The validation set consists of 5 individuals of type P (Authorized)
and 10 other samples of individuals of type NP (not authorized). Finally, the
evaluation set consists of 20 samples from each of the three types of individuals:
P, NP, and D (unknown).

It is presented the same testing set to each network, yielding the results sum-
marized in Figure 2. To evaluate the classification success of each network, we
use ROC curves, which are obtained by evaluating the value of the area under
the curve (AUC performance).

Conclusions

– The best training is obtained with an average of 19 photographs of individ-
uals (P) and 3 photographs of individuals (PN). That is, in our model, for
a successful result with at least a 95% of successes, it is necessary an av-
erage of 19 photographs per individual in different positions, which is quite
reasonable for training in a real environment.

– Training sample must be unbalanced, with a greater number of individuals
(P) to train, with respect to individuals (NP). A ratio of 6 (P) per 1 (NP).

Analysis of False Positives. As seen in the previous section, Test D is
able to classify 95% of allowed individuals (P) and unauthorized (NP), but has
problems in rejecting some of the unknowns (D). To determine which are the
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Test 
Individual 

Individual 
to refuse 

Trained 
"confused" 

Percentage 
recognition 

#9.1 

  

0.94877 

#10.1 

  

0.96323 

 

Fig. 3. Comparison of samples of wrong type (D) with the training “confused” samples

 

Network with two intermediate layers of 10 neurons 
Types of Samples Hits % 

P (20 samples) 19 95% 
D (20 samples) 20 100% 

NP (20 samples) 20 100% 

Fig. 4. Results with a network with two intermediate layers of 10 neurons

individuals (P) with which the system “ confuses ” the unknown individuals
(D), it is created a new neural network, with the same structure as the original,
but with 6 output neurons, 5 outlets that rank the entries from each of the 5
individuals of all training, plus an entry for all the unknown (a network of 64x64
neurons in the entry, 10 in the hidden layer, and 6 outputs, the individual 1-5,
and sixth out for unknown). The result is shown in Figure 3. (Attached is a
column with the picture of the individual that the system is confusing with the
unknown).

It is noted that the net recognizes by mistake two samples of an individual
never seen before (D) but quite similar to another already known. Indeed, the
human mind also produces such errors.

The advantage of the network is that if we retrain the network, indicating
that the unknown patterns are NP, the network correctly classified with 100%
success. After several studies of other network configurations, if we apply the
same sets of training and testing a network composed of 2 layers of intermediate
neurons 10 each, we obtain the following result (see Figure 4):

3.2 Example 2: The Feret Face Database

To verify that our model can work fine in real environments, we need to increase
the number of samples of individuals (P) and individuals (NP). For this, we
take as reference images in the database Feret [12], which contains an extensive
database with the following characteristics:

� Background: Very variable.
� Scale: much variation.
� Point of view: Different angles of the same person.
� Position of the face in the picture: Different angles of the same person.
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Sample 3 Type Samples Individuals 

P 309 46 Training 

NP 91 16 

P 81 41 

NP 40 20 

Test 

D 33 17 

Total 554 83 

 

Fig. 5. Set Distributions of all Training Example 3

Fig. 6. Normalization of Feret image database

� Light: Different Illuminations
� Expression: quite variations

In addition, photographs are taken in different years, so there is enough vari-
ation regarding age and physiognomy of the same people. Assuming than over
the 100 potential employees, 46 individuals have access to a restricted area (type
P). We get, as a set of training, different distributions of photos for a total of 83
individuals, 554 photos in total, according to the distribution shown in Figure
5. (Individuals (P) and (NP) in the two subsets are the same).

The Feret database contains images taken at different points in time (along
years) and in different places. Thus, for the network to function properly, we
must normalize the images (see Figure 6) so that the faces are located on the
same coordinates regardless of their position on the original images. We must
center the faces as closely as possible in the normalizing matrix (in our case of
64x64 pixels). To center the face in the image, the Fdlib library was used [5].

As is clear from the results shown in Figure 7, the percentage of success
obtained is not as the good as expected, considering the ratios of the previous
tests. We study the distribution of samples in the training phase, concluding
that the number of samples by individuals does not affect the quality of the final
classification.

In this set of experiments, we have measured performance of two different NN
architectures: the first one with one hidden layer (10 units), and the second one
with two hidden layers (10 units per layer). Second architecture needs 4000 cycles
to classify all the examples in order to get the same hits as the first architecture
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Fig. 7. Results of the evaluation database Feret evaluation

Fig. 8. Behavior of the network according to the center of the taken samples

with only 1000 cycles. So, by using the first architecture, we can achieve better
performance.

A review of wrong samples on testing, compared with samples taken for the
same individuals in training, indicates that the face is not in the same position.
In order to determine if this is the origin of the increase in error rates, we take
one wrong pictures at random to compare them with their respective images in
the training set.

As it is clear from the study (see Figure 8), more left displaced images (as
Edge2 or Edge7) are not giving the better results, but those which the square
trimming is closest to the training images (Edge8 and Edge9). In conclusion, we
can admit that in real environments, the sets of images must be framed in the
area closer to the training examples, so we should use robust face tracking and
focusing algorithms for better results.

4 Evaluation

It is difficult to find papers related to the classification for the authorization
or denial of individuals belonging to classes with facial recognition. Usually the
term face recognition is used to refer to two different applications: identification
and verification. We will discuss identification in the event that the identity of
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the subject is only inferred from their facial features. Verification systems are
those in which, besides the image, it is indicated who is the person that is
claiming to belong to a specific set. Most jobs are focused on verifying the iden-
tity of an individual, i.e., compare the image features with those assotiated
to the individual who claims to be. Moreover, usually it is used a neural net-
work only as the end classifier, obtaining the values that identify the individual
(main features) through other algorithms [8][9][7]. However, we can compare our
method with the methods seen in the state of art (see the comparison chart of
Figure 9).

In addition, there are few platforms for evaluating algorithms, such as “The
CSU Face Identification Evaluation System [4], which based on the database
Feret, has already published a series of statistics on the performance of these
algorithms. The best yields can be seen in Figure 10.

Paper Method 
Success 

Percentage 

Database size 

(Individuals/ 

images) 

Brunelli y Poggio [Bru93] Templates system 100% 47 

Cristina Conde Vilda.  
[Cri06] 

Hybrid 2D-3D 99%-97%-95% 105  

Cottrell y Fleming [Cot90] 
Neural networks - face detection, not 

verification. 
97% 11 / 64  

M. Tistarelli, E. Grosso 
[Tis00] 

Polar coordinates. 97% 75 / 488  

S. Lawrence, C. L. Giles 
[Law97] 

Self-organizing map neural network. 96,20% 40 / 400  

Moghaddam y Pentland 
[Mog97] 

PCA (Principal Component Analysis)  
 

96% 150 / 150  

Turk y Pentland [Tur91] 
PCA (Principal Component Analysis)  

 
96% - 85% 16 / 2500  

I. J. Cox [Cox96] Geometric Features 95% 95 / 95  

Howell, A.J. and Buxton, H. 
[How96] 

RBF networks 95% 10  

Brunelli y Poggio [Bru93] Geometric Features 90% 47  

O’Toole [Oto91] Eigenvectors 88,60%  

F. S. Samaria [Sam94] Hidden Markov Models 87% 40 / 240  

M. J. Escobar, J. Ruiz-del-
Solar. [Esc02] 

EBGM and images processed into log-
polar space 

83.1% - 88.93% 15 / 165  

 

(a)

79.39%83/554
Feret 

Database

One intermediate layer: 10 units 

Training: 1000 cycles.

98.33%25/201
UMIST Face 

Database

Two intermediate layers: 10 

units each Training: 500 cycles.

95%25/201
UMIST Face 

Database

One intermediate layer: 10 

units. Training: 1500 cycles.

Success
(%)

Database size
(invidivuals/samples)

Sample 

Database

Neural Network 

Characteristics

79.39%83/554
Feret 

Database

One intermediate layer: 10 units 

Training: 1000 cycles.

98.33%25/201
UMIST Face 

Database

Two intermediate layers: 10 

units each Training: 500 cycles.

95%25/201
UMIST Face 

Database

One intermediate layer: 10 

units. Training: 1500 cycles.

Success
(%)

Database size
(invidivuals/samples)

Sample 

Database

Neural Network 

Characteristics

(b)

Fig. 9. Comparison of state-of-the-art methods with the current work
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Current work Méthod 
Success 

Percentage 

Database size 

(indiv./samples) 

Sample 1. The 
UMIST Face 

Database 

Neural network with an 
intermediate layer of 10 

units. 1500 cycles of 
training. 

95% 25 / 201 

Sample 1. The 
UMIST Face 

Database 

Neural network with 2 
intermediate layers of 10 

units each other. (500 
cycles of training). 

 

98,33% 25 / 201 

Sample 2. The 
Feret Face 
Database 

Neural network with an 
intermediate layer of 10 
units. 1000 cycles of 
training. 

79,39% 83 / 554  

 

 

 

Fig. 10. Results on the platform “The CSU Face Identification Evaluation System”
and comparison with the current work

5 Conclusions

The proposed neural network is an initial solution to build a good model for
access control in a visual way into an environment of around 80 people, and
those with authority (P) to access into the restricted area can be about a total
of 46 individuals.

� The number of samples selected in the training set does not directly influence
the outcome of the classification

� The quality of the samples in training and the testing of all to classify is
the basis on which we must base the model. Both sets must have a similarity
position with respect to the area and the central positions.

� The response time, both the training and the results are very short, thus
allowing its implementation with accessible hardware and not dedicated.

� The results of this study are consistent with the revised state of the art,
with a very significant improvement in performance in the training time, added
benefit that involves to deploy a system with a single simple to implement (neural
network for extracting features and classification), with results within a high
threshold of confidence, agile performance on the classification, and learning
capability incorporated.
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Abstract. This work describes a research which compares the facial
expression recognition results of two point-based tracking approaches
along the sequence of frames describing a facial expression: feature point
tracking and holistic face dense flow tracking. Experiments were carried
out using the Cohn-Kanade database for the six types of prototypic fa-
cial expressions under two different spatial resolutions of the frames (the
original one and the images reduced to a 40% of its original size). Our ex-
perimental results showed that the dense flow tracking method provided
in average for the considered types of expressions a better recognition
rate (95.45% of success) than feature point flow tracking (91.41%) for
the whole test set of facial expression sequences.

1 Introduction

Automatic Facial Expression Analysis (AFEA) is becoming increasingly impor-
tant research field due to its many applications: human-computer intelligent in-
terfaces (HCII), human emotion analysis, talking heads, among others [8]. The
AFEA systems typically deal with the recognition and classification of facial
expression data which are given by one of these two kinds of patterns: Facial
Action Units and Emotion Expressions.

– Facial Action Units (AUs): correspond to subtle changes in local facial fea-
tures related to specific facial muscles (i.e. lip corner depressor, inner brow
raiser,. . .). They form the Facial Action Coding System (FACS) which is a
classification of the possible facial movements or deformations without being
associated to specific emotions. Descriptions of the AUs were presented in
[9] and they can appear individually or in combination with other AUs.

– Emotion Expressions: are facial configurations of the six prototypic basic
emotions (disgust, fear, joy, surprise, sadness and anger) which are universal
along races and cultures. Each emotion has a correspondence with the given
prototypic facial expression [9].

Many papers in the AFEA literature deal with the analysis or recognition of
expressions by considering both types of patterns. Examples of works related to
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the recognition of some AUs are [1][13]. Examples of works which deal with the
emotion expressions analysis are [11][15]. There are also papers which consider the
classification of facial patterns expression using both AUs and emotion expressions
[10]. Our work only consider the emotion expression patterns for recognition.

The development of robust algorithms with respect to the individual differ-
ences in expressions need from large databases containing subject of different
races, ages, gender, etc. in order to train and evaluate these systems. Two exam-
ples of relevant Facial Expression databases are: Cohn-Kanade facial expression
database [6] and the Japanese woman facial expression database (JAFFE) [14].
Some survey papers [8][2] offer overviews to describe the facial expression anal-
ysis algorithms. The different approaches in this area consider three main stages
in an AFEA system: (a) face detection and normalization, (b) feature extraction
and (c) expression classification.

Next, we only refer some of the papers related to the feature extraction stage
related with our work. With respect to the extraction of facial expression features
that model the facial changes, they can be classified [2] according to their nature
in: (a) deformation features and (b) movement features. Deformation features do
not have into account the information of the pixel movement, and they can be
obtained from static images. Movement features are centred in the facial move-
ments and they are applied to video sequences. The more relevant techniques
which use these features are: (a) the use of movement models, (b) difference
images, (c) marker tracking, (d) feature point tracking and (e) dense optical
flow. The last two types of feature extraction methods have been extensively
experimented and compared in our work. The integration of optical-flow with
movement models increases their stability and improves the facial movement
interpretation and related acial expression analysis.

Dense optical flow computed in regions (windows) was used in [12] to esti-
mate the activity of twelve facial muscles. Among the feature point tracking
based methods a representative work is [13] where lip, eye, eyebrows and cheeks
models were proposed and the feature point tracking was performed for match-
ing the model contours to the facial features. A spatial-temporal description
which integrated dense optical flow, feature point tracking and high gradient
component analysis in the same hybrid system, was proposed in [1], were HMM
were used for the recognition of 15 AUs. A manual initialization of points in the
neutral face of the first frame was performed.

2 Proposed Facial Expression Recognition System

This section outlines our facial expression recognition system from video se-
quences. We implemented two point-tracking strategies based on optical flow
methods: the first one is feature-based and considers the movement of 15 feature
points (i.e. mouth corners) and the second one is holistic and uses the displace-
ment of the facial points which are densely and uniformly placed on a grid cen-
tered on the central face region. Our system is composed by four subsystems or
modules: pre-processing, feature point tracking, dense flow point tracking and
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Fig. 1. Facial expression system architecture

facial expression classification. Figure 1 represents the components of our fa-
cial expression recognition system. The following subsections detail the involved
stages in each module.

2.1 Pre-processing

The pre-processing stage will be different for any of the two facial point tracking
methods. In the case of feature point tracking method, we first manually select
the two inner eye corners points (one from each eye) which will be used to
normalize the global feature point displacements in each expression along the
sequence of frames (avoiding scaling problems among the different faces in the
database) and to compute the face normalization angle (avoiding that faces have
different orientations).

For the dense flow tracking, normalization requires the following steps: locate
manually five considered facial points placed near the face symmetry axis, com-
puting the face angle normalization, obtaining a rectangle containing the central
facial using a heuristic procedure and splitting this rectangle into three regions
whose size in the vertical direction is readjusted by considering the standard fa-
cial proportions. The dense flow tracking pre-processing procedure is illustrated
by the Figure 2 (where the A and B points are also used for the pre-processing
stage in the considered feature point tracking method.

2.2 Feature Point Tracking

Expressions are recognized (after applying the previous pre-processing to the first
frame of each video sequence) by computing the sum of displacement vectors for
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Fig. 2. Dense flow tracking pre-processing

each of the considered facial feature points from each frame to the next one in
the expression video-sequence. This task can be decomposed into two substages:
feature point location and optical flow application to feature points.

Feature point location. In our approach, the considered feature points are
manually extracted from the first frame of the sequence and no face region seg-
mentation stage is required. The set of 15 considered feature points is represented
in Figure 3. These points are located in the following facial regions: 4 on the eyes
(two points for eye which are placed on the upper and lower eyelids), 4 on the
eyebrows (two points for eyebrow which are the innermost and outermost ones),
4 on the mouth (which correspond to the corners and the upper and lower mid-
dle points), and 3 other detectable points (one is placed on the chin, and the
other two are symmetrically placed one on each cheek). Similar subsets of points
where also used by other authors [8].

These points are selected using the computer mouse in the first frame of the
expression and then they are automatically tracked along the rest of frames in
the video sequence describing the expression using Lucas-Kanade optical flow
algorithm [3].

Since there are some differences with respect to pose and size between the im-
ages of individuals in the database, it is common to previously normalize all the
facial images in the video sequences to guarantee that point displacement mea-
sures are correctly computed. For this aim, we have used the vector defined by
the two inner eye corners to normalize the considered facial point displacements
of faces in scale and orientation.

Optical flow application to feature points. The optical flow tracking is
applied between each pair of consecutive frames in the video sequence. Lucas-
Kanade method [3] for computing the optical flow has been applied to estimate
the displacement of points. Lucas-Kanade algorithm is one of the most popular
gradient-based (or correlation) methods for motion estimation computing in a
video sequence. This method tries to obtain the motion between two image
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Fig. 3. The 15 selected facial feature points

frames which are taken at times t and t + δt at every pixel position assuming a
brightness constancy.

We computed the global displacement vector for each considered facial point
in any expression by applying the Lucas-Kanade algorithm between each pair
of consecutive frames. These corresponding inter-frame displacement vectors are
then added to obtain the global displacement vector corresponding to each point
along the expression.

Once applied this algorithm, two values are computed for each feature point
displacement vector along the sequence of frames for any facial expression: its
normalized module (in pixels) and the normalized angle of the displacement
vector. A feature vector v is created for each facial expression sequence containing
the pair of displacement features for each of the considered N = 15 facial points
and a natural number T which codifies the type of facial expression:

v = [|p1|, θp1 , |p2|, θp2 , . . . , |pN |, θpN
, T ] (1)

where |pi| represents the module of the displacement vector corresponding to
feature point pi and θpi

the angle of this vector. The whole set of these fea-
ture vectors corresponding to the considered facial video sequences is properly
partitioned in two independent files (training and test files) used by the SVM
algorithm to classify the considered types of expressions.

2.3 Dense Flow Point Tracking

Due to the difficulty of a precise extraction of the considered feature points
(even by manually marking the points in the first frame, since these points
usually correspond to a region of pixels), we have also considered the tracking
of a grid of uniformly spaced points of the central facial region. This region
is automatically extracted by the method explained in subsection 2.1. Since
the facial frames in the considered database have a 640×480 spatial resolution,
and neighbour points in the face (along the consecutive frames) present a high
correlation, it becomes computationally expensive to apply the Lucas-Kanade
algorithm to each point contained in the considered facial region. Therefore, we
applied a two-level Gaussian pyramid (that is equivalent to a low-pass filter)
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Fig. 4. Result of applying dense optical flow by reducing the spatial resolution for a
surprise expression

to decrease 1/16 the number of points to which the optical flow computation
is applied. In this way, the optical flow algorithm is now computed on 3,750
points instead of the around 60,000 points contained in the considered central
facial region. Moreover, the facial movement vectors between frames now become
more smooth and continuous (see Figure 4).

2.4 Facial Expression Classification

We used a Support Vector Machine (SVM) for our facial expression recognition
experiments. A SVM is a classifier derived from statistical learning theory that
has interesting advantages: (1) ability to work with high-dimensional data and
(2) high generalization performance without the need to add a-priori knowl-
edge, even when the dimension of the input space is very high. The problem
that SVMs try to solve is to find an optimal hyperplane that correctly clas-
sifies data points by separating the points of two classes as much as possible.
SVMs have also been generalized to find the set of optimal separating hyper-
planes for a multiclass problem. Excellent introductions to SVM can be found
in [4][5].

We used the SVMTorch [7] tool for our facial classification experiments: It
requires from a training and a testing stage. During the training stage, a set
of the SVM parameters are adjusted (i.e. those related with the type of kernel
used by the classifier). Once the SVM has been trained, we use the test set of
facial expression sequences to compare the performance of both considered facial
expression recognition approach: feature point and dense flow tracking.

3 Experimental Results

3.1 Cohn-Kanade Facial Expression Database

For our facial recognition experiments we used the Cohn-Kanade facial expres-
sion database [6]. Image data consist of approximately 500 frame sequences from
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Fig. 5. Software tool visual interface

about 100 different subjects. The included subjects range in age from 18 to 30
years, 65 percent of them were female; 15 percent were African-American and 3
percent Asian or Latino.

Sequences of frontal images representing a prototype facial expression always
start with the neutral face and finish with the expression at its higher inten-
sity (the corresponding frames are in this way incrementally numbered). These
sequences were captured with a video camera, digitized into 640 by 480 pixel
arrays with 8-bit precision for grayscale values, and stored in jpeg format.

For many of the subjects in this database, the six basic facial expression
sequences were captured: joy, surprise, anger, fear, disgust and sadness. The
number of frames per sequence is variable and its average value is 18. A subset of
138 subjects of the database (all of them containing the sequences corresponding
to the six types of expressions) was used in our experiments.

3.2 Experiments: Description and Results

Most of the components of the proposed expression recognition system were
programmed in MATLAB. Figure 5 presents the interface of the tool for a sample
face when the feature point tracking method is applied. A PC Pentium 4 at 2.2
GHz with 1GB of RAM memory was used for the algorithm development and
tests.

Experiments where organized in four methods by considering the two com-
pared optical flow point tracking methods and two different spatial image reso-
lutions:

– feature point tracking using the original 640×480 frame spatial resolution in
the Cohn-Kanade database (FPT 1:1),

– feature point tracking by reducing to the 40% original resolution (FPT 1:0.4),
– dense flow tracking using the original resolution (DFT 1:1), and
– dense flow tracking by reducing to the 40% original resolution (DFT 1:0.4).
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Table 1. Best recognition results obtained by the four methods for each type of ex-
pression

Facial FPT 1:1 FPT 1:0.4 DFT 1:1 DFT 1:0.4
Expression (std=300, c=10) (std=700, c=100) (std=7000, c=100) (std=2500, c=100)

Joy 90.91 96.97 93.94 95.45
Surprise 98.48 92.42 96.97 98.48
Sadness 90.91 87.88 100.00 92.42
Anger 86.36 78.79 95.45 93.94
Disgust 92.42 90.91 95.45 96.97

Fear 89.39 83.33 90.91 93.94
Average 91.41 88.38 95.45 95.20

Table 2. Confusion matrix for the DTF 1:1 method

Joy Surprise Sadness Anger Disgust Fear
Joy 11 0 0 0 0 0

Surprise 0 11 0 0 0 0
Sadness 0 0 11 0 0 0
Anger 0 1 0 8 2 0
Disgust 0 0 0 0 11 0

Fear 4 1 0 0 1 5
Total

For the experiments, a total of 246 image sequences of facial expressions were
used. The training set was composed by 180 sequences (30 for each type of basic
facial expression) and the test set used the resting 66 sequences (11 for each
type of expression). SVMTorch classifier was trained using three types of kernels
(polynomial, Gaussian and sigmoid, respectively) and manually adjusting their
corresponding parameters to improve the classification results. Best recognition
results in average were always obtained using the Gaussian kernel.

Next, we compare the best recognition results for the four approaches (FPT
1:1, FPT 1:0.4, DFT 1:1 and DFT 1:0.4, respectively) using the test set of 66
expression sequences. Table 1 presents the best recognition rates achieved for
each type of basic facial expression using the four considered approaches. We
also show in the last row of this table the best average recognition result for the
six types of facial expressions using the four compared methods. The best values
of SVMTorch parameters: std (standard deviation for the Gaussian kernel) and
c (trade-off value between training error and margin) are also shown for each
method.

Best average facial expression recognition results were achieved with the dense
flow tracking method at the original frame resolution (95.45% of success rate).
The difference of recognition results using this same method but reducing the
frame resolution to a 40% of its original size is negligible (95.20% of correct
recognition). However, the application of Lucas-Kanade algorithm to this second
method reduces its computation time an 85% in average (209.29 seconds for
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DFT 1:1 and 31.55 seconds for DFT 1:0.4, respectively). Using the feature point
tracking method, the average success recognition rate at the original resolution
is 91.41% and 88.38% by reducing the frame resolution to a 40%, respectively. In
this second case, by reducing the spatial resolution the average time of applying
of Lucas-Kanade is reduced about a 60% (124.4 seconds for FPT 1:1 and 49.77
seconds for DFT 1:0.4, respectively). The best recognized expression for the DFT
1:1 method is sadness with a 100% of success rate and the worst recognized one
is fear with a 90.91% of success using our test set.

We also show in Table 2 the corresponding confusion matrix relating the six
types of expressions for the DFT 1:1 method.

It is difficult to compare the results of the presented facial expression recogni-
tion methods with other works considering a similar approach than the presented
in this work approach. Lien et al [1] also used feature and dense flow tracking
but their recognition approach is based on the Facial Action Coding System
(FACS) to recognize action units (describing the expressions) but considering
only for experiments the point displacements of the upper face region (above
both eye brows). The recognition is performed using Hidden Markov Models
(HMM) as classifier. They only reported the average expression recognition rate
for the feature point tracking (85%) and for the dense flow tracking method
(93%).

4 Conclusion and Future Work

We have implemented a semi-automatic facial expression recognition system us-
ing sequences of frames describing the expression. Two approaches based on
optical flow of facial points have been compared (feature point tracking and
dense flow tracking, respectively) at two different frame resolution (original one
and reducing to a 40% the spatial resolution of the frames). Experiments were
performed with the Cohn-Kanade database of facial expressions. We can con-
clude from our tests that dense optical flow method (using SVMTorch [7] as
classification tool with a properly-tuned Gaussian kernel parameters) provided
better recognition results (95.45%) than the equivalent feature point tracking
approach (91.41%). The dense flow tracking method also offers two additional
advantages: similar recognition results for the two considered spatial frame res-
olutions and a smaller number of points need to be located (5 points in the
preprocessing shown in Fig. 2 instead the 17 points required in the feature facial
tracking: 2 for preprocessing and 15 to be tracked). However, as a disadvantage
dense flow tracking presents a much higher processing time specially working at
the original frame resolutions.

As future work, a first improvement for our system is the automatic search of
considered preprocessing and feature points in the first frame of the sequence.
It is also desirable to adapt the system to recognize several degrees of intensities
in each basic expression. A more complete fair comparison of our results with
other related works using the same expression database is also needed.
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Abstract. Visual detection and target tracking are interdisciplinary
tasks oriented to estimate the state of moving objects in an image se-
quence. There are different techniques focused on this problem. It is
worth highlighting particle filters and Kalman filters as two of the most
important tracking algorithms in the literature. In this paper, we pre-
sented a visual tracking algorithm which combines the particle filter
framework with memory strategies to handle occlusions, called as
memory-based particle filter (MbPF). The proposed algorithm follows
the classical particle filter stages when a confidence measurement can
be obtained from the system. Otherwise, a memory-based module try to
estimate the hidden target state and to predict its future states using
the process history. Experimental results showed that the performance
of the MbPF is better than a standard particle filter when dealing with
occlusion situations.

1 Introduction

Visual tracking consists of locating or determining the configuration of a known
(moving, deforming) object at each frame of a video sequence [5]. This is a
relevant problem in Computer Vision and it has been focused using different
methodologies. One of the most popular approaches in recent years is the particle
filter (PF) proposed in [4].

Particle filter has demonstrated as an efficient method in visual tracking.
Many works in the literature have proposed extensions to the original frame-
work to deal with some specific difficult problems, such as tracking in cluttered
environments, multi-dimensional or multiple object tracking, tracking through
occlusions, etc. In this work we are specifically interested in tracking through
occlusions. Particle filter algorithms for visual tracking need from a confidence
measurement which characterizes the image region associated to the target. If
the target is occluded, there are no target measurement in the image, or it is
very poor, the standard particle filter algorithm will fail. A typical strategy con-
sists of restart the tracking algorithm. Nevertheless, this is not always the best
solution and there are many works in the literature which attemp to deal with
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occlusions without restarting the system. Bagdanov et al. [2] presents a contin-
uously adaptive approach to estimating uncertainty in the particle filter to deal
with the problem of undesired uncertainty amplifications in the model update
which could lead to erroneous behavior of the tracker. Results obtained on a
set of image sequences show that the performance of the particle filter is signifi-
cantly improved through adaptive parameter estimation, particularly in cases of
occlusions and nonlinear target motion. Wang et al. [7] proposes a multi-regions
based particle filters for dealing with occlusion problems. The algorithm uses sev-
eral nearly independent particle filters (NIPF) to track each region which will
be influenced by the proximity and/or behavior of other regions. The authors
claim that the proposed algorithm is more effective in solving long-time partial
or total occlusion problem than other proposal in the literature. Ryu and Huber
[6] presents an extension to the Particle Filter algorithm for tracking multiple
objects. This approach instantiates separate particle filters for each object and
explicitly handles partial and complete occlusion, as well as the instantiation
and removal of filters in case new objects enter the scene or previously tracked
objects are removed. The experiments demonstrate that the proposed method
effectively and precisely tracks multiple targets and can successfully instantiate
and remove filters of objects that enter or leave the image area.

The aim of this work is to extend the particle filter framework to estimate the
state of a target even when it is occluded. To this aim we propose a memory-
based particle filter (MbPF). The proposed state memory is inspired by the
human visual perceptive system as far as humans are predisposed to track having
objects of interest while they are visible and to predict their trajectories from
past observations when they are occluded. This algorithm follows the classical
particle filter stages when a confidence measurement can be obtained from the
system. Otherwise, a memory-based module tries to estimate the hidden target
state and to predict the future states using historic estimates.

The rest of the paper is organized as follows. Section 2 describes the particle
filter framework. Section 3 presents the memory-based particle filter. Section 4
are devoted to present the obtained experimental results and, finally, Section 5
illustrates the conclusions and future works.

2 Particle Filters for Visual Tracking

Sequential Monte Carlo algorithms (also called Particle Filters) are a specific
class of filters in which theoretical distributions in the state-space are approxi-
mated by simulated random measures (also called particles) [3]. The state-space
model consists of two processes: (i) an observation process p(Z1:t|Xt) where Xt

denotes the system state vector and Zt is the observation vector at time t, and
(ii) a transition process p(Xt|Xt−1). Assuming that observations {Z0, Z1, . . . , Zt}
are sequentially measured in time, the goal is the estimation of the new system
state at each time step. In the framework of Sequential Bayesian Modeling, the
posterior pdf is estimated in two stages:



276 A.S. Montemayor, J.J. Pantrigo, and J. Hernández

(a) Evaluation: the posterior pdf p(Xt|Z1:t) is computed using the observation
vector Z1:t:

p(Xt|Z1:t) =
p(Zt|Xt)p(Xt|Z1:t−1)

p(Zt|Z1:t−1)
(1)

(b) Prediction: the posterior pdf p(Xt|Z1:t−1) is propagated at time step t
using the Chapman-Kolmogorov equation:

p(Xt|Z1:t−1) =
∫

p(Xt|Xt−1)p(Xt−1|Z1:t−1)dXt−1 (2)

A predefined system model is used to obtain an updated particle set. The
problem lies in a state modeling where the dynamics equation describes the
evolution of the object and the measurement equation links the observation
with the state vector. Depending on the concrete application some choices are
considered.

The aim of the PF algorithm is the recursive estimation of the posterior pdf
p(Xt|Z1:t), that constitutes a complete solution to the sequential estimation
problem. This pdf is represented by a set of weighted particles {(x0

t , π
0
t ), . . . ,

(xN
t , πN

t )}, where the weights πi
t = p(Z1:t|Xt = xi

t) are normalized. Each particle
i stores a system state xi

t at time t and a quality measure πi
t called weight,

proportional to the probability of the state xi
t.

The PF algorithm starts by initializing a population vector X0 of N particles
using a known pdf. The measurement vector Zt at time step t is obtained from
the system, and particle weights Πt are computed using a fitness function. The
weights are normalized and a new particle set X∗

t is selected. Taking into account
that particles with larger weight values can be chosen several times, a diffusion
stage is applied to avoid the loss of diversity in X∗

t . Finally, particle set at time
step t + 1, Xt+1, is predicted using the motion model. The pseudocode of a
general PF is detailed in [1].

In short, Particle Filters are algorithms that handle the evolution of particles.
Particles in PF are driven by the state model and are multiplied or eliminated
according to their fitness values (weights) as determined by the pdf [3]. In visual
tracking problems, this pdf represents the probability that the object is in a
determined position and/or orientation in the frame.

3 The Memory-Based Particle Filter

Figure 1 shows the memory-based particle filter (MbPF) algorithm scheme. The
proposed algorithm follows a Particle Filter scheme (see section 2 for a detailed
explanation) except when the tracked target is occluded. The estimation that an
occlusion takes place will be described next. In this case, an alternative strategy
based on the history of the process is used. Past estimations by the current time
tc are stored in a set {ŝt, tc−TM ≤ t ≤ tc} where ŝt is the estimated target state
at time t and TM is the selectable number of frames of the length of the memory.
In this work we consider a target state given by its 2D position (ŝt = [x̂t, ŷt]). In
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Fig. 1. Algorithm overview

the same way, the state sp of each particle p in the particle set is given by the
dupla sp = [xp, yp] and an associate weight πp. The rest of this section analyzes
the succesive involved modules in detail.

3.1 Initialization

The aim of the stage is to provide initial values to the particles state. This initial
stage is performed only once, at time t = 0. As a result, each particle p in the
particle set randomly initializes its state [xp, yp] over the whole image as:

{
xp

0 = R([0, W ])
yp
0 = R([0, H ]) (3)

where R is a random uniform variable in a given range (in this case, [0, W ] or
[0, H ]), W and H are the image length and width, respectively, and p ∈ [1, N ],
where N is the number of particles in the particle set.

3.2 Weight Computation

This subtask receives a segmented image It
M from the system at time t. It

M

is a binary image in which white pixels correspond to target and black pixels
correspond to other image regions. The weight πp

t assigned to each state sp
t of

the particle p at time t is computed summing up the number of white pixels that
belongs to a predefined object bounding box in the measurement image It

M :
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πp
t =

xp
t +(Lx/2)∑

w=xp
t−(Lx/2)

⎛
⎝ ys+(Ly/2)∑

h=ys−(Ly/2)

It
M (w, h)

⎞
⎠ (4)

where Lx and Ly are the size of the predefined bounding box. The higher the
number of white pixels contained in the object bounding box, the higher the
likeliness of the particle is.

3.3 Occlusion Condition

We consider a target is occluded when there are no particles in the particle set
with a weight higher than a given threshold. In other words:

Occlusion? = (πp ≤ tho, ∀p ∈ [1, N ]) (5)

where N is the number of particles in the particle set and tho is a predefined
threshold.

3.4 Particle-Based Estimation

The particle-based estimation is computed as the state of the particle in the
particle set with maximum weight. In mathematical terms, the estimation at
time t is given by:

ŝt = argmaxπp({sp, ∀p ∈ [1, N ]}) (6)

where N is the number of particles in the particle set.

3.5 Selection

Particle set for the next time step t+1 is made up of particles selected from the
particle set at time t. Particles are selected with probabilities according to their
weights.

3.6 Diffusion

The previous selection stage may select the same particle several times. The PF
diffusion method is used to keep the needed diversity in the particle set once
the selection stage was performed. This diffusion basically consists of a random
perturbation of the state of every particle:

{
x′p = xp + R([−r, r])
y′p = yp + R([−r, r]) (7)

where x, y and x′, y′ denote the spatial variables before and after the pertur-
bation, respectively, and R(−r, r) is a random uniform variable in a predefined
range [−r, r].
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3.7 System Model

The system model describes the temporal update rule for the system state [8].
The tracked object state consists of a given number of spatial coordinates and
their corresponding velocities. In mathematical terms, the update rule can be
expressed as follows:

⎧⎪⎪⎨
⎪⎪⎩

xp
t+δt = xp

t + ẋp
t δt + R([−r, r])

yp
t+δt = yp

t + ẏp
t δt + R([−r, r])

ẋp
t+δt = ẋp

t + R([−vr, vr])
ẏp

t+δt = ẏp
t + R([−vr, vr])

(8)

where x, y denote the spatial variables, ẋ, ẏ are the first derivatives of x, y with
respect to t, δt is the time step and R is a random uniform variable in a predefined
range, which allow changes in the object state in the ranges [−r, r] for the position
and [−vr, vr] for the velocity. The values of r and vr depend on the expected
changes in the position and velocity of the tracked object.

3.8 Memory-Based Estimation

The memory-based estimation is performed when no confidence measurement of
the system state is available. This situation is typically arises when an occlusion
occurs. Then, the proposed algorithm trusts the system state history more than
the current measurement. Let SM = {ŝt, t ∈ [tc−1 − TM , tc−1]} the set of
estimates stored in the history of the process up to the current time step tc. We
compute the estimate at current time tc by means of a well-known least squares
method. To achieve this goal, we first compute the least square line for each
variable of the SM set:

{
x(t) = axt + bx

y(t) = ayt + by
(9)

where ax, bx, ay, by are the coefficients obtained by means of the least squares
method. Finally, we obtain the system estimate ŝtc = [x̂tc , ŷtc ] at time tc, by
replacing t = tc in the former expressions, obtaining:

{
x̂tc = x(tc) = axtc + bx

ŷtc = y(tc) = aytc + by
(10)

3.9 Memory-Based Prediction

The memory-based prediction consists of the computation of a bounding box
containing the object in the next time step. The size of this bounding box de-
pends on a confidence estimation. This confidence decreases when there is no
measurement available. It gets even lower as the number of frames without ob-
servation increases once we lost the target or it was occluded. This bounding
box will be greater at each time step while the confidence decreases.
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The predicted bounding box is defined by a position of its geometrical cen-
ter [xBB

t , yBB
t ] and a size [LxBB

t , LyBB
t ]. The position [xBB

t , yBB
t ] is predicted

following the same philosophy of the previous memory-based estimation stage.
The size [LxBB

t , LyBB
t ] is updated from an initial predefined size [LxBB

0 , LyBB
0 ],

using a confidence measurement Ct at time t, as follows:
{

LxBB
t = LxBB

0 + Ct × δLx
LyBB

t = LyBB
0 + Ct × δLy

(11)

where [δLx, δLy] are predefined increments for the bounding box width and
height, respectively. Next section explains how to update the confidence mea-
surement Ct.

3.10 Confidence Measurement Update Rule

The confidence measurement is updated at every time step, according to the
following rule:

Ct+1 =

{
Ct + δC, if hidden target
0, if visible target

where δC is a predefined parameter which models the loss of confidence when
no object evidence is achieved by the measurement model in the current frame.

Fig. 2. Some non-consecutive frames extracted from the circular sequence

4 Experimental Results

This section is devoted to present and discuss the obtained experimental results.
The proposed algorithm memory-based particle filter (MbPF) has been tested
for the single object visual tracking in synthetic sequences. In these sequences,
the object appears as a white squared region when it is visible and as a square
red region when it is hidden (see Figure 2). The red regions in the image are
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Fig. 3. Obtained results in different trajectories: (a) square, (b) circle, (c) spiral, (d)
line and (e) sinusoidal. Yellow and red points represent visible and hidden target esti-
mations, respectively.

not detected as object by the measurement model although it is shown for easy
verification. Therefore, this represents an occlusion situation for the tracking
algorithm. The tracked target follows a predefined trajectory. We have tested five
different trajectories: circular, rectangular, sinusoidal, spiral and linear. Figure
3 shows the trajectory achieved and predicted by the MbPF. The estimations
performed by the MbPF when the target is visible are represented by yellow
points, while the estimations performed through occlusions are represented by
red points.

In order to have a comparison baseline, a standard particle filter (PF) has
been tested in the same experimental conditions. We have measured the accu-
racy of PF and MbPF in the five image sequences presented above. The accuracy
measurement is computed as the number of target pixels that belongs to the es-
timate bounding box. In mathematical terms, the accuracy A(ŝt) of the estimate
ŝt) at time t is computed as follows:

A(ŝt) =

x̂t+(Lx/2)∑
w=x̂t−(Lx/2)

⎛
⎝ ŷt+(Ly/2)∑

h=ŷt−(Ly/2)

It
M (w, h)

⎞
⎠

Lx × Ly
(12)

where It
M measurement image and parameters [Lx, Ly] are the size of the pre-

defined bounding box.
Figure 4 shows the average accuracy results obtained by PF and MbPF when

the target is visible and hidden in the considered sequences. As it can be seen
in the figure, PF and MbPF obtain the same results when the object is visible.
However, the accuracy of the MbPF is much better than PF through occlusions.
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Fig. 4. Accuracy results in different trajectories obtained by PF and MbPF, when the
target is visible and when it is hidden

Fig. 5. Accuracy results in different trajectories obtained by PF and MbPF

As a result, the average accuracy results for the whole sequences are also in
favour of our proposal, as it is depicted in Figure 5.

5 Conclusion and Future Work

In this paper, we presented a visual tracking algorithm which combines the par-
ticle filter framework with memory strategies to handle occlusions, called as
memory-based particle filter (MbPF). The proposed algorithm follows the clas-
sical particle filter stages when a confidence measurement can be obtained from
the system. Otherwise, a memory-based module tries to estimate the hidden
target state and to predict the future states using the process history. The per-
formance of the MbPF has been compared with a standard particle filter (PF)
in image sequences in which a target is tracked through occlusions. In spite of its
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simplicity, MbPF achieves very promising results on the tested image sequences,
demonstrating better performance than a PF in all the considered experiments.
These experimental results allow us to be optimistic about the MbPF application
in real environments.

In a future work, we will extend the proposed algorithm to handle multi-
dimensional problems. We are particularly interested in the multiple object
tracking problem with occulsions. Finally, we will apply learning methods to
improve the performance of the memory-based stages.
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Abstract. In this paper, we describe an automatic classification sys-
tem of welding defects in radiographic images. In a first stage, image
processing techniques, including noise reduction, contrast enhancement,
thresholding and labelling, were implemented to help in the recognition
of weld regions and the detection of weld defects. In a second stage, a set
of geometrical features which characterise the defect shape and orienta-
tion was proposed and extracted between defect candidates. In a third
stage, an artificial neural network for weld defect classification was used
under a regularisation process with different architectures for the input
layer and the hidden layer. Our aim is to analyse this ANN modifying
the performance function for differents neurons in the input and hidden
layer in order to obtain a better performance on the classification stage.

1 Introduction

The reliable detection of defects is one of the most important tasks in nonde-
structive tests, mainly in the radiographic test, since the human factor still has
a decisive influence on the evaluation of defects on the film. The purpose of the
automation of the process of analysis of digitized radiography is to reduce the
analysis time and eliminate the subjective aspect in the analysis done by the
inspector, this way increasing the reliability in the inspection.

Normally, a system of automatic inspection of radiographic images of welded
joints consists usually on the following stages: digitalisation of the films, image
pre-processing seeking mainly the attenuation/elimination of noise; contrast im-
provement and discriminate feature enhancement, a multi-level segmentation of
the scene to isolate the areas of interest (the weld region must be isolated from
the rest the elements that compose the joint), the detection of heterogeneities,
feature extractions and, finally, classification in terms of individual and global
features through tools of pattern recognition. To date, the stage corresponding
to the classification of patterns has been one of the most studied in terms of
research [1,2,3,4,5,6,7,8].

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 284–293, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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This paper analyses the efficiency of the an artificial neural network for weld
defect classification used under a regularisation process with different architec-
tures for the input layer and the hidden layer in order to obtain a better perfor-
mance on the classification stage.

2 Experimental Methodology

Fig. 1 shows the major stages of our welding defect detection system. Digi-
tal image processing techniques are employed to lessen the noise effects and to
improve the contrast, so that the principal objects in the image become more
apparent than the background. Threshold selection methods, labelled techniques
and feature extraction are used to obtain some discriminatory features that can
facilitate both the weld region and defects segmentation. Finally, features ob-
tained are input pattern to artificial neural network (ANN). Previously, principal
component analysis (PCA) is first used to perform simultaneously a dimensional
reduction and redundancy elimination. Secondly, an ANN is employed for the
welding fault identification task where a regularisation process was employed in
order to obtain a better generalisation.

Radiographic films can be digitised by several systems. The most common way
of digitisation is through scanner, which work with light transmission - usually
called transparency adapters. In this present study, an UMAX scanner was used,

Noise reduction

Contrast
enhacement

Preprocessing

Weld segmentation

Labelling

Weld region

Feature extraction

segmentation

ROI

Defect segmentation

Labelling

Defect
segmentation

Feature extraction

ANN

PCA

Regularization

Radiographic Image

Results

Thresholding Otsu Thresholding Otsu

Fig. 1. Procedure for the automatic welding defect detection system
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model: Mirage II (maximum optical density: 3.3; maximum resolution for films:
2000 dpi) to scan the IIW films.

After digitising the films, it is common practice to adopt a preprocessing
stage for the images with the specific purpose of reducing/eliminating noise and
improving contrast. Two preprocessing steps were carried out in this work: in
the first step, for reducing/eliminating noise an adaptive 7-by7 Wiener filter
and 3-by-3 Gaussian low-pass filter were applied, while for adjusting the image
intensity values to a specified range contrast enhancement was applied, mapping
the values in intensity input image to new values in the output image, so that
values between the bottom 1% (0.001) and the top 1% (0.99) of the range are
mapped to values between [0 1]. The rest values are clipped.

The weld region segmentation is developed in three phases. The goal of the
first phase is to find an optimal overall threshold that can be used to convert
the gray scale image into a binary image, separating an object’s pixels from the
background pixels. In a second phase, the connected components in the binary
image are labelled. To conclude, in a third phase, as a criterion to select between
labelled objects, the maximum area is established. In this way, we identify the
weld region from among all the objects of the image.

The segmentation of heterogeneities is developed in three phases. In the first
phase, the bounding box image obtained in the previous stage is binarised. For
this, we use Otsu’s method to choose the optimum threshold. The second phase
uses a binary image, where non-zero pixels belong to an object and 0-pixels con-
stitute the background. The algorithm traces the exterior boundary of objects,
as well as boundaries of holes inside these objects. It also descends into the out-
ermost objects (parents) and traces their children (objects completely enclosed
by the parents).

The last stage is the feature extraction in terms of individual and overall
characteristics of the heterogeneities. The output of this stage is a description of
each defect candidate in the image. In the present work, features describing: area,
centroid (X and Y coordinates), major axis, minor axis, eccentricity, orientation,
Euler number, equivalent diameter, solidity, extent and position. Some more
details about these stages can be find on the Vilars reference [9]

2.1 Principal Component Analysis

The dimension of the input feature vector of defect candidates is large, but
the components of the vectors can be highly correlated and redundant. It is
useful in this situation to reduce the dimension of the input feature vectors. An
effective procedure for performing this operation is principal component analysis.
This technique has three effects: it orthogonalises the components of the input
vectors (so that they are uncorrelated with each other), it orders the resulting
orthogonal components (principal components) so that those with the largest
variation come first, and it eliminates those components that contribute the
least to the variation in the data set. Applying data compression implies reducing
the number of required components, as much as possible, without losing relevant
information. This is accomplished by the expression of the extracted features in a
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different vectorial basis which is obtained in such a way that the new basis vectors
are those directions of the data which contains the most relevant information.
PCA assumes linearity, so the new basis is a linear combination of the original.
This assumption really simplifies the problem since it restricts the set of possible
new bases. X is the original data set, a m × n matrix, where m is the number
of measurement types and n the number of samples. The goal of PCA is to find
some orthonormal matrix P where the compressed data Y = PX such that the
covariance matrix of the compressed data CY = 1

n−1Y Y T is diagonalised. This
means that the compressed data is uncorrelated. The rows of P are the principal
components of X .

In practice, computing PCA of a data set X entails subtracting off the mean
of each measurement type because of the assumption of PCA that variance
means information [10,11]. Once the eigenvectors have been found the input data
can be transformed. Performing dimensional reduction implies ignoring some
eigenvectors. The tradeoff between the wanted low dimension and the unwanted
loss of information can be defined as

IK =
∑k

i=1 βi∑m
i=1 βi

· 100% (1)

where K denotes the number of eigenvectors that is used, m denotes the dimen-
sion of the input data and IK is the percentage of information (variance) that
is kept in the compression.

2.2 Multi-layer Feed-Forward Artificial Neural Network

Nonlinear pattern classifiers were implemented using ANNs of the supervised
type using the error backpropagation algorithm and two layers, one hidden layer
(S1 neurons) using hyperbolic tangent sigmoid transfer function and one output
layer(S2 = 5 neurons) using a linear transfer function. The topology of the
network used in this work is illustrated on the right in Fig. 2.

Backpropagation was created by generalising the Widrow-Hoff [12] learning
rule to multiple-layer networks and nonlinear differentiable transfer functions.
In this work, a BFGS algorithm was used to train the network. The quasi-
Newton method that has been most successful in published studies is the Broy-
den, Fletcher, Goldfarb, and Shanno (BFGS) update which is described in [13].
The algorithm requires more computation in each iteration and more storage
than the conjugate gradient methods, although it generally converges in fewer
iterations. One of the problems that occur during neural network training is
called overfitting. The error on the training set is driven to a very small value,
but when new data is presented to the network the error is large. The network
has memorized the training examples, but it has not learned to generalize to
new situations.

One method for improving network generalization is to use a network that is
just large enough to provide an adequate fit. The larger network you use, the
more complex the functions the network can create. If you use a small enough
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network, it will not have enough power to overfit the data. Unfortunately, it is
difficult to know beforehand how large a network should be for a specific appli-
cation. There are two other methods for improving generalization: regularisation
and early stopping.

In early stopping technique the available data is divided into three subsets.
The first subset is the training set, which is used for computing the gradient and
updating the network weights and biases. The second subset is the validation
set. The error on the validation set is monitored during the training process. The
validation error normally decreases during the initial phase of training, as does
the training set error. However, when the network begins to overfit the data, the
error on the validation set typically begins to rise. When the validation error
increases for a specified number of iterations, the training is stopped, and the
weights and biases at the minimum of the validation error are returned. The test
set error is not used during training, but it is used to compare different models.
If the error in the test set reaches a minimum at a significantly different iteration
number than the validation set error, this might indicate a poor division of the
data set. The problem in this method is in the election of each data set. The
method is very dependent of the number of elements in each data set. A class
can appear in a data set totally but cannot appear in another data set at all.

Another method for improving generalisation is called regularisation. This in-
volves modifying the performance function, which is normally chosen to be the
sum of squares of the network errors on the training set. The typical perfor-
mance function used for training feed-forward neural networks is the mean sum
of squares of the network errors.

F = mse =
1
N

N∑
i=1

(ei)2 =
1
N

N∑
i=1

(ti − a1)2 (2)

where t is the target and a is the network output. It is possible to improve
generalisation changing the performance function by adding a term that consists
of the mean of the sum of squares of the network weights and biases.
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msereg = γmse + (1 − γ)msw (3)

where γ is the performance ratio and

msw =
1
N

N∑
i=1

(wj)2 (4)

Using this performance function causes the network to have smaller weights and
biases, and this forces the network response to be smoother and less likely to
overfit. The problem with regularization is that it is difficult to determine the
optimum value for the performance ratio parameter. If we make this parameter
too large, we might get overfitting. If the ratio is too small, the network does not
adequately fit the training data. With the aim of obtaining the best performance
function, the γ parameter is swept from 0.1 to 1.

3 Results and Discussions

The performance of the system is obtained with a regression analysis between
the network response and the corresponding targets. An artificial neural network
can be more efficient if varying the number of neurons R in the input layer
(by means of principal component analysis) and S1 in the hidden layer and
observing the performance of the classifier for each defect and for each gamma
of regularisation process. In this way, it was possible to obtain the most adequate
number of neurons for the input and hidden layer and more appropriate gamma
in the process of regularisation.

Previously, the error considered in the training phase was defined as the mean
square error between the current outputs of the ANN and the desired outputs for
the training data. During the training, a pattern vector p with defects and non
defects were input to the neural network. In an ANN for pattern classification
the number of neurons in the output layer corresponded to the number of classes
studied, in our case 5 classes. Therefore, five output neurons (S2 = 5) were used
to discriminate between non defect, slag inclusion, porosity, transversal crack
and longitudinal crack. Next, a reduced input feature pattern R by means of
PCA was used as the ANN input, of which each feature of the defect candidate
corresponded to an input of the network, while the output indicated one of the
classes. In the same way, hidden layer was varying the number of neurons S1

from 12 to 24. Finally, a third parameter gamma was varying from 0.1 to 1 in
order to determine the optimum value for the performance ratio parameter.

The following figures, 3, 4 illustrate the graphical output of mean correlation
coefficient (for all classes) provided for the regression analysis for each gamma in
the regularisation process. In general, all outputs seem to track the targets rea-
sonably very well for all the gamma values in the modified performance function
due to the mean of correlation coefficients are above 0.8. For some determined
number of PCA variation below 95% this mean for the correlation coefficient is
not so good. For some values in the hidden and input layer, the values are better



290 R. Vilar, J. Zapata, and R. Ruiz

Fig. 3. Mean correlation coefficient for all defect classes with differents gamma in the
modified performance function
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Fig. 4. Mean correlation coefficient for all defect classes with differents gamma in the
modified performance function



292 R. Vilar, J. Zapata, and R. Ruiz

Table 1. Correlation coefficients (C.C.) for a specific γ and number of neurons in the
input layer (R) and hidden layer (S1) correspondents for mean and for each defect class

Lambda (γ) 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
S1 12 12 12 12 12 18 12 12 14 20
R 11 11 11 10 11 11 11 10 8 7
Mean 0.7985 0.8028 0.7997 0.8077 0.7951 0.8101 0.7905 0.7959 0.7837 0.7976
No defect 0.9101 0.9161 0.9096 0.8869 0.8919 0.8657 0.8982 0.9214 0.8864 0.9037
Slag Incl 0.6892 0.6761 0.6916 0.6542 0.6618 0.6673 0.6642 0.6306 0.7231 0.6826
Poros 0.7204 0.7429 0.7171 0.7477 0.7414 0.7608 0.7477 0.7144 0.6996 0.6791
T crack 0.7874 0.7166 0.7874 0.7874 0.7874 0.8637 0.7166 0.7874 0.7166 0.9341
L crack 0.8854 0.9623 0.8930 0.9623 0.8930 0.8930 0.9258 0.9258 0.8930 0.7883

in any case. These results are shown in Table 1 for each gamma value and defect
types for a better interpretation. Underlined results are the optimum values for
our aim.

In Table 1 is indicated that the best implementation is a neural network with
PCA with a conservation of 99.9% (11 input neurons) in the data information, a
hidden layer with 18 neurons with a hyperbolic tangent sigmoid transfer function
and an output layer with a linear transfer function. The regularisation method is
based on a modified performance function with γ = 0.6. The training algorithm
is a quasi-Newton algorithm for fast optimisation based on the work of Broyden,
Fletcher, Goldfarb and Shanno (BFGS algorithm).

4 Conclusions

The developed work is devoted to solving one of the stages, maybe the most del-
icate, of a system of automatic weld defect recognition: the automatic classifica-
tion of the defects. The main conclusions and contributions to this end are listed
next: this paper presents a methodology dedicated to implementing a system of
automatic inspection of radiographic images of welded joints: digitalisation of
the films, image pre-processing directed mainly at the attenuation/elimination
of noise, contrast improvement and discriminate feature enhancement facing the
interpretation, multi-level segmentation of the scene to isolate the areas of inter-
est (weld region), heterogeneity detection and classification in terms of individual
and overall features by means of an ANN.

The aim of this paper is obtain the best performance of an ANN using tech-
niques of regularisation, principal component analysis in the input layer and
differents neurons in the hidden layer. With this purpose, an ANN was used to
classify welding defects with different gamma parameters in the modified per-
formance function and with different number of neurons in each layer. After a
test phase and updating for the specific proposed technique, an valuation of the
relative benefits is presented. From the validation process developed with 375
heterogeneities covering five types of defect were extracted form 86 radiographs
of the collection of the IIW, it can be concluded that the proposed technique is
capable of achieving good results when the best implementation adopted is an
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ANN with PCA with a conservation of 99.9 % (11 input neurons) in the data
information, a hidden layer with 18 neurons and with a improving generalisation
method using a modified performance function with γ = 0.6.
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Abstract. This paper presents a supervised neural architecture, called
SOON, for texture classification. Multi-scale Gabor filtering is used to
extract the textural features which shape the input to a neural classifier
with orientation invariance properties in order to accomplish the classi-
fication. Three increasing complexity tests over the well-known Brodatz
database are performed to quantify its behavior. The test simulations,
including the entire texture album classification, show the stability and
robustness of the SOON response.

1 Introduction

In the last years numerous methods have been proposed for texture analysis. A
typical texture classification system consists of two phases: (a) a feature extrac-
tion phase, where the features of the texture images included in the experiment
are extracted and (b) a classification phase, where a texture class membership
is assigned to a texture class according to its texture features. Among the fea-
ture extraction techniques proposed, Gabor filtering is appealing because of its
simplicity and support from neurophysiological experiments. The link between
Gabor functions and the mammalian visual system has been investigated and
discussed by various authors [1]. We can find many other ways of filtering in the
literature of texture analysis, wavelet-based, finite impulse response (FIR) filter,
etc.

This article proposes a Supervised OrientatiOnal invariant Neural architec-
ture (SOON) for texture classification using Gabor filtering over multiple scales
for feature extraction. Mellor et al. [2] described a method based on invariant
combinations of linear filters which provide scale invariance, resulting in a tex-
ture description invariant to local changes in orientation, contrast and scale and
robust to local skew. For classification problems, this method used a texture
discrimination based on the χ2 similarity measure applied to histograms derived
from filter responses. In this paper, a comparison to the Lazebnik et al. method
[3] over the entire Brodatz database is included, achieving a slightly better re-
sult. Shutao Li et al. [4] used discrete wavelet frame transform (DWFT) for
feature extraction and support vector machines (SVMs) as classifier method.

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 294–303, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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They applied SVMs for texture classification, using translation-invariant fea-
tures generated from the discrete wavelet frame transform. In this work, they
compared to the traditional Bayes classifier, the learning vector quantization
algorithm, and SVMs on the Brodatz texture album, obtaining better rates for
SVMs method. Chen et al. [5] used the ICA (Independent Component Analy-
sis) filters in a feature selection scheme based on recursive feature elimination
for multi-class texture classification using least squares support vector machine
(LS-SVM) classifiers. They used the maximum value of the margin differences
of binary classifiers to rank the features and omit ones with minimum values,
inferring this method is more robust to oscillation and so, better in cases with
small training sets. Selvan and Ramakrishnan [6] based its work on the wavelet
transform and the singular value decomposition (SVD). They used the Kullback-
Leibler distance (KLD) between estimated model parameters of image textures
as a similarity metric to perform the classification using minimum distance clas-
sifier. Results achieved using their method over the entire Brodatz collection
proved satisfactory. Grossberg and Williamson [7] and Bhatt et al. [8] proposed
one neural architecture of visual processing each simulating human behavior
in the analysis of textured scenes. Feature extraction is performed by a multi-
scale oriented filter. The process of texture categorization includes a Gaussian
ARTMAP in [7], while in [8] this process is more elaborated using supervised
ART recognition methods [9] and feedback from categorization stages to feature
extraction stages. Both models show their good results in the classification of
texture images from Brodatz album. The SOON model follows this bio-inspired
line in the development of the proposed artificial neural system.

Most of the existing approaches have used small subsets of the texture database
used. Furthermore, the images usually selected form classes with strong intra-class
homogeneity as well as significant inter-class dissimilarity. Limiting the analy-
sis only to homogeneous textures makes the problem artificial and far from real
scenes. Real scenes are composed of homogeneous textures and particularly of
non-homogeneous ones. The Brodatz texture database [10] is widely used to eval-
uate texture classification algorithms, because it includes textures both homoge-
neous and non-homogeneous, and large-scale patterns. Therefore, including all the
textures from the Brodatz album makes the analysis more difficult but realistic.

In order to properly analyze the performance of our proposal, we have used
three benchmarks using the Brodatz database: small subset (10 textures), medium
subset (30 textures) and the entire collection. The present paper is structured
as follows. In section 2, we give a general picture of the proposed architecture
in order to analyze the two phases which comprise it in sections 3 and 4. Test
results are disclosed in section 5. Section 6 includes conclusions.

2 Proposed Neural Model

The SOON architecture develops a multi-scale neural model to classify textured
scenes. From a structural standpoint, SOON has two sequential phases: multi-
scale feature extraction and pattern classification (see Fig. 1). First phase covers
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the preprocessing of the original image performing a contrast enhancement, a
multi-scale oriented filtering, and a Gaussian smoothing. In contrasting stage,
the image is enhanced through ON and OFF channels for each scale processing.
Each channel performs a center-surround competition with processing surround-
ings depending on the scale. Thereafter, in each scale, fusion signal of the ON
and OFF channels is filtered in multiple orientations using two Gabor kernels
with odd and even profiles. Due to the high variability of the Gabor filtering,
signals are smoothed through Gaussian kernels with variance depending on the
scale. Output from smoothing in every scale, shapes the input pattern to the
categorization neural architecture, that is, the second phase. This neural net-
work accomplishes a supervised categorization of the input pattern, taking into
account orientational invariances.

Fig. 1. SOON architecture structure

3 Multi-scale Feature Extraction

As explained in the introduction section, an important number of texture clas-
sification methods use filters to extract features for classifying. Studies of the
human visual system have found that stimuli take part in enhancement processes
located in retinal cells and LGN [11]. Later, they are processed by simple cells in
the V1 visual area using orientation and spatial selective frequencies. It has also
been established Gabor profiles match properly against receptive field profiles
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of simple cells and these exist in opposite pairs [12]. In this sense, the visual
cortex can be modeled as a set of independent channels, each with a particular
orientation and spatial frequency tuning [13].

SOON architecture includes a contrast enhancement and an oriented filtering
stage (see Fig. 1). Both stages are modeled using a membrane potential com-
petition network [14]. In a stationary situation, this equation is expressed as
the normalization between the net input (difference between excitation and in-
hibition) and the total input (excitation plus inhibition). So, this normalization
computes ratio contrast and solves the noise-saturation dilemma. The enhance-
ment process follows this behavior and it is constituted by opponent channels
ON and OFF (see Fig. 1). These channels produce a center-surround interac-
tion, on-center off-surround for ON channels and off-center on-surround for OFF
channels. Equation (1) specifies these cells behavior.

c
(s)
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∑
G

e(s)
pq Ipq −

∑
G

i(s)
pq Ipq

A +
∑

G
e(s)
pq Ipq +

∑
G

i(s)
pq Ipq

(1)

where c
(s)
ij is the activity of the cell located in position (i, j) for the scale s of

ON or OFF channel, Ge(s) and Gi(s) are the excitatory and inhibitory fields
with s scale, Ipq is the input image and A is the decay constant factor. Both
excitation and inhibition are Gaussian kernels with σ(s) as the scale-dependent
spatial variance.

All Gaussian kernels are normalized. In order to achieve ON channels, an
excitation variance smaller than the inhibition one will be assigned for each scale.
OFF channels are obtained as the opposite of the corresponding ON channel,
shaping opposite pairs. In our tests we have used A = 0.1 and σ(s) (ON channel,
scales s, m and l) 1.0, 2.0, 4.0 for excitation, and 2.5, 4.0, 8.0 for inhibition.

ON and OFF signals access to the oriented and multi-scale filtering. Activities
in this stage follow the behavior described by the membrane potential equation
where excitation and inhibition are determined by Gabor profiles. We use the
even (E(s)

ijk) and odd (O(s)
ijk) Gabor kernels. Even cell activity is given by (2).
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where a
(s)
ijk is the even cell activities for position (i, j) and orientation k{k=0,1,...,N-

1 with θ ∈ [0◦, 180◦]}, |.| represents the absolute value, [c]+ = max (0, c), and A

is a decay constant. Similarly for odd cell activity, b
(s)
ijk, with Gabor kernel O

(s)
ijk .

In the tests performed, the parameter are: A = 1; λ = 1.5; F (s)(s, m, l)=0.16,
0.06, 0.04; σ(s)(s, m, l)=2, 6, 8; and N = 6 {k=0, 1, 2, 3, 4, 5 for θ = 0◦, 30◦, 60◦,
90◦, 120◦, 150◦}.
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Due to the high spatial variability of Gabor filter response, a full-wave rectified
signals smoothing is performed using a Gaussian kernel with scale-dependence
variance. In (3) even activity, e

(s)
ijk, is shown. Similarly for odd cell activity, f

(s)
ijk .

e
(s)
ijk =

∑
G(s)

pq

∣∣∣a(s)
pqk

∣∣∣ (3)

Variances used in the test simulations performed are σ(s)(s, m, l) = 1.5, 2.5, 6.0.

4 Orientational Invariant Neural Classifier

Signals from the smoothing stage in every image position (i, j) shape the input
pattern to the categorization neural architecture. Equation (4) shows the pat-
tern components for the scale (s) = {s short, m medium, l large} and for the N
orientations, k = 0, 1, ..., N − 1.

Pij =
(
es

ij0, e
m
ij0, e

l
ij0, f

s
ij0, f

m
ij0, f

l
ij0, ...e

s
ijN−1, e

m
ijN−1, e

l
ijN−1, f

s
ijN−1, f

m
ijN−1, f

l
ijN−1

)
(4)

SOON model is a network based on the Fuzzy ART theory [15] and categorizes
patterns generating orientational invariances. Invariance generation theoretical
base in SOON is settled on the analogous values of the filtering components e

(s)
ijk

and f
(s)
ijk for an orientation k in a texture T in comparison to e

(s)
ijK and f

(s)
ijK for

the same texture T rotated an angle K − k. That is, the texture pattern can be
obtained shifting the components e

(s)
ijk and f

(s)
ijk from orientation k to orientation

K + k, for all orientations k = 0, 1, ..., N − 1.
It is clear that texture rotations at angles not considered into the k ori-

entations chosen are more weakly absorbed than the rotations taken into ac-
count. For example, if within the k orientations chosen in our model we consider
N = 6 (0◦, 30◦, 60◦, 90◦, 120◦, 150◦), the rotations of textures processed fitting
with these orientations will be entirely invariant. The remaining rotations will be
absorbed to a greater or lesser extent with patterns shifted in close orientations.
That is to say, a texture rotated 65◦ will be completely defined with the pattern
resulting from two displacements (k = 2, 60◦), but if it is a 75◦ rotation, either
a pattern from two (k = 2, 60◦) or three displacements (k = 3, 90◦) will more
weakly define the texture features.

SOON generates N patterns, Pijn where {n = 0, 1, ..., N −1}, from the initial
pattern by means of N successive one-position shifting of the pair e

(s)
ijk, f

(s)
ijk , as

it is shown in (5). Each pattern is 6 ∗ N dimensional.
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SOON has two levels of neural layers (see Fig. 1), the input level F1 with N
layers and complementary coding, and the categorization level F2, where its
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output is linked to the texture label (l = 0, 1...Nl − 1) by a linking weight Ldl

defined by (6). A node of F2 represents one category formed by the network
and it is characterised by its weight vector wmd with {m = 0, 1, ..., M} and
{d = 0, 1, ..., Nc} where M is the layer dimension of the F1 level, M = 2∗N+2∗N
(complementary coding), and Nc the number of committed nodes in F2.

Ldl =
{

1 if category d is linked to texture l
0 in other case (6)

Each pattern In from F1, In = (Pijn, 1 − Pijn), through the adaptive weights
wd, determines the activation function, Tnd (7) and Td (8) for those committed
nodes linked to same texture label as the one being processed, i.e., Ldl = 1.
Activity of nodes linked to other texture classes (Ldl = 0) is reset because a
supervised learning is done.

Tnd =
|In ∧ wd|
α + |wd|

(7)

Td =
{

max{Tnd : n = 0, 1, ..., N − 1} if Ldl = 1
0 if Ldl = 0 (8)

where || is the L1 norm of the vector, ∧ is the fuzzy AND operator ((p ∧ qi=min
(pi, qi) and α > 0 is the choice parameter, usually chosen close to zero for a good
performance. In all our test simulations, we have use α = 0.05. The maximum
activity is generated by pattern II .

Once F2 nodes are activated, a winner takes all competition is performed,
TD = max(Td), and the winner, d = D is selected. Then, the vigilance criterion
is checked (9) between the generator pattern, II , and the adaptive vector of the
F2 winner node, wD.

|II ∧ wD|
|II |

≥ ρ (9)

where ρ is the vigilance parameter, which lies within the interval [0, 1].
If this criterion is respected, the network enters in resonance and the input

vector, II , is learnt according to (10).

wnew
D = β

(
II ∧ wold

D

)
+ (1 − β)wold

D (10)

where D is the index of the winning node and is the learning rate (β = 0.5).
Otherwise a reset occurs, where a total inhibition is performed in the F2 selected
node, setting TD = 0, and a new cycle search initiates. It is not needed to check
the vigilance criterion for the other orientational inputs, In with n �= I, because
the one maximizing the F2 activity function, Td, is the one maximizing the
vigilance criterion (II). If there is not a committed node resonating the network,
a F2 non-committed node will be selected as the winner, so the winner will be
d = Nc and Nc = Nc +1. Once the network has been trained, it can be used as a
classifier. The classification process is similar to the learning one, excepting there
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is no weight modification, the network learning is temporally disabled (β = 0),
i.e. wnew

D = wold
D .

An input vector is presented until the network enters in resonance. The texture
label (l) from that resonance node (d) apprises us about the predicted texture,
that is, the texture class for the input vector will be l with Ldl = 1.

5 Texture Classification Benchmark Test Simulations

Brodatz album [10] consists of 111 images of size 642x642 pixels. Partitioning
each image into 9 non-overlapping sub-images of 214x214 pixels, we obtain 999
sub-images with 111 texture classes. In order to determine the behavior and
reliability of SOON, we have used three benchmarks: a small subset (10 textures),
a medium subset (30 textures) and the entire collection. We have compared our
model with other relevant methods working over the same texture subsets.

5.1 10 Texture-Class Test

Bhatt et al. [8] proposed a neural architecture for texture segregation called
dARTEX. Our neural architecture shares with dARTEX the use of the Adap-
tive Resonance Theory (ART) [9] [15]. In order to validate dARTEX, Bhatt et
al. [8] performed a test, called “1 texture/image with attention” of 10 texture
classes from Brodatz collection. In our “10 texture-class test” we chose the same
textures: grass, herringbone, weave, wool, french canvas, paper, wood, cotton
canvas, oriental cloth, jeans and raffia (D9, D17, D19, D21, D52, D57, D68, D77,
D82, D84). Our architecture includes three spatial scales, six orientations, and
the even and odd components of the Gabor filter, so we obtain a 36-dimension
input pattern (72 with complementary code), that is, exactly half of the number
of features used in dARTEX architecture. In a similar manner to them, we chose
1300 random points for training from the central sub-image, and we test with
another sub-image randomly chosen.

Concerning this 10-texture test, SOON achieves a 99.56% classification rate
next to a 98.1% rate obtained by the dARTEX model. Our result is slightly
higher. Hence, SOON behavior is satisfactory and similar to those with the
same theoretical base.

5.2 30 Texture-Class Test

Li et al. [4] applied SVMs to the 30 texture-class classification problem, and they
used several training ratios of the total samples (from 1.25% to 10%) Chen et
al. [5] carried out a simulation experiment with the same 30 texture images and
training ratios of 1.25%, 2.5% and 3.75% (best result).

In our “30 texture-class test”, we chose the same 30 textures. From each
selected class, we have used the central sub-image (2,2) for training and another
sub-image randomly chosen for testing. 1600 random samples were taken for the
training sub-image, which is approximately a 3.75% of the total samples used.
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SOON achieves a mean classification rate of 98.90%, higher than the best
obtained in [4] for the same proportion of training samples (3.75%), 90.18%.
Li et al. obtained their best result, 96.34%, with 5 decomposition levels and
using 10% of the total samples for training. Chen et al. [5] achieved their best
rate using ICA filters instead of Gabor filters, and with a proportion of training
samples of 3.75%. Starting from the initial LS-SVM with all the 64 features
calculated, the feature selection method with better results, the one using the
maximum value (RFE max), achieved a rate close to 96% in the range from
40 to 24 features (95.72% with 32 features). Hence, results obtained by SOON
also overcome those shown in [5]. In Fig. 2., a detailed performance of SOON is
shown. It can be observed that all textures are classified above a classification
rate of 90%. Only texture 22 surpasses a 5% of error. This indicates there are
no high error rates, so confusion among textures is very limited. Errors between
textures are lower than 2.5% as it can be seen in the confusion matrix.

(a) (b)

Fig. 2. 30-texture class test: (a) class classification error; (b) confusion matrix

5.3 111 Texture-Class Test

Mellor et al. [2] and Lazebnik et al. [3] used the entire Brodatz database to
determine the behavior of their models. Mellor et al. [13] include a comparison
with the Lazebnik et al. [3] method, and they used three training sub-images
per class in order to obtain results comparable with Lazebnik et al. In our “111
texture-class test”, we use sub-images from the diagonal (1,3), (2,2), (3,1) for
training taking random samples for each training sub-image due to the high
variability of many classes. Three of the remainder sub-images randomly chosen
are used for testing. This makes the problem more difficult but also more realistic.
A small fraction of the total samples are used in training the classifier: (a) the
same rate as used before (about a 3.75% of the total samples), (b) twice the
previous rate (7.5%), and (c) a rate of 10%. We now also use higher training
rates because new textures incorporated to the experiment are non-homogeneous
and their texture features are less repetitive than in the previous test.

Results achieved in the classification of the entire database are: 80.12% a
training rate of 3.75%, 84.80% for 7.5%, and 88.36% for 10%. When using a
training rate of 10% results obtained are quite similar to those methods used to
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(a) (b) (c)

Fig. 3. 111-texture class test with a training rate of 10%: (a) histogram of classification
rates; (b) class classification error; (c) confusion matrix

compare to: 89.71% [2] and 88.15% [3]. Training with more samples increases the
average rate although many textures, especially those finer (D6, D17, D32, D52,
D53, D77...), suffer from over-training maintaining or even reducing its success
rate until in a 7% while increasing the number of training samples. Detailed
results for the higher training set can be analyzed in Fig. 3. Mellor et al. [2] do
not specify their results in the Brodatz database classification; they only indicate
their total classification rate as the average of several tests. However, Lazebnik
et al. [3] analyze their results and show the histogram of the classification rate.
In this histogram shows that 49 classes above a rate of 99%, but the rest of
them are distributed until a rate of 20%. In our histogram (Fig. 3(a)) can be
observed that no textures are classified below 50%. In fact, even with the 3.75%
training rate there are no textures below a classification of 40%. This implies
SOON response is more stable and classifies according to more reliable features
and to a better definition of the texture variety. Class classification error in Fig.
3(b) shows four textures with a 100% rate (D21, D49, D53, D77) and 23 more
above 99%. Textures with lower rate (<0.6) are D27, D30, D59, D89 and D99.
Confusion matrix, shown in Fig. 3(c), supports previous observations. It can
be noticed errors committed are bounded, being most of them below 5% which
implies there is not broad confusions among textures.

6 Conclusions

A supervised neural architecture, called SOON, is proposed in this paper for
texture classification. Initially the original image is process performing a con-
trast enhancement, a multi-scale oriented filtering, and a Gaussian smoothing
in order to select the texture features best defining each texture. Then, a neural
network accomplishes a supervised categorization taking into account orienta-
tional invariances. The more complex texture image database, Brodatz album,
has been used in order to show the response of the model. A classification of the
entire dataset as well as of a small (10) and a medium (30) texture subsets are
included within the tests performed. Using these benchmarks several compar-
isons with some other outstanding methods were made. In the 10 texture-class
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test, we have compared to a model [8] with a common theoretical base, sharing
a similar behavior. In the 30 texture-class test, our model achieves a favorable
outcome, observing a high stability in their response. All good features of SOON
are emphasized in the 111 texture-class test. From a classification rate outlook,
we not only achieved a similar result than the one obtained by the methods used
to compare to, but also a more concentrated response, which implies a narrower
gap of classification rates and a lower bound higher. This is an important feature
when working with a high number of textures. In conclusion, SOON achieves a
good and bounded response whichever the complexity level of the test setting.
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Abstract. Data related to the coordination and modulation between
visual information, gaze direction and arm reaching movements in pri-
mates are analyzed from a computational point of view. The goal of the
analysis is to construct a model of the mechanisms that allow humans and
other primates to build dynamical representations of their peripersonal
space through active interaction with nearby objects. The application of
the model to robotic systems will allow artificial agents to improve their
skills in their exploration of the nearby space.

1 Introduction

Despite the growing interest of robotics researchers in biologically-inspired ap-
proaches, robot vision-based reaching and grasping systems usually work on
a very different level of abstraction if compared with plausible computational
models of the corresponding neural mechanisms.

A previous model we developed [1,2] dealt mainly with grasping issues and the
planning of suitable hand configurations and contacts on target objects, leaving
aside the transport component of the action. This paper is a part of an extended
framework in which the process of reaching toward a visual target is thoroughly
taken into account. The research presented here constitutes the first step toward
a more complete attempt of providing a robot with advanced capabilities in
its purposeful interaction with the environment, through active exploration and
multimodal integration of the different stimuli it receives. Performing purposeful,
flexible and reliable vision-based reaching toward nearby objects is a fundamental
skill to pursue in order to achieve such ambitious goal.

The focus of this work is on the study of the neuroscience data useful for the
implementation of different visuomotor functions. Data regarding experiments
with primates on gazing and reaching movements, and referred to the dorsal
stream area V6A, are analyzed and discussed, with the goal of defining a detailed
modeling of dorsal stream mechanisms during the interaction of a subject with
his/her environment. The conclusions of such analysis are useful for both robotic
applications and neuroscience research.
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2 Reaching and Grasping in Primates

The visual cortex of the primate brain is organized in two parallel channels,
called “dorsal” and “ventral” streams. The former elaborates visual data with the
main purpose of endowing the subject with the ability of interacting with his/her
environment, and its tasks are often synthesized as “vision for action”. The latter
is dedicated to object recognition and conceptual processing, and thus performs
“vision for perception”. Although a tight interaction between the two streams is
necessary for most everyday tasks, dorsal stream areas are more strictly related
to the planning and monitoring of reaching and grasping actions [3]. In fact,
dorsal visual analysis is driven by the absolute dimension and location of target
objects, requiring continuous transformations from retinal data to an effector-
based frame of reference.

The correct coupling between the reaching and grasping movements, often
neglected in robotic applications, is instead a fundamental and largely studied
aspect in human grasping, and various plausible models on the relation between
reaching and preshaping movements have been developed [4]. The hypothesis of
parallel visuomotor channels for the transport and the preshaping components
of the reach-to-grasp action is well recognized [5]. Anatomically, these two chan-
nels fall both inside the dorsal stream, and are sometimes named dorso-medial
and dorso-lateral visuomotor channels [6]. Cortical areas nomenclature is still
controversial, and the correspondence between human and macaque studies not
completely solved, but new studies confirm the duality of the reaching-grasping
process [7]. According to more established nomenclature, the most important
reach-related cortical areas are V6A and MIP, both receiving their main input
from V6 and projecting to the dorsal premotor cortex[6,8,9]. For what concerns
the dorso-lateral stream and the control of distal joints, the caudal intraparietal
sulcus CIP is dedicated to the extraction and description of visual features suit-
able for grasping purposes. Its neurons are strongly selective for the orientation
and proportion of visual stimuli, represented in a viewer-centered way, and they
were modeled in a previous work [10]. Action plans are very likely devised by
the anterior intraparietal sulcus AIP, the grasping area of the primate cortex, in
collaboration with premotor areas.

In order to elaborate a proper action on an external target, the dorsal stream
requires two main inputs, the object shape and pose and its location with respect
to the eyes and thus to the hand. These inputs are obtained by integrating retinal
information regarding the object with proprioceptive data referred to eyes, head
and hand. All this information is managed contextually by the dorsal stream,
through its two parallel sub-streams, dorso-medial and dorso-lateral. Area V6A
seems to represent a fundamental relay station in this complex network. The
assumption is that information regarding eye position and gaze direction is em-
ployed by V6A in order to estimate the position of surrounding objects and
guide reaching movements toward them. Two types of neurons have been found
in V6A that allow to sustain this hypothesis [11]. The receptive fields of neurons
of the first type are organized in retinotopic coordinates, but they can encode
spatial locations thanks to gaze modulation. The receptive fields of the second
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type of neurons are organized according to the real, absolute distribution of the
subject peripersonal space. In addition, V6A contains neurons that arguably
represent the target of reaching retinocentrically, and others that use a spatial
representation [12]. This strongly suggests a critical role of V6A in the grad-
ual transformation from a retinotopic to an effector-centered frame of reference.
Moreover, some V6A neurons appear to be directly involved in the execution
of reaching movements [6], indicating that this area is in charge (probably to-
gether with MIP) of performing the visuomotor transformations required for the
purposive control of proximal arm joints, integrating visual, somatosensory and
somatomotor signals in order to reach a given target in the 3D space.

3 The Different Aspects of Neural Response during
Reaching

In previous works, single-cell experiments performed on macaque monkeys were
described and analyzed [8,11,12]. In this work we aim at shedding further light
on the sort of transformations performed by V6A neurons and on the coding
representations they use to this purpose. The analysis approach employed here
is different from the previous works, as it is performed with the final goal of
achieving a computational description of V6A neurons to be used within a model
that will be applied to a real robotic setup. In particular, the answers that need
to be asked are the following. How many types of neurons does V6A contain?
What are their most relevant properties and toward what tasks are they oriented?
How do they perform the transformations required to coordinate and modulate
retinal data, gaze direction and reaching movements?

The main repercussion of assuming this different analysis approach is that
more quantitative, global measures will be favored upon classification and la-
beling solutions. Neurons will still be classified according to their selectivity,
but their responsiveness will be quantitatively measured and compared. As a
consequence, statistical analysis will be reduced and simplified, and results will
be observed from a more empirical and application-oriented point of view. For
example, statistical tests will not be discussed in this paper, as they were largely
performed in the previous works, and some interesting conclusion will be drawn
directly from visual inspection of charts and graphs.

3.1 Experiment Description

The experiments analyzed here were collected at the Università di Bologna on
two trained macaque monkeys. They were approved by the Bioethical Commit-
tee of the University and carried out in accordance with Italian national laws and
European Directives on care and use of laboratory animals. Data were collected
while the monkeys were performing two possible reaching tasks given targets
while gazing at a certain position (the fixation point) illuminated by an LED
(Figure 1). In the first task (Constant reaching) the target remained always
in the same straight-ahead position, whereas the fixation point could be in one
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(a) Constant reaching protocol (b) Foveal reaching protocol

Fig. 1. Graphical description of experimental protocols

out of three different positions, as symbolized in Figure 1(a). In the second task
(Foveal reaching) the fixation point changed in one out of three positions as in
the first task, but arm-reaching movements were always directed towards the fix-
ation point, as depicted in Figure 1(b). For other details regarding experimental
procedures see [12].

The data analysis focuses on the average neural firing rate during four time
intervals of the action course (epochs). The time epochs taken into account were
defined as follows:

– FIX: steady fixation of the LED; starts when the gazing on the fixation point
is detected and ends at the onset of the position cue indicating the position
to be reached;

– DELAY: delay period before the go-signal; starts 300ms after the position
cue offset and ends at the go-signal.

– MOV: arm reaching movement; starts 200ms before movement onset and
lasts until movement end.

– HOLD: object holding period; starts at movement end and finishes 200 ms
before return movement onset.

Neurons were classified according to their selectivity, i.e, their preferential
response toward one of the three conditions for each epoch and each task. Each
neuron can thus be selective in none, one or more of the four epochs; selectivity
was statistically assessed by comparing the mean firing rates recorded in the
three conditions (1-way ANOVA, F-test; significance level: p < 0.05). Two main
types of analysis were performed on the data, one based on the preferred response
of neurons, the other on a principal components analysis of their responsiveness.

3.2 Preferred Direction

The first step of this analysis was to compute for all neurons a preferred direction
index, in the two protocols and for each epoch of interest. This was done by
calculating an average of the three possible positions weighted by their firing
rates. The responsiveness of each neuron was thus expressed by 8 values: its
preferred direction in each of the 4 epochs of interest for both Constant and
Foveal reaching protocols.

Figure 2 shows histograms of the responsiveness of all analyzed neurons dur-
ing the 4 epochs of interest, for Constant reaching experiments. Very similar
results, not plotted for space reasons, were obtained for the Foveal reaching pro-
tocol. From the results exemplified in Figure 2 it looks reasonable to assume that
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Fig. 2. Preferred direction: within epoch distributions

the responsiveness of the neural population spans the entire working range, and
that neurons preferred directions assume an approximately Gaussian distribution
symmetrical with respect to the central direction. It remains to be verified how
the choice of the target positions affect such distribution, and it cannot be ex-
cluded that other neurons would be selective for positions further away from the
center. As neurons were sampled from both hemispheres, we checked for possi-
ble laterality effects performing the above analysis in an ipsilateral/contralateral
representation instead that in a LEFT/RIGHT one. Activation histograms were
completely symmetrical, confirming that no significant laterality effects could
be observed, and for this reason we continued our study only considering the
LEFT/RIGHT representation.

More interesting insights can be drawn from a comparative assessment of neu-
rons preferred directions in different conditions and epochs. The results obtained
comparing the preferred directions of neurons during the same epochs in the two
experimental tasks are depicted in Figure 3. It can be observed how neural acti-
vation during the FIX epoch (Figure 3(a)) is rather consistent across tasks. For
what concerns the MOV epoch (Figure 3(b)), instead, it is hardly possible to
detect any clear correlation among tasks. These results suggest that the change
in protocol affects principally the motor components of the neural responsive-
ness, while gaze selectivity (mainly referred to epoch FIX) is largely unaffected
by the movement change. DELAY and HOLD epochs elicit mixed neuronal re-
sponse (not shown), maybe indicating a dual nature, composed of both visual
and motor components. Possible correlations are more apparent if only neurons
selective in one or both tasks are considered (see color-coding in Figure 3).

Indeed, although DELAY could appear as a gaze dominated epoch, it contains
the preparation of the motion plan, and it is thus reasonable to think that a
strong motor components is activated during this epoch. Similarly, the motor
nature of the HOLD epoch is counterbalanced by the subject visual attention
toward the Return signal, which is released while the subject holds the object.

Relevant considerations can be drawn also by the study of how neural re-
sponsiveness changes during the action course within the same experimental
protocol. This can be done comparing the preferred direction of neurons in the
same task but in different epochs, as in Figure 4. The most apparent correspon-
dence in preferred directions can probably be observed between the DELAY
and MOV epochs for both Constant (Figure 4(a)) and Foveal protocols, sug-
gesting a certain processing uniformity across such epochs. No other clear corre-
lations can be observed for the Constant protocol, and the situation resembles
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Fig. 3. Preferred direction: same epoch, different tasks (L=left; C=center; R=right).
Dot color = neuron selectivity: white - not selective; light gray - selective in Constant;
dark gray - selective in Foveal; black - selective in Constant and Foveal.
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Fig. 4. Preferred direction: different epochs, same task (L=left; C=center; R=right).
Dot color = neuron selectivity: white - not selective; light gray - selective in x epoch;
dark gray - selective in y epoch; black - selective in both epochs.
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Figure 4(b). In Foveal reaching the situation is different, as all epochs show some
correspondence, and especially the three epochs DELAY-MOV-HOLD are quite
well correlated, as can be seen for example in Figure 4(d) and to a minor extent
in Figure 4(c). This could indicate than, when the gaze is directed where the
hand is (Foveal reaching) there is a coupling in the discharge in HOLD and the
epochs preceding it. Conversely, when the hand is maintained in a location not
gazed at (Constant reaching), the cell discharge can be uncorrelated to DELAY
and MOV activity probably because the spatial coordinates used in that stage
are in a different frame of reference.

In general, some neurons seem to maintain their responsiveness across epochs
and protocols, others completely change their preferred direction. These findings
suggests the presence of important temporal issues, and a strong effect of action
stage on neural responsiveness. A possible interpretation of this activity pattern
is that some neurons sustain their activation, maybe for maintaining their coding
of the target position, whereas others perform transformations according to the
mutual situation of target, eyes and hand, and action stage.

3.3 Principal Components Analysis

In order to better understand the sort of representation used by V6A neurons,
the next step in our study was to perform a principal components analysis of the
responsiveness of all neurons and conditions (LEFT, CENTER, RIGHT) of an
experimental protocol for each epoch of interest. PCA was thus executed over a
87x3 dataset for each epoch, and in all cases, the two first principal components
accounted for nearly or more than 90% of the data variability. Thus, for both
Constant and Foveal reaching, two components are almost enough to represent
the whole range of the three different experimental conditions. This means that
most neurons are “predictable” in their activity pattern, showing reasonably
monotonic activation patterns. It would be very interesting to study those neu-
rons that break this predictability, requiring the intervention of a third principal
component, but more data are needed to this purpose. A normalized represen-
tation of the three eigenvectors obtained for each epoch during Constant and
Foveal reaching is depicted in Figure 5. The relative weights of the eigenvectors,
which exemplify their capacity of representing the whole dataset, and obtained
normalizing their eigenvalues, are also provided.

A first interesting aspect that can be noticed is the strict similarity between
the principal components of the DELAY and the MOV epochs (Figures 5(b)
and 5(c)). Such finding confirms and reinforces the previously mentioned po-
tential correlation between these two epochs. In Constant reaching, a very good
correspondence can also be observed between the FIX and HOLD epochs (Fig-
ures 5(a) and 5(d)), showing a relation between them that was not quite clear
from the correlation graphs. For the Foveal reaching protocol (Figures 5(e-h)),
one major change is noticeable with respect to Constant reaching: while the
correspondence between DELAY and MOV remains clear, epoch HOLD is now
definitely closer in its principal components to these two epochs than to FIX.
Indeed, correlation graphs for Foveal reaching were already showing how HOLD
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Fig. 5. PCA for Constant (above) and Foveal reaching (below). Principal components
of each epoch across conditions, with correspondent weights (%).

had a good correlation with both DELAY and MOV epochs. It is also interesting
to observe how DELAY and MOV principal components remain consistent across
protocols. The correspondence between the HOLD and DELAY/MOV epochs
in the Foveal task and not in the Constant reaching task could be explained
considering that in the first case the attention of the subject is directed toward
the same position during DELAY (while planning the movement), MOV (while
executing the movement), and HOLD (while waiting for the Return signal). In
the second task, instead, this correspondence is present for DELAY and MOV,
but not for HOLD. Indeed, in the latter epoch the subject is holding its hand in
one position, but its visual attention is directed toward the fixation point.

A different PCA analysis, performed for the 87 neurons across 4 epochs for
each experimental condition, reinforces the idea that epochs can indeed be split
in two groups only, and still explain most data variability. In fact, the 2 principal
components of such analysis always accounted for 90% or more of the data
variation. Given the results of the first PCA analysis, depicted in Figure 5, it
seems reasonable to assume that a major reduction is obtained thanks to the
similarity of the DELAY and MOV epochs and the FIX and HOLD epochs in
Constant reaching, and to the group DELAY-MOV-HOLD in Foveal reaching.
From a neuroscience point of view, this might mean that the neural activity
corresponding to the MOV epochs really begins during the previous epoch. This
could imply that V6A neurons are strongly involved in movement planning and
preparation. Still, they maintain their activation during movement execution,
very likely for performing a feed-forward control loop as part of a recurrent
parietal-premotor circuit, as recent anatomical studies support [13].

The principal components obtained in this analysis constitute a first approx-
imation for modeling the job of V6A neurons. Starting from such components,
a population of artificial neurons can be generated which is able to emulate the
sort of transformation and modulation between visual data and gaze and arm
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movements performed by the dorso-medial stream. The different properties cap-
tured in this work will be used to tune the behavior of the neural population
with various input sets corresponding to the different experimental conditions.
Candidate computational architectures for modeling such behavior are Radial
Basis Functions, which emulate gain field mechanisms [14], and dynamical Self
Organizing Maps [15], especially suitable to the unsupervised learning of dif-
ferent concurrent stimuli patterns. In either case, the computational structure
should be able to endow a robot with the capacity of learning the characteristics
of its nearby space through active exploration.

4 Summary and Conclusions

This work described research aimed at a better understanding of the role of the
dorso-medial visual stream in the planning and execution of reaching actions.
The above analysis helps in clarifying what sort of computation is performed
by dorsal stream neurons, namely those pertaining to area V6A, in order to
maintain a perfect coordination between retinal data, gaze direction and arm
movements. This research is expected to provide important advancements in
both robotics and neuroscience.

A robot emulating dorsal stream mechanisms should be able to purpose-
fully and consistently interact with its environment building its skills on the
integration of different stimuli. Such skills would be based on the building of
a plastic representation of its nearby environment, representation that can be
exploited for more precise and complex interactions with the environment
components.

Robotic experiments would help in further clarifying the mechanisms behind
eye-arm coordination and reciprocal guidance and reference frame transforma-
tions in primates. A first interesting test is to extend the one-dimensional na-
ture of the experiments presented in this work first to 2D and then, to the
full 3D space, adding depth information processing and check how the mutual
modulation between retinal data, gaze direction and reaching movements is re-
quired to change to adapt to the different cases. This should carry to a better
understanding of the transformations performed between retinocentric, effector-
based and distance/vergence-based representations in various environments and
working conditions. The predictions obtained by the model and the robotic ex-
periments could then be tested through the development of new neuroscience
studies.
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Abstract. The purpose of this work is the creation of a description of
objects in the peripersonal space of a subject that includes two kinds
of concepts, related to on-line, action-related features and memorized,
conceptual ones, respectively. The inspiration of such description comes
from the distinction between sensorimotor and perceptual visual pro-
cessing as performed by the two visual pathways of the primate cortex.
A model of such distinction, and of a further subdivision of the dorsal
stream, is advanced with the purpose of applying it to a robotic setup.
The model constitutes the computational basis for a robotic system able
to achieve advanced skills in the interaction with its peripersonal space.

1 Introduction

Humans and other primates possess a superior ability in dealing with objects
in their peripersonal space. Neuroscience research showed that they make use
of a bi-fold visual and visuomotor process in order to analyze and interact with
objects surrounding them. Indeed, the primate visual cortex is composed of two
main information pathways, called ventral stream and dorsal stream in relation
to their location in the brain, depicted in Figure 1. The traditional distinction [1]
talks about the ventral “what” and the dorsal “where/how” visual pathways. In
fact, the ventral stream is devoted to perceptual analysis of the visual input,
such as in recognition, categorization, assessment tasks. The dorsal stream is
instead concerned with providing the subject the ability of interacting with its
environment in a fast, effective and reliable way. This second stream is directly
involved in estimating distance, direction, shape and orientation of target objects
for reaching and grasping purposes. The tasks performed by the two streams,
their duality and interaction, constitute the neuroscientific basis of this work.

The research presented here is the first step toward the goal of improving the
skills of autonomous robotic systems in their exploration of the nearby space and
interaction with surrounding objects. We propose the outline of a model toward
the achievement of an integrated object representation which includes on-line,
action-oriented visual information (dorsal stream) with knowledge about nearby

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 314–323, 2009.
� Springer-Verlag Berlin Heidelberg 2009



Toward an Integrated Visuomotor Representation of the Peripersonal Space 315

object and memories of previous interaction experiences (ventral stream). Partic-
ular importance has been given to the use of binocular data and proprioceptive
information regarding eye position, critical in the transformation of sensory data
into appropriate motor signals.

The paper includes a synthetic bibliographic review of the neuroscience find-
ings related to the task of vision-based reaching and grasping (Section 2). Neu-
roscience concepts are discussed and interpreted in order to build a coherent and
comprehensive model of the integration between the two sorts of visual data, out-
lined in Section 3. Section 4 finally details those concepts that are directly useful
for the generation of the integrated representation, starting from a real situation
of an agent facing an environment within which it is expected to interact.

2 Neuroscience of Vision-Based Reaching and Grasping

The dualism between “vision for action” and “vision for perception” had been
hypothesized long time before neuroimaging research [1]. Evidence for two dis-
tinct visual pathways having different roles and processing mechanisms has been
provided during the last two decades by plenty of studies following different re-
search approaches and techniques [2]. The ventral stream is dedicated to object
recognition and classification, and works on a “scene-based” reference frame, in
which size and location of an object are represented contextually with the size
and location of nearby objects. The dorsal stream elaborates visual data in or-
der to directly control object-directed actions, and thus follows an “actor-based”
frame of reference, in which object location and size are represented with respect
to the subject body, and especially to hand and arm.

The two streams hypothesis has been confirmed, but also criticized, by the
neuroscientific community, and the original theory is constantly being revised
and updated [3]. The trend is toward a more integrated view of the functioning
of the two streams, that have in many cases complementary tasks, and the
interaction between them seems to be extremely important for allowing both of
them to function properly [2]. In this work we will deal especially with the more
“pragmatic”, action-oriented on-line processing of the dorsal stream, focused on
the actual situation of the environment rather than on objects’ implicit quality.

The brain areas more directly involved when a subject is interacting with his
peripersonal space are briefly described below (refer to Figure 1). Visual data
in primates flows from the retina to the lateral geniculate nucleus (LGN) of the
thalamus, and then mainly to the primary visual cortex (V1) in the occipital
lobe. The two main visual pathways go from V1 and the neighbor area V2 to the
posterior parietal cortex (PPC) and the inferior temporal (IT) cortex. Object
information flowing through the ventral pathway passes through V3 and V4
to the lateral occipital complex (LOC), that is in charge of object recognition.
The dorsal pathway can be further subdivided in two parallel streams concerned
respectively with movement of proximal (reaching) and distal joints (grasping).
The dorso-medial pathway dedicated to reaching movements includes visual area
V6, visuomotor area V6A and the medial intraparietal area (MIP). The two
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Fig. 1. The 2 visual pathways in the human brain (top arrow: dorsal; bottom arrow:
ventral) with the areas involved in reaching and grasping actions

latter areas project to the dorsal premotor cortex PMd [4]. For what concerns
grasping, object related visual information flows through a dorso-lateral pathway
including area V3A and the caudal intraparietal area (CIP), and then reaches the
anterior intraparietal sulcus (AIP), the grasping area of the primate brain, which
projects mainly to the ventral premotor area (PMv) [5]. Motor plans devised by
PMd and PMv are sent to the primary motor cortex (M1) which release proper
action execution signals.

3 Modeling the Interaction between the Dorsal and
Ventral Streams in Reaching and Grasping Actions

Comparing biologically-inspired robotic literature with computational models of
vision-based reaching and grasping, it looks as they work on different assump-
tions and with different goals. On the one hand, biological or neuroscientific
inspiration in robotics is often too superficial and conditioned by pragmatic
goals and technological constraints. On the other hand, computational models
are usually focused on specific issues and simulate low-level processes that are
hard to scale in order to produce more complex behaviors.

Recent neuropsychological and neuroimaging research has shed a new light on
how visuomotor coordination is organized and performed in the human brain.
Thanks to such research, a model of vision-based arm movements which inte-
grates knowledge coming from both monkey and human studies can now be
developed. A previous model we developed [6] dealt mainly with grasping issues
and the planning of suitable hand configurations and contacts on target objects,
leaving mostly apart the transport component of the action. In this section we
present an extended framework in which the process of reaching toward a visual
target is thoroughly taken into account. The model we propose aims at an inter-
mediate and really interdisciplinary solution that – while maintaining biological
plausibility, and the focus on neuroscience data, for the implementation of dif-
ferent visuomotor functions – provides the robot with the ability of performing
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purposeful, flexible and reliable vision-based reaching toward, and eventually
grasping, nearby objects.

3.1 Complementary Roles of the Streams

Two kinds of properties have to be considered for a potential target object.
Spatial properties related to its current situation, such as distance and pose,
can only be assessed through actual estimation. Implicit properties like its size,
weight and compliance are instead obtained through the integration of on-line,
instantaneous visual information with memory of previously acquired knowl-
edge about the object. These two sorts of properties are dealt with by the
dorsal and the ventral streams, respectively. The complementary contribution
of the two streams to the process of reaching and grasping is summarized in
Table 1.

Table 1. Complementary tasks of the two streams

Ventral stream Dorsal stream

Object recognition Visuomotor control
Global, invariant analysis Local, feature analysis

Object weight, roughness, compliance Object local shape, size
Object meaning Object location

Previous experiences Actual working conditions
Scene-based frame of reference Effector-based frame of reference

Long-term representation On-line computation

Many aspects affect the quantity and quality of tasks assigned to each stream
in a given condition. In most cases the work partition between the streams is
gradual, depending for example on action delay or on object familiarity [7,8]. An
explanation for this last case is that contribution of the ventral stream on action
selection is modulated by the confidence achieved in the recognition of the target
object. A higher confidence in object recognition reflects in a stronger influence
of ventral stream data, such as knowledge of object weight and compliance. On
the opposite, a more uncertain recognition leads to a more exploratory behavior,
giving more importance to actual observation and dorsal analysis.

For identifying contact areas on the object surface in the case we want to
act on the object (such as in grasping, pushing or pulling actions), additional
constraints have to be taken into account. Usually, an estimation of the object
center of mass affects the action plan. Such estimation relies on data coming
from the ventral pathway, as the expected object composition and density. Sim-
ilarly, surface texture and thus the expected contact friction, which affect the
required grasping force, are ventral stream information. Extraction and inte-
gration of different kinds of object properties is a central issue in the present
model.
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3.2 Model Framework: A Subdivision within the Dorsal Stream

Figure 2 shows the graphical schema of the whole model we propose. The funda-
mental data flow is the following. After the extraction of basic visual information
in V1/V2, higher level features are generated in V3 and sent to the two streams.
Along the ventral stream, an increasingly invariant representation of object shape
is generated in order to perform a gradual recognition of the object (areas V4
and LOC [9]). In the dorsal stream, both object shape and location have to be
processed. For what concerns shape, area CIP integrates stereoptic and perspec-
tive data in order to detect pose and proportion of the target object, using also
information regarding object classification. Areas V6 and V6A estimate object
location and distance, integrating retinal data with proprioceptive information
about eye position. Both V3A and CIP project to AIP, which transforms object
visual data in hand configurations suitable for grasping. At the same time, areas
V6A and MIP determine the reaching direction and collaborate with AIP and
PMd in order to execute the arm movement suitable to get to the target object.
Grasping plans are devised by AIP in coordination with PMv, considering also
the information on object identity coming from the ventral stream, and task
requirements. Dorsal areas are supported by proprioceptive information coming
from somatosensory areas SI/SII. The signals for action execution are sent to the
motor cortex M1, and an AIP-PMv-Cerebellum loop is in charge of monitoring
action execution in accordance to the plan.
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Fig. 2. Global model framework. The different information streams can be observed:
the ventral stream V3-V4-LOC, the dorso-medial stream V6-V6A-MIP and the dorso-
lateral stream V3A-CIP-AIP. Many more feedback connections are present, but not
visualized for clarity reasons.
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4 Obtaining an Integrated Representation of Reachable
Objects

This section describes with more detail the sort of processing performed by the
two streams and how an integrated representation of nearby objects, includ-
ing perception-based and action-based aspects can be obtained. The following
exposition includes neuroscience concepts, computational aspects and practical
considerations, in order to gradually move from a purely theoretical to a preva-
lently applicative stance.

4.1 Processing of Basic Visual Information

Assumed that an object has been detected in the visual field, the first processing
step is the extraction of fundamental visual data regarding the object. Starting
from visual acquisition, an attentional mechanism is needed to focus on it, for
isolating it from the background and from possible other objects. As in primates,
vergence and version movements are executed in order to foveate the object, i.e.
center it in the field of view so that its image is processed by the most sensitive
section of the retina. Once the object is unambiguously identified and centered,
visual elaboration can begin.

Visual areas V1 and V2 receive images and provide as output basic features,
such as edges, corners, and absolute disparities. These features are used by down-
stream areas to build more complex ones. The most advanced visual represen-
tation common to both streams is a basic binocular description of the target
object, composed for both eyes of its contour as a 2D silhouette and the retinal
position of salient features, such as sharp corners. After this stage, the visual
analysis is performed in parallel concurrent ways by the two pathways.

The ventral stream performs a gradual classification and identification of ob-
jects, probably through the integration of volumetric descriptions with 2D ones.
On the other hand, the action-oriented dorsal processing is better done on de-
scriptions of objects represented by 2D surfaces disposed in the 3D space. Color
information, processed mainly by areas V3 and V4, can be used by the ven-
tral stream to recognize objects more easily, and by the dorsal stream to track
objects, but also to extract surface properties through shading and textures.

4.2 Dorsal Stream Processing

The description of visual object features relevant for reaching and grasping pur-
poses is the next processing stage. The posterior parietal cortex, in charge of this
task, does not construct any model or global representation of the object and the
environment, but rather extract properties of visual features that are suitable
for potential actions. In order to elaborate a proper action on an external target,
two main inputs are required, the object shape and pose and its location with
respect to the eyes and thus to the hand. These inputs are obtained by integrat-
ing retinal information regarding the object with proprioceptive data referred to
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eyes, head and hand. All this information is managed contextually by the dorsal
stream, through its two parallel sub-streams, dorso-medial and dorso-lateral.

Information regarding eye position and gaze is employed by V6A in order
to estimate the position of surrounding objects and guide reaching movements
toward them. Areas V6A and MIP seem to have a critical role in the gradual
transformation from a retinotopic to an effector-centered frame of reference and
in the modulation between visual data and proprioceptive information regarding
gaze direction and arm position [10]. For what concerns the dorso-lateral stream
and the control of distal joints, the caudal intraparietal sulcus CIP is dedicated to
the extraction and description of visual features suitable for grasping purposes.
Its neurons are strongly selective for the orientation and proportion of visual
stimuli, represented in a viewer-centered way [11]. The evidence suggests that
CIP integrates stereoptic and perspective cues for obtaining better estimates of
visual targets. A possible interpretation of the job of CIP neurons is provided in a
related work [12]. The sort of processing performed by CIP neurons is the logical
continuation of the simpler orientation responsiveness found in V3 and V3A,
and makes of CIP the ideal intermediate stage toward the grasping-based object
representations of AIP [13]. Despite the consolidated distinction between the
cortical pathways for reaching and grasping, their tight interconnection is being
proved by mutual projections between MIP and AIP, and by findings regarding
V6A neurons involved in the execution of distal movements [14]. Indeed, the
accomplishment of a complex visuomotor task such as graping requires a perfect
coordination between proximal and distal joints and thus between the cortical
areas that guide them.

Important for reaching and grasping movements is the estimation of object
distance. Several areas of the dorsal stream are sensitive to the distance of a po-
tential target, between others V6A, CIP and the lateral intraparietal sulcus LIP.
Cues to distance estimation are retinal data, accommodation and vergence, this
last being probably more influent in the dorsal stream, especially for grasping
distances [2]. Psychophysiological experiments [15] suggest that distance estima-
tion is most probably performed in the human brain using nearness units instead
of distance units. Nearness is the reciprocal of distance, and a point at infinite
distance has 0 nearness. Computational modeling supports the hypothesis that
such measure is more precise for close distances, and thus especially suitable
for dealing with objects in the peripersonal space [16]. In the intraparietal sul-
cus, distance and disparity are processed together, the former acting as a gain
modulation variable on the latter.This mechanism allows to properly interpret
stereoscopic visual information [15].

4.3 Interactions between the Streams

Visual processing in the ventral stream is based on the production of increasingly
invariant representations aimed at object recognition. During grasping actions,
ventral visual areas are in charge of identifying the object, and facilitating access
to memorized properties which can be useful for the oncoming action. Region
V4 codes at the same time shape, color and texture of features, which are then
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composed in the LOC to form more complex representations recognizable as
objects. Output from area V3 is thus used by V4 to build a viewpoint invariant
simple coding of the object, that can be used to classify it as belonging to one of
a number of known object classes. Basic computational representations for this
purpose are for example chain codes or 2D shape indexes.

Information on the basic shape of the object is probably forwarded to the
dorsal stream, to CIP or AIP or both, to facilitate the feature extraction process.
For example, if the object is recognized as roughly box-like, it can be assumed
that its edges are parallel. Such assumption would facilitate the process of size
and pose estimation, because reliable perspective estimation can be used in this
case in addition to stereopsis.

Downstream from V4, the LOC compares spatial and color data with stored
information about previously observed objects, to finally recognize the target as
a single, already encountered object. Object identification is thus performed in a
hierarchical fashion, where the target is first classified into a given class and, only
later, exactly identified as a concrete object. In each of these steps, recognition
is not a true/false decision, but rather a probabilistic process, in which an object
is classified or identified only up to a given confidence level. Thus, confidence
values should be provided by the classification and identification procedures. In
this way, ventral information can be given more or less credit. If recognition
confidence is high, visual analysis can be simplified, as most required informa-
tion regarding the target object is already available in memory. If recognition
is instead considered unreliable, more importance is given to the on-line visual
analysis performed by the dorsal stream.

Final output of the object recognition process are its identity and composi-
tion, which in turn allows to estimate its weight distribution and the roughness
of its surface, that are valuable information at the moment of planning the ac-
tion. Moreover, besides the recovery of memorized object properties, recognition
allows to access stored knowledge regarding previous grasping experiences. Old
actions on that object can be recalled and used to bias grasp selection, giving
preference to learnt hand configurations which ended in successful action exe-
cutions. Similarly to the classification confidence, the number and outcome of
previous encounters with the same object will determine the reliability of the
stored information.

5 Summary and Conclusions

Summarizing, a global, integrated representation of objects in the peripersonal
space that takes into account both action-oriented and perception-oriented as-
pects should include all elements described in Table 2.

Computational models of the human visual system are largely available, es-
pecially for the first stages of visual processing, before the splitting of the two
streams. At the same time, research on object recognition keeps involving a large
part of the computer vision community. Nevertheless, few resources have been
dedicated to the exploration of the mechanisms underlying the functioning of
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Table 2. Elements of the integrated representation

Ventral stream
Object contour features V2
Color/Texture V3
Global contour representation V2/V4
Global shape/Color V4
Object class V4
Object identity LOC
Object meaning LOC/PFC

Dorsal stream
Absolute disparities V1
Object contour features V2
Relative disparities V3
Local features V3
Second order disparities V3A
Features in 3D V3A
Retinal location V6
Absolute spatial location V6A
Object distance V6A/LIP
Object grasping features CIP
Grasp synthesis AIP
Motor program PM

the action-related visual cortex, and the integration between the contributions
of the two visual pathways is nearly unexplored at the computational level and
even more in robotics. Thanks to recent neuroscience findings, the outline of a
model of the brain mechanisms upon which vision-based reach and grasp plan-
ning relies could be drawn in this work. With respect to the available models,
the proposed framework has been conceived to be applied on a robotic setup,
and the analysis of the functions of each brain area has been performed taking
into account not only biological plausibility, but also practical issues related to
engineering constraints.

Previous works related to this model focused especially on the job of areas CIP
and AIP. The next step in this research is to further develop and implement, first
computationally and then on a robotic setup, the integration between stereoptic
retinal data with somatosensory information about object and arm state, in
order to estimate object position and devise a reaching action plan as performed
by area V6A in the dorsal stream.
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Abstract. The area V6A of the medial parieto-occipital cortex of the
macaque is studied for gaze sensitivity. The reported experimental obser-
vations support the computational theory of the gain fields to produce a
distributed representation of the real position of targets in head-centered
coordinates. Although it was originally pointed out that the majority of
the cells exhibit roughly linear gain fields [1] [2], we have verified that
the peak-shaped gaze fields reported in this study are not in contrast
with the gain field models developed in the theoretical neuroscience lit-
erature [3] [4]. Rather, the use of peak-shaped (e.g., non monotonic) gaze
fields even improves the efficiency of the coding scheme by reducing the
number of units that are necessary to encode the target position.

1 Introduction

When we want to reach for an object we must know its precise coordinates
relative to the hand or to the body, and this notwithstanding the information
extracted from the retinal images continuously changes with eye movements. To
achieve representation invariance it is required that the eye position is integrated
with retinal location of the target thus obtaining an information that does not
change with respect to the eye position. In this way, the brain computes what it
is usually called a coordinate transformation. Many neurophysiological studies of
non-human primates have shown that the direction of gaze can modulate the gain
of neuronal responses to visual stimuli [5] [1] [2], and also the ongoing activity
[5] in parietal cortical areas, which are important for the performance of visually
guided motor behaviors [5] [6] [1] [2]. The tuning of the visual and of the ongoing
activity of lateral parietal cells is in most cases linear (but see [5]). These “gain
fields” may be important for converting visual representations from retinotopic
to head-centered coordinates [4] [3] [7] and the related transformations may be
used for visuomotor performances. In this work we study the gaze-dependent
modulations of the ongoing activity of V6A cells. In particular, we perform a
quantitative analysis to investigate if the tuning of these gaze-related cells is
linear or peak-shaped, and to assess how a model based on peak-shaped gaze
modulations can show better performances in localizing targets in space.

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 324–333, 2009.
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2 Methods

Three juvenile monkeys (Macaca Fascicularis) weighing 3.1-3.8 kg were used
in this study. Experiments were approved by the Bioethical Committee of
the University of Bologna and were carried out in accordance with National
laws on care and use of laboratory animals and with the European Communi-
ties Council Directive of 24th November 1986 (86/609/EEC), revised recently
by the Council of Europe guidelines (Appendix A of Convention ETS 123:
http://conventions.coe.int/Treaty/EN/Treaties/PDF/123-Arev.pdf).

The fixation task. Monkeys were trained to perform a fixation task here de-
scribed: they were sat in a primate chair located in front of a milky tangent
screen 80◦×80◦ in extent, 57 cm apart from the eyes. The monkeys were trained
to depress a lever when a 0.2◦ spot of light appeared on the screen and to release
the lever after the changing of color of the spot of light. The spot of light was
binocularly fixated by the monkeys in darkness. In order to test the possibility
that gaze position influenced the activity of V6A neurons, animals were trained
to fixate nine different positions on the screen, as shown in Fig. 1 (top): the
center of the screen, in the animal’s straight ahead direction, and other posi-
tions obtained by displacing the spot horizontally and/or vertically 20◦ from the
center. As the animal’s head was restrained, looking at different screen positions
meant obtaining different eye positions in the orbit. Generally, nine different
screen positions (in a 3 × 3 grid with 20◦ spacing and centred on the straight
ahead direction) were tested in a pseudorandom sequence.

Surgical and recording procedures. After training completion, the head-restraint
system and the recording chamber were surgically implanted in asepsis and
under general anesthesia (sodium thiopenthal, 8 mg/kg/h, i.v.) following the
procedures reported in [8]. Adequate measures were taken to minimize pain or
discomfort. The recording chamber provided access to the cortex hidden into
the parieto-occipital sulcus. Single neurons were extracellularly recorded from
the anterior bank of the parieto-occipital sulcus using glass-coated metal micro-
electrodes with a tip impedance of 0.8-2 MΩ at 1 KHz. Action potentials were
discriminated with a window discriminator (Bak Electronics, Mount Airy, MD,
US). Recording procedures are similar to those reported in [8]. Briefly, spike
times were sampled at 1 KHz, eye movements were simultaneously recorded us-
ing an infrared oculometer (Dr. Bouis, Karlsruhe, Germany) and sampled at 100
Hz. In both cases, eye position was controlled by an electronic window (5 × 5
degrees) centered on the fixation target. Behavioral events were recorded with
a resolution of 1 ms. Procedures to reconstruct microelectrode penetrations and
to assign recording sites to area V6A were as those described in [8] and in [9].

Data analysis. V6A neural activity during the fixation task was quantified in
the time epoch from 500 ms to 1500 ms after the lever depression (epoch FIX).
During this epoch the animal was steadily fixating the spot of light on the screen.
Gaze-related responses of single neurons were statistically assessed by comparing
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the activities of the different gaze positions using a Kruskal-Wallis test (a non-
parametric equivalent of one-way analysis of variance, P < 0.05). To quantify
the selectivity of the recorded neurons we computed the preference index (PI).
The PI, which takes into account the magnitude of the neuron response to each
gaze position, was computed as defined by [10]:

PI =
(

n −
∑

i ri

rpref

)
/(n − 1) (1)

where n is the number of positions, ri is the activity for position i, and rpref

is the activity for the preferred position. The PI can range between 0 and
1. A value of 0 indicates the same magnitude of response for all positions,
whereas a value of 1 indicates a preference for only one position. All the analy-
ses were performed using custom scripts in MATLAB (Mathworks, Natick, MA,
USA).

A full description of the methodology used can be found in [5].

3 Results

We recorded the activity of 215 neurons of area V6A in the medial parieto-
occipital cortex of 3 Macaca Fascicularis. The animals looked at different po-
sitions (up to nine) on the screen they faced in complete darkness, while the
activity of the studied cells was recorded during periods of steady fixation at
these positions. We qualitatively tested whether the ongoing cell activity was
modulated by eye position. 120 cells (56%) were modulated by eye position
(gaze-related cells), whereas the remaining 95 were not (non-gaze-related cells).
Out of the entire population, we quantified the activity of 99 cells (81 gaze-
related and 18 non-gaze-related, Kruskal-Wallis test, P < 0.05) during the FIX
epoch for further analyses below reported.

Planar tuning of gaze-related cells. Of 81 cells tuned by gaze direction in dark-
ness, we tested whether the tuning can be considered planar or not on cells tested
at least on 5 spatial positions (N=67). Out of these cells, only 18 (27%) turned
out to be planarly tuned (P < 0.05). An example of a planar cell is showed in
Fig. 1.

This cell fired vigorously when the animal looked leftwards, and the activity
decreased progressively when the gaze of the monkey was directed in the central
part of the screen and rightwards. The progressive decrease of the discharge
was studied quantitatively finding the best plane fitting these data. This plane
is represented in Fig. 1 (top right): the equation of this plane is z = −1.17x +
0.025y+79.29 and the fit was excellent (r2 = 0.90782, P < 0.000783). Out of the
18 cells whose planar fitting was statistically significant (P < 0.05), the fit was
excellent only in 3 cells (r2 > 0.9), very good only in 4 cells (0.8 ≤ r2 < 0.9),
and good in 11 cell (0.06 < r2 < 0.8). However, the behavior predominantly
observed in our cell population was not planar, as shown in the example of
Fig. 2.
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Fig. 1. Eye position-related activity of one V6A cell showing a planar tuning. Top
left part: Scheme of the spatial positions (represented by eyes on the screen facing the
animal silhouette) fixated by the monkey during the test. Top right part: the activity
of the cell during epoch FIX (see Methods) is shown as bullets whose position in the
z-axis is proportional to the firing rate. The plane that fits best the activity is also
shown. Bottom part: The activity of the cell is shown as peristimulus time histograms,
located in the spatial positions the animal looked during the test. Scale: 120 spikes/s
per vertical division.
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Fig. 2. Eye position-related activity of one V6A cell tested in nine gaze directions and
showing a non-planar tuning. Scale: 110 spikes/s per vertical division. Other conven-
tions as in Fig 1. It is evident a strong discharge only for the central position in the
bottom row. Neurons peak-shaped as this one represent the 73% of V6A population.

The eye position field of this cell was clearly peak-shaped, with the peak
of activity in the lower, central part of the animal’s field of view. Of course,
the activity of this cell cannot be fitted on a plane (P = 0.55), but further
investigations are needed to find the function that can fit best its tuning. Like
the cell showed in Fig. 2, the majority (73%) of the cells of our population
showed gaze modulations not fitting with a plane. This behavior also belongs to
the examples reported in Fig. 3.

Amount of selectivity of gaze-related cells. To evaluate the amount of selectiv-
ity of the gaze-related cells, a preference index was computed (see Methods).
Fig. 4(left) shows the distribution of this index of the gaze-related cells: 30/81
(37%) cells had a PI ≥ 0.5, but, despite the high percentage of cells statistically
modulated by gaze direction, the majority of these cells (51/81, 63%) did not
show a high amount of selectivity, as their PI was less than 0.5.

Eight out of 18 cells whose tuning was planar had a PI less than 0.5. Ten
cells showed a relatively high PI. The cell showed in Fig. 2, whose planar fitting
was not significant, had a very high PI (PI=0.76) with respect to the entire
population. Considering the entire population of the gaze-related cells, we asked
whether one part of the space was predominantly represented in V6A. In other
words, we tested whether there was an over-representation of spatial preferences
with respect to the number of tested positions in each part of the space (χ2

test, P < 0.05). The distributions of preferred gaze positions for our cell popula-
tion are plotted in Fig. 4(right). As we recorded data in both hemispheres, the
distribution of preferred positions is represented in the figure in terms of ipsi-
and contralateral space parts and in upper, central and lower parts. No lateral-
ity effects were observed. Considering the distribution of preferred positions in
each spatial sector, there was no skewing of preference in a sector of the space
explored (χ2 test, n.s. for both plots).
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Fig. 4. Position selectivity of 81 gaze-related V6A cells, showed as (left) the distribu-
tion of preference index (PI, see Methods), and as (right) plot of the fixation locations
at which V6A gaze-related cells show the peak of eye position-related activity. Results
from different hemispheres are reported on the same plot. contra and ipsi refer to
spatial regions with respect to the hemisphere to which each neuron belongs. upper
and lower refer to regions with respect to the animal. N= number of cells.
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4 Functional Implications

The reported experimental observations for area V6A described in Section 3
support the computational theory of the gain fields to produce a distributed
representation of the real position of targets in head-centered coordinates. Al-
though it was originally pointed out that the majority of the cells exhibit roughly
linear spatial gain fields [1] [2], we have verified that the peak-shaped gaze fields
reported in this study are not in contrast with the gain field models developed
in the theoretical neuroscience literature [3] [4]. On the contrary, the use of
peak-shaped (e.g., non monotonic) gaze fields even improves the efficiency of the
coding scheme by reducing the number of units that are necessary to encode
the target position. To analyze the effect of the gaze field on the representa-
tion capability of the neural population we refer to the model of Salinas and
Abbott [3]. They consider to have a population of parietal neurons sensitive to
a visual target positioned at retinal location xtgt and characterized by a gain
modulation by the gaze angle ygaze. The output of the model is a population of
motor neurons that, driven by the activity of the gain modulated cells through
synaptic connections, are involved in the generation of the arm movement to
reach the target. To this goal, the neurons must encode the target location in
a body-centered reference frame. This implies that the retinal location of the
target must be combined with the current eye position, to obtain a sensitivity
to the sum xtgt + ygaze. For a gain modulated model neuron the response RS

can be described by:

RS = f(|xtgt − a|)g(|ygaze − b|) (2)

where f is the the receptive field profile of the sensory neuron, a is the preferred
retinal target location, g is the function that represents the gain field and b is the
preferred gaze direction. By using a Hebbian learning algorithm, [3] determined
the strength of the synaptic weights w of the afferent sensory neurons, which
drive the response RM of a motor neuron as function of xtgt + ygaze:

RM = F (xtgt + ygaze). (3)

For the sensory neurons a Gaussian tuning curve is adopted, while the gaze
direction modulation is modeled by clipped linear functions that cannot increase
beyond a maximum value M . From Eq. 2 the response of a sensory neuron RS

i ,
sensitive to a retinal target location ai and a gaze direction bi, is given by:

RS
i = e

(
− |xtgt−ai|2

2σ2

)
[m(ygaze − bi) + M ]M+ (4)

where [·]M+ means that the linear function g is clipped and bounded between 0
and M , and m represents the slope of this function. The population of sensory
neurons, each with their preferred ai and bi, drives the activity of the motor
neurons through synaptic coupling:

RM
j =

∑
i

wijR
S
i (5)
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Fig. 5. Comparative behavior of the model. (Top) Gain modulation of the sensory cell.
The three curves correspond to different gaze directions: 0◦ (solid line), −23◦ (long-
dashed line), and 23◦ (dotted line). (Bottom) Outputs of the motor neuron population
when the population of sensory neurons is characterized by different number of cells
and different gaze field modulation functions (see text). The population activity peaks
shift when the gaze angle changes, thus coding the absolute spatial location of the
target. The arrows emphasize the discrepancy between the estimated target location
and the real one indicated by the reference vertical lines.
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Fig. 6. Relationship between the sharpness of the gaze field and the sharpness of the
target localization in head-centered coordinates

where wij is the weight between the sensory neuron i and the motor neuron j.
In their original paper [3], the authors state that the gain modulation mecha-
nism, which is responsible of the sensori-motor transformation, does not require
restrictive assumptions on the average tuning curves. Indeed, the functions g’s
may be obtained by averaging operations that combine tuning curves with very
different characteristics in similar preferred gaze locations. Furthermore, when
the model specifically considers linear gain curves, it postulates bounds on the
cell’s response and adopts clipped linear functions that cannot increase beyond
a certain value. The combined use of pairs of cells with mirror gain modulation
tuning curves yields de facto a peak-shaped functions to characterize the gaze
direction effect. With reference to the Salinas and Abbott’s model, we have com-
pared the results obtained by using peak-shaped gaze fields in the modulations,
explicitly. Specifically, we implemented the model by substituting the clipped
functions with simple peaked functions directly obtainable by linear combina-
tion. To focus on the effects of the gaze field modulation function, instead of
learning the synaptic weights, we used pre-wired fixed synaptic connection ker-
nels modeled by Difference of Gaussians. Fig. 5 shows the resulting population
response of the motor cells for three different gaze angles. For a fixed number
of cells in the population, we compared the target localization capability when
one uses clipped linear or peak-shaped gaze fields. Increasing the number of cells
of the sensory population neurons the model yields correct target localizations,
independently of the gaze field function we adopt. Though, when the number of
cells approaches a small critical value (in our simulations 20), the accuracy of
target localization is worse if clipped linear functions are used. A further analysis
pointed out a linear relationship between the sharpness of the gaze field and the
localization of the target in head-centered coordinates (see Fig. 6).

5 Conclusions

The work of Andersen and Zipser [2] suggested that the tuning of the visual and
of the ongoing activity of lateral parietal cells is in most cases linear, even if the
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interaction between visual information and information about the position of the
eyes in the orbit may be more complex. On the other side, the work of Galletti
[5] in the medial parieto-occipital cortex suggested that in most cases the gain
field is not linear, as in this region of the brain there are peak-shaped tuning
curves to gaze direction. The analysis of the data conducted in this work on one
region of the medial parieto-occipital cortex (V6A) pointed out the presence of
a large number of cells with such characteristics. From a computational point of
view, the analysis of gain modulation with peaked-shaped functions evidenced
advantages in terms of the efficacy and efficiency of the representation of the
target location, when a limited number of units are considered.

Acknowledgements. This work has been supported by the EU Project FP7-
ICT-217077 “EYESHOTS”.
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Abstract. Perceiving the environment is crucial in any application re-
lated to mobile robotics research. In this paper, a new approach to real-
time human detection through processing video captured by a thermal
infrared camera mounted on the indoor autonomous mobile platform
mSecuritTM is introduced. The approach starts with a phase of static
analysis for the detection of human candidates through some classical
image processing techniques such as image normalization and thresh-
olding. Then, the proposal uses Lukas and Kanade optical flow without
pyramids algorithm for filtering moving foreground objects from moving
scene background. The results of both phases are compared to enhance
the human segmentation by infrared camera. Indeed, optical flow will
emphasize the foreground moving areas gotten at the initial human can-
didates detection.

1 Introduction

Perceiving the environment is crucial in any application related to mobile
robotics research [8,3]. The information surrounding the robot can be used to nav-
igate, avoid barriers and execute a given mission [10]. As an outstanding motion
detection method, optical flow is being widely used in mobile robot navigation.
Optical flow plays a central role in the ability of primates to recognize movement.
Image flow divergence has been used to orient a robot within indoor hallways by
estimating time to collision [4] and differences in optical flow magnitude have been
used to classify objects moving at different speeds to simplify road navigation in
traffic [9]. Optic flow has also been used in a dynamical model of visually-guided
steering, obstacle avoidance and route selection [6]. An approach uses optical flow
information to track features on objects from the time they appear on screen until
they interact with the local sensors of the robot [13].

Moreover, the use of autonomous robots or vehicles can provide significant
benefits in the surveillance field [19,14]. And, many algorithms focusing specif-
ically on the thermal domain have been explored. The unifying assumption in
most of these methods is the belief that the objects of interest are warmer than
their surroundings [21]. Indeed, some animals can see in total darkness, or even
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see colors beyond the visual spectrum, that humans have never seen. Thermal in-
frared video cameras detect relative differences in the amount of thermal energy
emitted/reflected from objects in the scene. As long as the thermal properties of
a foreground object are slightly different (higher or lower) from the background
radiation, the corresponding region in a thermal image appears at a contrast
from the environment. In [11,2], a thresholded thermal image forms the first
stage of processing after which methods for pose estimation and gait analysis
are explored. In [18], a simple intensity threshold is employed and followed by
a probabilistic template. A similar approach using Support Vector Machines is
reported in [20]. Recently, a new background-subtraction technique to robustly
extract foreground objects in thermal video under different environmental condi-
tions has been presented [5]. A recent paper [12] presents a real-time ego-motion
estimation scheme that is specifically designed for measuring vehicle motion from
a monocular infra-red image sequence at night time. In the robotics field, a new
type of infrared sensor is described [1]. It is suitable for distance estimation and
map building. Another application using low-cost infrared sensors for computing
the distance to an unknown planar surface and, at the same time, estimating
the material of the surface has been described [7].

In this paper, we introduce our approach to real-time human detection
through processing video captured by a thermal infrared camera mounted on the
indoor autonomous mobile platform mSecuritTM (see Fig. 1)developed by the
Spanish private company MoviRobotics S.L. The approach starts with a phase
of static analysis (on the current image frame) for the detection of human can-
didates. Then, a dynamic analysis [15,17] (taking the previous and the current
images) by means of an optical flow algorithm based on Lukas and Kanade [16]
approach without pyramids is run. The algorithm aligns two images to achieve
the best matches and determines motion between both images. The approach
assumes the images to be roughly aligned and uses Newton-Raphson iteration
for the gradient of error. Lastly, the results of both phases are compared to
efficiently segment the humans.

2 Human Detection Algorithm

The proposed human detection algorithm is explained in detail in the following
sections related to the different phases, namely, human candidates blob detec-
tion, image motion analysis, and human blobs segmentation.

2.1 Human Candidates Blob Detection

The algorithm starts with the analysis of a single image, I(r, c, t), captured at
a time t by the camera. This phase is considered as static because it uses only
the information of the current frame to perform the detection. Firstly, a change
in scale, as shown in equation (1) is performed. The idea is to normalize all
images to always work with a similar scale of values, transforming I(r, c, t) to
I ′(r, c, t). The normalization assumes a factor γ = 60, as our empirical experience
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Fig. 1. The mSecuritTM mobile surveillance robot

shows that this value corresponds to the mean gray level value of an image, I(t),
captured at a standard environment temperature (see figure 2b).

I ′(r, c, t) =
I(r, c, t) × γ

I(t)
(1)

where I ′(r, c, t) is the normalized image. Notice that I ′(r, c, t) = I(r, c, t) when
I(t) = γ.

The next step is the elimination of incandescent points (corresponding to light
bulbs, fuses, and so on), which can confuse the algorithm by to showing zones
with high temperature. As the image has been scaled, the threshold θi calculated
to eliminate these points is related to the normalization factor γ. Indeed,

θi = 3 × 5
4
γ (2)

δ = 5
4γ introduces a tolerance value of a 25% above the mean image value.

And, 3× δ provides a value high enough to be considered an incandescent image
pixel. Thus, pixels with a higher gray value are discarded and filled up with the
mean gray level of the image.

I ′(r, c, t) =
{

I ′(r, c, t), if I ′(r, c, t) ≤ θi

I ′(t), otherwise (3)

The algorithm uses a threshold to perform a binarization for the aim of iso-
lating the human candidates spots. The threshold θh, obtains the image areas
containing moderate heat blobs, and, therefore, belonging to human candidates.
Thus, warmer zones of the image are isolated where humans could be present.
The soft threshold is calculated as:

θh =
5
4
(γ + σI′) (4)
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Fig. 2. (a) Input IR image frame. (b) Scaled frame. (c) Closed soft threshold.

where σI′ is the standard deviation of image I ′(r, c, t). Notice, again, that a
tolerance value of a 25% above the sum of the mean image gray level value and
the image gray level value standard deviation is offered.

Now, image I ′(r, c, t) is binarized using the threshold. Pixels above the thresh-
old are set as maximum value max = 255 and pixels below are set as minimum
value min = 0.

Bs(r, c, t) =
{

min, if I ′(r, c, t) ≤ θh

max, otherwise (5)

Next, the algorithm performs morphological opening (equation (6)) and clos-
ing equation (7)) operations to eliminate isolated pixels and to unite areas split
during the binarization. These operations require structuring elements that in
both cases are 3×3 square matrixes centered at position (1, 1). These operations
greatly improve the binarized shapes as shown in Fig. 2.

Bo(r, c, t) = Bs(r, c, t) ◦

∣∣∣∣∣∣
0 1 0
1 1 1
0 1 0

∣∣∣∣∣∣ (6)

Bc(r, c, t) = Bo(r, c, t) •

∣∣∣∣∣∣
0 1 0
1 1 1
0 1 0

∣∣∣∣∣∣ (7)

Afterwards, the blobs contained in the image are obtained. A minimum area,
Bmin, - function of the image size - is established for a blob to be considered
to contain humans. As a result image Br(r, c, t) is obtained by eliminating non-
human blobs from image Bc(r, c, t).

2.2 Image Motion Analysis

In this phase, dynamic analysis - or image motion analysis - by optical flow
calculation is performed. Optical flow has been selected as it discards the scene
movement due to the proper robot motion. A simple subtraction-based approach
would indicate that everything is in movement, making impossible to differenti-
ate really moving objets in the completely moving scene. Thus, as the majority
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Fig. 3. (a) Previous frame. (b) Current frame. (c) Multiplied previous frame. (d) Mul-
tiplied current frame. (e) Soft thresholded moments. (f) Hard thresholded moments.
(g) Matched thresholds.

movement is the scene movement, optical flow discards it to only focus in other
different direction movements [16].

Evidently, this phase uses two image frames, the previous image, I(r, c, t−1),
and the current one, I(r, c, t) (see Fig. 3a and 3b). In first place, the current and
the previous frames are multiplied to enhance the contrast, such that the dark
values become darker and the bright values become brighter (see Fig. 3c and
3d). This way, the calculation of the optical flow is facilitated.

The dynamic analysis requires the calculation of the moments corresponding
to each pixel movement on the normalized input images, applying equation 1
on images I(r, c, t − 1) and I(r, c, t). The optical flow calculation results into
two gray level images, where each pixel reflects the angular moment detected,
storing the movements in X and Y axes. Firstly, the algorithm performs the
speed calculation of the optical flow. The selected optical flow approach is the
Lucas-Kanade without pyramids algorithm. This algorithm is fast and offers an
excellent success vs. speed ratio. The calculated speeds, as a result of the optical
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Fig. 4. Optical flow calculation. (a) Moments. (b) Angles.

flow, are turned into angles, α(r, c, t), and magnitudes, m(r, c, t). Fig. 4a shows
the magnitudes (moments), that is to say, the amount of movement at each
pixel (r, c) between I ′(r, c, t − 1) and I ′(x, y, t), in form of a moments image,
M(r, c, t). Similarly, Fig. 4b shows the direction of the movement (angles). The
results clearly indicate that angles are less important than moments. Indeed,
on the one hand, non-rigid objects’ movements go into very different directions,
and, on the other side, angles with low moments may be caused by image noise.

To efficiently use the moments image M(r, c, t), its histogram, as shown in
Fig. 5 has been studied for many cases. As you may observe, most values are in
the [0, 64] interval, but very close to 0. Indeed, the average value is close to 1
in these moments images. Therefore, two thresholds, a moments soft threshold
μs = 10 and a moments hard threshold μh = 25, are used to delimit the blobs
of possible humans. The aim of the soft threshold, μs, is to obtain the most
representative values, whereas the hard threshold, μh, is used to refine a better
matching between zones that show an elevated movement and zones with less
movement but connected to the previous ones. Thus, the zones where movement
has been detected are extended, and the zones with reduced movements are
eliminated.

Therefore, firstly, the moments soft threshold μs is applied to the moments
image M(r, c, t) to obtain image Ms(r, c, t, ), as shown in Fig. 3e). The related
formula is:

Ms(r, c, t) =
{

min, if M(r, c, t) ≤ μs

max, otherwise (8)

Afterwards, an opening filter is applied to erase isolated pixels, getting
Mo(r, c, t, ) (see equation (9)). In this case, disconnected areas can arise, as parts
of the image may have gone in different directions.

Mo(r, c, t) = Ms(r, c, t) ◦

∣∣∣∣∣∣
0 1 0
1 1 1
0 1 0

∣∣∣∣∣∣ (9)
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Fig. 5. Moments histogram

After this, the moments hard threshold, μh = 25, is applied to M(r, c, t, ) in
order to obtain image Mh(r, c, t) (see Fig. 3f and equation (10)).

Mh(r, c, t) =
{

min, if M(r, c, t) ≤ μh

max, otherwise (10)

Now, the blobs present in Mo(r, c, t, ) are compared to the blobs of Mh(r, c, t).
The aim is to verify if each blob detected with the hard threshold is contained
in a spot detected with the soft threshold. The spots that do not meet this
condition are discarded. Finally, the resulting image, called refined moments
image Mr(r, c, t), and shown in Fig. 3g, only contains the blobs that have met
the previous condition. This image is used during the next phase to improve the
certainty about the human presence.

2.3 Human Blobs Segmentation

This phase enhances the human detection by combining the results of the previ-
ous phases, that is, the human candidates blobs image and the refined moments
image.

Indeed, this phase performs an AND operation between the output images of
both previous phases, Br(r, c, t) and Mr(r, c, t). The aim here is to take advantage
of the optical flow information to improve the detection performed in the static
analysis. This is, the optical flow emphasizes the moving areas gotten at the
initial human candidates detection. The possibilities that these moving shapes
are humans are increased, as the resulting image

Pr(r, c, t) = Br(r, c, t) ∩ Mr(r, c, t) (11)

verifies if there exists a sufficient amount of pixels in movement within the zones
delimited in Br(r, c, t).
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3 Results

The algorithm was tested on a motherboard (an Intel Celeron M 430 at 1.73 GHz)
and processor installed on the mSecuritTM mobile robot. The RAM unit has a
capacity of 512 MB. The performance results in terms of real-time capability of
the algorithms described are excellent, as the method deals with the 6 frames
per second provided by the FLIR camera installed on the mSecuritTM mobile
platform.

Fig. 6 shows the output of applying the proposed human detection algorithm
on an IR video sequence. As you may easily observe, in all frames captured, the
human is perfectly detected.

Fig. 6. A complete human detection video IR sequence

4 Conclusions

In this paper, our approach to real-time human detection through processing
video captured by a thermal infrared camera mounted on the Spanish private
company MoviRobotics S.L. indoor autonomous mobile platform mSecuritTM

has been presented. The approach starts with a phase of static analysis for the
detection of human candidates. Then, a dynamic analysis by means of and optical
flow algorithm based on Lukas and Kanade approach without pyramids is run.
The algorithm aligns two images to achieve the best matches and determines
motion between both images. The approach assumes the images to be roughly
aligned and uses Newton-Raphson iteration for the gradient of error. The initial
results are promising and we are now engaged in performing tests in different
visual surveillance scenarios.
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Abstract. This paper presents a framework for parallel tracking of hu-
man hands and faces in real time, and is a partial solution to a larger
project on human-robot interaction which aims at training autistic chil-
dren using a humanoid robot in a realistic non-restricted environment. In
addition to the framework, the results of tracking different hand waving
patterns are shown. These patterns provide an easy to understand profile
of hand waving, and can serve as the input for a classification algorithm.

1 Introduction

A little more than a decade ago, Honda Corporation demonstrated an Advanced
Step In MObility (ASIMO) [5,6]. The introduction of ASIMO has led to a boost
in humanoid robotic research and development. After several expensive prede-
cessors, the NAO humanoid from Aldebarn has become a standard platform in
the robocup soccer competition. Due to its standardized hardware and software,
which will make the experiments reproducible, it becomes also an attractive
platform for conduction of behavioral studies.

Recent developments by the personal computers ensure substantial computing
power of several tera floating point operations per second (TFLOPS), if graphical
processing units (GPUs) are used. Moreover the GPUs reach this performance
due to massive parallelism making them as powerful as a fast supercomputer of
just three years ago.

We propose to use both technologies, namely a standardized humanoid robot
and the GPU processing for more realistic behavioral applications. More specif-
ically we are interested in scenarios involving multiple simultaneous actions per-
formed by different body parts of a human or a robot. We assume realistic
imitation scenarios, i.e., scenarios where a human freely behaves and a robot
tracks its actions with the intend to act upon the meaningful ones, for instance
by imitation.

Schaal advocates that imitation learning offers a promising route for equip-
ping the robots with human skills by means of efficient motor learning, a direct
connection between action and perception, and modular motor control [14]. In

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 344–352, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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developmental research it has been shown that newborns are able to imitate
static gestures. Infants have been shown to imitate facial gestures from the first
day [13], which implies existence of a simple basic mechanism for comparison and
imitation. Imitation is considered a fundamental avenue of learning in humans
[12]. Recently a comparison was made on the developments of imitation skills in
infants and robots [4]. Demiris and Meltzoff focus on two main dimensions: the
initial conditions and developmental mechanisms. The computational framework
used by Demiris [3] called HAMMER is an architecture for recognition and exe-
cution of actions where attention plays an important role. The attractive part is
that the model uses multiple pairs of inverse and forward models that operate in
parallel, hence such model can be extended easily. The drawback of the model
with the highest confidential factor is selected. Hence a single behavior is active,
while human like action mostly involves multiple activities at the same time.

In this paper we will propose a parallel architecture that is flexible enough to
deal with any scenario involving multiple actions at the same time. The focus in
this paper will be to define the technical aspects of this architecture, and show
detecting and tracking of multiple behavioral trajectories of different body parts
with a further aim to detect incongruent, atypical, or emotional behavior. We
demonstrate the results for emotional and neutral hand waving behavior and
demonstrate that both visible body parts, namely the head and the hand can be
tracked in real time. In a parallel study we are developing a method for detection
and recognition of emotional movements based on Laban movement analysis that
will complement this work in the behavioral experiments with autistic children.
For the application we use a commercially available humanoid robot NAO to
demonstrate the concept of part of this architecture. An important part for the
robot is its visual data processing. We will describe in detail how in a sequence
of images the hand position is extracted in real time and converted into a motion
stream. This motion stream forms the basic input for imitation and turn taking
on the basis of the mirror neuron framework [1].

The paper is organized as follows: In Section 2 we focus on the physical char-
acteristics of the used platform and elaborate on the parallel architecture. Sec-
tion 3 describes the experimental setup and gives the implementation of marking
a hand in an image using skin color. For the sequence of images such region is
marked to construct a stream that is used to analyze hand waving behavior.
This section provides some preliminary experimental results. Section 4 provides
an initial setup how these data stream can be used to extract social behavior
for interaction with a robot. The paper finishes with a discussion and future
research.

2 Application Platform

2.1 Humanoid Robot

Commercially available humanoid robot NAO, illustrated in Figure 1, is used
for the experiment. The robot has 25 degrees of freedom, 5 in each leg and arm,
and 1 in each hand. Further it has 2 degrees of freedom in its head and one in
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Fig. 1. Application platform humanoid robot NAO

the pelvis. The platform contains 2 color cameras with a maximum resolution
of 640x480 pixels at a speed of 30 frames per second. The platform contains
an embedded AMD Geode 500MHz processor and is shipped with an embedded
Linux distribution. A software library called NaoQi is used to control the robot.
This API provides an easy to use C++ interface to the robot’s sensors and
actuators. Due to this library its is relatively easy to control the robots actuators
and make use of advanced routines that let the robot move and talk using text
to speech.

2.2 Parallel Processing

The proposed parallel processing framework assumes a set of useful functional
units. These units are connected with each other to exchange information. Fig-
ure 2a illustrates such a parallel framework, where processing units and con-
nections are represented by squares and directed arrows, respectively. Using a
graphical setup gives fast insight in the available parallel processes and their
respective connections, and can be implemented in graphical programming envi-
ronment TiViPE preserving its graphical representation [7]. Such network can be
transferred into a formal language and described in a BackusNaur Form (BNF),
as illustrated Figure 2b. This makes such a framework attractive for TiViPE
to generate and compile code fully automatically from a constructed graphical
network.

The setup of such a framework is simple and elegant, but powerful enough
to describe any parallel algorithm. In this respect it can be used as an artificial
neural network, where the squares and connections denote the neurons, and
synapses, respectively. The framework could be used as probabilistic network
where connections denote the chance to go from one state to another one.

For the hand waving experiment, visual data processing, data understanding,
imitation, and turn taking, we have constructed a global network as illustrated
in Figure 2c. A building block can be described as unit with inputs and output
(Figure 2d), making a one-to-one implementation possible within TiViPE. Note
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a)

P1

P2
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P4

Ready
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b)

 | P3; 
P3     −> Ready;
P4     −> Ready;
P5     −> P6;
P6     −> P6 | Ready;

P1     −> 
P2     −> 

 P2 & P5;
 (P1 & P4)

Start −> P1;

c)

Task

Goal

STS

PF

F5

Visual Input

Path Planning

PFC

d)

STSPFC goal F5

PF

PFC goal STS F5

Fig. 2. General parallel framework where yellow squares denote processing units. Ar-
rowed connection denote information exchange in direction of the arrow between pro-
cessing units. a) An example of such a network, and b) Its textual description. c) Brain
areas involved in hand object interaction interaction. d) Isolated processing unit with
input and output connections.

that the visual input has been described as a single block, but it contains many
parallel processing units, as provided in earlier work [16,10,8,9]. Our goal is to
make a function brain model using this parallel framework [11].

3 Experimental Setup

The experiment we have been conducting is hand waving. In this experiment the
robot should be able to extract a simple motion pattern and derive its behavioral
aspects. Also the robot should be able to imitate this pattern and eventually
adjust its behavior, both with the aim of either to teach or to influence behavior
of the human aiming to improve his or her social skills.

The implementation of detection and tracking a waving hand is given in Fig-
ure 3, and has been decomposed into several building blocks:

1. acquiring data from a camera
2. binarizing an image by marking a pixel either as skin color or not
3. marking skin regions by a pyramid decomposition
4. tracking regions
5. visualization of regions in an image
6. visualization of tracked waving hand over time.

3.1 Skin Detection and Region Marking

Face segmentation using skin color can be made independent of differences in
race when processing image pixels in Y-Cr-Cb color space [2].

We used the following (r, g, b) to (Y, Cr, Cb) conversion:

Y = 0.2989r + 0.5866g + 0.1145b

Cr = 0.7132(r − Y )
Cb = 0.5647(b − Y )



348 T. Lourens and E. Barakova

Fig. 3. TiViPE [7] implementation of handwaving

and the same threshold values as used by Chai and Ngan[2]:

77 < Cb < 127
133 < Cr < 173

since they yield good results for classifying pixels belonging to the class of skin
tones. The next stage is marking a cluster of “skin tone classified” pixels by a
rectangular window. This is performed by decomposing the image into a pyra-
mid, where every pixel in the next level of the pyramid is computed as follows:

Ii+1(x, y) = (Ii(2x, 2y) + Ii(2x + 1, 2y) + Ii(2x, 2y + 1) + Ii(2x + 1, 2y + 1)) /4
(1)

where (x, y) is the position in image Ii, i denotes the level in the pyramid, and
base level 0 contains the original image I0. The construction of a pyramid using
(1) provides a strongly reduced search space, since if in level i+1 a pixel Ii+1(x, y)
is found to belong to the desired region then in level i of the pyramid a cluster of
2x2 pixels (Ii(2x, 2y), Ii(2x+1, 2y), Ii(2x, 2y +1), and Ii(2x+1, 2y +1)) belong
to the same region.

The search for regions of interest starts at the highest level, and decreases
until an a-priori known minimum level has been reached. It is therefore possible
that no regions of interest are found. Taking into consideration that if a pixel is
marked as skin tone it has value 1 and 0 otherwise. We define a pixel to belong
to a unique region j if it satisfies the following:

Rj
i (x, x + 1, y, y + 1) =

(
max1,1

x1=−1,y1=−1(Ii(x + x1, y + y1) ∧ Ii(x, y) > 0.3
)

∨
Ii(x, y) > 0.99.

(2)
The first condition implies that Ii(x, y) is a local maximum, and indicates that
likely in the next level one of the pixels has a value that is one, while the second
condition provides full certainty that there is a region of interest. As soon as
one or more pixels satisfy (2) in level i, a check is done in its subsequent levels
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a) b) c)

Fig. 4. Marked regions of interest, using skin color

if there is a rapid increase in number of pixels satisfying (2) indicating that
multiple pixels have been found in the same region.

Regions Rj
i in their initial setting are bound by a single pixel Ii(x, y), and a

region growing algorithm is applied to determine the proper size of the rectan-
gular region. Lets assume that the initial size of the rectangle is Rj

i (xl, xr, yu, yd)
and that the possible growing areas are left (Rjl

i = Rj
i (xl − 1, xl, yu, yd)), right

(Rjr

i = Rj
i (xr, xr + 1, yu, yd)), above (Rju

i = Rj
i (xl, xr , yu − 1, yu), and below

(Rjd

i = Rj
i (xl, xr, yd, yd + 1) this region. The average value of all four growing

areas is taken, where the maximum value determines the direction of growing.
The following procedure

Ajx

i = avg
(
Rjx

i

)
x ∈ {l, r, u, d}

M jx

i = max
x

(
Ajx

i

)

Rj
i = Rj

i ∪ Rjx

i if M jx

i ≥ 0.67

is repeated until M jx

i < 0.67. From experiments 0.67 provided a rectangle that
corresponds roughly to area in the original image, see also Figure 4.

The method described allows us to find any uniform color region in the image
in real time. It is plausible that the functional concept as described above con-
tains similarities with how the brain processes visual data, since primary visual
cortex area V4 provides a substantial role in processing color [17].

We could formally describe such a feature f by its region, type, and time:
f(xl, xr, yu, yd, skintone, t). This f in turn could be further processed by other
visual areas or passed on to both STS and PFC, as illustrated in Figure 2c.

3.2 Tracking

An example of a waving experiment using color images of 320x240 pixels at a
speed of 24 frames per second are provided in Figure 5. In this example the
author has been waving his right hand six times (Figure 5a), where the central
point of the largest skin area has been tracked during a period of 110 seconds.

In a normal waving pattern illustrated at Figure 5b, we observe that
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a) b)

c) d)

Fig. 5. Waving profiles

1. waving occurs at a regular interval of around one full cycle (from left to right
and back) per second.

2. its amplitude is similar for every cycle.
3. there is a clear correlation between horizontal and vertical axis.
4. there is a slight difference between left and right due to physical restrictions

of the joints.

Figure 5c-d illustrate a calm, queen type of waving, and a highly energetic, a
wild or angry type of waving, respectively. Here we observe that the polite way
of waving is low energetic, but still has a higher frequency, of around 1.5 times
per second, compared to normal waving. In case of extremely energetic waving
the frequency could be increased to 2.5-3 times per second.

4 Behavioral Primitives

Understanding motion from waving patterns requires a mechanism that is able
to learn to interpret and classify these sequences, and ideally able to extract the
observations provided in Section 3.2. In a complementary study we are attempt-
ing to classify motion by so-called Laban primitives. Using these primitives we
classify whether the wave pattern demonstrates normal, polite, stressed behav-
ior, or abnormal behavior.
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The current method is developed to enable the robot to interact with a human
in a realistic scenarios. In real life the robot will detect several skin color regions
that belong or not to the interacting human. Being able to track several of them
in parallel, it can easily discard occasional static objects that do not belong to
the human body. Moreover, using an earlier developed technique [15] the robot
recognizes and learns repeating patterns of behavior, which it considers impor-
tant, and discards occasional movements which most often are not important.
For instance, if during waving of the hand a head movement takes place because
at this time somebody enters the room, this movement will be ignored. However,
if an autistic child performs repeatedly a movement with his/her head while wav-
ing, this will be learned and eventually included in the imitation behavior of the
robot.

5 Discussion and Future Work

We have presented a computational framework that is simple and elegant, but
powerful enough to describe any parallel algorithm. This framework is used as
basis for our social interaction with the robot, and application of hand waving as
well. The goal of this application is to demonstrate some simple social interaction
between man and machine.

In this paper we have shown that the robot is able to detect multiple skin
regions in real time and that a stream of such information provides clear insight
in the movements of a waving hand. In a complementary study these regions are
transfered into behavioral primitives. These primitives are used by the robot to
socially interact with a human.

It is obvious that we have barely touched the surface of all the research we
would like to conduct. Even a simple experiment like hand waving elicits a
number of questions:

– Could any type of waving be predicted?
– How to respond to waving pattern?
– Does it lead to adaptive or predictive behavior?
– How does the design of simple reactive behavior look like?
– How to design imitation, such that it appears natural and distinctive on a

humanoid robot?

Nevertheless, the newly acquired NAO humanoid robots provide an excellent
test-bed for machine-interaction, and opens a wide range of possible research
areas. An important aspect on these robots will be how closely one can emu-
late human movement. It implies that understanding the physical limitations
of these robots, and getting insight in the parameters settings of the 25 joints
of these robots will play an important role for social interaction. Next a basic
set of motion primitives needs to be derived that yield the back-bone for social
interaction on the basis of body language.
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Abstract. This paper describes a technique based on electroencephalog-
raphy (EEG) to control a robot arm. This technology could eventually al-
low people with severe disabilities to control robots that can help them in
daily living activities. The EEG-based Brain Computer Interface (BCI)
developed consists in register the brain rhythmic activity through a elec-
trodes situated on the scalp in order to differentiate one cognitive process
from rest state and use it to control one degree of freedom of the robot
arm. In the paper the processing and classifier algorithm are described
and an analysis of their parameters has been made with the objective of
find the optimum configuration that allow obtaining the best results.

1 Introduction

Nowadays and during the last decade the use of the called “Brain Computer
Interfaces (BCI)” is extending. BCIs are based in the registration of the cere-
bral bioelectric activity through electrodes in order to generate control actions
and this don’t request any physic movement by user [1,2]. Thus, all interfaces
are potentially of enormous value for individuals with movements limitations or
disabled people and it can facilitate their daily life increasing her independence.
This technique can be used by a lot of applications, like to write in a virtual
keyboard, video games or control devices, and it is, the control of devices, where
is focused this paper [3,4]. The final objective is can control a robot arm differ-
entiating several cognitive process or “tasks” from rest state.

Different techniques, as many invasive as non-invasive, can be used in the
development of these systems. With the invasive techniques it is possible to reg-
ister the activity of one neuron or small groups of them through microelectrodes
implanted into the brain. It has been possible to determinate movement inten-
tion in animals [5] or control a computer cursor [6]. The non-invasive techniques
have been used in this paper and consist in register the electroencephalographic
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(EEG) signals through superficial electrodes on the scalp (thereby eliminating
the possible medical risks and ethical problems).

The non-invasive techniques can be classified as “evoked” or “spontaneus”.
In evoked, the signals registered reflects the immediate automatic response of
the brain to some external stimuli [7,8]. The necessity of external stimuli limits
the number of applications. Therefore, this paper is focused in the spontaneous
mental activity, that is when the person carries out a cognitive process on their
own will [9].

The brain activity produces other type of signals too, such magnetics or
metabolics, that can be registered with magnetoencephalography (MEG),
positron emission tomography (PET) or functional magnetic resonance imag-
ing (fMRI). The fMRI thechnique has been used in this article to contrast the
cerebral activity of different cognitive process with the objective of know with
great exactitude the situation of this in the brain.

Therefore, a non invasive spontaneus EEG-based BCI is presented to control
one degree of freedom of a robot arm. In order to differentiate between several
cognitive processes, or different tasks, the EEG signals must be processed and
classified. Several discriminator algorithms and classifiers can be found in the
literature [10]. The discriminator and classifier algorithms used in this paper are
explained in section 3.

The paper is organized as follows. Section 2 describes the architecture of
the system that allows collect the signals and controlling the robot. The EEG
configuration and the algorithms are discussed in section 3. Section 4 shows the
experimental results obtained when a robot arm. Finally, the main conclusions
are summarized in section 5.

2 System Architecture

This section describes the system architecture [11]. A hardware/software inter-
face has been created in order to register the EEG signals for processing and take
a decision above the cognitive process realized and finally to send the appropriate
command of movement to the robotic arm.

The design of the system architecture has been differentiated in two environ-
ments: The first, a local environment where is the operator composed by the ac-
quisition and digitization systems and the computer that processes the signals and
execute the terminal client’s. And the second one, a remote environment, where
is the robot arm server and the own robot arm. The advantage of this design is
that the operator could be far from the robot arm, since a visual feedback with a
camera situated on the remote environment help to see the movement of this.

2.1 Hardware/Software Architecture

The human robot interface is composed of the acquisition system and the digi-
tization system.
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Fig. 1. Images of the acquisition system with the electrodes and the Nicolet Viking IV
D device (left) and FANUC LR Mate 200iB Robot (right).

The acquisition system is made up of four silver/chloride electrodes that col-
lect the signals and the Nicolet Viking IV D device that amplify and filter the
signal. The Nicolet device has only 4 amplifiers and the selected characteris-
tics of this are: A high-pass filter of 0.2Hz, a low-pass filter of 30Hz (both with
12dB/decade) and a gain of 20.000 have been selected for these signals. The
device enables also measuring the impedance of the electrodes that should be
as low as possible in order to get an acceptable quality of signal. The outputs
from the amplifiers are collected through a coaxial cable and it is connected by
means of block connectors to the digitalization system.

The digitalization system is composed by a connection blocks and the National
Instruments (NI) PCI-6023E card, that samples and digitalizes the signals. A
sample frequency of 512Hz for each channel has been used. A real image of the
local environment system is shown in the left of Fig. 1.

All the interface software has been programed in Matlab. The module Data
Acquisition Toolbox (DAQ) has been used to register the signals from the NI card.

2.2 Robot Arm Control

The robot arm used in the experiments is a FANUC LR Mate 200iB. This robot
has six degrees of freedom and can carry up to 5 kg. The robot is shown in the
right of Fig. 1. The software used to control the Fanuc is a C++ client/server
system based on RPC protocol (Remote Procedure Call). The server is located
in a computer near the robot in the remote environment and it is connected
to the robot by means of a network in order to make the transmission of every
necessary instruction. The client is executed in the computer where the human-
robot interface is running (local environment). Once the client is initialized and
gets the IP of the server, the server connects and waits for instructions. Every
movement received by the client is sent to the server using RPC and this sends
the order command to the robot which makes the specific movement.



356 E. Iáñez et al.

3 EEG Control of a Robot Arm

This section describes the procedure to control one degree of freedom of the robot
from the brain activity of the user. Spontaneous brain signals have been obtained
and the brain rhythmic activity has been analyzed in order to implement the
BCI.

3.1 Selection of Paradigms and EEG Configuration

Several cognitive process or “tasks” of different nature have been taken into
account with the intention of decide the best option for differentiate between
one of these task and rest state in EEG signals. For instance, one of the tasks
consists in a “motor imagery”: to think that is performing a movement with the
right arm. This motor task has been selected because, as indicated in [12], to
imagine a movement generates the same mental process and even physical that
to make the movement, only that the movement is blocked. It has been tested
other cognitive process, such as recite the “Our Father” or “Happy Birthday”.
These tasks are more complex cognitive process related with the language and
memory.

Because only four channels are available, a evaluation for the optimum position
of the electrodes has been done, checking several configurations and amplitudes.
This evaluation is complemented with a fMRI-study, which is presented next.

One healthy volunteer subject with an age of 27 years (male) participated
in the experiment. He is right-handed native Spanish speaker, with no his-
tory of neurological or psychiatric disorder, and has normal hearing and vision.
He provided written informed consent according with Medical Research Ethics
Committee.

Experimental paradigm: Subject performed four different conditions, named
Paradigm I to paradigm IV with block design rest/active condition in a fMRI
study. These four are the experimental paradigms: Paradigm I: to recite “Our
Father”, paradigm II: Imaginary rotary movement of the right hand, paradigm
III: to recite continually “7*8=56” and the last paradigm IV: to recite “Happy
Birthday”. Stimuli (a red/green dot for rest/active condition) were presented
using a projector onto a rear projection screen at the feet of the subject. Subject
viewed the screen with an angled mirror positioned on the head-coil. Participant
was familiarized with the set of visual stimulus presented and with the cognitive
paradigms.

Functional Magnetic Resonance Image Acquisition, Processing and Analy-
sis: Subject were scanned on a 1.5T Philips magnet. A spin -echo sequence
(GR/SK/TRA, TR/TE=3000/80 ms, flip angle=90o, Matrix=64*64mm, 28
slices, voxel size=3.5*3.5*5.5mm,) was used to visualize the BOLD response
the brain activity. An anatomical sequence (T1/SE/TRA, TR/TE=550/15ms,
matrix= 256*256, 28 slices, voxel size= 0.9*0.9*5.5mm, flip angle=69o) was ac-
quired for coregister the results. SPM5 (Welcome Foundation, ICL, UK) was
used to analyze the image data. A block design (100 acquisitions in blocks of 5,
starting with rest) were made. The functional images were realigned, normalised
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and smoothed using a spatial filter (FWHM) of 6mm. The functional data for
each cue were included in a single design matrix.

FMRI results: We report the brain regions characterized by a positive BOLD
response, subjected to a family wise error (FWE) correction with a p value of 0.05
(except paradigm II with a uncorrected for multiple comparisons puncorrected <
0.001) and a minimum number of 10 voxels. The table 1 lists the significant
clusters from the SPM5 analysis of functional data and in the left the figure 2
shows the activated brain areas coregisted with the structural image.

Once realized the study and assessed all paradigms, we conclude that the
paradigms with better activation are recite “Our Father” (PI) and “Motor Im-
agery (right hand)” (PII). Therefore the electrodes has been tested in the pro-
jection of these activated brain areas with the aim of check the % error in the
differentiation between these cognitive process and rest state.

Table 1. Significant clusters for the four paradigms. XYZ coordinates into the standard
brain Montreal Neurological Institute (MNI) space. Cluster size, number of activated
voxels. BA, the corresponding Brodmann Area.

Experiment X Y Z Cluster size BA Region Z-score p value

Prefrontal
P I 42 38 26 324 9 10 46 cortex 6,52 pcorrected <0.05

Supplementary
P II -16 -20 72 57 6 motor area 4,50 puncorrected <0.001

Visual cortex
P III 10 -64 -4 21 18 19 (V2, V3) 5,21 pcorrected <0.05

Middle
P IV 42 36 26 10 Frontal Gyrus 5,15 pcorrected <0.05

Fig. 2. BOLD MRI activations for the four paradigms (left) and 10/20 International
System (right)
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The electrodes are disposed according to the 10/20 International System [13],
see Fig. 2 at right. These are situated in the positions F4, FP2 (above the
prefrontal cortex), Cz, C3 (above the motor cortex) and ground on Oz.

3.2 EEG-Discriminator Algorithm

The function of discriminator algorithms is to extract the most important char-
acteristics of the EEG signals facilitating the classification of these. The dis-
criminators algorithms used are based on the frequency domain. Therefore the
frequency spectrum between 0 and 32 Hz has been calculated in order to analyze
the rhythmic activity variations. From the frequency analysis, the task will be
differentiate.

The algorithm used is the W avelet transform. This algorithm consists of di-
vide the signal in theirs various frequency components and study each component
with a resolution appropriate to their scale. Its performance is better than the
FFT before non stationary signals, since is consider in both domains, frequency
and time.

The EEG signals are formed by the overlap of different structures to different
frequencies and that take place at different times. One of the objectives of the
WT is to separate and to classify these structures, taking advantage of their
good performance of location in time with variables sizes of window (wide in low
frequencies and narrow in the high), achieving optimum results throughout the
frequency range. It has been used the Matlab toolbox: Wavelet packet decompo-
sition (WPD). The input parameters to these algorithms are the filter and the
type of the desired output coefficients, normal type or coefficients energy.

Since there are 4 channels, the concatenation of its four spectrum will be the
input data to the classifier algorithm. The FFT algorithm has been probed too,
but with worse results.

3.3 EEG-Classifier Algorithm

Once the characteristics of the signal are obtained, a classification must be per-
formed to determine the task. The function of the classifiers algorithms will be,
through the out coefficients of the discriminator algorithm, to create a model
for differentiating between the designate cognitive process and the rest state. A
neural network of type perceptron multilayer has been used as classifier.

The input to the neural network will be the concatenation of the 4 channels
spectrum and the related tasks. Once specified the parameters of the neural
network, a learning by the BackPropagation (BP) method is carried out, calcu-
lating the weights of the neurons to minimize the network error. The selected
parameters for the neural network are: 1 hidden layer, 30 neurons in that layer,
a learning rate value of 0.03 and momentum of 0.2. The number of epochs has
been limited to 1000. The error percentage of cross validation is the output of
the neural network.
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4 Experimental Results

A software architecture to register the signals, make offline processing and work
in real time has been developed. First, the data are registered. In second place,
the data are analyzed with a offline processing to make a model with the best
configuration of the algorithms. Finally the user can use the real-time applica-
tion selecting the suitable model obtaining the current cognitive process. After
obtaining the decision, the pertinent command of movement is sent to the robot
arm.

Once the decision of the current state, cognitive process or rest state, is ob-
tained, this information is translated to a pertinent robot command control to
make the movement.

4.1 Results

Various configurations of the Wavelet Transform have been tested in order to
obtain the configuration that offer the best results. Table 2 show the results of
the best configuration. The classifier used consist in the neural network describe
at section 3.3.

One important parameter, independent of the processing algorithm, is how
many samples are chosen in each iteration to make a decision. If 1024 samples
are selected (2 second, 512 Hz of sample frequency), better results are obtained
than with 512 samples (1 second), because there are more information to make
the decision. But, it is most important use a lower number of samples, because
can be made a decision each less time.

Some filters of Daubechies family, db1 and db2 and Coiflets family, coif1 have
been tested. The “db2” filter offers the best results. Different frequency bands
have been tested into the frequency range between 0 to 32 Hz to check which
of them provide better results. For the cognitive process “Motor Imagery (right
arm)”, can be seen in table 2 that the band between 16 and 31 Hz offers good
results and if a more specific band like between 24 and 31 Hz is selected results
are improved. The band between 8 and 15 Hz, and the totally band of frequencies

Table 2. Wavelet Transform (with db2 filter) % error

Motor imagery (right hand) Recite “Our father”













Frec. bands (Hz)
Samples/second

512 1024 512 1024

0 - 31 24.2 20.1 31.4 26.8
0 - 15 30.2 29.5 40.7 35.7
16 - 31 24.4 17.0 29.1 30.4
0 - 7 42.4 37.1 45.6 39.3
8 - 15 33.4 23.8 47.8 46.3
16 - 23 31.6 34.8 38.1 30.7
24 - 31 26.7 16.3 47.5 38.7
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between 0 and 31, offer good results too. For the cognitive process “Recite Our
father” in table 2 the results are worse, but not so bad. As previously, better
results are obtained if a subband of the 0-32 Hz range is selected. The band
between 16 and 32 Hz, and more specifically the band between 16 and 23 Hz,
offers the best results.

The “motor imagery” task has been used in the experiments with the next
configuration: the WT algorithm with the db2 filter has been used and the fre-
quency subbands between 16-31 Hz, 24-31Hz and the totally band of frequencies
between 0-31 Hz has been selected. Also, the both options of samples, 1024 and
512, has been tested, though with the 1024 samples better results has been ob-
tained, but with the 512 samples more decisions in less time can be taken. The
experiments consist in that the user arrives to a target situated in a position
and stops there. The time in complete the test and the position error has been
taken. But, the results obtained in the experimental tests were not the expected
considering the percentages errors obtained on the simulations. Therefore others
alternatives will be evaluated to improve this results.

5 Conclusions

A technique has been presented in this paper based in EEG signals. It has
been described the algorithms and the protocol to control a robot arm. This
technology could eventually allow to people with severe disabilities controlling
robots that can help them in activities of daily living.

An analysis of different parameters of the discriminator algorithms has been
performed in order to find the best configuration that allows differentiating a
cognitive process from the rest state. Acceptable results have been obtained in
simulation to differentiate one cognitive task. However, the % error must be
reduced, and the number of cognitive tasks must be increased in order to apply
the EEG control to a robot arm.

Acknowledgments. This research has been supported by grants DPI2008-
06875-C03-03 (Ministerio de Ciencia e Innovación) and SAF2008-03694 from
the Spanish Government.
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Abstract. The area of competitive robotic systems usually yields to
highly complicated strategies that must be achieved by complex learning
architectures since analytic solutions seems to be unpractical or unfea-
sible at all. In this work we design an experiment in order to study and
validate a model in the task of learning to coordinate a robot team to
achieve complex goals by means of a simulation of a multi-robot com-
petitive task that imitates a complex prey/predator system composed
by three robots: predator, defender and prey. By means of such sim-
ulation we validate a general model about the complex phenomena of
adaptation, anticipation and rationality.

1 Introduction

The problem of learning to coordinate a multi robot team to achieve complex
goals is up to date still an open problem. Indeed the area of competitive robotic
systems usually yields to highly complicated strategies that must be achieved by
complex learning architectures since analytic solutions seems to be unpractical
or unfeasible at all.

The closed loop control paradigm is a control scheme that could be explained
by means of the interaction between just two elements: the environment and the
control system. The objective in this control paradigm is to maintain or guide
the environment to a desired state by means of the control actions emitted by the
control system. The interaction between these two components is represented by
the circular flow of information between the environmental state and the control
actions emitted by the control system.

The classic understanding of an adaptive homeostatic system is expressed by
a classical equation that follows the principle of negative feedback:

x′ = −μ
∂J

∂x
, (1)

where x is the control action, J is the objective to be minimized and the pa-
rameter μ modulates the amplitude of the system’s response or control action
x. Along this line we have previously proposed a framework [1,2] that formalizes
this methodology as an effective tool to solve complex problems.
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Fig. 1. Scheme of the principles acting over an anticipatory system

However, under this paradigm, all the system’s performance depends on pre-
cise, constant and immediate information received through the negative feedback
cycle and can not operate properly when such information is delayed, noisy, non-
constant and, specially, when the final result of its behavior is only known after
a long period of time (i.e. when a relevant event shows that the system’s perfor-
mance has improved or not). This fact is an inherent limitation of this kind of
paradigms mainly guided by the adaptation phenomenon. This limitation could
be reduced or indeed completely eliminated when the system can anticipate the
consequences of its actions and, in some sense, predict the future. In this case
the system would have ensured the evaluation of the consequence of its actions
at each instant and thus it could close the Wienner’s [3] loop control paradigm,
i.e. the homeostatic control loop.

In order to address such kind of problems we have presented elsewhere [4] a
model about the phenomena of Adaptation, Anticipation and Rationality as well
as a series of fundamental principles and hypothesis. Over the main contribution
of this model are the “Law of Adaptation” that states that “every adaptive system
converges to a state in which all kind of stimulation ceases” and the “Principle of
the Justified Persistence” that states that “if an organism or system exists in a
specific state of its environment, then the maximum priori probability for surviv-
ing (avoiding the extinction) is obtained when the environmental conditions are
constant or the change in the environment is highly smooth” where prosed as a
way to explain some complex adaptive phenomena. One of the main conclusions
of the referred work was that it is possible to control the behavior of an adaptive
system by means of the only external control of its stimulation without having to
analyze its internal structure. Also, to overcome the inherent limitations of pure
adaptive (reactive) systems a framework to describe the behavior of anticipatory
systems was developed introducing a scheme of the principles acting over an an-
ticipatory system [4] such scheme explain all the principles acting over a complex
anticipatory system. We reproduce that scheme in Fig. 1.

Another line of work is about the problem of the dynamic coordination of
multiple competing goals [2,5]. This line of research is mainly developed for the
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complex situation in which an agent has to be confronted with the problem of
learning a strategy in order to achieve multiple competing task.

In this work we design an experiment in order to study and validate some
of these ideas. By means of a simulation of a multi-robot competitive task that
imitates a complex prey predator system composed by three robots: predator,
defender and prey.

2 Design of the Experiment

We have defined an experiment in order to validate the previous assumptions.
The environment is determined by an empty, symmetric space in which there
is a specific location that we name nest and it represents the final goal of one
the robots. The multi-robot system is composed by three different robots. The
robot R exhibits a predator behavior and its goal is to capture the robot Y that
can be considered as the prey. The third robot M protects the robot Y from the
robot R attacks. The prey robot Y does not have any defense mechanisms and
it is not able to perceive the predator robot R, as it can only follow the robot
M. The robot M has a second task: it must guide the robot Y to the nest in a
finite time.

The experiment has been designed in such a way that the protector robot M
has an advantage in its linear speed, although its greatest advantage is the capac-
ity of exhibiting complex behavior. It is able to perceive the whole information
available from the environment and was designed to learn from the experience
and to develop complex strategies by means of anticipation. A detailed descrip-
tion of each robot behavior will be presented in the following sections.

3 Robots Kinematics and Dynamic

The robots kinematics is described by the following expressions:

ẋ = v cos(φ) (2)
ẏ = v sin(φ) (3)

φ =
v tan(θ)

L
; |θ| ≤ θmax (4)

where v defines the linear speed, θ is the steer angle for controlling the robot
direction, φ is the robot orientation that depends on the linear speed (v), the
steer angle (θ) and the length between the robots axes (L) which has also effect
on the radius of curvature and, finally, x and y are the Cartesian coordinates
that determines the robot position.

We have employed the same kinematics for the three robots and we have
selected different values for the speed (v), the length between axes (L) and
the maximum steer angle θmax of each robot in order to give them different
manoeuvre capacities. The values used for each robot are shown in Table 1.
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Table 1. Kinematics constraint parameters for each robot

Robot v L θmax

M 0.1 1.5 65o

Y 0.05 1.0 75o

R 0.075 2.0 75o

We employ a homeostatic control for establishing the basic dynamic of each
robot. This control follows the Principle of Justified Persistence in order to
control the robot turns through the angle θ. This control is performed in such
a way that the stimulus J is minimized by assuming a constant linear speed
(unless the robot M as it will be explained below). Thus, each robot will follow
the control law:

θ̇ = −μ
∂J

∂θ
(5)

where the functions J determine the system goals and are used as performance
indexes to be optimized. The index J can be defined in a generic way by means
of the expression:

J = ||Robot − Goal||2 (6)

The simple goal for each robot is described by the expression:

Jt =
1
2

[X(R)t − X(G)t]
2 (7)

where X(R)t represents the position of the robot R in Cartesian coordinates at
the instant t, i.e. (xR, yR)t, X(G)t represents the goal position where the robot
must go in Cartesian coordinates, and Jt is the stimulus that receives the robot
R at the instant t according to a adaptive system model.

As explained before, one of the fundamental aspects about the adaptation
phenomenon in the proposed approach is that the system behavior can be con-
trolled, modulated or modified by the external control of the stimuli on an adap-
tive system. Thus, we introduce the future error as a modification to the stimuli
formulated in the equation (5) for improving and stabilizing the robot control as
well as for incorporating a rudimentary anticipation ability. The future error can
be approximated because the robots move at a constant speed and their locations
in the near future can be estimated. Therefore, the control action can take into
account a rudimentary prediction of the future. Note that it is not necessary that
the robot has a cognitive model neither the use of previous experience in order
to achieve this simple anticipatory act. The future position estimation can be
obtained by assuming a constant speed and the nonexistence of disturbances or
stimuli (Law of Inertia of the Adaptive Systems [4]) until the predicted instant.
This concept represents a valid and useful heuristic for prediction.

Thus, we can reformulate the stimuli definition as follows:

Jt =
1
2

[X(R)t + ΔV (R) − X(G)t]
2 (8)
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where X(R)t and X(G)t are the robot and goal Cartesian coordinates at the
instant t, respectively, as we previously defined, V (R) is a vector that describes
the robot constant speed and Δ is a time interval. Thus, Jt is the stimulus that
receives the robot at the instant t and includes the information based on the
heuristic for the future position prediction at the instant t + Δ.

4 Description of the Robots Behaviors

We are going to describe the behavior of each robot separately. The analysis
of the whole system will be presented later. It is interesting to note that, in
general, a system is always composed by several elements and there exists an
interrelation between those elements. In this particular case, the system is formed
by a set of robots which interact with each other. One of the experiment goals
is to determine if the system fulfills the Law of Adaptation, i.e. the system will
converge into a steady state where the system does not change anymore, at that
moment the system will be immune to the stimulation.

4.1 The Prey Robot Y

The prey robot Y is controlled by a reactive system that follows the control
law (5) and it is stimulated by an anticipatory goal according to the equation (8).
In order to describe the behavior of the robot Y it is only needed to establish
its particular goal that is to reach the position in which the robot M is.

J(Y )t =
1
2

[X(Y )t + ΔV (Y ) − X(M)t]
2 (9)

where X(Y )t and X(M)t are the positions of the robots Y and M , respectively,
V (Y ) is the speed vector assigned to the robot P and Δ is the considered time
interval for the prediction. Note that the position of the robot M , X(M)t, is the
goal for the robot Y. J(Y )t is the stimulus that the robot receives at the instant
t and includes the information based on the heuristic for prediction at t + Δ.

4.2 The Robot Predator R

The robot R is also controlled by a reactive system that follows the control
law (5) and it is stimulated by an anticipatory goal according the equation (8).

Two basic behaviors must be distinguished in order to describe the global
robot R behavior:

– The first one is the natural predator behavior that looks for a direct capture
of the robot Y. It can be accomplished by establishing the location of the Y
robot as the goal to be reached:
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J(R)t =
1
2

[X(R)t + ΔV (R) − X(Y )t]
2 (10)

where, as usual, X(·) represents the robots Cartesian coordinates, V (R) is the
robot R speed vector and Δ is the time interval considered for the prediction.

– The second behavior goal is to avoid the robot M and it is activated when the
robot M gets close to the robot R. To define this behavior it is only needed to
establish a goal with a negative stimulus (−J) rather than a positive one as
in the previous cases (+J). Thus, we can observe the way in which different
kinds of behaviors can be inducted just by externally controlling the stimuli.

J(R)t = −1
2

[X(R)t + ΔV (R) − X(M)t]
2 (11)

where X(M)t represents the robot M Cartesian coordinates and the rest of
terms were already defined for the equation (10).

4.3 The Robot Protector M

A global goal for the robot M can be defined as follows. The robot M must learn
to interact with the environment by searching the nest N and it must look after
its protected, the robot Y, by avoiding that the robot Y has a victim of the
robot predator R.

The complexity of the behavior of the robot M is in the level of rationality and
intelligence and, due to this fact, the robot shows several basic behaviors that
must be coordinated by means of learning based on experience (interaction with
the environment). We divide the global behavior in several levels of complexity
for a better study of it. We distinguish three levels: the level related to adaptive
aspects of its behavior, the level that focuses anticipatory behavior and, finally,
the level of goal coordination.

On the other hand, four basic behaviors have been defined: go to the predator
robot R, go to the prey robot Y, go to the nest N and, lastly, the option of keep
stopped in place. All these behaviors follow the control law (5) and the system is
stimulated by an anticipatory goal that follows the equation (8). For the action
of keeping stopped, the speed is set to zero.

The anticipatory and rational behavior can be described as a problem of rein-
forcement learning where the agent (the robot M) will perceive the environment
stimuli, will select an action and, then, will perceive again the new environment
stimuli which are a consequence of its actions.

The state variables of the reinforcement learning system are as follows:

1. The nest N Cartesian coordinates with respect to the robot M.
2. The robot prey Y Cartesian coordinates with respect to the robot M.
3. The robot predator R Cartesian coordinates with respect to the robot M.

We are considering six continuous state variables which has a considerable
degree of complexity for an on-line reinforcement learning problem. These state
variables have all the available information for choosing the optimal action, so
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the Markov property is fulfilled. Note that all the positions are expressed in the
robot M coordinate system as a way to increase the generalization since in this
way we can exploit the spatial symmetries under apparent different situations.

The reward scheme for the experiment is defined as a continuous function
except at the extremes and is defined as follows:

reward =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

−100 if the robot R captures the robot Y

+100 if the robot Y reaches the nest N

− 1
2 [X(Y )t − X(N)]2 otherwise

(12)

where X(Y )t is the robot Y position in Cartesian coordinates at the instant t,
and X(N) is the nest position in Cartesian coordinates.

The highest level behavior coordinates the basic behaviors for obtaining a
complex policy that allows achieve the goal. For coordinating the basic behaviors
the system can perform the following actions:

1. Select the robot R as a goal in the equation (8).
2. Select the robot Y as a goal in the equation (8).
3. Select the nest N as a goal in the equation (8).
4. Keep stopped in place.

The coordination system consists of the selection of the stimulus that must
be experimented by the adaptive system at each instant. Then, the robot M
will must select one of the four previous goals and it will moves to each goal by
following the law of adaptation, i.e. by decreasing the stimulation that, in this
case, is equivalent to minimize the error in (8).

It can be observed that the system learns to stimulate an adaptive subsystem
in such a way that the global (high level) goal could be reached by means of the
subsystem’s adaptation to the respective stimulus.

Finally, we can observe that also the coordination occurs for multiple conflict-
ing goals in the robot M controller. For instance, the behavior go to the robot
predator can be opposed to the behavior go to the nest since it could happen that
the robot Y (by following the robot M) moves away from the nest surroundings.
Here we are using orthogonal components for the coordination vector which is
a simplification of the general coordination approach [5]. We are assuming that
this kind of orthogonal components are enough for operating the robot since
the sequential nature of the decision process should produce complex patterns
of coordination directions based on such orthogonal basis.

5 Experimental Results

The next figures show the graphical interface of the simulated environment devel-
oped in order to perform the experiments. The robot predator R is represented
by the largest robot, the robot prey Y is the smallest one and the robot M has
an intermediate size.
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(a) (b)

(c) (d)

Fig. 2. Trajectories generated as result of defensive manoeuvres

Several trajectories generated as result of defensive maneuvers are shown in
Fig. 2. As it can be observed, the robot M performs several manoeuvres for de-
fending to the robot Y from the robot R attacks. Basically the robot M tries
to block the R by staying between the other two robots, as can be viewed in
Fig. 2(a). Another defensive behavior is illustrated in the Fig. 2(b) where the
robot M moves permanently around the robot Y. Fig. 2(c) shows an exam-
ple the conflicting goals: when the robot M tries to block the robot R, the
robot Y moves away the nest, i.e. while the system is trying to optimize a
goal, it is getting worse the other one. Fig. 2(d) shows the problem complex-
ity for some initial configurations: the robot Y is not able to reach the nest
although the paths have a considerable length and sometimes it is very close to
the goal.

Fig. 3 shows a sequence of a complete maneuver from the initial to the final
situations where can be observed an interesting coordination strategy developed
by the robot M. Although we can initially consider that the robot M trajectory
seems complex and very little optimal, it can be observed that on the opposite,
the robot Y trajectory is very close to the optimal trajectory given its initial
position. The robot R trajectory is short and without oscillations.
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(a) (b)

(c) (d)

Fig. 3. Complex protection manoeuvres

6 Concluding Remarks

A model for coordinating the actions of a multi-robot system has been pro-
posed and validated through of a complex experiment. One of the most relevant
comments on the experiment is that when the system is adapted, i.e. when the
temporal errors computed by the reinforcement learning algorithm are small
(and tend to zero), the robot R trajectories tend to be shorter and, hence, more
optimal while the robot M trajectories are practically unpredictable although
also very effective as can be observed in Fig. 3.

Another important issue to be remarked is the way in which the learning
system operates. Although the learning model used by the robot M is essentially
a classic reinforcement learning system, i.e. it is based on expectations, on the
Law of the Effect and in the Generalized Law of Adaptation, the learning can
be modeled by following the basic principles of an adaptive system, i.e. the Law
of Adaptation and the Principle of the Justified Persistence.

As we initially stated, the Law of Adaptation implies that all adaptive system
tends to a state in which stops all kind of stimulation. In this case the rein-
forcer stimulus, i.e. the stimulus that is consequence of an action and that can
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increase or decrease the probability that a behavior can be exhibited in a specific
environment state.

On the other hand, if we consider the following premises:

(i) the reinforcement learning algorithm’s temporal errors tend to zero while
the learning process is active,

(ii) from the previous sentence, we can directly derive that the change in the
memory of expectations also tends to zero,

(iii) this implies that the change in the probabilities of action selection also tends
to zero.

Therefore, we can conclude that the stimulus that initially is a (positive or neg-
ative) reinforcer reduces its influence on the behavior and it is not longer a
reinforcer because neither increases nor decreases the action selection probabil-
ity. Therefore, the equation (12) is not longer a stimulus for the system. The
system has adapted to a set of stimuli represented by a function of moderated
complexity, which associates each environment state to a particular stimulus as a
way of reward. That adaptation of moderated complexity has been carried out by
means of a system that exhibits features of adaptation, anticipation, rationality
and intelligence.
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Abstract. The study of collective robotic systems and how the inter-
action of the units that make them up can be harnessed to perform
useful tasks is one of the main research topics in autonomous robotics.
Inspiration for solutions in this realm can be sought in nature and in
the interaction of natural social systems whether through simple trading
strategies or through more complex economic models. Here we present a
three level behavior based architecture for the implementation of multi-
robot based cooperation systems that is based on the individual, the
collective and the social levels. In particular, here we are going to con-
sider the application of this architecture for the implementation and
study of auction-based strategies for assigning tasks in a real application
of multi-robot systems. Our approach is more focused on studying the
behavior of auction-based techniques from an engineering point of view
in terms of parameters and results analysis. To this end, we have used a
real industrial case as an experimental platform where a heterogeneous
group of robots must clean a ship tank. The results obtained show how
the performance of the auction mechanism we have implemented does
not degrade in terms of computational cost when the number of robots is
increased, and how the complexity of the task assignment can be highly
increased without any change in the cooperative control system.

Keywords: Multi-robot Systems, Task Assignment, Cooperation Ar-
chitecture, Industrial Robotic Applications, Auction Strategies.

1 Introduction

The classical features associated to distributed systems, such as redundancy,
fault tolerance, task distribution or unit simplicity are very relevant to industrial
applications. Currently, multi-robot systems (MRS) are one of the most prolific
research fields in autonomous distributed systems due to their suitability for
real application in industry in tasks like cooperative cleaning, surveillance or
painting. This is a consequence of hardware improvements in terms of scale
reduction or reliability associated with a decrease in cost. Additionally, advances
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in the control systems for this type of structures have greatly improved their level
of autonomy.

The objective of this work is to study operation of a heterogeneous MRS
based on a three level behavior based architecture made up of an individual
level, a collective level and a social level in one of these industrial applications
and analyze its behavior when using an auction strategy to assign the tasks to
the robots. As premises, we are assuming that the mission to be carried out can
be divided into tasks, that the robots that make up the team are heterogeneous,
that the subtasks may be difficult, thus making it impractical to have robots
with hardware capabilities to individually solve all of them. Finally, we assume
that cooperation is intentional and the robots cooperate explicitly and with
a purpose, using communication strategies to achieve the coordination. As we
can see, these features specify a particular MRS that exploits the intentional
distribution of the mission. The individual control of each robot must be robust
and energy efficient, but we do not impose any constraint on the particular
strategy (neural control, finite state machine, rule-based system, etc) derived for
this type of application.

The two elements that mainly determine the behavior of the MRS are the
coordination architecture and the task assignment strategy. Regarding the for-
mer, several examples of coordination architectures may be found in the litera-
ture that range from strongly centralized and strongly coordinated systems to
distributed ones with no coordination at all, all of them providing successful
application results [1]. However, when concentrating on real-world applications,
system robustness and fault tolerance become mandatory. This typically implies
a stronger coordination strategy, with intentional communications as opposed
to emergent approaches. As commented in [2], ”the systems that use intentional
cooperation are better suited to the kind of real-world tasks that humans want
robots to do”. In fact, in [3] the authors provide an extensive review of coordi-
nation strategies in MRS, where we can see how strongly coordinated systems
are applied to problems like multitarget observation (surveillance), exploration
or object transportation with very successful results. This is the approach we
will follow in this work.

The second element that needs careful consideration in a practical multi-
robot problem is the task assignment strategy. Several authors have designed
different approaches [4] [5] [6] to deal with their particular allocation problems.
However, auction-based strategies have shown to be very efficient in real-world
cases [7] [8]. Furthermore, these strategies do not depend on the heterogeneity
or homogeneity of the MRS [9]. What we are going to study in this paper is
the behavior of these strategies in an industrial application, specifically in a
task where a heterogeneous group of robots must clean a ship tank. We want to
analyze the degradation of the MRS performance in computational cost terms
when the number of robots is increased, and how the complexity of the task
assignment can be highly increased without any change in the cooperative control
system.
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2 Coordination Architecture

In the design of the coordination architecture for the MRS, we have imposed a
set of three basic requirements: ability to act autonomously and independently,
cooperation capacity and social development. As a consequence, the proposed
architecture for the coordination of the MRS we have developed is structured
into three layers, as shown in Fig. 1. The division into layers facilitates the struc-
turing of components of the system levels, favoring abstraction and providing
mechanisms for them to share features. Going up in the architecture, each layer
presents a higher level of abstraction and a different specific purpose, and is
made up of modules with independent behaviors. Thus, the three layers of the
architecture are made up of:

– Individual behaviors: corresponding to the lower level of the control archi-
tecture. This layer gives the robot the ability to at autonomously and in-
dependently, without requiring help from other robots in the system. There
is no communication between robots at this level of the architecture. The
inputs to the modules behavior come from the robot’s sensors, providing
information on the state of the environment information. Only the modules
on this layer are connected to the robot’s actuators.

– Collective behaviors: corresponding to the second level of the control archi-
tecture, where the degree of abstraction increases. This layer provides the
robot with the ability to cooperate or collaborate with other robots in the
system in order to achieve a common objective. To do this, communication
between robots, either direct or indirect (stigmergy) is necessary. Accord-
ingly, the behavior modules belonging to this level receive inputs from the
sensors of the robot, as was the case of the previous one, but now including
the communications sensors. The output of these modules can only modify
the individual behavior modules of the lower layer.

– Social behaviors: corresponding to the top level of the control architecture,
this is, the highest level of abstraction. It refers to behavior changes in the
conduct of a robot due to the fact that it belongs to a society with some
customs and rules. Although the application examples we will present in
this work does not include any module at this level, it is, nonetheless, a
necessary feature of the architecture. As in the previous case, the modules
in this layer obtain their inputs from the sensors of the robot (including
communications sensors) and modify the behaviors in the level below, this
is, collective behaviors. Thus, cooperation in the MRS is achieved by the
collective behaviors layer, and this third layer can modify such cooperation
due to social reasons.

Layered MRS architectures with a similar organization are not novel in the
MRS field [10][11], but in this case a modular structure is included to simplify
the hierarchical interactions. All the behavior modules in the architecture shown
in Fig. 1 have inputs, control strategy and outputs and, as commented before,
there is no restriction in the computational control technique. The inputs come
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Fig. 1. Schematic representation of the Coordination Architecture

always from the sensors and the outputs can be directly connected to the actu-
ators of the robot or can control another modules. As we can see in the figure,
within each layer, the behavior modules are organized in a hierarchical way, and
some of them (decision modules) can control the behavior of others (actuator
modules). This philosophy has been extracted from a previous work [12] devel-
oped in our group for single robot systems. This structure implies that once we
have a problem to solve, it must be decomposed in subtasks, so each one can
have a primitive behavior module associated. The development of complex be-
haviors by combining simple ones can be obtained directly or using an automatic
procedure, for example, a genetic algorithm.

With this architecture we have a general approach to obtain cooperating
behaviors in a MRS from an organizational point of view, but the particular
modules that implement a particular coordination strategy, depend on the ap-
plication.

3 Experiments

The main objective of this work is to study the behavior of auction-based strate-
gies for the task assignment in a real application of a MRS, using the previously
presented coordination architecture to structure the different controllers and be-
haviors of the team components. As application example we are going to consider
the industrial task of cleaning a ship tank using a group of heterogeneous robots.

Fig. 2 shows a real image (right) and a 3D computational model (left) of
a typical ship tank that must be cleaned during maintenance operations at a
shipyard or simply between a deliveries because the load changes. This is the
prototypic environment where we have designed our experiments. It basically
consists in a set of rooms that are accessible through a door and that must be
cleaned. In the real case, this cleaning cannot be performed in a single stage, as
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Fig. 2. 3D model (left) and real image (right) of the type of ship tank that must be
cleaned

it requires an initial chemical process to eliminate pollutant substances, a later
stage for cleaning this chemical treatment, etc.

3.1 Single Auction

We have used the Stage 2D robotic simulator to create the model of the real
environment, and we have adapted the real features of the problem presented
above to this simulation, but preserving the basic elements. Thus, a simplified
version of the real task and environment has been created and is shown in Fig.
3. The figure shows an environment with 4 rooms with two different types of
surfaces (the two that are equal are marked with a cross). This way, this sim-
ulated problem has two different subtasks due to the different types of surfaces
that must be cleaned using different tools. These tasks can be accomplished
simultaneously.

The MRS is composed by n heterogeneous robots, of three different types:

– Coordinator: there is just one coordinator (represented in Fig. 3 with medium
grey). It is the only robot equipped with a camera, so it can detect the type
of room surface. In addition, it has sonar sensors to navigate.

– Vacuum cleaner robot: there are several (the bright ones in Fig. 3), equipped
with sonar and laser sensors to navigate and follow the coordinator and with
a tool that is appropriate for cleaning one of the surfaces (let us say a vacuum
cleaner).

– Mop robot: there are several (dark robots in the figure), equipped with sonar
and laser sensors to navigate and follow the coordinator with an appropriate
tool for cleaning the other type of surface (let us say a mop)

The final objective of the MRS is obvious: to clean the four rooms in an
efficient way, that is, assigning the vacuum cleaner robots to the rooms with the
corresponding surface and the mop robots to the other type of rooms. To do it,
the coordinator must detect the type of room and start a single auction, where
the robots can bid according to their preferences as we will explain later.



A Behavior Based Architecture with Auction-Based Task Assignment 377

Fig. 3. Simulation environment for the first example. Initial configuration (top) and
final step (bottom) of the execution with 4 cleaner robots

Regarding the controllers of the robots, they have been designed using the
cooperation architecture presented above, and executed using the Player/Stage
framework. Thus, the behavior modules are the following:

– The coordinator robot will have two basic behaviors: search the rooms of the
environment (individual behavior) and auctioning (collective behavior)

– The cleaner robots will have four individual behaviors: search for the coor-
dinator, follow the coordinator, bid and clean

All the modules are internally represented using a simple finite state machine,
but they solve their particular task successfully. In this work we have used such
simple controllers because we want to focus our attention on coordination pa-
rameters more than on individual task improvement.

As we can see from this description, this first example is a very simple but
common assignment problem, and here we want to study the performance of an
auction-based strategy as the number of robots is increased. To this end we have
carried out several executions of this setup increasing the cleaner team size. In
every case, we calculate the auction time (from the moment the coordinator finds
a room until one cleaner is assigned to clean it) by performing five executions
for each team size and calculating the average auction time.

In each execution, every robot starts from the same room (Fig. 3 top), the
coordinator robot starts searching for rooms in the environment and the cleaner
team follows it. When the coordinator finds a room, it starts the auction, inform-
ing about the type of room (type of surface) and each component of the team,
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Fig. 4. Average auction time obtained for each team robot

according to its capabilities, bids to win this room. The bid, in this case, is
simply proportional to the distance of the robot to the coordinator. The robots
will win a reward when they clean a room, so they are interested in cleaning
rooms in order to obtain profit. In Fig. 3 bottom we show a screenshot of the
simulation environment for a cleaner team of four robots, with a typical final
configuration of the MRS, with all the robots properly spread among the rooms
assigned according to their specialty.

After repeating this execution with 8, 12, 16 and 20 cleaner robots, we have
represented in Fig. 4 the average auction time, in milliseconds, for each cleaner
team size. As we can see, when we increase the number of robots the average
auction time increases linearly and tends to stabilize its value for teams larger
than 16 cleaners. As a consequence, we can say that the performance of the task
assignment does not degrade with team size, as expected. This computational
scalability is a very important feature in engineering applications.

3.2 Two-Level Auctions

For the second example we use the same environment, but we have increased the
complexity of the task assignment problem. In this case, we have three types of
rooms with varying degrees of dirt and, in addition, we have included box-like
objects that the robots have to move in order to be able to clean the rooms
(see Fig. 5). The MRS is made up of: one coordinator and a variable number of
camera robots, gripper robots and sweeper robots. Again, the basic specs of the
real problem are present: specialized heterogeneous robots to solve specialized
tasks of the mission.

In this example, the dirt level of a room establishes the number of sweeper
robots that must clean the room and the presence of boxes defines if gripper
robots must also participate in the team. In addition, the gripper robots cannot
see the boxes, so each time a room with boxes is found, the gripper and camera
robots must collaborate to clean it. This way, we have created a more complex
assignment problem requiring a higher degree of coordination, where most of
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Fig. 5. Simulation environment for the second example

the rooms cannot be cleaned by a single robot as in the previous case. To solve
it, now each component of the cleaning team is allowed to form a sub-team in
order to perform the task. To do this, once the room is found by the coordinator
and it informs of its characteristics in terms of dirt level and presence of boxes,
each robot is able to start a sub-auction in order to form sub-teams to clean up
the room. As in the previous example, the robots that successfully finish their
work receive a reward. Apart from the constraints imposed by the presence of
boxes, the dirt level leads to a very interesting feature derived from the fact
that a single sweeper may not be enough to clean a room and, consequently,
the sub-auctions must now continue until a capable team is created. Once this
sub-team is created, they all bid to the coordinator adding their distances to the
room and their battery levels. Once the sub-teams are formed through different
sub-auctions they jointly bid for the job to the coordinator who will receive all
the bids and decide which sub-team is assigned to the task.

The coordinator will have exactly the same type of behavior modules as in
the previous example. However, new behaviors have been added to the cleaning
robots: perform a sub-auction (collective behavior) and clean, which can now be
both individual, for those robots that do not need to communicate with others
to perform their task (for example, when the room is not too dirty and a single
sweeper can clean it), or collective (for example, when the room is very dirty or
when it has boxes).

Fig. 5 is a screenshot of the simulator in the case of having 3 camera robots,
4 gripper robots and 4 sweepers. This image has been taken at 85% of the total
execution time, when the first 3 rooms have been assigned. The first room has a
low dirt level and one sweeper won the auction. The second room is dirtier and
two boxes are present. The team that won the auction had 3 robots, one of each
type (minimum to clean the room in this case). The third room is the dirtiest and
has 4 boxes, therefore, 5 five robots were necessary to clean it properly. Finally,
the last room is like the first one and needs a single sweeper. This case is just
an execution example, but it represents the general behavior of the MRS in all
the trials, providing successful results both in task assignment and completion.
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Fig. 6. Average auction time obtained for each team robot

As in the previous case, first we want to analyze to what extent the average
time of the auction is increased if we increase the cleaners’ team size, just to
understand the complexity increase. To do this, again, we carry out several
executions of the example setup shown in Fig. 5 and we calculate the time from
the moment a room is found until it is assigned to a sub-team. Figure 6 shows
the average time obtained in each run for two different rooms. As we can see
in this figure, the average auction time increases linearly when we use a cleaner
team with more robots, as in the previous case. But what is important in this
example is the task satisfaction degree. That is, in this case, the task assignment
is much more complex than in the previous one, and much more realistic, and it
has been solved by simply providing a behavior module that permits the cleaner
robots to be auctioneers too. This way, we have obtained a much more complex
coordination behavior in the MRS with a minimal complication in the controllers
of the robots. This result shows the scalability of auction-based strategies within
an appropriately structured behavior based system.

4 Conclusions

An auction-based strategy for task assignment in a Multi-robot System has
been tested in a ship tank cleaning task. The strategy provides scalability and
robustness to real problems that require complex coordination policies. Further-
more, we have presented and tested a coordination architecture for Multi-robot
Systems that uses a layered structure, where individual, collective and social be-
haviors are organized in a modular and hierarchical structure, simplifying thus
the design of complex behaviors. The auction strategy and the architecture have
been tested in a simulated cleaning task, obtaining very successful results that
have convinced us to apply them in the real case.
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Abstract. The aim of this paper is to derive control strategies for a
multi-robot system trying to move a flexible hose. We follow the ap-
proach of Geometric Exact Dynamic Splines to model the hose and its
dynamics. The control problem is then stated as the problem of reach-
ing a desired configuration of the spline control points from an initial
configuration. The control of the hose by the multi-robot system is first
solved neglecting the hose internal dynamics. We can derive the motion
of the robot attachments that move that splines towards the desired con-
figuration. Taking into account the dynamical model, we can derive the
dynamic relations between the robots in the system and the motion of
the hose towards the desired configuration.

1 Introduction

Nowadays robotic systems are facing the challenge of working in very unstruc-
tured environments, such as shipyards or construction sites. In these environ-
ments, the tasks are non repetitive, the working conditions are difficult to be
modeled or predicted, and the size of the spaces is huge. A common task is the
displacement of some kind of flexible hose. It can be a water hose or a power
line, or other. We are interested here in the design of a control architecture for a
multi-robot system dealing with this problem. A collection of cooperating robots
attached to the hose must be able to displace it to a desired configuration. We
have identified the following sub-problems: modeling a flexible elongated ob-
ject, distributed sensing on the robots to obtain information of the environment
and/or of the configuration of the system including robots and the hose, inverse
kinematics of the whole system, stable structural design, highly adaptive control
via high level cognitive mechanisms. Here we focus on the hose modeling and the
generation of control strategies for a collection of autonomous robots attached
to it.

Modeling uni-dimensional objects has great application for the representation
of wires in industry and medicine. The most popular models use differential
equations [1], rigid body chains [2] and spring-mass systems [1,5]. Spring-mass

� The Spanish Ministerio de Educacion y Ciencia supports this work through grant
DPI2006-15346-C03-03.

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 382–389, 2009.
� Springer-Verlag Berlin Heidelberg 2009

www.ehu.es/ccwintco


On the Control of a Multi-robot System 383

systems and rigid body chains allow to simulate a broad spectrum of flexible ob-
jects, and they are rather versatile when simulating deformations. They are very
fast to compute. However they are imprecise for uni-dimensional object mod-
eling. The combination of spline geometrical modeling and physical constrains
was introduced by [9]. We have chosen the Geometrically Exact Dynamic Splines
(GEDS) [10,11], because they provide a continuous definition of the hose that
accounts for the rotation of the transverse section at each point in the curve, and
that an exhaustive and rigorous mechanical analysis has been developed. GEDS
were developed for the dyamical simulation of one-dimensional elastic objects in
automotive industry and other applications.

In the robotics field, a recent development is that of the continuum manipu-
lators [3] that mimic the elephant’s trunk. Although their formal development
and implementation is quite inspiring, they are not the kind of system appro-
priate for the type of environment and taks we ara thinking of. The kind of
continous actuators they are composed of are not feasible for very lengthy hoses
and wires. Following works on path planning for linked robots [12], some works
have been done on path planning for deformable one-dimensional objects.[6].
Here the goal is to model the transition among diverse configurations of a wire
like object grasped at both ends. Objects are modelled as curves composed of
helical segments, and the process is modelled as the search for minimum energy
energy curves. In our approach, we consider that the wire like one-dimensional
objects are carried by a set of robots attached to it, or grasping it, at various
positions along its length.

Section 2 gives the solution for the hose control in the simplest case, neglecting
its internal dynamics, as an adaptive rule for the minimization of the difference
between the actual and the desired configuration of control points. In section 3
we introduce the model of the hose internal dynamics and the adaptive rule that
gives the forces to be applied at the robot attachments that may lead the system
to its desired configuration. Section 4 gives our conclusions and directions for
further work.

2 Control of the Spline Model

An spline is a piecewise polynomial function. See figure 1 for an illustration.
Splines define a curve by means of a collection of Control Points, which define a
function that allows to compute the whole curve. In order to reduce the inter-
polation error, the number of Control Points can be increased. When modeling
a hose, we assume that it has a constant sectional diameter, and that the trans-
verse sections are not deformed in any way. If we do not take into account the
hose internal dynamics, an spline passing through all the transverse section cen-
ters suffices to define the hose, as can be appreciated in figure 2. If we want to
take into account the hose internal dynamics, we need also to include the hose
twisting at each point given by the rotation of the transverse section around the
axis normal to its center point, in order to compute the hose potential energy
induced forces. In the GEDS model, the hose is described by the collection of
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Fig. 1. Cubic spline

Fig. 2. Hose section

transverse sections. To characterize them it suffices to have: The curve given by
the transverse section centers c = (x, y, z), and the orientation of each trans-
verse section θ. This description can be summarized by the following notation:
q = (c, θ) = (x, y, z, θ). In figure 2, vector t represents the tangent to the curve
at point c, and vectors n and b determine the angle angle θ of the transverse
section at point c.

The hose mathematical representation is given by a collection of polynomial
splines, where each spline is defined as:

q(u) =
n∑

i=1
bi(u).pi (1)

where bi (u) is the basis function asociated to the control point pi, u ∈ [0, L] and
s the arc-length.

The goal is the positioning of the hose by the positioning of several au-
tonomous robots {r1, . . . , rm} attached to it. Initial and final hose positions
are given, as well as the initial robot positions. In figure 3 it can be appreciated
the problem configuration, with a hose described by parametric cubic splines
with control points pi and a collection of robots rj attached to it. Let it be:

– q0 (u) the initial spline representing the hose, specified by the positions of
the control points p0.

– q∗ (u) the desired spline configuration, specified by the positions of the con-
trol points p∗.

– r0 = {q0 (ur1) , . . . , q0 (urm)} the robot initial positions.
– l (p) The hose internal dynamics constraints.
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Fig. 3. Spline Control Points qi and positions of the robots ri

2.1 Motion of the Actuator Robot Attachment Points

We are interested in obtaining the motion of the attached robots, given by in-
stantaneous velocities of the hose attachment points Ṙ, that will bring the hose
from the initial configuration q0 (u) to a desired configuration q∗ (u) with an ini-
tial configuration of the robots r0 so that the l (p) constraints hold at all times
during this transition. We compute the partial derivative of a point q (u) in the
curve as a function of the control point pi:

dq (u)
dpi

= bi (u)
dpi

dpi
= bi (u) (2)

Defining the Jacobian matrix Jrp as the robots contact points with the hose
as a function of the control points, we have:

Jrp =

⎛
⎜⎜⎝

∂q(ur1 )
∂p1

· · · ∂q(urm )
∂p1

...
. . .

...
∂q(ur1 )

∂pn
· · · ∂q(urm )

∂pn

⎞
⎟⎟⎠ =

⎛
⎜⎝

b1(ur1) · · · b1(urm)
...

. . .
...

bn(ur1) · · · bn(urm)

⎞
⎟⎠ (3)

Being urj the attachment point of the robot rj to the hose. We obtain the
following expression which gives the relation between the control points velocity
.
p and the robot attachment points velocity

.
r:

.
r = Jrp.

.
p (4)

To obtain the evolution pk+1 = f(pk) that decreases gradually the distance
between the actual control points and their desired positions ‖p − p∗‖, we min-
imize the following Lagrangian function:

L(p, λ) =
∑

‖p − p∗‖ + λ · l(p)

We define the following iterations that implement the gradient descent of the
Lagrangian function:

pk+1 = pk + Δpk

λk+1 = λk + Δλk

The increments Δpk and Δλk for the step k + 1 are obtained solving the
following equations system:

∇2L(pk, λk)
(

Δpk

Δλk

)
= −∇L(pk, λk) (5)
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If we use the jacobian Jrp defined at equation 4, we can determine the motion
of the robots contact points in the spline. We approximate at each step the
robots contact points variations:

Δrk = Jrp.Δpk.

3 Modeling the Hose Internal Dynamics

The control equation4 does not take into account neither the hose internal energy
nor the external forces acting on it. It is necessary to determine the force that
will be generated in the hose as a consequence of its energy configuration. We
need also to determine the external forces that try to predict the results of
the interaction. Work in this section is based on the paper on Geometrically
Exact Dynamic Splines [10]. The relation between the energy and the force, it
is defined by the Lagrange equations 6, using the control points as the degrees
of freedom, because they define completely the spline curve and the transverse
section orientation:

d

dt

(
δT

δ
.
pi

)
= Fi − δU

δpi
, i ∈ 1, . . . , n (6)

The Lagrange equations use the potential energy U and the system’s kinetic
energy T . The kinetic energy is the motion energy, while the potential energy
is the energy stored because of the hose position. F is the model of the ex-
ternal forces acting on the hose. We can assume that the mass and stress are
homogeneously distribute among the n degrees of freedom of the hose, where pi,
i ∈ 1, . . . , n, are the spline control points.

3.1 Potential Energy

In figure4 we can appreciate the forces and torques F = (FS , FT , FB)t that
deformate the hose and perform some influence on its potential energy. The
stretching force, Fs, is the force normal to the hose transverse section and its
application results in its lengthening. The tension torque, FT , makes the trans-
verse section to rotate around the kernel curve. The curve torquing, FB , modi-
fies the orientation of the transverse section. The forces acting on the transverse

Fig. 4. Forces induced by Potential energy of the hose
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section plane are neglected, because we accept the Kirchhoff assumption that
considers that the transverse sections are rigid and that only the hose curva-
ture may be distorted. Forces F are proportional to the tension ε, where ε0 is
the tension in a repose state. If we consider an small tension, appropriate for
a curvature radius relatively big compared against the radius of the transverse
section, we can assume that there is linear elasticity, so that the computations
are simplified and we can state the next equation, which derives from the Hooke
law:

F = H(ε − ε0) =

⎛
⎝ES 0 0

0 GI0 0
0 0 EIs

⎞
⎠ (ε − ε0)

where I0 is the inertial polar motion, Is the inertia transverse section moment,
ES stretching rigidity, GI0 torsion rigidity, EIS curve rigidity and H the Hooke
matrix. The potential energy, U , is composed of the tension and gravitational
energies, and has references to elasticity. The tension vector ε, is composed of
stretching tension εS , the torsion tension εT and the curve tension εb. Besides, we
define a Hooke matrix, H , which is derived from the Hooke’s situation. Assuming
that the transverse section is circular and diameter curve, D, is constant, the
potential energy is very determined by the following expression,

U =
1
2

∫ L

0
εtHεds.

3.2 Kinetic Energy

Because the hose is defined by its position and rotation at each curve point, the
kinetic energy T includes the translation and rotation energies. The translation
energy corresponds to the control points displacement, while the rotation en-
ergy is due to the rotation of the transverse sections. Defining J as the inertia
matrix, invariant over all spline points, because the hose diameter is constant
everywhere.

J =

⎛
⎜⎜⎝

μ 0 0 0
0 μ 0 0
0 0 μ 0
0 0 0 I0

⎞
⎟⎟⎠

The spline kinetic energyT is defined by the following equation:

T =
1
2

∫ L

0

dqt

dt
J

dq

dt
ds

Where μ is the lineal density and I0 is the polar inertia moment.
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3.3 External Forces on the Control Points

Taking into account the potential and kinetic energy in the Lagrange equations,
and we substitute q by the expression in eq. 1, we obtain:

d

dt

∂T

∂Pi
=

n∑
j=1

J

∫ L

0
(bi(s)bj(s))ds

d�Pj

dt�
(7)

To simplify the expression, we define M = J
∫

L
0 (bi(s)bj(s))ds and A = d�qj

dt� ,
so that the expression in eq. 6 becomes:

d

dt

∂T

∂Ṗi

=
n∑

j=1

Mi,jAj (8)

From the hose energy, we aim to determine the component forces of the right
term of the Lagrange equation6, finding the the potential energy derivative as a
function of the control points:

P i = − ∂U

∂Pi
= −1

2

∫ L

0

∂(ε − ε0)tH(ε − ε0)
∂Pi

ds (9)

Using equations 8 and 9 we can write the Lagrange equation 6 as a matrix
equation.

MA = F + P (10)

The four subsystems for x, y, z and θ are independent.

3.4 External Forces on the Robot Contact Points

We use the equation 5 to determine the motion of the spline control points
Δpk at each gradient minization step. We diferenciate the spline control points
relative to time ∂(ΔP k)

∂t and we introduce it in the equation 10 in order to get
the forces Fi that must be applied on each control point to reach the desired
hose configuration. At each hose control step it is needed to obtain the forces
that the robots must apply so that the hose has the desired acceleration at the
control points. Because the dynamic is continously defined over all the spline, a
force F applied on a particular point produces the generalized forces Fi over the
spline control points pi. When differenciating the power W = Fq respect to the
spline control point pi, the corresponding generalized force Fi is obtained:

Fi =
∂W

∂Pi
= F

∂q

∂pi
= Fbi

So, after obtaining the forces Fp = {Fi} that must be applied over the control
points, we have to determine the forces that the robots must exert over the hose.

Fr = JrpFp (11)
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After having the robot required forces, Fr, the control task is to obtain the
robot accelerations allowing these forces.

4 Conclusions and Future Work

We have obtained an expression for the forces that must be applied at the contact
points of a group of robots to a hose or wire like elastic one-dimensional object to
reach a desired configuration of the object. At this moment of the development of
our research program, the next step is to build convenient simulations of the one-
dimensional object, in order to test the derived control expressions. Next step is
the development of some kind of distributed control, where the knowledge about
the global state of the system can be relaxed until the system relies on local
information and communication exchanges. An identification procedure for the
hose dynamical parameters will be needed in order to obtain real life realizations
of the system, where the robots must learn the characteristics of the object they
are dealing with. Path planning algorithms to determine the effect of obstacles
on the development of the task are needed. Finally, we must be working on the
physical configuration of the actuator robots appropriate for the task at hand.
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Abstract. We propose an evolutionary approach for egomotion estima-
tion with a 3D TOF camera. It is composed of two main modules plus a
preprocessing step. The first module computes the Neural Gas (NG) ap-
proximation of the preprocessed camera 3D data. The second module is
an Evolution Strategy which performs the task of estimating the motion
parameters by searching on the space of linear transformations restricted
to the translation and rotation, applied on the codevector sets obtained
by the NG for successive camera readings. The fitness function is the
matching error between the transformed last set of codevectors and the
codevector set corresponding to the next camera readings. In this paper,
we report new modifications and improvements of this system and pro-
vide several comparisons between our and other well known registration
algorithms.

1 Introduction

In the area of mobile robotics research, perception of the environment is a key
feature in every robot system which pretends achieve any kind of autonomous
operation. In spite of impressive development and improvements in robotics,
both in hardware and algorithm and techniques, the range of sensors used in
mobile robotics keeps being more or less the same than in its origins. Video
cameras, laser range finders, sonar or infra-red sensors keep being the main way
to obtain information about the environment of the robots, with improvements
based mainly in augmented range, reductions on its size, weight or consumption
or new ways of processing acquired information thanks to the higher computa-
tional power of newer hardware.

In this context, the introduction of lightweight Time-of-Flight 3D cameras
[1] which can be mounted on mobile robots provides a broad new spectrum of
possibilities. Those cameras mix characteristics of traditional range sensors with
the ones of video cameras, providing depth information but, instead of being it
restricted to a narrow line or cone, covering a wide field of view.

Working on the broad area of multi-robot systems, we are focusing our efforts
on the use of TOF 3D cameras to perform Simultaneous Localization and Map-
ping (SLAM) [2,3]. As a previous step toward this objective, we are currently
working on egomotion estimation from the 3D camera readings. Previous uses of
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those cameras, or other devices which provide similar data, come from both com-
puter graphics and geodesic sciences, where they were used to acquire accurate
3D reconstruction of objects or surfaces. The registration [4] is the basic tech-
nique on this process, in which point clouds are matched in order to obtain the
displacement of the camera, so several partial readings could be accurately ac-
cumulated in order to achieve a full model reconstruction. As the basic problem
seems similar to the egomotion problem in mobile robotics, in previous papers
[5,6] we reported an evolutionary system in which we made use of a 3D camera
and registration techniques to estimate the trajectory of a robot.

This evolutionary system is composed of two main modules plus a prepro-
cessing step. The first module computes the approximation of the preprocessed
camera 3D data. This approximation is a vector quantization of the 3D data
given by a set of 3D codevectors calculated with a Neural Gas [7]. The second
module is an Evolution Strategy [8] which performs the task of estimating the
motion parameters by searching on the space of linear transformations restricted
to the translation and rotation, applied on the codevector sets obtained by the
NG for successive camera readings. The fitness function is the matching error
between the transformed last set of codevectors and the codevector set corre-
sponding to the next camera readings.

In this paper, we report new modifications and improvements of this system
and provide several comparisons between our and other well known registration
algorithms. In section 2 we will give an overview of the evolutionary system. More
details on the specifics of the approach used are presented in previous papers.
From section 3 and on the main contributions of this paper are reported, detailing
the improvements incorporated in the system. Those improvements are tested in
section 4, where several experiments are presented and their results discussed.
Finally, some conclusions are provided in section 5.

2 Evolutionary System Overview

The 3D data required for the egomotion estimation is obtained through a Swiss-
ranger SR-3000 3D camera mounted on a Pioneer 3 robot. This camera provides
a noisy point cloud of 25344 points, representing the environment in its field
of view of 47.5 x 39.6 degrees. This point cloud requires a filtering in order to
avoid undesired points, namely the ones with distance ambiguity and the noise
introduced by specular reflections.

After this filtering process the point cloud is usually still more than 15.000
points in size. Processing a point cloud this size can be too costly for on-line
operation, so a point reduction technique is required. Also, the surfaces in the
point cloud have some uncertainty, which increases with distance, that should
be interesting to avoid. Both problems are faced by the use of a Neural Gas
[7] to fit the point cloud. The objective of this step was to obtain from the
NG a codevector set that kept the spatial shape of the points in the cloud
and, hopefully, of the objects in the environment, and at the same time reduces
dramatically the size of the data set to a fixed, manageable, number of points.
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The codevector set obtained from the NG will be the data used for the estimation
algorithm.

So, the input data for the egomotion parameter estimation consists of a se-
quence of codevector sets S corresponding to TOF 3D camera frames, computed
by the NG, that approximate the shape of the environment in front of the robot
at each time instant corresponding to a 3D camera frame. The robot is described
by its position at each time instant t given by Pt = (xt, yt, θt), and the codevec-
tor set St fitted over the observed data. At the next time instant t+1 we obtain
St+1 from the camera. Our objective is to estimate the position Pt+1 from the
knowledge of the codevector set St+1 and the previous estimation of the posi-
tion at time t. We assume that, from two consecutive positions, the view of the
environment is approximately the same, but from a slightly different point of
view (i.e., the robot is viewing the same things, but from other position). Since
most of the objects in St are expected to be present also in St+1, the way to
calculate this new position is to calculate the transformation T that St requires
to match St+1. So, our objective will be to search for the parameters of T which
minimize the matching distance between St+1 and the transformed codevector
set Ŝt+1 = T × St.

This search is made by means of an Evolution Strategy [8]. Since we are
looking for the transformation matrix T , the traits of the ES individuals will
encode the parameters of T . Although the data consists in 3D point clouds, the
robot is moving only along the plane of the floor, so we only need the parameters
necessary for the transformation within that plane. So, each individual would
be the hypothesis hi = (xi, yi, θi), where x, y and θ are the parameters of the
transformation matrix T , and also correspond to the relative position between
Pt and Pt+1.

Ti =

⎡
⎣cos(θi) − sin(θi) xi

sin(θi) cos(θi) yi

0 0 1

⎤
⎦ (1)

For each hypothesis hi encoded by an ES individual we have a prediction

(Ŝt+1)i = Ti × St (2)

which is used to calculate the fitness function as a matching distance between
codevector sets.

Initial population is built from one initial hypothesis assumed to be the origin
h0 = (0, 0, 0) (i.e., no transformation: the robot has not moved from previous
position). Each generation a new population is built from the individuals of the
previous population with the best fitness function values, crossing them and
mutating the traits of the descendants by adding gaussian perturbations.

With the obtained transformations, we can estimate the egomotion of the
robot. Starting from initial position x0, and given a calculated transformations
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sequence T = T1, ..., Tt, robot’s position at time step t can be calculated applying
consecutively the transformations to the starting position:

xt = Tt × ... × T1 × x0 (3)

3 System Improvements

In early develops of this evolutionary system, some restrictions over its precision
and computational performance have been found. The precision problem is quite
similar to the issues presented by other classical registration algorithms, like ICP
[9], and is caused by the non-overlapping points in the point clouds. The objective
of the minimization algorithm used for the point cloud matching is to look for a
distribution of the minimal distances which maximizes the points whose minimal
distance is close to zero (i.e. maximizes the number of points which have a
correspondence in both point clouds). In this scenario, points in non-overlapping
areas of the point cloud can be considered outliers. In our previous version
of the algorithm, the minimization process was done by minimizing the mean
minimum distance between points of the two codevector sets (the point clouds),
computed as the sum of the euclidean distances from the points of (Ŝt+1)i to its
closest point in St+1. This minimization will only be optimal if the distribution
is centered around zero. When some data is matched against some model from
which is a subset, as is required by the ICP algorithm, it can still provide that
optimal solution. Problems arise with the presence of non-overlapping regions.
The presence of those outliers in the distribution will introduce a bias in the
mean of any possible distribution, thus preventing the algorithm from reaching
an optimal solution.

To overcome this issue, several approaches where evaluated. One possible
approach was to try to maximize the points whose minimum distance fell between
a threshold distance. However, the definition of a suitable threshold for each
matching process is far from trivial, and a bad threshold could introduce as
much (or more) bias that the one introduced by the outliers. Another option
was to use the statistical mode of the distribution for the minimization, but
due to the high range of values close to zero that distances could take, it would
have required to apply some clustering technique, which would complicate the
algorithm without guarantying an optimal solution. Simplest solution came from
the use of the statistical median. Minimizing the median will increase the points
with minimum distance close to zero, which was the initial objective of the
minimization algorithm. This approach is similar to the genetic algorithm used
by Chow et al. [10], so, at this stage, our ES could be considered a simplified,
problem specific, variation of it.

Second mentioned restriction was the computational performance of the algo-
rithm. In mobile robotics computational performance is a key issue, as long as
you want to achieve on-line operation in a mobile agent. Our approach requires
some computationally intensive techniques, like the minimum distance search for
each point of the codevector set, for each of the individuals, in each of the gen-
erations. In the simplest approach used in the first versions a simple search was
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done, calculating all the minimum distances from every point in one codevector
set to every point in the other codevector set. This is a very computationally
costly approach (in the order of O(n2)), making the algorithm too slow for on-
line operation. So, the use of an efficient search algorithm was highly desirable.
A good solution was provided by the use of k-nearest neighbor search with KD-
Trees [11]. This technique provides nearest neighbor search (minimum distance
search for points) with a cost in the order of O(log(n)). The use of this tech-
nique provided a dramatic improvement in speed. In the typical simulation set
of 269 positions, the computation time required dropped from about two hours
and a half to less tan five minutes (approximately 1 sec. for each position). This
improvement made also feasible to train bigger codevector sets with the NG.

A final minor optimization was done in the data preprocessing step. Since the
floor does not provide any matching information and introduces a lot of non-
overlapping regions (floor is a constantly uniform surface in which new viewed
parts are indistinguishable from the ones just left behind), filtering of the floor
is now performed. Filtering those elements not only eliminate areas that induce
error on the matching process, but also increase the density of codevectors in
the areas of interests. The floor filtering is done just by eliminating every point
below an height considered ’safe’. In this case, an height of 10 mm. was chosen,
since any object this size can be easily overran by the robot.

4 Experimental Results

Experiments on this approach have been done by simulating the operation of a
robot. Several data sets where recorded in series of walks across the corridors and
rooms of our building. The objective of the experiment was to check how well the
egomotion algorithm could reconstruct the paths followed by the robot in those
walks using the recorded data. In the results presented only one of those recorded
walks is going to be used, as sample. This walk consists in a wall-following tour
around one big sized (88 m2) empty room. This sample was selected since it
presented some characteristics that we expected could be troublesome for the
effectiveness of the algorithm, which will be discussed below.

In Figure 1 a comparison of the robot trajectories estimated by the egomotion
algorithm using median and mean as fitness measure is shown. Those trajectories
are estimated without any correction algorithm, so the error accumulates along
the path, as if they where raw odometry data. Sadly, we can not provide a metric
estimation of the error, since we were unable to record exact measurements of
the position of the robot, and only an approximate real trajectory can be shown.
Nevertheless, it can be appreciated that the deviation from the path in the case
of the median is lower, and that, in spite of the accumulated error, the estimated
path keeps the shape of the real one. Artifacts shown in the right-turning corners
of the estimated trajectory are caused by the collocation of the camera in the
robot, which was mounted in a position to the right of the turning axis of the
robot. That causes that, when the robot performs a closed turn to the right, the
position of the camera actually moves back and left from its former position.
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Fig. 1. Comparison between estimated egomotion with mean and median fitness func-
tion. Odometry and approximate real paths are shown as reference.

Since the egomotion estimates the position of the camera, that is reflected as
the small loops shown in the corners. Also should be noticed that in left-turn
corners this artifact does not appear, as should be expected.

Faster operation of the KD-Tree ES version allowed for bigger codevector sets
to be trained. In Figure 2, egomotion estimations using 100 and 400 codevector
sets are shown. There can not be seen any appreciable improvements by using
a 400 codevector set, and the computation time increases more than threefold,
as is shown in Table 1. Those results discourage the increase in the codevector
number and shows that the fitting done by the neural gas to the point cloud is
good even with as few as 100 points.

As was estated in section 1, registration algorithms are a well developed sub-
ject in computer graphics and other research areas. It was in our interest to
apply some classical solutions to our problem, in order to compare with our own
approach and check if other already developed algorithms could improve the ego-
motion estimation. Some classical algorithms where tested, using Matlab code
provided by [4]. Results were quite surprising. In general, the approaches tested
gave quite bad results. The best obtained one was provided by the ICP variation
by Zinsser [12], shown in Figure 3 against our ES. We where expecting way bet-
ter results, since all of the algorithms are well known, with proven registration
efficiency. Our guess is that, as those algorithms perform full 3D registration,
they are very sensitive to small, unexpected misplacements of the camera. Small
errors in the mounting of the camera (e.g., being it lightly tilted or rotated in
respect of the longitudinal or transversal axis of the robot) or produced by the



396 I. Villaverde and M. Graña

x

Fig. 2. Comparison between estimated egomotion with 100 and 400 codevector sets

movement of the robot (e.g., small tilts of the camera if frame is captured while
accelerating or braking), could induce rotations in X or Y axis which could be
disastrous for the egomotion, if only Z axis rotations are expected. It seems that
our simpler, problem specific approach, while maybe unable to provide an op-
timal registration in a more general situation, is able to cope with those issues
more satisfactorily.

This evolutionary system still suffers from a drawback coming from the match-
ing of the codevector sets. If the overlapping areas of the consecutive frames cover
less than 50% of the points in the set, the algorithm will be unable to achieve
an optimal solution. This is a problem common to any registration algorithm,
but in this setting the problem can worsen if the relation between motion and
capture is not controlled properly (i.e., if the robot moves ’too much’ from one
frame to the next), considering that the field of view of the used camera is rel-
atively narrow. Depending on the kind of robot operation or control model this
can state a serious issue.

Another observed problem appears in one of the typical scenarios that a mobile
robot has to face. When following a wall, distance and angle from the wall are
properly calculated, but correct longitudinal motion estimation is difficult to
obtain. As happens with the floor, a typical wall is a featureless uniform structure
in which, when moving along, new viewed parts are indistinguishable from parts
left behind, thus making extremely difficult to estimate how much wall have
been traveled. In absence of other objects in the field of view this estimation
has to come from small features in the walls or from far away front-faced walls,
which do not provide optimal matching features.

In the execution times for the sample path shown in Table 1 for several reg-
istration algorithms, it can be seen that our first approach is the slowest one.
The use of KD-Trees for closest point search improves performance more than 30
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Fig. 3. Comparison between estimated egomotion with ES and Zinsser

Table 1. Execution times (in seconds) of different registration algorithms for the sam-
ple path of 269 frames

Algorithm 100 Codevectors 400 Codevectors
Besl 84 394
Chow 5224 14936
ES 9564 N/A

ES KD-Trees 277 964
ICP 2D 60 601

Jost 63 257
Zinsser 50 389

times using 100 codevector sets, getting closer to the other algorithms and out-
performing significantly the other evolutionary approach present, the GA from
Chow. Even though other registration techniques are faster, they do not give a
good egomotion estimation. As the ES with KD-Trees, while slow, is fast enough
to on-line operation, it seems to be the overall better suited approach to this
problem.

5 Conclusions

In this paper, new modifications and improvements to the egomotion evolution-
ary system presented in [6] are reported. Some experiments have been done, and
their results discussed. We have shown that the use of the median of the mini-
mum distances between points of the codevector sets improves the results of the
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registration process from previous versions. Also, use of KD-Trees to search for
the closest point reduces computation times manifold. The use of bigger sized
codevector sets does not seem to improve the results, while increasing notably
computation time. Comparisons with other registration algorithms have been
also reported. While those algorithms have been shown to be faster that the ES
approach, this one has resulted in the best egomotion estimation.

Several drawbacks of the egomotion evolutionary system have been identi-
fied. Our most immediate future work will be to try to overcome those issues
by the integration of the evolutionary system into a Kalman or particle filter
architecture. Also, fusion of the 3D data with the optical information provided
by the robot’s video camera could be used to face the problems inherent to the
registration approach.
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Abstract. Due to its potential for going into details or getting a global
view of the system, agent architecture is a good frame to create an urban
traffic control system. In fact, the agent architecture has allowed us to
design a control system able of coordinating the traffic of a set of cars
in certain scenarios, using, as initial core, the car control algorithms. In
further steps, a higher level layer with the decision making systems and
a lower level layer with the car control actuators have been added to
the agents. Finally, the agent architecture can be extended with a higher
level layers to control the traffic in critical areas or urban areas.

1 Introduction

If there is no doubt that multi-robot systems are an emerging topic in the field of
Robotics research, the urban traffic systems are a topic even more challenging,
and they also stay in the frontier of Robotics. On the other hand the techniques
of multi-robot systems, agent systems and soft computing can contribute to
improve traffic efficiency and reduce the number of fatalities.

Our ideas to improve the urban traffic efficiency come from our experience in
the AUTOPÍA program, in which we have developed a control architecture to
allow cooperation and coordination among automated cars. Our purpose here
is to expose what we think about the way in which the AUTOPIA architecture
could be extended and adapted to deal with the problem of urban traffic. Until
now, the AUTOPIA architecture has been distributed among modules located
in cars. The extended architecture would has to add, also, modules located in
the elements of the infrastructure.

Nevertheless, improving the urban traffic by making an engineering effort in
car and road safety is not the only way to approach the goal of a better urban
traffic. Hans Monderman [1] pioneered the concept of the ”naked street” by
removing all the things that were supposed to make it safe for the pedestrian -
traffic lights, railings, kerbs and road markings. He thereby created a completely
open and even surface -the Monderman ”shared space” model on which motorists
and pedestrians ”negotiated” with each other by eye contact. As a car lover, he
� This work has been supported by Spanish grants TRA2008-06602-C03-C01, CENIT

MARTA 20072006 and Ministerio de Fomento. P9/08, GUIADE.

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 399–407, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



400 T. de Pedro et al.

claimed that the car is part of the solution and is not part of the problem. He
believed that a natural interaction between the driver and the pedestrian would
create a more civilised environment. But, it was not until 1992, that the first big
urban application of shared space was completed at the town of Makkinga, where
every trace of road signs, markings and signals was removed. In 2001 his biggest
urban schemes were completed, such as the La Weiplein junction in Drachten. In
2003 a European Union research project about shared space was launched and
naked streets began to appear in Austria, Belgium, Germany, Sweden, Denmark
and Switzerland. The concept has spread to the USA, Canada, Russia, South
Africa, Australia, Japan and Brazil.

The vision of Tony Tether, Director of the DARPA Grand Challenge [2],
is quite different from Monderman’s view, but it’s closer to our vision. He said:
”driving accidents have both a human reason and a human victim. The solution,
especially for the engineers in robotics, is obvious: to replace the easily distracted,
readily fatigued driver with an ever attentive, never tiring machine”.

In this paper we are going to explain our technological point of view to solve
the problem of urban traffic, though the bio-mimetic approach. The technologies
to achieve automatic pilots are available and there are many research projects
in progress. And, among them, there are the projects of the Instituto de Au-
tomtica Industrial, CSIC, bracketed under the AUTOPÍA program. The core of
the AUTOPÍA program is its control architecture, a hierarchical and modular
architecture distributed between vehicles and elements of the infrastructure and
able of coordinating the movements of different kinds of vehicles partially or
totally automated.

The rest of the paper is organized as follows: The epigraph 2 is dedicated to
the general ideas of the AUTOPÍA program, the epigraph 3 is dedicated to the
set of driving agents, the epigraph 4 is dedicated to the Occam as a specification
language, the epigraph 5 is dedicated to the pilot, the epigraph 6 is dedicated
to the decision agents -the copilot- and the epigraph 7 is dedicated to the traffic
control agent. Finally we end with the conclusions.

2 AUTOPÍA Architecture: An Agents Architecture to
Drive Cars

The directive idea in the AUTOPÍA program is that the serial vehicles can be
driven automatically like robots by extending to cars the techniques used to
control mobile robots. It is known that, among these techniques, the artificial
intelligence plays a key role in robot navigation. In our case, we take the fuzzy
logic from the artificial intelligence and the agent theory to organize the control
architecture and to model the driver behaviour. The agent theory has been
chosen because of its potential to allow a functional decomposition of the driving
tasks into a hierarchical set of agents; and that decomposition is very convenient
to grant a further develop of the AUTOPÍA program. The fuzzy logic has been
chosen because of its potential to model the human way of driving with a simple
set of rules.
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According to the theory, a guiding agent can evolve from an initial core.
An agent can grow up by integrating new agents, and can be broken down in
simpler agents. The number and granularity of the agents can vary with the
level of automation and with the complexity of the driving environment, but
the system architecture can stay unchanged if it is open and modular enough to
include or eliminate agents, and if it allows cooperation among them.

To understand the way in which AUTOPÍA architecture is defined, the sim-
plest concepts of the agent theory are introduced: a) An agent behaves following
the scheme: perception → action. In other words, there are two sequential states
in the agent, in the first state it perceives the working area and, in the second
state, the agent modifies the working area consequently. b) An agent can be split
in simpler ones and several agents can be integrated in one more complex.

For an agent that is guiding a car, the scheme of behaviour is:
Driving agent = perception agent → action agent,
The perception agent can be split in a data-acquisition agent and a mapping

agent. The data-acquisition agent can be split, on its turn, in several sensor
agents, filtering agents -charged of cleaning the data by eliminating the false or
redundant data- and map following agents.

In the same way, the action agent can be divided in a set of agents, depending
on the application. In our case, to control the traffic of a set of vehicles, several
kinds of agents can be identified in the action agent. For instance, one agent to
take global decisions about all the vehicles involved in the traffic environment,
such as it could be to establish a maximum speed, other agents can be assigned
to take individual decisions about each car and finally other agents can be set
to execute these decisions in each car. We can name the agent taking global
decisions manager, the agents taking the individual car decisions copilots and
the agents executing the manoeuvres decided by the co-pilots pilots. In order to
facilitate a better understanding, we detail these agents in the inverse order that
we have mentioned them.

3 An Agent to Drive Vehicles

From a theoretical point of view, the function of a driving agent in a car or in a
robot is quite similar. The differences of working on cars or on robots lie in the
requirements, much more committed in the first case (speeds, overpopulated en-
vironments, human passengers, etc.). The scenarios for driving cars are very dy-
namic and little structured, so a hybrid architecture that blends reactive modules
and modules based on priority behaviour, has been designed. A reactive architec-
ture is based on a functional and hierarchical task decomposition, in this way the
agents are activated in a determined sequence, in which an agent fires the agents
of lower level. An architecture based on behaviours [3] contains as many agents as
potential behaviours there are in the system; all the agents are active at once, but
only the agent with the highest priority takes the control at each moment.

The application task determines the design of the control architecture. The
task of an automatic pilot is to control the speed and the direction of a car when
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it tracks a determined trajectory while satisfying some conditions, for instance
to maintain the speed under a maximal value, to maintain a security distance
with the precedent car, to keep the car into the lane, etc.

As in a car there are only three control commands -the accelerator, the brake
and the steering wheel- in a first approach a pilot can be divided in three actuator
agents: the accelerator agent, the brake agent and the steering agent.

4 Key Words to Describe the Architecture

We have chosen the key words of the Occam [4] process constructors to be used
as symbols to specify the architecture, so, before continuing, it is convenient to
outline briefly the concepts of process constructors of the Occam language. To
avoid confusion it has to be remarked that Occam language is not involved at all
neither in the design neither in implementation of the driving agent, it is used
only as specification language.

The Occam language was closely related to the ”transputer” [5], a processor
made up to design concurrent programs with sequences of instructions. The
Occam was the first language that included the concept of parallel execution
and provided tools to communicate and synchronize processes automatically, so
is appropriated for specifying the architecture. The Occam constructors useful
for our purposes are: The sequential, the parallel and the alternative (Figure 1).

Fig. 1. Occam constructors

The sequential constructor, denoted SEQ, followed by a list of agents means
that the agents are activated in the order of the list, thus a sequential process
begins when the execution of first agent begins and ends only when execution
of the last agent ends.

The parallel constructor, denoted PAR, followed by a list of agents means
that the agents can be executed in parallel. Thus a parallel process begins when
the execution of the first active agent begins and ends when the execution of the
slowest agent ends:

The alternative constructor, denoted ALT, followed by a list of agents means
that only one agent of the following list of agents is executed, the first active
agent. Thus an alternative process begins when the execution of the first active
agent begins and ends when the execution of this agent ends. This constructor
allows also to assign priorities to agents and to execute the agent with the highest
priority.
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5 The Pilot

Though the global behaviour scheme of the pilot is sequential, there is no doubt
that all kind of temporal dependencies can happen among the agents forming
the pilot. For instance, the steering agent and the accelerator agent have to work
in parallel, but the accelerator agent and the brake agent have to work alter-
natively. Other important idea, to determine and organize the agents forming
the pilot, is that the human driver can be an agent in the architecture. In fact
the named dual-mode cars can be driven manually or automatically. This is a
key consideration because it allows to design only one architecture, and it can
be used to guide autonomous cars or to assist the driver via Advanced Driving
Assistant Systems (ADAS). Finally we take the human way of driving as model
for the automatic pilot.

In a first approach, the scheme of the pilot (Figure 2.) contains two alternative
agents: an automatic pilot and an assisted pilot, The automatic pilot contains two
sequential agents, one to perceive the environment and other to act, while the
assisted pilot contains two parallel agents a human driver and an ADAS agent.

Pilot 
ALT 
 Automatic pilot 
 SEQ 
         Perceptor 
  Actuator 
      Assisted pilot 
 PAR 
  ADAS 
  Human driver 

Fig. 2. Pilot scheme

According with this scheme a car can be driven by an automatic pilot or an
assisted pilot. In the first case the human is not involved in the guidance, only
the automatic pilot. It perceives its environment and after that, it moves the car.
In the assisted pilot the driver and the ADAS work together, the driver moves
the car taking into account the advertisements provided by the ADAS.

From our point of view, the automatic pilot and the ADAS are agents concep-
tually very similar. The only difference is that, in the ADAS, the actuator agent
is substituted by an advertiser agent that provides information to the driver. But
this information is the same that the automatic pilot needs to move the car. Taking
this into account, the assisted pilot will not be developed in this paper further.

We have said already that the components of the perception agent are very
dependent on the application, a lot of sensors and filtering algorithms can be
used. So, to complete the scheme of the automatic pilot, we explain only the
scheme of the actuator agent (Figure 3).
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Actuator 
PAR 
      Lateral control 
      Longitudinal control 
     ALT 
    Accelerator control 

                 Brake control 

Fig. 3. Actuator scheme

Generic control 
SEQ
       Control algorithm 
       Control command 

Fig. 4. Generic control scheme

Actuator 
PAR 
         Lateral control 
         SEQ 
              Steering algorithm 
                 Steering command 
         Longitudinal control 
         ALT 
        Accelerator control 
                 SEQ 
                         Acceleration algorithm 
                         Acceleration command 
                 Brake control 
                 SEQ 
                       Brake algorithm 
                 Brake command 

Fig. 5. Detailed actuator scheme

On the other hand, we can split both, the lateral [6] and the longitudinal [7]
control, in two agents. One one of them to calculate the control values and the
other to act on the commands -steering-wheel, accelerator and brake- according
to these values. So a general scheme for a generic control is:
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And breaking down in their components the lateral -or steering- control and
the accelerator and the brake control, the actuator agent of the automatic pilot
can be schematized as in the scheme of the figure 5.

To conclude with the actuator module of the automatic pilot we summarise
its behaviour. In the actuator there are two agents working in concurrence,
the lateral -or steering- control and the longitudinal -or speed- control. The
lateral control is formed by two sequential agents, one to determine the value
of the direction angle and other to turn the steering-wheel to adjust this angle.
The longitudinal control is formed by two alternative agents, to control the
accelerator and the brake pedal respectively. Each of these lower level controls
is formed by two agents, the first to determine the acceleration or the braking
value and the second to press the corresponding pedal.

6 The Co-Pilot

As we have already mentioned, the mission of the copilot agent is to take individual
car decisions in a traffic environment. In this way, the pilot executes the instruc-
tions that its copilot sent to it. For instance, the copilot, based in the data acquired
or received from the environment knows the traffic scenario and decides whether
it has to follow the precedent car or to overtake it. Once the copilot decides what
to do, it fires the suitable kind of lateral and longitudinal controllers. (In fact
the pilot has different controllers for different situations, i.e. a CC to maintain

Driver 
SEQ
       Copilot 
       Pilot 

Fig. 6. Driving agent scheme

Driver 
SEQ

    Copilot 
         ALT 

    Platoon 
             Overtaking 
     Intersection 
     Roundabout 
     … 
    Pilot 

Fig. 7. Detailed driving agent scheme
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the speed or an ACC to maintain a safety between two consecutive cars). Thus an
agent to drive a car can be schematized as in the figure 6.

Besides, the copilot has to be split in a lot of agents for dealing with different
scenarios like intersections, platoons, overtakings, roundabouts, etc. All these
agents have to be active but one will be executed each time. So we can extend
the scheme showed in the figure 6 like the figure 7 shows.

7 Traffic Control

It is out of the scope of this paper to detail each of these agents. They deal
with complex cooperative manoeuvres and are very dependent of the application
domain. What we can say is that we have implemented agents to control some
cases of platoons, overtakings and intersections. In general the copilot decisions
are ”which” and ”when” to fire the active agents of the pilot. To fix ideas, if an
overtaking decision has been taken, the instructions sent to the pilot related to
the lateral control are the moments in which: 1) the controller to move to the
left lane fires, 2) the controller to keep the lane fires and 3) the controller to
move to the right lane fires.

Traffic control 
SEQ

    PAR 
             Sensor1 
             Sensor2 
              …. 
     Monitoring 
     Mapping 
     Determining traffic parameters 
     PAR 
     Driver 1 
     Driver 2 
              …. 

Fig. 8. Traffic control scheme

Finally the architecture would have to be completed with a traffic control
agent. This will be the subject of future works. What we can say is that the
traffic control agent will be the highest level agent and it will be decomposed
according to the scheme of the figure 8.

8 Conclusions

From our point of view, the agent architecture has the capacity of folding and
extending the forming agents. This capacity is a useful tool for design and devel-
ops progressively a traffic control system. In the case of the AUTOPÍA program
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we have verified it. In fact, the AUTOPÍA architecture has evolved from a core
formed by individual car controllers -lateral and longitudinal-. Now this first
version has been extended including decision agents and actuator agents. The
decision agents are specific for each type of manoeuvre but can be the same for
all vehicles. By the other hand the actuator agents are different for each vehicle.

With the designed agent architecture we achieved in first step a full control of
cars, in later steps we have achieved to control several vehicles doing cooperative
manoeuvres like following a car, maintaining a determined clearance distance,
overtaking a car, with or without traffic in the opposite direction, or coordinate
the movements of cars in intersections. Finally we think that this architecture
will allow us to do more complex functions as to control the traffic in local areas.
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Abstract. A new method for reactive autonomous robot navigation us-
ing the center of area of detected free space around the robot is described.
The proposed method uses only part of detected free space in front of
the robot to compute a partial center of area. It is then used to guide
the robot in a path suitable for smooth and robust wandering in complex
environments. A simple modification in the algorithm can make it useful
for obstacle avoidance in reaching a stimulus goal. The proposed method
is used in some examples of simulated experiments on map navigation
and wandering and it is compared with standard wandering using Aria
library from MobileRobots. Also some experiments in obstacle avoidance
navigation to reach a stimulus goal are shown in different maps.

1 Introduction

In previous works the center of area of free space around an autonomous robot
was used to control the robot movements [1,6,2]. Those methods used the center
of area position as attraction or repulsion point alternatively by using different
behavior modes in the robot control. The invariance properties of the center of
area are very interesting for map navigation, but they require the use of high level
control with topographical maps built during movement [5]. The aggregation
nature of center of area makes difficult to use it as the only guide for movement
through some complex environments.

In the present work only a part of the detected free space around the robot
is used to compute a partial center of area for space representation. This partial
center of area can be used to guide the robot in an efficient wandering inside
unknown and complex environments, and also as base for obstacle avoidance
in goal attractor stimulus movement, in both cases using only reactive infor-
mation from the sensors, and including some difficult situations for potential
methods [7].

Section 2 describes our proposed method. First, we define the accessible center
of area from a partial representation of detected free space and then how it is
used to drive the robot in map wandering. In section 3, we show some examples
of simulated experiments on reactive map navigation and wandering using our
proposed method. It is compared with standard wandering using Aria library
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from MobileRobots. Also, some experiments in obstacle avoidance navigation
to reach a stimulus goal are shown in different maps. The proposed method
is naturally well suited for wandering, but with a simple modification in the
algorithm, it can be used for obstacle avoidance in reaching a stimulus goal.

2 Method Description

The model of robot used in this work has a set of range sensors distributed ra-
dially around the robot in one plane. The angular distribution of sensors does
not need to be uniform, but it must cover all directions. This is the usual distri-
bution in real robots like Nomad-200 and Pioneer-3AT. The sensors have a very
narrow field of detection. A coordinate system centered in the robot, called local
coordinates, is used. The forward advance direction of the robot is considered
the X axis of the coordinate system. It is also the direction with angle 0 in polar
coordinates.

The proposed method have two parts, one finds the accessible partial center
of area for the robot and the other compute the required actions to follow that
center of area. To represent the detected free space around the robot, we will
use a polygon, called Pd, where each vertex correspond to a direct measurement
of a range sensor from the robot. In the method we will use other polygons
derived from Pd by transforming the vertices with functions that can depend on
the distance of the vertex to the robot. The main functions used to transform
polygons will be scaling and range limitation.

2.1 Accessible Center of Area

The partial area of free space around the robot will be represented by a subset of
contiguous vertices of a polygon, called p-sector. A p-sector is defined by initial
and final angles of a circular sector that contains the vertices from a given poly-
gon that form the p-sector. We represent it as, for example, p-sector(Pd,−α/2, α/2)
for a frontal symmetric sector of width α from the direct measurements polygon.
The vertices from a polygon included in a p-sector are taken from the initial an-
gle proceeding sequentially counter-clockwise to the final angle (it could require
angle renormalization).

For a given p-sector we can compute its center of area, as it is a part of a
polygon we can consider the triangles formed by each pair of consecutive vertices
and the origin of coordinates (center of the robot). So for the subset of n ordered
vertices with coordinates (xj , yj) included in a p-sector S = p-sector(P, r, l) from
the polygon P between angles r and l, the center of area coordinates are

xSCA = 1
6A

n−1∑
j=1

(xjyj+1 − xj+1yj) (xj + xj+1)f (xj , yj, xj+1, yj+1)

ySCA = 1
6A

n−1∑
j=1

(xjyj+1 − xj+1yj) (yj + yj+1)f (xj , yj , xj+1, yj+1)

(1)
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where A = 1
2

n−1∑
j=1

(xjyj+1 − xj+1yj)f (xj , yj , xj+1, yj+1) is the area of the p-sector

and f is the area density function. The area density function can be useful to
model the relative importance of free space zones near the robot respect to far
ones, but usually its value is 1.

The algorithm for robot movement mainly consists in following the center of
area of a p-sector in front of the robot while it is accessible. A point c (usually
the center of area of a p-sector) is said to be accessible if a corridor of width w
between the robot and the point c is contained inside the polygon Pd, where w
is the width of the robot plus a security margin.

We call Pk to a restricted (shrunken) polygon of free space obtained from Pd

by limiting the distance of each vertex to the origin (the robot) to a fraction
k ≤ 1 of the maximum sensor range. The restricted polygon, Pk with k < 1, is
used only to compute a temporary virtual center of area when the robot is very
near to many obstacles for security reasons.

2.2 Advance p-Sector

Normally the p-sector used to compute the center of area to being followed is
S = p-sector(Pk, r, l) where k = 1 (not limited), r = −α/2, l = α/2, and usually
with α = π. This corresponds to just the frontal half part of Pd that is updated on
each sensor reading cycle and is used as the initial advance p-sector. The advance
p-sector can be changed during the robot motion depending on accessibility of
the corresponding center of area.

When the center of area SCA of p-sector S is not accessible, a new restricted
p-sector is selected. The direction, ψ, of the center of area SCA is used as a
break line to split the p-sector in two parts, R = p-sector(Pk, r, ψ) and L =
p-sector(Pk, ψ, l). Then, the center of area of each part is computed with the
formula in equation 1, resulting in RCA and LCA. Select a new advance p-sector
(by setting k, r and l):

– If both RCA and LCA are accessible then select one of them, R or L, ran-
domly or by external preference (for example, a stimulus direction).

– In only one of the partial center of areas, RCA or LCA, is accessible then
select that part.

– If none of RCA nor LCA are accessible then:

• if S was a complete unrestricted p-sector (k = 1, r and l have initial
values) then select the same p-sector S but restricted by setting k =
ka < 1 (limited vertices).

• if S was not complete unrestricted (i.e., it was a result of a previous
splitting or a restriction), then, as a last resort, select a new temporary
p-sector in opposite direction to center of area, p-sector(Pk, π−β/2, −π+
β/2), restricted with k = ka < 1 and wait a small amount of time until
the robot turns to head to its center of area.
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While a restricted p-sector is selected and its center of area is accessible, the
restrictions are gradually relaxed until the normal values are reached again, that
is the limiting factor is increased to 1 and the angle difference between r and l
is expanded to α.

2.3 Follow a Center of Area

The second part of the proposed method is to follow the computed center of
area from the current advance p-sector. Once selected a center of area to follow
in each sensors update cycle, the values of distance d and angle ψ for the center
of area are used to guide the robot.

Two positive parameters, ψmin and ψmax, are used to decide the movement
of the robot. If |ψ| ≥ ψmax then the linear speed of the robot must be null and
it must turn its heading toward ψ. If |ψ| ≤ ψmin then the robot must advance
toward the center of area at high speed, but limited by the distance d. In the
middle case, when ψmin < |ψ| < ψmax the robot must start linear advance at a
speed inversely proportional to |ψ| and at the same time turn toward ψ. In all
cases the linear speed must be limited to allow stopping within the distance d
during one sensors update cycle.

3 Application to Obstacle Avoidance in Wandering and
also at Reaching a Stimulus Goal

The method described in section 2 was implemented in Cybersim simulator
[3] to check its validity. The simulated robot is similar to a Pioneer-3AT with
two independent wheels controlled by speed. The range sensors are modeled
as in [4,10] and use a narrow beam of sonar, considering static environment
(wshort = 0) without ambient noise nor cross-talking (wrand = 0). The model of
robot used in these simulations has 36 range sensors distributed evenly spaced
around the robot each 10 degrees, to compensate the narrow beam detection.
World elements were simulated with two different models:

– Ideal sensors: all obstacles in range are always detected independently of the
incidence angle (αhit = 90 and αmax = 90).

– Realistic sensors: obstacles are detected depending on beam incidence angle
for bounce returning to robot (αhit = 30 and αmax = 60, if beam hits with
angle less than 30 degrees obstacle is detected, between 30 and 60 degrees the
probability of detection go from 1 to 0 linearly, and for angle greater than
60 degrees it is not detected).

In both cases a maximum range of 5 meters was used. The error in the distance
measurement has a Gaussian distribution with standard deviation σ = 5 mm,
taken from data about real sonar sensors [8] and laser sensors (for 5 meters range)
[9] in a Pioneer-3AT. That deviation correspond to ±3σ uniform error.
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3.1 Comparison with Aria Library Wandering

The simple wandering using advance center of area described in section 2 is
compared to Aria library wandering using a Pioneer-3AT robot, with sonar and
laser sensors, simulated with MobilSim software.

In MobilSim, the class ArActionGroupWander from the Aria1 open source
library from MobileRobots is used. The group of actions is composed by two
actions, ArActionAvoidFront with the following parameters: avoidFrontDist =
450 mm, avoidVel = 200 mm/s, avoidTurnAmt = 15◦, priority = 79; and Ar-
ActionConstantVelocity with the following parameters: forwardVel = 500 mm/s,
priority = 50. These are the default values, except speed that was changed from
400 to 500.

Two kind of maps were used for the test. The first map is an office or domestic
type distribution of obstacles with right angled walls, doors and some furniture.
Figure 1 shows two samples of wandering using the partial center of area method
from two different starting points simulated in CyberSim. The dashed arc rep-
resent the maximum sensor range of 5 meters at the starting point. The results
show that the wanderings cover with smooth trajectories all the reachable re-
gions (rooms) in the map. On the other hand, figure 2 shows the two samples
of wandering using the Aria library with MobilSim from the same two starting
points as in the previous case. These results show that the wanderings only cover
some parts of the reachable regions, depending on the starting point, and that
the trajectories have sharp curves. In both cases the experiments ran during
30 minutes.

Fig. 1. Tracks for wanderings using the frontal center of area method recorded in an
office or domestic map starting from two different points in the map

1 See web page http://robots.mobilerobots.com/ARIA/.

http://robots.mobilerobots.com/ARIA/
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Fig. 2. Tracks for wanderings using the Aria library (MobilSim) recorded in an office
or domestic map starting from two different points in the map

(a) Frontal center of area method. (b) Aria library wandering method.

Fig. 3. Comparison of wandering in a closed circuit type map

The other type of map used for the test is a closed circuit with few obstacles.
The total length of the circuit is around 81 meters. Figure 3a shows track for
wandering using the frontal center area method simulated using CyberSim in
the circuit map. In this case the trajectory is smooth and it covers all the alter-
native paths. On the other hand, figure 3b shows the same test with Aria library
using MobilSim with a sharp trajectory always near a wall and that cannot pass
through the narrow corridor part. As in previous case the dashed arc in the
figures show the 5 meters sensor range at starting point, and also the duration
of each experiment was 30 minutes.

3.2 Simple Obstacle Avoidance to Reach a Stimulus Goal

The model of robot used in these simulations has 36 range sensors distributed
evenly spaced around the robot each 10 degrees, to compensate the narrow beam
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(a) (b) (c) (d)

Fig. 4. Obstacle avoidance with stimulus goal at different distances from a ball object.
a) and b) the size of the ball is 4meters. c) and d) the size of the ball is 2meters. In
all cases the continuous line shows the robot trajectory to the stimulus (cross) and the
dashed line is a quasi-optimum trajectory around the obstacle.

(a) (b) (c) (d)

Fig. 5. Obstacle avoidance with stimulus goal at different distances from a concave
object. a) and b) C-shaped obstacle, 5.375 m width and 2.058 m depth. c) and d) U-
shaped obstacle, 3.7 m width and 4.5 m depth. In all cases the continuous line shows
the robot trajectory to the stimulus (cross) and the dashed line is a quasi-optimum
trajectory around the obstacle.

detection. The robot receives a (sound) stimulus approximate direction from the
goal. It is supposed that the stimulus is not affected by the obstacles due to the
emitter/detector arrangement (above obstacles) but it is not perfect, giving only
a rough direction of the goal.

The direction of stimulus is used in the algorithm, described in section 2, as
a preferred orientation to select a part in the p-sector splitting in case of center
of area not accessible. Also, to ensure the reaching of the stimulus goal, the
algorithm was modified to insert virtual obstacles into polygon Pd whenever the
heading of the robot deviates from direction of the stimulus and the p-sector is
not restricted, thus forcing a splitting in the p-sector to select a new restricted
p-sector towards the stimulus.
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The first set of experiments were run with ball shaped obstacles of different
sizes and with stimulus goal at different distances in the opposite side of the
obstacle from the starting position of robot. Figure 4 shows four cases of obstacle
avoidance around a ball. In all cases the trajectory followed by the robot using
the frontal center of area method were very near the quasi-optimal trajectory.

The second set of experiments with single obstacle were run with concave
obstacles (C-shaped and U-shaped) also of different sizes and with stimulus
goal at different distances in the opposite side of the obstacle from the starting
position of robot. Figure 5 shows four cases of obstacle avoidance around a
concave obstacles. In all cases the trajectory followed by the robot using the
frontal center of area method were near the quasi-optimal trajectory. This type of
concave obstacles is the usual local minimum trap for reactive obstacle avoidance
methods, but as show here the frontal center of area method (only reactive) can
avoid the trap.

3.3 Complex Obstacle Avoidance to Reach a Stimulus Goal

Although the proposed method (with the modification explained in previous
subsection 3.2) is only a pure reactive method, with no record on the previous
path, designed mainly for wandering, we can try using it to reach a stimulus goal
in a more complex unstructured environment with multiple paths. In previous
experiments there were not much difference using ideal sensors or realistic ones,
but in this case we will compare both types of sensor simulation.

The experiments were run both with ideal sensors and with realistic sensors
for the same stimulus goal position, but with 4 different starting points and 4
orientations (0, 90, 180 and 270 degrees), and also repeated 3 times for each
combination of initial position giving a total of 96 experiments. The size of
robot is 55 cm and it can reach a maximum speed of 63 cm/s. For each starting
point the optimum path length were: 23.527 m, 23.166 m, 21.979 m and 11.897 m
respectively. The relation of robot path length to the optimum is used in each
case as performance measurement. Same samples of good performance paths and
bad ones (from two of the starting points) are shown for ideal sensors in figure
6 and for realistic ones in figure 7, where a dashed arc represents the maximum
sensor range from the starting point.

In experiments using ideal sensors the statistical performance results were:
minimum 1.0299, maximum 1.5619, mean 1.2105, median 1.1721 and sample
standard deviation 0.1396. In figure 8a it can be seen that in 83.33% cases
the length increasing is less than 30%. Statistical results for mean velocity of
each experiment path (see figure 8c) have mean value 26.3016 cm/s and sample
standard deviation 4.2338 cm/s.

Similarly, in experiments using realistic sensors the statistical performance
results were: minimum 1.0241, maximum 1.7254, mean 1.2422, median 1.1758
and sample standard deviation 0.1754. In figure 8b it can be seen that in 83.33%
cases the length increasing is less than 40%. Statistical results for mean velocity
of each experiment path (see figure 8d) have mean value 22.8285 cm/s and sample
standard deviation 3.3839 cm/s.



416 J.R. Álvarez-Sánchez et al.

(a) (b)

(c) (d)

Fig. 6. Reaching stimulus goal in complex map with ideal sensors. a) and b) Paths with
good performance. c) and d) Paths with bad performance. The continuous line shows
the robot trajectory to the stimulus (cross) and the dashed lines are quasi-optimum
trajectories.

(a) (b)

(c) (d)

Fig. 7. Reaching stimulus goal in complex map with realistic sensors. a) and b) Paths
with good performance. c) and d) Paths with bad performance. The continuous line
shows the robot trajectory to the stimulus (cross) and the dashed lines are quasi-
optimum trajectories.
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Fig. 8. Histograms for performance results of robot path length ratio to optimum
a) ideal sensors and b) realistic sensors. Histograms for the mean velocity of each
experiment path in cm/s c) ideal sensors and d) realistic sensors.

The comparison between ideal sensors and realistic sensors shows that loosing
at least 50% of measurements due to bad bounces only affects slightly in the path
length and mean speed.

4 Conclusions and Future Work

We have proposed method, using the accessible center of area from a partial
representation of detected free space around a robot, to drive the robot in robust
and smooth map wandering. This method is naturally well suited for wandering
because the good properties of the center of area.

Some simulated experiments were done on reactivemap navigation and wander-
ing using our proposed method and in comparison with standard wandering using
Aria library from MobileRobots. The results shown that the partial center of area
method can be used easily in tasks of wandering were it is interesting to cover as
much as possible of the accessible areas, such as in patrol and vigilance tasks.

Also, some experiments in obstacle avoidance navigation to reach a stimulus
goal were done, with a simple modification in the algorithm, in different maps,
showing that the proposed method can be easily adapted for other purposes and
tasks.

The method proposed in this paper is very promising for applications with
other layers of deliberative control for keeping record of visited parts in the map
and to make use of any a priori knowledge about the environment. Also, the
main space representation used here was only 2D with range sensors, but the
proposed method have a natural extension into 3D through the use of polyhedra
instead of polygons mixing information from sensors and known map properties.
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Abstract. The objective of this paper is to develop further the idea of
using potential fields for robot navigation but changing to representation
of free space instead of obstacles, because the task in robot navigation is
to move in the free space not to identify the objects, and also by extend-
ing the methods to use directly virtual forces instead of the potentials as
the base for robot movement, because not all driving forces will derive
from a potential. After extending to a general virtual force we can select
the simplest force to obtain a practical method to drive the robot by
the center of area through safe places. Some particular cases of simple
environments (straight wall, closed and open rooms, and corridor with
a bend) are studied to analyze the properties of the proposed method,
obtaining for them the resulting directions fields.

1 Introduction and State of the Art

Navigation methods based on artificial potential fields, were proposed in first
place by [8]. They have been developed in many applications [6] revealling them-
selves to be very efficient in path planning tasks. In these tasks they were applied
initially to manipulators [5], in the case of simple single obstacles known a priori
and modelled as points. They have been frequently applied to mobile robots [4],
also considering robots and obstacles as points moving across the configuration
space [10]. However, if these methods are not complemented with environmen-
tal knowledge and techniques involving representation and deliberation, they
present many weak points. These weak points are, basically, local minima traps,
no passage between closely spaced obstacles and oscillations in presence of ob-
stacles or in narrow passages [9].

All these methods are based on the idea that obstacles generate a repulsive
force field. Obstacles drive robot back and the goal attract it. The resultant
of all these forces acting on the robot yields the robot movement. According
to theoretical approach, the force acting on the robot derives from a potential.
Although two potentials are chosen sometimes, one for the attractive force and
the other for the repulsive one, being the total potential sum of both potentials.

We consider, still inspired by Physics, what happen if we use some physical
concept involving the conservation of some magnitude. This approach will allow
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us to use invariance properties, in addition to properties derived from force fields.
This carry us to formulate a theory for robots navigation based on the concept
of center of area [1,7,2,3]. In this approach to the robot navigation problem, we
do not use the repulsive force generated by obstacles but the attractive force
exerted on the robot by the free area surrounding it. We go from modelling
obstacles as points repelling the robot in a configuration space to modelling the
continuous free space attracting the robot.

2 Notation

With respect to a fixed (global) coordinate system the robot’s position vector
will be r = (x, y) and the position vector of an infinitesimal element of area, dA,
will be R = (X, Y ). Also we will introduce a (local) coordinate system attached
to the robot, and with axes parallel to those of the fixed coordinate system. With
respect to the coordinate system of the robot the position vector of dA will be
r̃ = (x̃, ỹ) = (X − x, Y − y).

Fig. 1. Coordinate system notation

3 Brief Review of Traditional Potential Methods

The movement of the robot in traditional potential methods is governed by
a repulsive potential due to the obstacles and an attractive potential due to a
target. We will center this brief review in the description and use of the potential
created by the obstacles.

The value of the potential, due to a single obstacle, in a point is V (d), where
V is the chosen potential function, that can depend on a charge associated to the
obstacle, and d is the minimal distance from the point in consideration to the
obstacle. All this means that in traditional potential methods the actual form
of the obstacle is neglected, the obstacle is substituted by a punctual repulsive
charge. When we have several obstacles, then the potential in a point P is simply
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V (P ) =
∑

i

V (di)

where di is the minimal distance from P to the obstacle i. It is important to note
that the sources of potential, or of force, are situated on the contour perceived
by the robot and that these sources are discrete.

From the potential we can calculate the virtual force that leads the robot.

F (P ) = −∇V (P ) = −∇
∑

i

V (di) =
∑

i

(−∇)V (di) =
∑

i

f (di)

That is, the force that directs the robot can be calculated as the gradient of
the potential V (P ) or as the sum of the forces due to the obstacles, each of this
latter forces also being the gradient of a potential.

4 Our Approach to Robot Navigation

Our approach to robot navigation is inspired in the traditional potential methods
but with some important differences. First, we consider continuous distributions
of charge because they model more realistically the robot’s surroundings. Second,
we choose as the source of the virtual forces free space, area in two dimensions,
because we are primarily interested in the movement of the robot and not in
the identification of obstacles. Third, in our approach the fundamental quantity
is the force not the potential, because as we shall see the force that guides the
robot is not always derivable from a potential.

The direction followed by the robot will be given by

D(r) =
∫

A(r)
F (r̃)dA (1)

where F is the virtual force exerted by the infinitesimal element of area dA, we
denote the resultant force by D because we are interested in its direction and
not in moving the robot as if a force were acting on it. Note that the area of
integration depends on r, the position of the robot, this reflects the fact that
in general from different positions the robot will perceive different surrounding
areas.

Now we can see that, in general, we cannot assure that D is derivable from a
potential even in the case that the forces F are derivable from a potential

D(r) =
∫

A(r)
F (r̃)dA =

∫
A(r)

∇r̃V (r̃)dx̃dỹ

=
∫

A(r)
∇R−rV (R − r)dXdY = −

∫
A(r)

∇rV (R − r)dXdY

= −∇r

∫
A

V (R − r)dXdY = −∇rU(r)
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Note that we write F (r̃) = ∇r̃V (r̃) and not F (r̃) = −∇r̃V (r̃) because r̃ goes
from the point where we probe the force field to the source of that field, the
position of the robot, whereas in the literature we find that F (r′) = −∇V (r′)
because in those cases r′ goes from the point source of the field to the point
where we probe that field, that is r′ = −r. The most important observation is
that the last equality is only possible if the area of integration does not depend
on r, the position of the robot, therefore D is, in general, not derivable from a
potential. As a consequence our approach can include cases beyond those studied
with the traditional potential methods.

As we noted in the traditional methods the sources of virtual forces are located
on the contour perceived by the robot. In our method we can also express D
as a contour integral. Let be Cr(θ) the contour perceived by the robot from
its position r, then using as infinitesimal elements of area dA triangles with a
vertex on r and the other two vertex on the contour, we have dA = 1

2C2
r(θ)dθ

and the centroid of any one of those infinitesimal triangles is 2
3Cr(θ), then

D(r) =
∫

A(r)
F (r̃)dA =

1
2

∫ 2π

0
F

(
2
3
Cr(θ)

)
C2

r(θ)dθ (2)

In fact this is the formula implemented in the robot to do the actual calculations,
although in order to obtain analytical results is easier to use the formula (1).

We will choose as force F (r̃) = r̃ because then the direction followed by the
robot

D(r) =
∫

A(r)
r̃dA

is proportional to the direction towards the centroid of A(r)

c(r) =
1

A(r)

∫
A(r)

r̃dA

and this point has between others properties that, if accessible, it is a safe place
for the robot. Also is easy to see that when D(r) = c(r) = 0 the robot is on the
centroid of the area perceived, that is the centroid is located in that particular
value of r, we will call this position the stationary centroid, because if the robot
is in this position it remains at rest.

5 Particular Cases

5.1 Field of Directions Created by a Straight Wall

The wall will be the set of points with coordinates (xw, 0) and the position of
the robot, r = (x, y) with 0 ≤ y ≤ � as we can see in fig. 2a. Then

D(r) =
∫ �

−y

dỹ

∫ √
�2−ỹ2

−
√

�2−ỹ2
dx̃(x̃i + ỹj) =

2
3
(�2 − y2)

3
2 j
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(a) Coordinates. (b) Directions field.

Fig. 2. The case of a straight wall

where � is the maximum reach of the sensors of the robot. We can see the
directions field in fig. 2b.

In this case ∂xDy = ∂yDx, then we can write D = −∇U , but even in this
simple case the potential U is not so simple, namely

U(x, y) =
∫ �

y

Dydy =
2
3

∫ �

y

(�2 − y2)
3
2 dy

=
π�4

8
− 1

6
y(�2 − y2)

3
2 − 1

4
�2y(�2 − y2)

1
2 − 1

4
�4 arcsin

y

�

where we have chosen the zero potential at the straight line y = �, where the
robot stops to perceive the wall. We observe in addition that although our virtual
force F (r̃) = r̃ derives from the potential V (r̃) = r̃2

2 , it is not true that U =∫
V + cte.
∫

A(r)
V (r̃)dA =

1
2

∫ �

−y

dỹ

∫ √
�2−ỹ2

−
√

�2−ỹ2
dx̃(x̃2 + ỹ2)

=
∫ �

−y

dỹ

(
1
3
(�2 − ỹ2)3/2 + ỹ2(�2 − ỹ2)1/2

)

=
π�4

8
− 1

6
y(�2 − y2)3/2 +

1
4
�2y(�2 − y2)1/2 +

1
4
�4 arcsin

y

�

and we see that the difference U −
∫

V is not a constant and therefore both
expressions cannot give rise to the same force, the reason is, as we pointed
before, that the area of integration depends on the position of the robot.

5.2 Closed Room

Here we suppose that the robot is in a closed room of dimensions a and b as you
can see in the figure and that from every point of the room it is able to perceive
the entire room, that is � ≥

√
a2 + b2. In this case
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Fig. 3. Directions field in a closed room

D(x, y) =
∫ a−x

−x

dx̃

∫ b−y

−y

dỹ(x̃, ỹ) =
ab

2
((a − 2x), (b − 2y))

Now the integration area doesn’t depend on the position of the robot, so we
can see that from the potential U and integrating the elementary potential V
we obtain the same directions field D. From D = −∇U we obtain

U(x, y) =
ab

2

(
a2 + b2

4
− ax − by + x2 + y2

)

where we have chosen the zero potential in the center of the room. On the other
hand integrating V we obtain

∫
A

V (r̃)dA =
1
2

∫ a−x

−x

dx̃

∫ b−y

−y

dỹ(x̃2 + ỹ2)

=

(
b

∫ a−x

−x

dx̃ x̃2 + a

∫ b−y

−y

dỹ ỹ2

)

=
ab

2

(
a2 + b2

3
− ax − by + x2 + y2

)

and we can see that U −
∫

V = cte, so both expressions give rise to the same D.

5.3 Open Room

The coordinate systems we will utilize in this section are in fig. 4a. The robot is
inside the room and � >

√
a2 + b2.

Because the integral is additive we can make use of the result of the last
section and add to it the contribution of the region E, that now is accessible to
the sensors of the robot. We calculate then

DE(x, y) =
∫∫

E

(x̃, ỹ)dx̃dỹ
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(a) Coordinates. (b) Directions field.

Fig. 4. Open room

In this case is easier to work with polar coordinates x̃ = r̃ cos θ, ỹ = r̃ sin θ. In
this coordinates the equation of the straight line corresponding to the wall where
is located the door is r̃ = (b − y)/ sin θ. The integrals become

DE(x, y) =
∫∫

E

(r̃ cos θ, r̃ sin θ) r̃ dr̃dθ =
∫ θ1

θ2

dθ(cos θ, sin θ)
∫ �

b−y
sin θ

dr̃ r̃2

where θ1 and θ2 are the angles shown in the figure 4a. Doing the integral in r̃
results

DE(x, y) =
1
3

∫ θ1

θ2

dθ (cos θ, sin θ)
[
�3 − (b − y)3

sin3 θ

]

=
�3

3

∫ θ1

θ2

dθ (cos θ, sin θ) − (b − y)3

3

∫ θ1

θ2

dθ

(
cos θ

sin3 θ
,

1
sin2 θ

)

and doing the integrals in θ we obtain

DE(x, y) =
�3

3
(sin θ1 − sin θ2, cos θ2 − cos θ1)

− (b − y)3

6

(
1

sin2 θ2
− 1

sin2 θ1
, 2 cot θ2 − 2 cot θ1

)

Now we need the expressions of θ1 and θ2 in function of x and y. In order to
clean the formulae we will denote by di(x, y) =

√
(xi − x)2 + (b − y)2, i = 1, 2,

to the distances from the robot to each one of the extremes of the door then

cos θi =
xi − x

di
sin θi =

b − y

di
i = 1, 2

so we have

DE(x, y) =
�3

3

(
(b − y)

(
1
d1

− 1
d2

)
,

x2 − x

d2
− x1 − x

d1

)

− (b − y)2

6

(
(x2 − x)2 − (x1 − x)2

b − y
, 2(x2 − x1)

)
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The final result is obtained, as we indicated above, adding to DE the contri-
bution due to the room

D(x, y) = DE(x, y) +
ab

2
(a − 2x, b − 2y)

It is important to note that in this case ∂xDy �= ∂yDx, so D is not derivable
from a potential. The directions field can be seen in fig. 4b.

5.4 Corridor with a Bend

We will present the directions field in the situation presented in fig. 5 that is
0 ≤ x, y ≤ a and � > a

√
2. Doing the calculations one finally obtains

D(x, y)=
1
6

(
3a3+(a − y)3+y3 − 3�2a−6a2x+2(�2−x2)3/2−2(�2−(a−x)2)3/2,

3a3+(a − x)3+x3−3�2a−6a2y+2(�2! −y2)3/2−2(�2−(a − y)2)3/2
)

Fig. 5. Coordinates and position of the robot in the case of a corridor with a bend

It is important to note that in this case again ∂xDy �= ∂yDx, so D is not
derivable from a potential.

In this case the centroid of the area perceived by the robot could be located
outside the region available to the movements of the robot. By symmetry, it is
easy to see that the stationary centroid is on the line x = y, on this line the
vector field D is

D(x, x) =
1
6
ϕ(x)(1, 1)

where

ϕ(x) = 3a3 + (a − x)3 + x3 − 3�2a − 6a2x + 2(�2 − x2)3/2 − 2(�2 − (a − x)2)3/2

When ϕ(0) < 0 the centroid will be located outside the reach of the robot,
when ϕ(0) ≥ 0 the centroid will be inside the reach of the robot.

ϕ(0) = 4a3 − 3�2a + 2�3 − 2(�2 − a2)3/2

= a3
(
4 − 3κ2 + 2κ3 − 2(κ2 − 1)3/2

)
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(a) Stationary centroid is accessible. (b) Stationary centroid is not accessible.

Fig. 6. Fields in a corridor with a bend

where κ = �/a. Solving numerically ϕ(0) = 0 we find the solution κ0 =
1.694078739, then when �/a > κ0 the centroid will be located outside the reach
of the robot and when �/a < κ0 the centroid will be inside the reach of the robot.
This means that if the range of the sensors of the robot is large in comparison
with the typical distances of the surroundings of the robot then the most distant
elements of area make a disproportionate contribution to D and the centroid
can then be placed outside of the region accessible to the robot.

In fig. 6a the field D is shown in the case when �
a < κ0, and the case when

the centroid is not reachable by the robot can be seen in fig. 6b.

6 Conclusions

Our approach can be applied to cases beyond those studied with the traditional
potential methods, because driving forces not always derive from a potential,
even if all the individual forces derive from potentials.

Expressing driving force as a contour integral gives us a practical formula to
compute the direction of resulting virtual force (i.e. the center of area) using the
information available for the robot, that is the contour built from range sensor
measurements. Once we select the position of free space as the virtual force we
arrive to a driving direction force equivalent to the center of area or centroid of
the polygon built from range sensor values.

Special cases of straight wall, closed room, open room (with one door), and
corridor with a bend have been studied to analyze their properties and the
corresponding directions fields. There are important results in the cases of open
room and corridor with a bend showing the direction force is not derivable from
a potential. Also, the results in the case of a corridor with a bend show that,
due to the special symmetry of the arrangement, there is a maximum value for
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the relation between the reach of sensors and the width of the corridor for the
centroid to be inside the corridor and hence to be accessible.
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Abstract. This paper presents an analytic method for determining the
orientation of a directional sound source in three-dimensional space using
the source position, directivity and multi-microphone recordings. The
acoustic signal emitted by the source is assumed to be broadband, such
as a down-swept frequency modulated chirp of the kind many bats use
while echolocating. The method has been tested in simulations on PC
using the directivity of a piston transducer and the more complex and
more realistic head-related transfer function of the Phyllostomus discolor
bat. The ultimate purpose of the work is to determine the orientation
and actual emitted call of a flying bat from a remote array recording.

1 Introduction

Researchers have studied sound source localization in 2D by analysis of time
differences (TD) and intensity differences (ID) of the acoustic signal received by
microphones displaced around the sound source [1]. They typically take account
of the directivity of the receiver system but not the directional properties of the
source which is considered to be an omnidirectional point sound source. Likewise,
3D object localization using a sound emitter and analyzing the signal reflected
by targets and collected by receivers has been extensively studied [2], [3], [4], and
many experiments have been performed to investigate sound source localization
by human beings, to measure their head-related transfer function (HRTF) and
find out features they use to localize a sound source in the space, such as in
[5]. Finally, acoustic simulation techniques have been used to relate the shape of
sound emitters and receivers to their acoustic properties [6].

However, the reconstruction of an acoustic signal emitted by a directional
source from a collection of remote omnidirectional receivers appears not to have
received attention in the literature. This problem arises if one wishes to determine
the precise vocalisation of a flying bat: the recording of the call is remote, since
the bat typically cannot carry telemetry equipment to record the call locally
(but see [7]); and each remote microphone hears the call as filtered by the bat’s
emission directivity.

In order to reconstruct a bat call, two features are needed: the call frequency
range and amplitude. We concentrate on the reconstruction of the call amplitude,

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 429–438, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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whose solution requires knowledge of the bat head orientation in space when
it emits the call. In this paper we show a general method to determine the
orientation of a directional sound source in three-dimensional space given its
position, the position of microphones in a recording array, recordings of the
source by the array of microphones, and the source directivity.

In Sect. 2 we present the problem statement and a mathematematical formu-
lation of the method, while in Sect. 3 the simulations we performed to test the
reliability of the method are described. The final results are discussed in Sect. 4
where we also indicate the future aims based on the present work.

2 Problem Analysis

In this section we first describe the structure of the problem and the tools we
are provided with and, second, the mathematical formulation of the method for
determining the sound source orientation.

2.1 Problem Setting

We are given a sound source and a set of omnidirectional microphones placed in
front of the source. We suppose the source position and the microphone positions
are known as well as the directivity of the source. The source ideally needs to
emit a broadband signal having significant amplitude at a number of relevant
frequencies, which is recorded by the microphones.

Without loss of generality we place the microphones at unit distance from the
source, as the distance between source and microphone can be computed from
their positions and can be compensated in the signal recorded by each micro-
phone using a factor multiplying its amplitude to correct for sound attenuation
due to distance. We can therefore assume that the source is at the centre of a
unit sphere while the microphones are positioned on its surface. Their positions
are represented by pairs of azimuth and elevation angles, as shown in Fig. 1.
The orientation of the source can also be expressed in terms of the azimuth and
elevation angles of the point where the source’s reference direction intersects the
sphere.

2.2 Mathematical Solution

Let D(f, θ, φ) represent the source directivity, which depends on the frequency
and the azimuth and elevation angles of the receiver. Assume that (θs, φs) is the
orientation of the source. Hence, the predicted amplitude of the signal received
by microphone m at frequency f is

ĝmf = efD(f, Rs(θm, φm)) = D(f, θ̃m, φ̃m) ∀ f ∈ {1, . . . , F} , (1)

where ef is the amplitude emitted by the source at frequency f , Rs indicates the
rotation of the sphere by (θs, φs) — needed to align the directivity reference axis
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Sθ

Sφ

mθ

mφ

m

X

Y

Z

Fig. 1. Reference frame. Source (bat) orientation is defined by the azimuth and eleva-
tion angle pair (θS , φS) and microphone m by (θm, φm).

with the sphere reference direction — applied to microphone m ∈ {1, . . . , M},
where M is the number of microphones and F is the number of frequencies.
Effectively, we rotate the microphone array to compensate for the orientation of
the source so that the relationship between the microphone directions (originally
in the world reference frame) and the source directivity (expressed in a source-
relative reference frame) is determined; Rs is the true rotation that does this.

To estimate the true orientation (θs, φs) of the source, we look for the unknown
rotation R of the source directional pattern across the sphere such that it best
fits the amplitudes ĝmf , ∀m, f . For each orientation we calculate the ampitudes
of the signals collected by all the microphones using (1) and compare them
with the ones microphones have measured. Such a comparison is expressed, for
microphone m, as

ĝmf − ef · D(f, R(θm, φm)) ∀ f , (2)

that is, when the source is rotated by R, the signal received by microphone
m is proportional to D(f, R(θm, φm)) and the proportion ef depends only on
frequency. (ef estimates the unknown amplitude spectrum of the emitted signal.)
From (2) we build up the error function by squaring and summing over all
microphones and all frequencies, thus:

E(R) =
F∑

f=1

M∑
m=1

[ĝmf − ef · D(f, R(θm, φm))]2 =
F∑

f=1

Ef , (3)
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This error function is a non-negative valued function whose domain is the set
of all possible orientations the sound source can assume. By minimizing (3)
we compute an estimated orientation of the source, which we hope is close to
the true one. To do the minimization, we need E(R) as a function of the only
unknown term R. The term Ef can be written as

Ef =
M∑

m=1

ĝ2
mf−

[∑M
m=1 ĝmfD(f, R(θm, φm))

]2
∑M

m=1 (D(f, R(θm, φm)))2
+

[
M∑

m=1

(D(f, R(θm, φm)))2
]
·Z(R),

(4)
where

Z(R) =

[
ef −

∑M
m=1 ĝmfD(f, R(θm, φm))∑M
m=1 (D(f, R(θm, φm)))2

]
. (5)

Eq. 4 is quadratic and is clearly minimized when

ef =
∑M

m=1 ĝmfD(f, R(θm, φm))∑M
m=1 (D(f, R(θm, φm)))2

. (6)

By substituting the expression (6) for ef into (3), we express the error function
in terms of the unknown rotation alone. Its minimum should correspond to the
true orientation of the sound source, which we estimate as

R̂s = argmin
R

E(R) . (7)

2.3 Source Directivities for Simulations

We use two functions as the source directivity in (3) to test the method described
above. The first function is the directivity of a Polaroid ultrasonic Transducer
[8], modelled as a piston in an infinite baffle, whose analytical expression is

DT (f, θ, φ) = 2 · |J1(ka sin ψ)|
|ka sinψ| , (8)

where J1 is a first order Bessel function of the first kind, k = 2πf/c with c as
the velocity of sound in the air is the wave number of the emitted signal, a is
the diameter of the transducer and ψ is the angle between the vector pointing
to the receiver, in the direction defined by azimuth angle θ and elevation angle
φ, and the normal to the surface of the transducer. It is given by

ψ = arccos(cosφ cos θ) . (9)

The second function we adopt as the source directivity is the head-related
transfer function of the left ear of an individual Phyllostomus discolor (Lesser
Spearnosed bat). The values have been computed by acoustic simulation, at a
finite set of orientations and frequencies, of a shape model built from a scanned
head. Data have a 2.5◦ and 500Hz step for the set of frequencies [25kHz, 95kHz],
which is the range typically used by the Phyllostomus discolor.
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3 Experimental Testing

The aim of this Section is to give as more as possible a precise statistical descrip-
tion of the performance of the method presented above. Such a performance is
expressed as the error, in degrees, between the vector pointing to the estimated
source orientation and the one pointing to the true orientation. First we talk
about the arrangement of microphones with respect to the source and the sit-
uations we considered interesting to examine and then we show the simulation
results in terms of their errors. The experiment setting has been kept the same
for all the simulations and has been performed entirely on a PC.

3.1 Experiment Setting

We choose the sound source to be the origin of the reference frame with respect
to which the microphone positions are set. 16 microphones are placed in a rect-
angular array configuration in front of the source to collect the acoustic signal.
Given that each microphone has unit distance from the source, its position is
completely described by azimuth and elevation angles with respect to a world
reference frame (see Fig. 1). Microphone positions are written in Table 1.

Table 1. Microphone positions described by azimuth and elevation angles

M1 = (−40◦, 30◦) M2 = (−10◦, 30◦) M3 = (10◦, 30◦) M4 = (40◦, 30◦)
M5 = (−40◦, 10◦) M6 = (−10◦, 10◦) M7 = (10◦, 10◦) M8 = (40◦, 10◦)
M9 = (−40◦, −10◦) M10 = (−10◦, −10◦) M11 = (10◦, −10◦) M12 = (40◦, −10◦)
M13 = (−40◦, −30◦) M14 = (−10◦, −30◦) M15 = (10◦, −30◦) M16 = (40◦, −30◦)

The source orientation is been chosen from the five different orientations
shown in Table 2.

Table 2. Source orientations described by azimuth and elevation angles

Ω1 = (−20◦, 0◦) Ω2 = (−20◦, −20◦) Ω3 = (0◦, −20◦) Ω4 = (20◦, −20◦) Ω5 = (20◦, 0◦)

These five orientations have been chosen by considering the ones a trawling bat
uses while looking for prey near the water surface and having the microphone
array in front of itself. The call emitted by the source is assumed to be broadband.

Given an assumed source orientation, the amplitude detected by each mcro-
phone is computed for a range of frequencies using (1). Noise is added to the
predicted amplitude to investigate the robustness of the method. The noise is
modelled as white with a normal distribution and has been considered in (3) as an
additive term to the amplitude ĝmf received by each microphone. The resulting
set of microphone amplitudes are presented as input to the algorithm outlined,
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and it computes an estimated orientation for the source. The error between this
estimate and the originally-chosen orientation constitutes the performance of the
method.

In the following experiments, the source directivity for the Polaroid Trans-
ducer has an analytical expression and its value can be calculated for all orien-
tations. We use 0.01 and 0.1 as noise variance values. Given that the amplitude
of the call emitted by the source is 1, that gives an SNR of 20dB and 10dB
respectively. The set of frequencies in this case is [25kHz, 35kHz] with a 1kHz
step, so that the number of frequencies is 11. On the other hand, the bat HRTF
value is known only at orientations corresponding to points in a grid whose step
is 2.5◦ and the number of frequencies available is 141, that is, one frequency
every 500Hz step in the range [25kHz, 95kHz].

3.2 Results

Experiments have been performed as follows: for each of the two kinds of source
directivity, for each source orientation of Table 2 and for each SNR value, 10
runs of the method have been considered. Experiment results are expressed in
terms of the error between the estimated orientation and the initially chosen
one.

Let’s consider the transducer as the sound source. Fig. 2 shows a histogram
of error values for 4 orientations from Table 2, all for experiments with SNR =
10dB. Although the SNR is big, the mean error is small and similar for all the
orientations. Fig. 3 shows the corresponding results for the Lesser Spearnosed
bat HRTF source directivity using a set of 10 frequencies corresponding to largest
10 values of HRTF, while Fig. 4 depicts the errors obtained for SNR = 10dB
using every 14th frequency in the whole set of 141 frequencies available in the
HRTF simulation data (10 frequencies in total). Both figures consider 4 different
source orientations taken from Table 2.

Fig. 5 shows the error distributions with respect to 4 orientations with SNR =
0dB. The orientation of the source giving errors in Fig. 4, (a) and (c), and 5,
(a) and (c), is referred to the same azimuthal angle (−20◦), while errors in Fig.
4, (b) and (d), and 5, (b) and (d), are related to the opposite one (+20◦). The
asymmetry of such results is discussed in the next paragraph.

3.3 Discussion

In the case where the Polaroid directivity is used for the sound source, the search
for the source orientation shows negligible (≈ 0◦) error for all source orientations
when SNR = 20dB, while for SNR = 10dB bigger error values are seen, see
Fig. 2. Nevertheless, the errors are small and the method robust to noise. The
mean and error values pictured in all cases of Fig. 2 are very similar because of
the symmetry of the transducer directivity.

On the other hand, when the more realistic source directivity given by the
Lesser Spearnosed Bat HRTF is used, experiments performed with SNR = 20dB
and SNR = 10dB and the full set of 141 frequencies returned 0◦ as the error
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Fig. 2. Error distribution for Polaroid Transducer as sound source, SNR = 10 dB .
(a) source orientation (−20◦, 0◦), error mean = 3.16◦. (b) source orientation (20◦, 0◦),
error mean = 2◦. (c) source orientation (−20◦, −20◦), error mean = 2.5◦. (d) source
orientation (20◦, −20◦), error mean = 3.3◦.

value. This is partly due to the shape of the Lesser Spearnosed bat’s HRTF but
mostly to the broad range of frequencies for which the HRTF is defined. In (3),
the bigger the number of frequencies is, the less significant is the effect of even
a big noise variance on the error function, so that the method is more precise.

Testing the method with greater noise and smaller number of frequencies
(Fig. 3–5) reveals, for example in Fig. 5, evidence of the asymmetry of the
bat’s HRTF. It has a wide lobe in correspondence of positive values for the
azimuth angle but not of the negative ones. For this reason, when the source is
oriented to negative values of azimuth angle, most microphones receive a pretty
high amplitude valued acoustic signal, while positive azimuth orientations of the
source make a lot of microphones receive a weaker signal, so that it is easier for
the noise to make the method mistake. In fact, for both orientations the error
is much smaller at a source orientation of −20◦ than at the opposite orientation
+20◦ (Fig. 5). It has to be pointed out that a situation with such big error values
occurs only when the SNR is unrealistically low: in the case of a real bat, the
SNR is much bigger than the ones considered in this paper where we focus on
presenting the method and its robustness to the noise.

Note that we used a bat ear directivity as source directivity even though it
is a related to the reception of sound signals: the ear directivity is usually, but
not always, more complex than the emission directivity; we feel it represents a
reasonable complement to the highly symmetrical analytic model of the Polaroid
Transducer for testing the performance of the present method.

The directivity of a source such as a bat can only be non-destructively deter-
mined through acoustic simulation. For this reason, a real directivity can only
be known in a discrete set of equally spaced orientations but not in all the ones
where the acoustic signal propagates. This problem can be overcome using linear
or quadratic interpolation between the known values of the directivity function
to generalise the sampled directivity to cover all directions.
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Fig. 3. Error distributions with Lesser Spearnosed Bat HRTF as sound source, SNR =
10 dB , 10 frequencies within the 141 frequency range corresponding to the 10 biggest
values of the HRTF. (a) source orientation (−20◦, 0◦), error mean = 3.23◦. (b)
source orientation (20◦, 0◦), error mean = 6◦. (c) source orientation (−20◦, −20◦),
error mean = 4◦. (d) source orientation (20◦, −20◦), error mean = 6.8◦.
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Fig. 4. Error distributions with Lesser Spearnosed Bat HRTF as sound source,
SNR = 10 dB , 10 frequencies equally spaced within the 141 frequency range. (a)
source orientation (−20◦, 0◦), error mean = 4.6◦. (b) source orientation (20◦, 0◦),
error mean = 22.8◦. (c) source orientation (−20◦, −20◦), error mean = 5◦. (d)
source orientation (20◦, −20◦), error mean = 10.8◦.

Finally, two angles were used here to represent the orientation of the source.
While this is sufficient for a rotationally symmetric directivity such as that of the
Polaroid Transducer, the orienting the directivity of a bat requires an additional
roll angle for completeness. We have neglected that angle on the assumption that
the natural reference frame for the bat’s HRTF does not roll much with respect
to the world reference frame when it is calling. This is true for the simulations
reported in this paper but the assumption will be tested in future work.



Determining Sound Source Orientation from Source Directivity 437

0 20 40 60 80 100 120
0

1

2

nu
mb

er
 of

 in
sta

nc
es

(a)

0 20 40 60 80 100 120
0

1

2
(b)

0 20 40 60 80 100 120
0

1

2

error (deg)

(c)

0 20 40 60 80 100 120
0

1

2
(d)

Fig. 5. Error distributions with Lesser Spearnosed Bat HRTF as sound source, SNR =
0 dB . (a) source orientation (−20◦, 0◦), error mean = 7◦. (b) source orientation
(20◦, 0◦), error mean = 40.5◦. (c) source orientation (−20◦, −20◦), error mean =
16◦. (d) source orientation (20◦, −20◦), error mean = 41.4◦.

4 Conclusions and Future Work

In this paper we have presented a method for determining the orientation of a
directional sound source, provided that we are given its position, its directivity
and a set of broadband recordings from a suitably located microphone array. Such
a method can in principle be applied to any source whose directivity is known. In
particular, our intention is to use the method to determine the head orientation
of a flying bat while hunting, with the ultimate goal of reconstructing its call.
The method has been tested using the analytic model of a Polaroid Transducer
directivity and a directivity derived from acoustic simulation of the shape model
of an individual bat’s head, and is shown to be accurate and robust over a range
of additive noise intensities.

As a future subject, the method presented in this work will be tested on an
interpolated bat HRTF. Different step sizes between two consecutive orientations
will be examined in order to see which one guarantees the best performance of
the method. Thanks to interpolation, microphones can be placed at orientations
not considered within the ones where the source directivity is known. Other
improvements of the method include correcting for reflection of the call from a
hypothetical water floor under the source, such as in the case of a bat trawling
on the water surface.

The definitive test for this method will be the recording of a real bat call through
a sixteen microphone array and the processing of these real data using the method
to find bat’s orientation when calls are emitted. Once position and orientation are
known, we should be able to reconstruct the bat call and compare it with that
recorded with a Telemike-like [7] recording system carried by the bat.
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Abstract. The peripheral auditory system of a lizard is structured as a
pressure difference receiver with strong broadband directional sensitivity.
Previous work has demonstrated that this system can be implemented
as a set of digital filters generated by considering the lumped-parameter
model of the auditory system, and can be used successfully for step
control steering of mobile robots. We extend the work to the continuous
steering case, implementing the same model on a Braitenberg vehicle-like
robot. The performance of the robot is evaluated in a phonotaxis task.
The robot shows strong directional sensitivity and successful phonotaxis
for a sound frequency range of 1400 Hz–1900 Hz. We conclude that the
performance of the model in the continuous control task is comparable
to that in the step control task.

1 Introduction

Lizards have a nearly symmetrical and relatively simple peripheral auditory
system [1,2] as shown in Fig. 1(a), consisting of a tympanum on each side of
the head connected to the central mouth cavity via wide internal tubes, which
also open towards the nasal passages. Therefore, sound waves impressing on the
left ear, causing vibration of the left tympanum, are able to travel internally to
the right side and affect the vibration of the right tympanum as well. Since the
internal and external sound waves arrive on opposite sides of the tympani, their
contributions oppose each other and the resulting motion of each tympanum is
generated by the difference of the instantaneous sound pressures on either side.
Such auditory systems are generally smaller in size than the sound wavelength
and the sound diffracts around the animal’s head and body. Thus the physical
amplitude of the sound at the two ears is essentially the same. However, the time-
of-arrival difference of sound between the two sides contains information about
which direction the sound appears to originate from, and this small difference is
translated by the system into the difference in the sensed amplitude of the sound
on either side. Recent experiments have shown that for the lizard the acoustical
interaction converts the ear to a pressure difference receiver with the highest
directionality reported for any vertebrate [3].

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 439–448, 2009.
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Fig. 1. Peripheral auditory system of a lizard. (a) Lizard ear structure (refer to [4]),
showing the tympanal membrane TM, the Eustachian tubes ET, the middle ear cavity
MEC, the cochlea C, the round window RW and the oval window OW. (b) Lumped-
parameter model of lizard ears. Voltages V1, V2 and V3 model sound pressures at the
left, right and central cavity resp., while currents i1, i2 and i3 model the tympanic
motion in response to the sound pressures.

Pressure difference receiver ears have been quite widely studied both the-
oretically and experimentally. They occur not only in lizards [3], but also in
crickets [5,6], frogs and birds [1,7]. The cricket auditory system has been ex-
tensively studied and modelled using robots. Webb et al. have investigated the
basic mechanisms underlying narrowband cricket phonotaxis using a model of
the cricket peripheral auditory system constructed with electronic hardware [8],
using small microphones physically situated to correspond to the actual audi-
tory orifices, four in total, on the cricket body. The internal tubes connecting
the tympani are modelled by broadband amplifiers and delays. The transduced
signals at the tympani are represented by converting a weighted sum of con-
tributions from delayed acoustic signals into amplitude, and can be digitised
and fed into a model of the cricket’s neural processing structures [9,10]. Zhang
et al. have modelled and implemented the lizard’s peripheral auditory system
(assuming left-right symmetry) for step-control of a mobile robot, and have ex-
perimentally demonstrated the robot’s behaviour generated by a simple ternary
decision model in a phonotaxis task [4].

In this paper we implement the same auditory system model (maintaining
the assumption of left-right symmetry), on an Atmel DIOPSIS digital signal
processing (DSP) platform, in a Braitenberg vehicle-like mobile robot [11], and
recreate the phonotaxis task. The key differences from the previous work are 1)
we extend the robot control to the continuous case, 2) we exclude any decision
model, and 3) we exclude any noise suppression. We investigate the robot’s
behaviour and compare it in terms of performance with the previous robotic
implementation in [4].
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The remainder of this paper is organized as follows. In Sect. 2 we introduce a
simple theoretical model [12] of the lizard auditory system. We describe the au-
ditory system as a set of coupled filters. The robotic hardware and experimental
setup is described in Sect. 3. In Sect. 4 we describe the experiments performed
with the robot and present performance results. We conclude with a discussion
of the results, the contributions made and future directions in Sect. 5.

2 Theoretical Background

2.1 Theoretical Model of the Lizard Peripheral Auditory System

We consider the equivalent electrical circuit shown in Fig. 1(b), originally devel-
oped by [13], of the pressure difference receiver ear model. Sound pressures P1
and P2, at the left and right ear respectively, are represented by the equivalent
voltages V1 and V2. Motion of the left and right tympanum in response to the
sound pressure is represented by currents i1 and i2. Impedance Zr represents
the total effect of tympanal mass and stiffness and the tubes connecting the
spaces behind the tympani to the central cavity, while Zv represents the central
cavity itself. Since the auditory system is assumed to be symmetrical, there are
two instances of Zr, for the left and right sides. Voltage V3 represents the sound
pressure generated in the central cavity due to the interaction of the pressures
on the left and right side. This drives current i3 through the impedance Zv, rep-
resenting the movement of sound waves as the pressure inside the central cavity
changes. These impedances are complex numbers with values dependent on the
sound frequency.

The amplitude of the sound appearing externally at both the tympani is the
same due to aforementioned diffraction effects so V1 and V2 are different only in
terms of their phase. i1 and i2 differ in both phase and amplitude, because of the
interaction between the two sides of the auditory system. In order to measure
this difference, which will determine which ear the sound source is closer to and
how close it is, we consider the absolute ratio between two currents, given by

∣∣∣∣ i1i2
∣∣∣∣ =

∣∣∣∣GI · V1 + GC · V2

GC · V1 + GI · V2

∣∣∣∣ =
∣∣∣∣∣
GI + GC · V2

V1

GC + GI · V2
V1

∣∣∣∣∣ (1)

where GI =
Zr + Zv

Zr(Zr + 2Zv)
and GC = − Zv

Zr(Zr + 2Zv)

GI and GC are frequency-dependent gains, or filters in signal processing termi-
nology, that model the effect of sound pressure on the motion of the ipsilateral
and contralateral tympani respectively. The coefficients for these filters have
been determined by taking measurements of the tympanic vibrations by laser
vibrometry [3]. Figure 2(b) shows the current ratio in (1) for different frequen-
cies and radial positions θ of the sound source S with respect to the left (L) and
right (R) ears (refer to Fig. 2(a)). The model responds well to a wide range of
frequencies.
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Fig. 2. (a) Sound source placement with respect to ears, taken and redrawn from [4].
(b) Current ratio plot. The model shows strong directionality over a relatively broad
range of frequencies.

2.2 Braitenberg Vehicles

A Braitenberg vehicle [11] is an autonomous vehicle with simple light sensors
(in reality, it could be any kind of sensor, e.g. sound) and independent motor-
driven wheels as actuators. A sensor is directly connected to a single motor,
which is connected, in turn, to a single wheel. The amplitude of the output
of the sensor directly affects the speed of the motor it is connected to, and the
higher the amplitude, the faster the motor runs, and the faster the corresponding
wheel rotates. These vehicles have no decision model in the control, since the
sensorimotor coupling is straight forward and direct, and depending on how the
sensors and wheels are connected the vehicle exhibits different, goal-oriented,
behaviours as illustrated in Fig. 3.

3 Robotic Model

The robotic model consists of a Lego Mindstorms NXT brick controlled Braiten-
berg vehicle, with the lizard ear model implemented on an Atmel DIOPSIS DSP
board. We implement the vehicle from Fig. 3(b). The Atmel DIOPSIS 940HF is
a dual-core digital signal processor platform, integrating an ARM926EJ-S RISC
processor and a VLIW floating-point DSP on a single chip. This particular plat-
form was chosen for its ease of programmability and flexible applicability. This
platform is mounted on the NXT robot, with two actively driven wheels at the
back and one passive wheel at the front for stability. Two omnidirectional micro-
phones (model FG-23329-P07 from Knowles Electronics, USA) are mounted on
the front of the robot, such that the physical separation of 13mm between them
is the same as that between the left and right ears of the lizard (refer to Fig.
4(a)). The voltage signals from these microphones are preamplified and fed into
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(a) (b)

Fig. 3. Simple Braitenberg vehicles redrawn from [11]. (a) The left and right light
sensors are connected to the respective motors. This vehicle always avoids the light
source. (b) The left and right light sensorimotor connections are swapped. This vehicle
always moves towards the light source.

the DSP, where they are processed by the lizard ear model and left and right out-
put power is computed in dB as 20 log |i1| and 20 log |i2|. These are then scaled
to lie within the range of the argument to the motor drive speed command of
the NXT brick (0-100), and serially transmitted as 8-bit values to it. The scaling
is done by first reducing the magnitude of both powers in fixed decrements of
1 until the difference between the two is more evident (i.e. until either one the
values lies between 0 and 1). The resulting values are multiplied by a scaling
factor of +10, and an offset of +20 is added to both. With these choices, the
turning ratio of the Braitenberg vehicle implementation is roughly matched to
that of the original model. The resulting power of i1 is transmitted to the left
wheel motor, and the power of i2 to the right wheel motor, thus implementing
the direct sensorimotor coupling of a Braitenberg vehicle (refer to Fig. 1(b)). In
contrast, the step control implementation used a simple ternary decision model,
with the robot turning left or right, as determined by the sign of current ratio
in dB given by (2), with a constant angular speed.

iratio = 20 (log |i1| − log |i2|) dB (2)

4 Experimental Methodology and Results

The experimental setup is similar to the one used by [4]. A common loudspeaker
serves as a continuous sound source. The robot starts from a fixed starting point
2m in front and 1.5m to the left or right of the loudspeaker facing at 90 ◦

to it and is allowed to move autonomously within the test arena boundaries
until it 1) hits the loudspeaker, 2) moves behind the loudspeaker or 3) travels
outside the arena boundaries. During the movement of the robot, its position in
terms of (x,y) coordinates is recorded via an overhead camera. Multiple sets of
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(a) (b) (c)

Fig. 4. Robotic model of the lizard ear. (a) The mobile robot platform. (b) The senso-
rimotor coupling in the robot. (c) Robot trajectories for 1550 Hz tone from the loud-
speaker. The robot hits the loudspeaker in all cases, showing strong directionality.

experiments are performed in the frequency range of 1000Hz to 2200Hz in steps
of 50Hz. In each set, the loudspeaker continuously emits a continuous tone of
the given frequency, and the path of the robot is tracked from the starting point
until the one of the three finishing conditions is met. This is done 20 times in
total, 10 trials with the robot starting from the left side of the loudspeaker and
10 trials with the robot starting from the right side. Figure 4(c) shows example
robot trajectories for left and right sides at 1550Hz. The final outcome of each
trial is classified as either a hit (the robot hits the loudspeaker), a near hit (the
robot passes within a circle of radius 20 cm around the loudspeaker) or a miss
(the robot stays outside the circle). The total number of hits, near hits and
misses are recorded for the 10 trials for both the left and right robot starting
positions, for each individual tone frequency. Figures 5(a) and 5(b) depict these
results in comparison with the step control scheme.

As in [4], we are interested in three questions, 1) Does the robot successfully
approach the sound source, 2) What is the effective range of frequencies over
which the robot exhibits successful phonotaxis and 3) How well does the robot
perform in terms of the trajectories? In the following section, we discuss the
results and answer these questions.

Directness. In order to determine the performance of the robot in terms of its
trajectory, we use a “directness” statistic (3) defined in [4]. It measures the
average straightness of a given robot trajectory vector from the starting point
to the loudspeaker. A given trajectory is divided into n vectors, each of length
l. For each vector, the heading θ relative to the position of the loudspeaker is
calculated. Then these are averaged over the total number of vectors, and we get
the average heading. This procedure is repeated for all frequencies. The polar
co-ordinates (1,0) represent the ideal trajectory with average vector of length
1 and direction 0, i.e. the robot moves in a perfectly straight line from the
starting point to the loudspeaker. The closer the data points for the 10 trials are
to (1,0), the straighter or more “direct” the trajectories. Figure 6 shows some
directness polar plots for the step and continuous control schemes. We see that
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Fig. 5. Step vs. continuous control. (a) Robot starts from left side of the loudspeaker.
(b) Robot starts from right side of the loudspeaker.

the trajectories are scattered in the continuous control scheme as compared to
those in the step control scheme.

vavg =
1∑n

i=1 li

(
n∑

i=1

li cos θi, −
n∑

i=1

li sin θi

)
(3)

In order to investigate how significant the difference between our left and
right trajectories is, we examine the directness statistically through the Mann-
Whitney U test. This is a non-parametric test to see whether two samples are
from different populations, say A and B. Additionally, the ρ statistic gives the
probability that the observed difference between U value of A and U value of B
is a matter of coincidence, assuming that both the population distributions are
really the same.

In our case, Uright and Uleft are the right and left populations of sizes nright
and nleft respectively. The samples are the cartesian distances between the ideal
trajectory given by (1,0) and the individual trajectories, i.e. for each starting
point, left and right, we calculate the distances of the 10 samples from point
(1,0) for each of the three frequencies considered, 1400Hz, 1650Hz and 1900Hz.
Thus we have 6 populations, each with 10 samples. We are interested in knowing
how the left and right trajectories differ for a given frequency. We calculate the
U values for corresponding populations from the 6 cases, resulting in a total of
3 comparisons shown in Table 1.
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Fig. 6. Trajectory directness in step control vs. continuous control

Table 1. Mann-Whitney U values

Frequency (Hz) Uright Uleft ρ

1400 30 70 0.140465

1650 46 54 0.791337

1900 60 40 0.472676

The ρ value for all three cases is greater than 0.05, i.e. the chance that the
observed difference in U values of the left and right population distributions is
a coincidence is greater than 5%. It means we do not have sufficient evidence
to reject the null hypothesis that the two population distributions are the same
for any of the three cases. We can conclude that the difference in left and right
samples are not statistically significant: although the results look scattered, sta-
tistically there is no significant difference between them. This implies that any
asymmetry in the robotic model has no significant effect in our experiment.

5 Conclusions

We have presented an Braitenberg vehicle implementation of a lizard’s ear model.
The theoretical model shows strong directionality over a broad range of fre-
quencies, and the Braitenberg implementation validates the model. Successful
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phonotaxis is observed over a range of 1400Hz–1900Hz. Furthermore, we have
investigated the performance of a continuous Braitenberg-vehicle like control
scheme without any decision model against step control with a decision model.
The following paragraphs discuss the results from various viewpoints, and sug-
gest future directions.

Theory vs. practice. The physical implementation validates the theoretical model,
showing strong directionality over the range of 1400Hz–1900Hz. However, the
performance for the left case when the robot starts from the left side of the loud-
speaker, appears to be worse than that for the right case, suggesting a small bias
towards the right ear. This could be explained by the fact that the microphones
used are not matched, and unlike the previous implementation in [4], this is not
corrected. In the future, a physically symmetrical ear model implementation could
improve the performance. However, using matched microphones implies symmet-
rical left and right ears in lizards, which is not the case in reality. This raises ques-
tions about how the asymmetry should be handled, and how it is compensated for
by the neural processes of real lizards.

Step vs. continuous control. For the right side, both implementations show quite
similar statistics over the whole frequency range. The left side performance is
more variable but the overall trend for the two implementations is similar. How-
ever, overall the step control implementation performs better than continuous
control. This might be explained by the fact that there is no noise cancellation or
suppression built into the continuous implementation, and so the results indicate
performance in the presence of noise from the environment and the microphones
and possibly the motors. However, the performance is still good, suggesting that
this implementation is less susceptible to noise than the previous one. Future
work would involve isolating the noise sources and adding compensation for
these in the implementation, as well as more careful tuning of the gain coupling
the ear output to the motors. A discrete Braitenberg vehicle implementation,
where the robot listens in discrete steps while moving, could improve the perfor-
mance in the presence of noise, and would offer a more interesting intermediate
point of comparison between the two models presented here.

Decision model vs. no decision model. Based on the hit, near hit and miss statis-
tics, as well as the trajectory directness statistics, the step control scheme with a
decision model proves to be better than the continuous control scheme without
a decision model. How much the presence and type of the decision model affects
the performance is a question to be explored in future work. As an immediate
next step, instead of implementing the straight forward sensorimotor coupling of
a Braitenberg vehicle, the decision model could be added in and the experiments
repeated. This can provide some insight into the manner and extent in which the
pre-processing done by the ear help the decision making process in the neural
circuitry in lizards.
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In conclusion, we have presented a extremely simple, continuously controlled
Braitenberg-like lizard implementation, which is fairly directional and noise re-
sistant. The performance of the Braitenberg lizard is comparable to its step
controlled counterpart, which has other additions such as noise suppression to
improve performance and a decision model to control the behaviour. There are
many possibilities for improving the performance of the Braitenberg lizard, such
as adding low pass filters to smooth the trajectories even more, adjusting the
scaling factors of the left and right current powers and so on, which are inter-
esting options to consider in the near future.
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3 Dpto. Ingenieŕıa de Sistemas y Automática
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Abstract. In previous investigations, a supervised version of a dynamic
FasArt method (SdFasArt) proved its capability to supply good results
to the problem of maneuver prediction in road vehicles. The dynamic
character of dFasArt minimized problems caused by noise in the sensors
and provided stability on the predicted maneuvers. This paper presents
a new SdFasArt architecture enhanced by the inclusion of size-dependent
scatter matrices (SDSM) to compute the activation of the neurons. In
this novel approach, the receptive fields of the neurons are capable to
rotate and scale in order to better respond to data distributions with a
preferred orientation in the input space, what leads to a more efficient
classification. The results achieved by both methods in a series of exper-
iments in real scenarios with a probe vehicle show that SDSM-SdFasArt
supplies better results in terms of maneuver prediction and number of
nodes.

Keywords: dFasArt, Collision Avoidance, Maneuver Detection.

1 Introduction

Collision avoidance systems for road vehicles may benefit from timely predic-
tions of vehicle maneuvers [1], [2], [3]. However, the problem of vehicular ma-
neuver prediction is not simple, being the noise in the onboard sensors the most
remarkable problem for this purpose. Previous works of our group that were
dedicated to the problem under consideration of maneuver prediction for road
vehicles, presented some alternatives to this challenge. In [4] we addressed the
problem of lateral maneuvers by means of interactive multiple model Kalman fil-
tering. The problem of longitudinal maneuvers was analyzed in [5]. In the latter,
dFasArt, a neuronal architecture based method that employed dynamic acti-
vation functions determined by fuzzy sets was applied, obtaining good results.
Our investigations regarding longitudinal maneuvers (classified for our purpose
as acceleration/deceleration, cruise or stationary maneuvering states) have led
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to a significant improvement of the results achieved in the past by means of a
modification of the dFasArt architecture.

In order to understand better the enhancements presented in this paper, let
us present now briefly the concept of dFasArt, and its supervised version.

FasArt model links the ART architecture with Fuzzy Logic Systems, estab-
lishing a relationship between the unit activation function and the membership
function of a fuzzy set. On the one hand, this allows interpreting each of the
FasArt unit as a fuzzy class defined by the membership-activation function as-
sociated to the representing unit. On the other hand, the rules that relate the
different classes are determined by the connection weights between the units.

Derived from FasArt, dFasArt uses dynamic activation functions, determined
by the weights of the unit. These weights can be regarded as the defining pa-
rameters of a fuzzy set membership function [6].

In dFasArt, learning is unsupervised and incremental. A supervised version of
dFasArt, called SdFasArt, was developed to extend the capabilities of dFasArt to
classification problems in which a priori categorization of the learning examples
is available. This modification follows the ARTMAP philosophy, maintaining the
maximum generalization-minimum prediction error principle.

SdFasArt has proved to be a powerful tool when dealing with time-varying
classification problems, capable of providing stable outputs in spite of noisy time-
varying input data. As it has been commented, in [5], the neural architecture
showed good performance and consistent maneuver predictions using real data
gathered from low cost inertial sensors and the odometry captors of a probe
vehicle. The good results encouraged us to keep on researching on this line.
Nevertheless, in spite of these results, there are some aspects of the SdFasArt
architecture that can be improved. This work presents the results of our inves-
tigations in search of a more efficient method for the calculation of the fuzzy
activation of the incoming data.

The rest of the paper is organized as follows: Section 3 introduces the modifi-
cations made to dFasArt and its theoretical benefits. Next, Section 3 presents the
experimental set-up for our trials. Section 4 shows the results achieved by both
versions of the supervised dFasArt architecture. Finally, Section 5 concludes the
paper.

2 Enhanced Supervised dFasArt with SDSM Metric and
Amnesic Average

In the paper presented by the authors in [5], the fuzzy activation function as-
sociated with a node of the net has a triangular shape, with a rectangular base
whose sides are aligned with the axes defined by the inputs. However, the dis-
tribution of the classes inside the input space is rarely aligned with these axes;
more commonly, this distribution follows some privileged orientations that can
vary from one class to another, and even change with time. This causes the cre-
ation, at the learning stage, of more nodes than strictly necessary, as illustrated
in Figure 1.
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(a) (b)

Fig. 1. (a)Data orientation aligned with input axes. (b)Overcategorization due to
missalignement of data with input axes.

Moreover, it is not uncommon that some of the considered input variables do
not belong to the discriminating subspace, thus hampering the learning process
and causing large prediction errors. Although this could be avoided by perform-
ing Principal Component Analysis (PCA) on the training data, this would re-
quire some a priori knowledge that is not available on the case of an incremental
time-dependant learning scheme as the one used by the SdFasArt network.

Using the Mahalanobis negative-log-likelihood (NLL) to compute the separa-
tion between the centroid of a node and an incoming example could solve the
problem. Mahalanobis NLL uses the covariance matrix as a metric, as shown in
Equation 1.

M(x, ci) =
1
2
(x − ci)T Γi

−1(x − ci) +
d − 1

2
ln(2π) +

1
2

ln(|Γi|) (1)

In this equation, x represents the input data, a vector of dimension d; ci is
the centroid of the i-th class and Γi stands for the covariance matrix of all the
data belonging to this i-th class. The covariance matrix keeps information about
the preferred axes of the data distribution, and of the length and width of the
minimum ellipse containing these data. Roughly, it could be said that using the
covariance matrix as a metric is equivalent to suppose that data are distributed
inside an ellipse whose axes are aligned with the principal components. However,
the covariance matrix is badly conditioned when few data are used to create it.
This is always the case at the initial steps of an incremental architecture as the
one used in SdFasArt.

An elegant and robust solution to this problem is given by the size-dependent
negative-log-likelihood (SDNLL). SDNLL solves the problems posed by the in-
cremental nature of incoming data by smoothly switching between three different
metrics as the number of available samples grows. As described in [7], the SDNLL
for a class i with center ci is given by:

L(x, ci) =
1
2
(x − ci)T Wi

−1(x − ci) +
d − 1

2
ln(2π) +

1
2

ln(|Wi|) (2)
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where Wi is the size-dependent scatter matrix (SDSM) of the i-th class. The
SDSM is defined as the weighted sum of three matrices:

Wi = weρ
2I + wmΓ + wgΓi (3)

being ρ > 0 a parameter related with the estimated uncertainty in the input
data, I the identity matrix, Γi is the covariance matrix of class i, and Γ is the
within-class scatter matrix of the q classes, defined by:

Γ =
1

q − 1

q−1∑
i=1

Γi (4)

On Equation 3, we = be/b, wm = bm/b and wg = bg/b are weights that
ponderate the influence of ρ2I, Γ and Γi on Wi, respectively. These weights
change as the number of available data increases, as shown in Equation 5.

be = min{(n − 1)(d − 1), ns}
bm = min{max{ 2(n−q)

d , 0}, ns}
bg = max{0, 2(n−q)

q·d }
b = be + bm + bg

(5)

In this equation, ns is a parameter representing the number of samples that
are necessary to consider that the covariance matrix is sufficiently well-defined,
and n is the number of samples that have been fed to the network to the moment.

Examining Equation 5, it can be seen that as the number of samples n in-
creases, the metric changes smoothly between an Euclidean one (without a pre-
ferred orientation and equally-scaled in all directions, the best guess when few
data are available), passing through a Mahalanobis metric (given by the covari-
ance matrix of all the available data disregarding their class) to the covariance
matrix of each class (the best guess if there are data enough to assure its stabil-
ity).

For this implementation of SdFasArt, we have used the distance:

d2(x, ci) = (x − ci)T Wi
−1(x − ci) (6)

to calculate the separation between an input vector x and the center ci of
the i-th class. The membership function of of the fuzzy-set associated to the
corresponding neuron Si is chosen as:

Si(x) = exp(−β · d) (7)

being β an adjustable parameter related with the fuzziness of the associated
fuzzy set.

It remains the question of how to determine the center and covariance ma-
trix of each class, taking into account the incremental character of the proposed
architecture. This should be performed maintaining the stability-plasticity bal-
ance; that is, considering the influence of new data but maintaining the varia-
tions on the centroid and covariance bounded, to assure that the old data that



A New Metric for Supervised dFasArt Based on SDSM 453

were employed to create the class keep on being represented by it, at least for a
determined time span.

A learning scheme that adequately addresses these issues is the amnesic av-
erage concept [7]. With this technique, the average x̄(t) of a set of data at time
t is calculated from the previous average x̄(t−1) and the new vector xt as:

x̄(t) =
t − 1 − μ

t
x̄(t−1) +

1 + μ

t
xt (8)

where μ ≥ 0 is an amnesic parameter that weights the influence of new data on
the average. Equation 8 is used in this implementation of SdFasArt to update
the centroid of the winning neuron when a new input vector is presented to the
net at the learning stage.

Similarly, the covariance matrix of the winning node is updated following the
amnesic rule:

Γ (t)
x =

t − 1 − μ

t
Γ (t−1)

x +
1 + μ

t
(xt − x̄t)(xt − x̄t)T (9)

With these changes in mind, the proposed Supervised dFasArt (SdFasArt)
with SDSM and amnesic average architecture is as follows. As in its former im-
plementation, a SdFasArt neuron has a dynamic activation function, determined
in this case by an associated SDSM matrix Wi and its centroid ci. The activation
of each neuron can be viewed as the membership function of a fuzzy set. The
activity Tj of unit j for a d-dimensional input I = (I1 . . . Id) is given by:

dTj

dt
= −AT Tj + BT Sj(I(t)) (10)

Where Si(I(t) is the membership function associated to the unit j, calculated
following Equation 7. The β parameter determines the fuzziness of the class
associated to the unit.

The election of the winning unit J is carried out following the winner-takes-all
rule:

TJ = max
j

{Tj} (11)

The learning process starts when the winning unit meets a criterion. This
criterion is associated to the size of the support of the fuzzy class that would
contain the input if this was categorized in the unit. This value is calculated
dynamically for each unit according to:

dRj

dt
= −ARRJ + BR(1 − Sj) (12)

The Rj value represents a measurement of the change needed on the class
associated to the j unit to incorporate the input. To see if the J winning unit
can generalize the input, it is compared with the design parameter ρ, so that:

– If:
RJ ≥ ρ (13)

the matching between the input and the weight vector of the unit is good,
and the learning task starts.
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– If:
RJ < ρ (14)

there is not enough similarity, so the Reset mechanism is fired. This inhibits
the activation of unit J , returning to the election of a new winning unit.

If the Reset mechanism is not fired, then the learning phase is activated. When
the winning unit represents a class that had performed some other learning cycle
(committed unit), the unit modifies its centroid and covariance matrix, following
the corresponding amnesic average Equations 8 and 9.

For the case of the uncommitted units, the class is initialized taking the first
categorized value as centroid and calculating its corresponding SDSM matrix.

Supervision is carried out in the supervisory level, by means of vector Ib =
(Ib

1 . . . Ib
Mb). In this level, for each time instant, Ia actives the corresponding

unit. The W ab
k matrix of adaptive weights associates, in a many-to-one mapping,

units of the category level to units on the supervisory one. When a unit J is
activated for the first time in the category level, weights are adapted by means
of a fast-learning process:

W ab
J = Ib (15)

If unit J is a committed unit, a matching between the membership value to
the predicted category and the “crisp” desired value is carried out:

– If:
|W ab

J ∧ Ib| ≥ ρab|Ib| (16)

So that prediction corroborates supervision.
– If:

|W ab
J ∧ Ib| < ρab|Ib| (17)

then matching between prediction and supervision is not strong enough. In
this case, the Reset signal is fired, and a new prediction is made.

When no supervision is present, SdFasArt will predict as output the value
associated to the weight vector of the winning unit, that is, W ab

J .

3 Experimental Setup

The probe vehicle is equipped with an EGNOS-capable GPS receiver, low cost
MEMS-based accelerometer and gyroscope and the odometry captors.

The values of acceleration (a) and heading rate of turn (ω) coming from the
inertial sensors, and an estimate of the velocity (v) provided by the odometry
system of the vehicle are firstly gathered, sorted and synchronized, before being
employed as inputs of the SdFasArt architecture. The GPS receiver is employed
in the synchronization phase and the navigation of the vehicle.
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Fig. 2. Trajectories of the circuits employed in the experimental tests

Table 1. Summary of experiments and circuits

E1 E2
Circuit 1 Training Validation
Circuit 2 Training Validation
Circuit 3 Test Test
Circuit 4 Validation Training

4 Results

Four different circuits (whose trajectories are shown in Fig. 2) were used in the
two tests carried out. These circuits represent real road traffic conditions during
approximately 10 minutes of driving. Table 1 summarizes these two experiments.

The use of different data-sets for training, evaluation and validation avoids
possible negative influences in the algorithm response due to the data selection.
In every experiment, the parameters are tuned in the training and test phases,
while the validation phase shows the results obtained by the corresponding data-
set with those parameters. Validation results are therefore analyzed in this paper
to check the system consistency.

After several experiments to fine-tune the parameters of SdFasArt, the values
of Table 2 have been used for the SdFasArt parameters. Table 3 show the tuning
selected for our new proposal.

The results achieved in the experiments aforementioned regarding correct
matches (CM) and number of neurons obtained are shown in Table 4. As it
can be clearly seen, the percentages of CM offered by our new proposal are con-
sistently better, specially in the case of Experiment 1, where the SDSM-based
approach clearly outperforms the standard SdFasArt method. In addition to
that, the number of neurons employed to achieve these results is around 3 times



456 A. Toledo, R. Toledo-Moreo, and J.M. Cano-Izquierdo

Table 2. Parameters of Supervised dFasArt

Parameter Value E1 Value E2 Description
Aw 0.1 0.1 Time constant of weight’s dynamic
Av 0.1 0.1 Time constant of weight’s dynamic
Ac 0.1 0.1 Time constant of weight’s dynamic
δ 0.2 0.2 Minimum fuzziness of the fuzzy categories
α 1e−7 1e−7 Activation value for new classes
RESET 0.19 0.19 Reset level
Ar 1.75 1.21 Time constant of RESET’s dynamic
At 0.9 0.98 Time constant of activation’s dynamic

Table 3. Parameters of SDSM Supervised dFasArt

Parameter Value E1 Value E2 Description
β 1 1.3 Steepness of Gaussian membership functions
ns 63 9 Number of samples to maturity of covariance
μ 2 2 Amnesic average factor
ρ 0.02 0.2 Scale factor for Euclidean metric
RESET 0.49 0.9 Reset level
Ar 1.5 1.6 Time constant of RESET’s dynamic
At 1.5 1.6 Time constant of activation’s dynamic

smaller. Even in the cases where the percentage of correct matches is of the same
order, the benefit of the our method in terms of number of neurons is clear.

An interesting way to analyze the consistency of the classifier is by means of its
confusion matrices. Table 5 shows these values for the test E2, being results of E1
of the same order. As it can be seen, in both circuits there is no confusion between
cruise and stationary maneuvering states. This is a symptom of consistency of
the architecture dealing with the problem under consideration since, indeed, a ve-
hicle cannot switch from stationary to cruise maneuvering state without passing
through acceleration/deceleration. However, some confusions appear among sta-
tionary and acceleration/deceleration and cruise and acceleration/deceleration
states. In fact, it is not always clear when exactly a vehicle switches from sta-
tionary to acceleration maneuvering state. This decision depends on the degree
of sensibility that is demanded by the intended application. Since our purpose
is to serve collision avoidance systems and the detection of longitudinal maneu-
vers of interest, it can be assumed that situations of smooth accelerations are
miss-detected. As a matter of fact, the proper action as a consequence of a ma-
neuver prediction should be launched only in those cases when the maneuver is
significant enough. When having a look to the situations in which these wrong
matches appeared, we confirm that they correspond to states of very low motion,
very hardly distinguishable at the time of classifying maneuvering states. Even
in the manual labelling process, its categorization is ambiguous. An also valid
but still different manual labelling would lead to better values in these matrices,
since very low dynamic changes can be categorized in both states. However, the
significance of the results would have not changed due to this, since, de facto,
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Table 4. Summary of results obtained with SdFasArt and SDSM in CM (correct
matches) and number of neurons

Table 5. Confusion Matrices of SDSM-SdFasArt in Experiment 2

ST AC CR
ST 97 3 0
AC 17 508 64
CR 0 426 285

ST AC CR
ST 594 12 0
AC 32 886 215
CR 0 388 1373

Circ. 3 Circ. 1&2

the categorization of one or another maneuvering states depends on the user
criteria and the final application.

5 Conclusions

A novel version of a supervised dFasArt architecture has been presented in this
paper. The proposed enhancements can be assimilated to having neurons whose
receptive fields are able to rotate and scale in order to better respond to data
distributions with a preferred orientation in the input space. This leads to net-
works that, with a smaller number of neurons, perform a more efficient and
robust classification.

It has been proven by means of real tests with a probe vehicle that the mod-
ifications introduced to the neuro-fuzzy architecture improved the system per-
formance in terms of correct maneuver predictions and number of nodes.

Our proposed method has been found suitable to the problem of maneuver
prediction for road vehicles, of benefit to collision avoidance systems.
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Abstract. In this work we present a particular encoding and fitness
evaluation strategy for a genetic approach in the context of searching
in graphs. In particular, we search for a spanning tree in the universe
of directed graphs under certain constraints related to the topology of
the graphs considered. The algorithm was also implemented and tested
as a new topological approach to electrical power network observability
analysis and was revealed as a valid technique to manage observability
analysis when the system is unobservable. The algorithm was tested on
benchmark systems as well as on networks of realistic dimensions.

1 Introduction

Many real applications may be stated as a graph search issue and, in particu-
lar, the realm of electric engineering is not an exception. Nowadays electricity
is present in most human activities all over the industrial countries. Electric
energy has to be elevated to high voltage levels in order to be taken by trans-
portation lines from generating points to consumers throughout a region over
thousands of kilometers. The grids in charge of this distribution conform what
are known as electrical power networks, and they may be considered as some
of the largest engineering structures in the world. Electrical energy is not able
to store, which is a very big problem in itself requiring very sophisticated and
devoted on line management systems to guarantee the users receive the power
they demand. These systems need information on the state of the system at any
time and, consequently, make use of parametric and topological knowledge of
the network as well as a set of electrical measurements within it. The problems
derived from the management of all this information have been studied since
the early 70’s, when Schweppe [1][2][3] express in a formal way what is known
as electric power system state estimation. At that time electric power system
observability was also defined as an issue closely linked to state estimation. In
short, a system is said to be observable if the state estimator is able to provide
a solution with the available knowledge on the network, otherwise we say that it
is unobservable. Thus, before managing the system, it is necessary to determine
if it is observable or not. To provide an answer to this dilemma several authors
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propose different methods that can be summarized as numerical [4][5] and topo-
logical [6][7][8][9][10] approaches. In 1980 Krumpholz and Clements [6] described
in a very interesting paper the equivalence between numerical and topological
observability and how this can be addressed in terms of graph theory. Start-
ing from the network topology they define a set of rules to construct graphs in
conjunction with the electrical measurement system. In this work an implemen-
tation of the topological approach to observability analysis is presented and, in
addition, the response of the algorithm is contrasted with a statistical pattern
in order to solve the issue of unobservable systems. In this paper we will start
in section number 2 by introducing some concepts from graph theory that will
be necessary to understand the basis of the problem and the algoritm presented
later. In the next section we will describe the problem we are interested in solv-
ing from a broad point of view. Later, in section 4 we will present the algorithm
used to solve it in detail. We have divided this section into two subsections. The
first one deals with how to encode the search space and how this is characterized
by means of graph dimensions and topologies. In the second subsection we will
describe the fitness criteria and introduce the concept of fitness vector instead
of fitness function as an incremental fitness description. Also in this subsection
we will introduce the concept of extended node and how taking it into account
can be beneficial for the convergence of the algorithm. We will present in section
5 an example of putting the algorithm into practice in a real problem, that is
the analysis of observability in electrical power networks. The last section of this
paper is devoted to the conclusions.

2 Graph Theory

In this section we will introduce some concepts and terminology from graph
theory and topology that are needed to understand the problem. Although ev-
erybody knows intuitively what a graph is, we will introduce a formal definition
for the concept:

Definition 1. A graph, G, is defined as a set of nodes or vertex, G0, and a set
of branches, edges or links, G1, each one of which connects a pair of nodes in
the graph.

Thus, a graph is denoted as:

G = {G0, G1} (1)

From the most general point of view, any graph must be defined in a certain
context. In other words, we have to know the rules that govern the construction
of any graph we consider and the scenario where it takes place. This will be
determined by a network that will contain any defined graph. Actually, a network
is also a graph and can be expressed as a set of nodes and a set of branches. Let
G be a graph of network X , then:

G0 ⊂ X0 and G1 ⊂ X1 ∀ G of X (2)

From Definition 1 some important points should be noticed:
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– All the branches in a graph must connect two nodes belonging to that graph.
– In what concerns this paper, any node in a graph must belong to, at least,

one branch in the graph.
– A situation may arise where there does not exist any branch that joins two

subsets of nodes in a graph.
– Some branches in a graph can form loops.

We now propose some new definitions. Let X be a network:

Definition 2. A graph G of X is said not to be connected if there exist, at least,
two subsets of nodes that are not connected to each other by means of branches
belonging to the graph.

Definition 3. A connected graph T of X with no loops in it is said to be a tree.

Definition 4. A tree T of X is said to be a spanning tree of X if every node in
X0 is also in T 0.

To take into account both connected and not connected graphs we introduce a
broader concept, that is that of forest:

Definition 5. A forest F of X is a collection of connected and disjoint graphs
of X.

Notice that we have not restricted the concept of forest to a set of trees, as other
authors do. We just didn’t find it useful for our purpose. In what follows, we will
use graph to refer to connected and not connected graphs with or without loops.
In order to represent a graph and, by extension a network, we can draw lines
corresponding to branches that intersect at points that correspond to nodes.
Figure 1a shows the graphical topology of a network X and permits determining
the graphs that can be defined in it. In certain cases it becomes necessary to
take into consideration branches as directed links between nodes. In such cases,
the graphical representation varies to indicate the paths permitted in a graph.
This is shown in Figure 1b where, over the same net, one arrow is drawn for
each direction allowed in a graph. This is what we call an enhanced network�X = {X0, �X1}. Thus, there exists a linear node to branch application where D
stands for its matrix expression so that:

�X1 = D · X0 (3)

3 Problem Definition

Let X be a network and let D be a node to branch connection matrix in X . Let�X be the enhanced network resulting from adding the direction specifications
to X as expressed in Equation 3. In this realm, let R be a set of restriction or
constraint rules that will be applied to define a collection of directed graphs like
G, so that:

G ∈ �X (R) (4)
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(a) Network topology (b) Enhanced network

Fig. 1. Example of graphical network representation

The question being addressed in this paper is related to how to find a spanning
tree among the collection of graphs G defined as shown in Equation 4 where the
set of constraints R is given by:

1. One or more branches can be identified as not directed links and inevitably
belong to G.

2. For each k-th node a maximum number of directed branches in G will be set
by means of an integer rk.

Under these assumptions the number of graphs G of �X that fit R can be calcu-
lated from:

size{�X (R)} =
�

1≤k≤n

(fanout(k))rk ∀ fanout(k) ≥ rk > 0 (5)

where n is the number of nodes in �X and fanout(k) is the count of possible
directed links in �X that flow from the k-th node to other nearby nodes, once the
branches specified by Constraint 1 have been excluded. In other words Equation
5 allows computing the size of the search space where a feasible solution should
be sought. In short, the knowledge of the topology of a directed network and
the set of constraints taken into account determine the way a graph should be
constructed. The main goal of this work is to find a spanning directed tree in
such a context.

4 Algorithm

In this work an evolutionary algorithm and, in particular, a genetic algorithm is
proposed in order to provide us with a spanning tree finding method in certain
graph search spaces as was described in Section 3. In this section the main
features of the algorithm are presented.
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4.1 Encoding

In order to come up with an encoding scheme we would like to meet three
design parameters. On one hand the encoding should be able to hold the defined
topology and constraints. This is the reason we have considered a branch based
representation instead of a node based one. On other hand it should be simple
and short. Finally, it should be non destructive and independent of gene order.
To achieve these design parameters we have adopted an encoding scheme where
each gene is associated with one directed branch in the graph in such a way that,
for each generic node k, there will be rk genes. Thus, the total number of genes
of a chromosome will be equal to:

g =
n�

k=1

rk (6)

This way a gene consists of an integer value that points to a directed edge among
a reduced set of them, that is, those exiting from a certain node. This design
corresponds to the design hypothesis introduced above as follows:

The Encoding Should be Able to Hold the Topology and Restrictions.
It could be tempting to think that, if the final goal is to find a spanning tree in
a certain context and under certain constraints, the encoding should be focused
on the representation of trees. However, this is not necessarily true. Any directed
branch of a graph is unequivocally represented in the encoding and any gene is
also unequivocally associated to a directed branch in the graph. Only the not
directed links are not present in the encoding as they are not necessary at all.
This is due to the fact that they are part of any graph in the search space.
Therefore, the topology and constraints defined are implicitly considered in the
encoding scheme.

Simple and Short Encoding. Any gene is associated to a directed branch
and, in a sense, it is also associated to the source node of the directed link. Let
gk be one of the rk genes related to node k. Then, the value rank of any gk is
equal to fanout(k). However, to avoid a particular treatment for every gene,
the valid values for all the genes change in the same rank. This comes from a
maximum that is thousands of times larger than the maximum fanout in the
network in order to avoid statistical bias. Thus, if any branch assigned to a gene
gk is denoted by an integer that takes values in the range from 0 to fanout(k)−1,
the branch is determined by:

branch = remainder of
� gk

fanout(k)

�
(7)

Non Destructive and Order Independent Gene Encoding. Because of
the encoding described above, the punctual modification of a single gene or
the replacement of a block from a chromosome have the same impact on the
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phenotype as on the genotype. That is, the modification of a gene is equivalent
to the modification of the branch assigned to that gene in the phenotype. In
addition, the resulting phenotype is the same independently of the order in
which the genes are read, in the same way as a graph is the same independently
of the order considered for branches and nodes. This characteristics avoid the
problem of choosing an adequate node to start the construction of any graph.

4.2 Fitness Criteria

Instead of a fitness function we have defined what we will term as fitness vector
which is made up of three integer indexes. Presumably what the fitness criteria
favors is inter-graph connectivity as well as graph growth. In spite of this, some-
times just the opposite becomes interesting in order to prevent the isolation of
trees. Then, in certain circumstances, in particular near the end of the evolu-
tionary process, the fitness criteria rewards that the largest graphs in a forest
lose nodes in favor of smaller graph growth. In order to compare two forests,
the first indices of the fitness vector are compared. Only when these are equal
the next pair of indices, in this case the second ones, are checked. The process
is repeated until an unequal result is obtained or the last index is reached. The
indices defined for this purpose are:

1. ind1 = 1 − n − (connections not yet established )
When a spanning tree has been achieved by means of the algorithm, this
index will reach a value equal to n − 1 and, normally, in the early stages
of evolution it takes values around 90% of that maximum. Thus, we cannot
say that this index is very discriminant, however it is very useful to promote
rapid forest growth in the first generations.

2. ind2 =number of graphs in the forest
To understand the usefulness of this index we should start by considering the
potential connectivity of any node k and how it could be expressed by means
of the product rk × fanout(k). This concept can be extended to a group of
joined nodes that we will call enhanced node and where some boundary nodes
could have a potential connectivity to link to other foreign nodes. Then, any
graph belonging to a forest can be considered as an enhanced node. On the
contrary, a node with a fanout equal to zero may be called isolated node
because it exhibits a null potential connectivity on its own. What this index
promotes is the inclusion, in any graph, of the largest number of isolated
nodes as possible.

3. ind3 =nodes of the smallest graph in the forest
This index favors the migration of nodes between different graphs. In par-
ticular it promotes the growth of smaller enhanced nodes at the expense of
the decrease of larger ones. This will result in the improvement of the global
potential connectivity. This index is the most important one in the last gen-
erations of the evolutionary process and is determinant for convergence.
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5 Real Implementation

Many real applications may be stated as a graph search issue. What this work
proposes is the application of the algorithm described in previous sections to a
real engineering problem in order to demonstrate its efficiency. Here we have cho-
sen the determination of the observability of electrical networks. As mentioned
in section 1, in 1980 Krumpholz and Clements [6] described the equivalence be-
tween numerical and topological observability and how this can be addressed in
terms of graph theory. Starting from the network topology they define a set of
rules to construct graphs in conjunction with the electrical measurement system.
Any graph that fits these criteria is called a graph of full rank and, in short, a
system with network X is said to be topologically observable if there exists a
spanning tree T of X of full rank. Obviously it is not possible to describe in de-
tail, in the length available for this work, the technical reasons for these criteria
but we can summarize them as follows:

1. Two kinds of electrical measurements are considered: flow or branch mea-
surements and node measurements. The first group is related to power flow
through transportation lines while the second one includes power injection
in nodes and node voltages.

2. Each flow measurement is unequivocaly assigned to the branch of the net-
work corresponding to its position and, then, takes part in the resulting
graph as a not directed link.

3. Each node measurement is assigned to one and only one of the branches
that converge on the node and, thus, takes part in the resulting graph as a
directed graph starting at the node corresponding to its position.

In this work an implementation of the topological approach of observability
analysis is presented and, in addition, the response of the algorithm is contrasted
with a statistical pattern in order to solve the issue of unobservable systems. As
we can see, a graph of full rank will have at most as many directed edges as
node measurements taken into account. In addition, only one directed link can
start from a node and only when this node is associated with a measurement.
Therefore, the search space will derive from a chromosome with a number of
genes equal to the number of node measurements. The algorithm was tested
on a benchmark system commonly utilized in electrical power network analysis:
the IEEE 118 node network. Up to 100 thousand simulations where tested with
50 different measurement configurations designed to result in strictly observable
systems, that is, where the loss of any measurement would result in the loss
of the observability status. The idea was to subject the algorithm to the most
changeable and unfavorable conditions as possible. In what follows we enumerate
some relevant characteristics of the tests and the most important results that
have been obtained.

1. All the measurement systems tested have n − 1 measurements, 117 in this
case, which is the minimum condition for strict observability. The lowest
number of node measurements was 72 while the largest one was 117.
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Fig. 2. Size of search space related to the measurement system tested for the IEEE
118 node network

2. The size of the universe spaces where we had to search through have taken
values in the range from 9.4 × 1025 to 3, 6 × 1050 forests for configurations
with 72 and 117 genes, respectively, as shown in Figure 2.

3. All tests were run in a sampling window delimited by the first 50 generations.
What this means is that any convergence that could take place after the 50th
generation will never be recorded. All the results presented are related to this
sampling scope.

4. A uniformity in the behavior of the algorithm was observed even consid-
ering such changeable search spaces. The estimation of the mean of the
convergence has resulted equal to X̄ = 11.26 generations, with an error of
εX = ±2.05 generations and a significance factor equal to α = 0.05.

5. The value estimated for reaching the convergence probability in the sampling
window when the system is observable is equal to p̂ = 74.7% with an error
equal to εp = ±12.05% and the same significance coefficient α = 0.05.

6. Thanks to the previous result in Item 5 a strategy to determine when a
system is unobservable can be developed. It would involve simultaneously
running a small number of processes that test the observability of the sys-
tem. If any process converges in the sampling window, the probability of
committing an error if the observability condition is rejected falls exponen-
tially. For instance, running 5 processes at a time with the IEEE 118 node
network the error probability of rejecting the observability of the system is
reduced to less than 1%.

Other large-scale tests were also carried out for the IEEE 300 node network and
similar results were obtained. In addition the algorithm was implemented in a
1993 node network with a more realistic set of measurement configurations in
this case and the same tendency was observed.

6 Conclusions

A particular encoding and fitness evaluation strategy for a genetic algorithm
was presented in order to search graphs in a certain context. In particular, an
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approach was designed to find a spanning tree in a search universe of directed
graphs under a set of constraints. The encoding scheme is simple, short, non
destructive and independent of gene order. The concept of enhanced node was
introduced as one of the main contributions of the fitness criteria that, instead of
a fitness function it is managed by a fitness vector. The indices that make up this
vector are focused on favoring graph growth in addition to joining isolated nodes
and thinner enhanced node growth. The algorithm was implemented in a real
engineering problem within the realm of electrical power network observability
analysis. The good behaviors of the techniques presented have allowed managing
the observability analysis when the system is unobservable by means of statistical
hypothesis contrast techniques.

Acknowledgments

This work was partially funded by the MEC of Spain through projects DEP2006-
56158-C03-02 and DPI2006-15346-C03-01.

References

[1] Schweppe, F.C., Wildes, J.: Power system static-state estimation, part i: exact
model. IEEE Transactions on Power Apparatus and Systems PAS-89(1), 120–125
(1970)

[2] Schweppe, F.C., Rom, D.B.: Power system static-state estimation, part ii: approx-
imate model. IEEE Transactions on Power Apparatus and Systems PAS-89(1),
125–130 (1970)

[3] Schweppe, F.C.: Power system static-state estimation, part iii: implementation.
IEEE Transactions on Power Apparatus and Systems PAS-89(1), 130–135 (1970)

[4] Monticelli, A., Wu, F.F.: Network observability identification of observable is-
lands and measurement placement. IEEE Transactions on Power Apparatus and
Systems PAS-104(5), 1035–1041 (1985)

[5] Monticelli, A., Wu, F.F.: Network observability theory. IEEE Transactions on
Power Apparatus and Systems PAS-104(5), 1042–4048 (1985)

[6] Krumpholz, G., Clements, K., Davis, P.: Power system observability: a practical
algorithm using network topology. IEEE Transactions on Power Apparatus and
Systems PAS-99(4), 1534–1542 (1980)

[7] Clements, K., Krumpholz, G., Davis, P.: Power system state estimation with
measurement deficiency: an algorithm that determines the maximal observable
subnetwork. IEEE Transactions on Power Apparatus and Systems PAS-101(9),
3044–3052 (1982)

[8] Nucera, R.R., Gilles, M.L.: Observability analysis a new topological algorithm.
IEEE Transactions on Power Systems 6(2), 466–473 (1991)

[9] Mori, H., Tanaka, H.: A genetic approach to power system topological observabil-
ity. In: IEEE Proceedings of International Symposium on Circuits and Systems
1991, ISCAS 1991, vol. 2, pp. 1141–1144 (1991)



468 S. Vazquez-Rodriguez and R.J. Duro

[10] Mori, H.: A ga-based method for optimizing topological observability index in
electric power networks. In: IEEE Proceedings of the First Conference on Evolu-
tionary Computation 1994. IEEE World Congress on Computational Intelligence,
vol. 2, pp. 565–568 (1994)

[11] Vazquez-Rodriguez, S., Duro, R.: A genetic baseed technique for the determina-
tion of power system topological observability. International Scientific Journal of
Computing 2(2)

[12] Vazquez-Rodriguez, S., Faiña, A., Neira-Dueñas, B.: An evolutionary technique
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Abstract. Random amplified polymorphism DNA (RAPD) analysis is
a widely used technique in studying genetic relationships between indi-
viduals, in which processing the underlying images is a quite difficult
problem, affected by various factors. Among these factors, noise and
distortion affect the quality of images, and subsequently, accuracy in in-
terpreting the data. We propose a method for processing RAPD images
that allows to improve their quality and thereof, augmenting biologi-
cal conclusions. This work presents a twofold objective that attacks the
problem by considering two noise sources: band distortion and lane mis-
alignment in the images. Genetic algorithms have shown good results in
treating difficult problems, and the results obtained by using them in
this particular problem support these directions for future work.

Keywords: RAPD Images, Genetic algorithms, Image processing.

1 Introduction

Randomly amplified polymorphism DNA (RAPDs) [14,15] is a type of molecu-
lar marker that has been used in verifying genetic identity. It is a codominant
marker, of low cost to implement in the laboratory and provides fast and reli-
able results [10]. During the past few years RAPDs have been used for studying
phylogenetic relationships [3,13], gene mapping [8], trait-associated markers [12],
and genetic linkage mapping [4]. This technique has been used as support for
many agricultural, forest and animal breeding programs [9]. For example, in the
evaluation and characterization of germoplasm, molecular identification of clone
freezing resistance has been an important study [6].

The RAPD technique consists of amplifying random sequences of the genomic
DNA by using primers, which are commonly 10 bp (base pairs) in length. This
process is carried out by polymerase chain reaction (PCR) and generates a typ-
ical pattern for a single sample and different primers. The PCR products are
separated in an agarose gel, under an electric field which allows smaller frag-
ments to migrate faster, while larger ones much slower. The gel is stained with
a dye (typically ethidium bromide) and photographed for further data analysis.
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One way of analyzing the picture obtained is simply by comparing visually the
different bands obtained for each sample. However, this can be a tedious process
when various samples with different primer combinations have to be analyzed.
At the same time, since, in this case, the presence or absence of bands is to be
scored, band assessment is very subjective and there is no reliable threshold level,
since the intensities of the bands are affected by several factors (e.g. staining,
gel quality, PCR reaction, DNA quality, etc.).

In Figure 1, a photograph of a RAPD reaction is shown. In this case, 12 samples
were loaded of which lanes 1 and 14 correspond to the molecular weight standards.
In this case, four different genotypes of Eucalyptus globulus were studied, including
three identical copies of each (known as ramets). If the ramets are identical, then
quite similar band patterns should be expected when analyzed by the same primer.
However, this is not always the case, due to, for example, mislabeling of samples.

100 200 300 400 500 600 700 800

50

100

150

200

Fig. 1. A sample RAPD image with two reference lanes, and 12 lanes representing four
ramets

During the process of generating the RAPD image, many physical-chemical
factors affect the electrophoresis producing different kinds of noise, rotations,
deformations and other abnormal distortions in the image. The effect of this
problem is, unfortunately, propagated through the different stages in the pos-
terior analysis, including visualization, background extraction, band detection,
and clustering, which can lead to erroneous biological conclusions. Thus, efficient
image processing techniques will, on the other hand, have a positive impact on
those biological conclusions.

Image processing of RAPD images has been usually done using software pack-
ages, which even though are very user-friendly, they are copyright protected, and
the underlying techniques for processing the images and posterior analysis are
in most cases not available. The most well-known softwares for RAPD image
analysis are ImageJ from the National Institute of Health (NIH), USA [2], Gel
Compar II1, GelQuant [5], and Quantity One [1].

A recent work pointing to solve the problem above from a different perspec-
tive is described in [11]. This work proposed a method for pre-processing RAPD
images performing two steps: template orientation correction and band detec-
tion. For template correction, the Radon transform is used, while band detection

1 Details of this software are available at
http://www.applied-maths.com/gelcompar/gelcompar.htm.
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is carried out by using mathematical morphology and cubic spline smoothing.
The difference that this work presents with our proposed method is that the
complete image is processed, as a whole; while we treat each lane and each band
as different objects, aiming to improve the final results.

The aim of this work is to correct distortions in RAPD images, present in
both lanes and bands. These two elements are treated as two sequential steps.
We introduce genetic algorithms to deal with a wide variety of alternative config-
urations to be considered. The first step allows to correct lane distortions, while
the second one is devoted to correct distortions present in the bands in a lane.
This article is structured as follows; the first section is made up of the present
introduction; the second section describes the specific problem to be faced; the
third section is devoted to genetic algorithms considerations, while the fourth
section shows the results we obtained with our approach, and the final section
shows the conclusions of the work.

2 The Proposed Approach

The problem addressed in this paper can be formally stated as follows. Consider
an image (matrix) A = {aij}, i = 1, . . . , n and j = 1, . . . , m, where aij ∈ Z+,
and A is a RAPD image. Usually, aij is in the range [0..255] in a grey scale
image, and we use a aij to refer to an element A(x, y), where x and y are the
pixel coordinates.

To deal with lane distortions, a set of templates is used. These templates are
randomly created images with different distortion degrees, having lines that are
in a one-to-one correspondence with lanes in the original RAPD image. A good
template is the one that reflects in a more precise degree the distortions that the
RAPD image under consideration has.

The template is a matrix L (lanes) where L = {lij}, i = 1, . . . , n and j =
1 . . . , m, lij = 0 or lij = 1 (a binary image), with 1 meaning that lij belongs
to a line and 0 otherwise. A procedure described in [11] is used to approximately
detect the initial position of the lanes. In doing so, the generation of matrix L is
limited to those regions that correspond to lanes in matrix A. Due to the rotation
of the lanes, it is necessary to consider different alternate configurations. If we are
dealing with an image with 12 lanes, and if for each lane we consider 14 possible
rotations, we are considering 1214 different configurations to evaluate. This causes
a combinatorial explosion, which justifies the use of genetic algorithms.

Genetic algorithms allow to manage a large number of templates, and those
that are similar to the original image are chosen. Thus, it is necessary to seek
an objective function that reflects this similarity more precisely. This function
is used as a measure for the quality for the selected template. An analogous
procedure is applied to deal with band distortions.

When the lane correction procedure is applied, templates contain straight
lines. Different templates will show different slopes for each line, as shown in
Figure 2. A template contains non-intersecting vertical lines, which are not nec-
essarily parallel.
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Fig. 2. A sample template for lane correction

Once the lanes have been corrected, the next step is to deal with band cor-
rection. In this procedure we process each lane independently of each other, i.e.,
a different template is created for each lane in the RAPD image. There is an
important difference between lane and band correction. For bands, templates
consider lines that are not necessarily straight, to be more specific, lines are de-
termined by using five knot points. Of course, a straight line in this case is one
possibility among others, though unlikely. A typical template that represents the
bands in a lane is shown in Figure 3.

Fig. 3. A sample template for band correction

To detect the positions of the bands, a histogram that represents the running
sum of intensities of the lane under consideration is generated. This allows us
to identify peaks presenting high values for a neighborhood of aij in a region,
which indicate that the presence of a band is quite likely.

The main idea is as follows; if we can create, in a controlled way, templates that
match the actual RAPD image, then we can correct those images, by following
the corresponding templates.

3 The Genetic Algorithm

The structure of a genetic algorithm consists of a simple iterative procedure on a
population of genetically different individuals. The phenotypes are evaluated by
means of a predefined fitness function. The genotypes of the best individuals are
copied several times and modified by genetic operators, and the newly obtained
genotypes are inserted in the population in place of older ones. This procedure
is continued until an acceptable solution is found [7].

In this work, the templates are the chromosomes, lines in a template are the
genes, and a line having a particular slope represents the value (allele) that a gene
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has. Although there are some differences in the way we deal with lanes and bands,
the core procedure is general enough to be applied in both cases. Elitism was con-
sidered to keep a reduced set of the best individuals through different generations.

In this paper, also, a good fitness means that a particular template (matrix L)
fits better the original RAPD image (matrix A). To evaluate a template, images
corresponding to matrices A and L are placed together, and a sum of intensities is
obtained by considering neighbor pixels within a range and for each line. If a line in
the template coincides with a lane (or band), a higher value of the sum is obtained.
In contrast, if they do not coincide, the value is lower than that of the first case,
because we are adding background pixel intensities (values close to zero).

Genetic operators: Different genetic operators were considered for this work.
These genetic operators are briefly described below:

– Selection. This operator is accomplished by using the roulette wheel mech-
anism [7]. This means that individuals with a best fitness value will have a
higher probability to be chosen as parents. In other words, those templates
that are not a good representation of the RAPD image are less likely to be
selected.

– Cross-over. This operator is used to exchange genetic material, allowing part
of the genetic information of one individual to be combined with part of the
genetic information of a different individual. It allows us to increase the
genetic variety, in order to search for better solutions. In other words, if we
have two templates each containing r + s lines, after cross-over, the new
children result in: children 1 will have the first r lines that correspond to
parent 1, and the following s lines that correspond to parent 2. For children 2,
the process is slightly different, in which the order the parents are considered
is altered.

– Mutation. By using this genetic operator, a slight variation is introduced
into the population so that new genetic material is created. In this work,
mutation is accomplished by randomly replacing, with a low probability, a
particular line in a template.

4 Experiments

Parameters are variables that maintain a fixed value during a particular pro-
cessing. While they cannot be defined a priori, they have to be experimentally

Table 1. Best parameter values determined experimentally

Lanes Bands
Pop. Size 100 100
Num. Gen 600 10000

Cross-over(%) 80 80
Mutation (%) 3 5
Elitism (%) 10 –
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Fig. 4. The evolution in lane correction: (a) the original image, (b) the best individual,
and (c) the corrected image

determined. We carried out different tests for both, lane and band processing.
The following parameters were considered: (a) population size (Pop. Size), the
number of templates we maintain for each iteration in the genetic algorithm; (b)
number of generations (Num. Gen), the number of iterations during the evolving
process; (c) cross-over (Cross-over %), a percentage that reflects the probability
of an effective recombination given two parents; (d) mutation (Mutation %), a
percentage that reflects the probability of modifying a particular individual by
changing a line in the template; (e) elitism (Elitism %), a percentage of the best
individuals that belong to the total population, which stay in the next generation
with no changes.

In testing lane correction we used 19 images, while for band correction we
used 22 different lanes. The RAPD images were obtained from a study performed
with 30 genotypes of Eucalyptus globulus, each represented by three ramets. Each
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RAPD image contains two reference lanes (the leftmost and the rightmost lanes).
More details about these images can be found in [11]. Table 1 summarizes the
information discussed above, and the best parameters selected experimentally.

When processing lanes, the whole image is considered. Figure 4 shows the
evolution while processing a particular image. The upper part (a) shows the
original RAPD image, the middle part (b) shows the best individual, and the
bottom part (c) shows the corrected image.

Due to elitism, the fitness for the best individual shows a non-decreasing
behavior. In most of cases, the best template reflects closely the distortion in
the original lanes. However, when a lane is missing (e.g., the second and the
eighth lanes in Figure 4 (b)), the effect is to shift the corresponding straight line
towards an existing lane in the neighborhood. Although this condition may lead
to a better global fitness value for that image, a side-effect distortion could be
masked by the improvement in that global fitness.

When processing the bands, the image is restricted to be a single lane, and each
band is processed separately. Figure 5 shows the evolution while processing a par-
ticular lane. The upper part (a) shows the original RAPD image, the middle part
(b) shows the best individual, and the bottom part (c) shows the corrected image.

Results involving band evolution lead to substantial improvements in the qual-
ity of the images. We have processed 19 images that contain 270 lanes in total,
and the proposed method has been able to accurately identify all of them, i.e.,
with a 100% accuracy. On the other hand, we have processed 22 lanes extracted
from the images, which include 188 bands in total, and the proposed method
has been able to identify all of them, although it has detected seven additional
bands, due to the presence of noise in the original image. The nature of lines
in the template for bands is much more complex than in the template used for
lanes, because of the need to manage a different type of patterns. Additionally,
if there is noise in the image, bands are much more affected than a lane, due
to the number of pixels considered. Noise appears as pixels that, due to dust

Fig. 5. The evolution in the band correction process: (a) the original image, (b) the
best individual, and (c) the corrected image
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Fig. 6. Lane with a cluster of bands

or any other external agent, have a different value from that expected for usual
background, i.e., aij �= 0. Another important problem appears when the bands
in an image are very close, as shown in Figure 6. In this case, bands are detected,
but any probable shape for a line in the template results in the same value for
the fitness, due to the proximity between neighbor bands and the way in which
the fitness value is computed. Under these circumstances, to determine the exact
distortion that a particular band presents is extremely difficult This is a problem
that we are currently investigating.

5 Conclusions

Genetic algorithms have shown to be a useful mechanism for dealing with this spe-
cific problem. As mentioned, the image correcting process can be very tedious, and
to automate this process requires a large number of templates that cover the large
number of alternatives. Due to its combinatorial nature, we proposed a heuristic
procedure that opens an interesting number of possibilities to be explored.

After implementing the procedures, testing was a very time demanding task.
This is due to the way in which the fitness value is computed, and which considers
to check the complete image. Taking these features into account, it is clear that
future work has to seek a best mechanism to evaluate individuals.

As explained in previous sections, correcting lanes and bands was accom-
plished through different but analogous procedures. It is possible that the specific
problem associated with band correction deserves a more specialized treatment.
The main idea in this work is to show that heuristics procedures, such as genetic
algorithms, in particular, can help to manage these specific types of images.
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Abstract. This paper introduces a method to minimize distributed
PSO algorithm execution time in a grid computer environment, based on
a reduction in the information interchanged among the demes involved
in the process of finding the best global fitness solution. Demes usually
interchange the best global fitness solution they found at each iteration.
Instead of this, we propose to interchange information only after an spec-
ified number of iterations are concluded. By applying this technique, it
is possible to get a very significant execution time decrease without any
loss of solution quality.

1 Introduction

The Particle Swarm Optimization (PSO) is an evolutionary computational tech-
nique developed by Dr. Eberhart and Dr. Kennedy in 1995 to resolve optimiza-
tion problems. It was based on the simulation of the social behavior of birds
within a flock [1],[2].

The initial concept of PSO was to graphically simulate a bird flock chore-
ography, with the aim of discovering patterns that govern the birds ability of
flying synchronously, and changing the direction with a regrouping in an optimal
formation. From this initial objective, the concept evolved toward an efficient
optimization algorithm.

It is possible to implement this algorithm over a monoprocess system or over
a grid system (this article’s environment). Of course, execution time over such
a system will be reduced by a factor that depends on the computational power
at each node and on the method used to implement the distributed algorithm
[4], [7], [9]. In this paper, the particles’s population will be uniformly distributed
over n processes to create n demes. Each of them executes the standard PSO
algorithm (over a reduced population). Each deme on the grid needs to commu-
nicate to its neighbors the best local fitness in order to get a total best global
fitness. This communication may happen at each iteration over the algorithm or
may happen each k iterations. In this paper, this second approach is explored in
order to test the possibility of getting, at least, the same results as in the first
approach, but reducing the total computational time.

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 478–487, 2009.
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The rest of this paper is organized as follows: The fundamental background
of the standard PSO algorithm and a taxonomy of the different existing ways
to implement the algorithm over parallel computer systems are described in
Section 2. In section 3, a new schema to implement the parallel algorithm in
order to reduce the total execution time based on minimizing the information
flow among the different demes is shown. In Section 4 the test simulation on
the effectiveness of the proposed algorithm against the standard algorithm is
presented, in particular, improvement over the total execution time is shown.
Conclusions are drawn in Section 5.

2 Background

2.1 The Standard PSO Algorithm

In the original concept of Dr. Eberhard and Dr. Kenney [3], each single solution
in the n-dimensional search space is a ”bird” or ”particle”. Each solution or
particle has a fitness value that is evaluated by a fitness function. The objective
of the algorithm is to find the solution that maximize (or minimize) the fitness
function. The system is initialized with a population of M particles called swarm
with a random uniform distribution in the n-dimensional search space RN .

Assume the fitness function to be a real function f whose domain is the n-
dimensional search space:

f : RN → R (1)

The M particles will be represented by its position x and velocity v in the space

xi ∈ RN∀i ∈ {1, 2, . . . , M} (2)

vi ∈ RN∀i ∈ {1, 2, . . . , M} (3)

The algorithm is iterative; in this way, the position and velocity for the ith
particle at the kth iteration will be xk

i and vk
i .

To calculate the (k + 1)th iteration:

v(k+1)
i = wvk

i + c1r1(Pbk
i − xk

i ) + c2r2(Gbk − xk
i ) (4)

x(k+1)
i = xk

i + v(k+1)
i (5)

where
◦ r1 and r2 are real random variables with a normal distribution in the interval

(0, 1)
◦ c1 and c2 are real learning factors; usually both have the same value = 2
◦ Pbk

i is the best position found for the i-particle until the k-iteration
◦ Gbk is the best position for the swarm. Best position means that it constitutes

the position whose fitness solution is the maximum (or minimum)one
◦ w is an scalar factor representing the inertial weight that controls the maximum

particle’s velocity [1],[8]
As such, the system evolves to find the best solution and the PSO algorithm fin-
ishes when it reaches a maximal number of iterations or in case the best particle
position can not be improved further after a sufficient number of iterations.
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2.2 Distributed PSO Algorithm

PSO algorithm involves large computational resources depending on the fitness
function, the particle population and the total number of iterations the system
needs to find the optimal solution. In such a kind of algorithms it is possible
to implement parallelization mechanisms that overcome such complexity divid-
ing the main task into subtasks that run concurrently over a computer cluster
or grid. We can consider four types of paradigms in order to implement a dis-
tributed algorithm: master-slave, also called global parallelization, island model,
also called coarse-grained parallelization, diffusion model, also called fine-grained
parallelization and, at last, hybrid model. May we explain them in more detail
[6], [9], [10]:

◦ Master-Slave model: The tasks (fitness computation, archiving, etc.) are
distributed among the slave nodes and the master takes care about other ac-
tivities such a synchronization, distributing workload etc.

◦ Island model: The total particle population is separated into several sub-
populations or demes, where each subpopulation looks for a particular solution
independently. At each n iteration, where n is an integer greater than zero, the
best solution migrates across subpopulations. The communications topology
among nodes is an important issue in this model and the communication cost
depends on it [5].

◦ Diffusion model: It is a paradigm very similar to master-slave mode but each
node only holds a few particles; at limit, only one. In this model, the commu-
nication cost is very high and it strongly depends on the chosen topology. Its
very suitable for massive parallel computing machines.

◦ Hybrid model: It combines the previous paradigms.

3 Proposed Schema

In this paper, an hybrid model will be used (synchronous master-slave and island
in a complete mesh topology, as shown in figure 1). The server executes the
main algorithm, whose function consists in distributing the tasks to each peer
or slave and, at the end of the execution, retrieving all the calculated results
independently for each slave, and processing them to get the final results.

The total population M is divided into K demes (figure 2), where K is the
processes number. Assuming that each node is identical, for an uniform distri-
bution, each deme holds M/K particles.

Obviously, a synchronization mechanism is necessary to migrate the best so-
lutions across the processes. This mechanism could be implemented in several
different ways:

◦ Synchronization at each iteration: It is the standard PSO parallel algo-
rithm. At every iteration, each process gets its local best solution, stops and
waits for all the other processes to finish. Then, all of them share theirs own
best solution, compare them to its own and select the best of all. After that,
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Fig. 1. Complete mesh topology

Fig. 2. Mesh demes interconnection

the process who owns the best solution, shares the best position with all the
others. Of course, this mechanism guarantees that every process gets the same
global best position Gbk and best solution. After that, each process restars
the execution. The communication cost will be CC = αH , where H is the
total iterations number and α is a proportional constant.

◦ Synchronization each n iterations: It is the proposed PSO parallel algo-
rithm. The synchronization mechanism starts every k iterations instead of each
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one. Therefore total communications cost will be reduced by the k factor. Let’s
CC′ be the communication cost on this second approach CC′ = αH/k. Then
CC′ = CC/k

The first case is nothing more than a complete parallelization of the classical
PSO algorithm, so we could expect to find identical quality in the results, as in
the monoprocess case, except for an improvement in the total execution time.
Nevertheless, in the second case a modification to the algorithm itself that could
affect the quality in the results is introduced .

In this paper, we will compare both methods, using several well established
benchmark functions in the multidimensional search space (table 1).

Table 1. Benchmark Functions

Equation Name D Bounds

f1 =
∑D

i=1{100(xi + 1 − x2
i )

2 + (xi − 1)2} Generalized Rosenbrock 30 (−30, 30)D

f2 =
∑D

i=1 xi sin (
√

xi) Generalized Schwefel 2.6 30 (0, 500)D

f3 =
∑D

i=1{x2
i − 10 cos (2πxi) + 10} Generalized Rastrigin 30 (−5.12, 5.12)D

3.1 Simulation Scenarios

Figure 3 shows the proposed architecture schema, based on the Matlab Parallel
Computing Toolbox. There exists three main components or modules:

◦ Client:Used to define the job and its task. It usually works over a user’s
desktop.

◦ Job Manager/Scheduler:It is the part of the server software that coordi-
nates the executions of the job and the evaluation of their tasks. It can work
over the same desktop as the Client does.

◦ Worker:It executes the tasks. It works over the cluster of machines dedicated
to that purpose.
A job is a large operation to complete and can be broken into segments called

tasks. Each task is executed in a Worker.

4 Experimental Results

The simulation runs over a grid system composed of five computers, each equipped
with an Intel monoprocessor, at 1Ghz clock and 1 Gbyte RAM memory, con-
nected to a 100Mbps ethernet local area network. The grid system is configured
as follows: four computers act as workers so each one executes the same algo-
rithm, but over a different subpopulation or deme. The fifth computer acts as a
Job Manager and Client.

To get the comparative, the parallel algorithm is implemented as two different
versions:
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Fig. 3. Schematic Parallel Architecture

Standard Parallel Algorithm
◦ 500 iterations
◦ 100 particles
◦ All the processes are synchronized at each iteration to obtain the best global

fitness
◦ A total of 30 experiments are executed for each benchmark function

Proposed parallel algorithm
◦ 500 iterations
◦ 100 particles
◦ All the processes are synchronized at each n iteration to obtain the best global

fitness
◦ A total of 30 experiments are executed for each benchmark function

Table 1 shows the three well known benchmark functions used [1]. Each par-
ticle is a real vector in the D-dimensional search space RD where D = 30. The
bounds are the limits for the search space.

The quality results (fitness accuracy) and the time gain are tested for the
proposed algorithm with respect to the standard algorithm.

4.1 Quality Results

Figures 4, 5 and 6 represents the evolution of the best fitness calculated over a to-
tal of 500 iterations for the three benchmark functions: Generalized Rosenbrock,
generalized Rastrigin and generalized Schwefel 2.6 for three different conditions,
where each value in the Y axis represents the mean over 30 experiment.

To get the graphics, we have choosen the up (k = 50) and bottom (k = 1)
limits and two intermediate values (K = 10, 25) for the k variable.
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Fig. 4. Best Fitness for the Generalized Rosenbrock Benchmark Function
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◦ Synchro at each iteration: It is the standard algorithm. All the processes
(each of them represents a deme) are synchronized at each iteration to get the
global fitness solution among the best local ones.

◦ Synchro every 10 iterations: The processes are synchronized only when
each of them completes 10 iterations.

◦ Synchro every 25 iterations: In this case, the processes are synchronized
only when each of them completes 25 iterations.

◦ Synchro every 50 iterations: The same case, but every 50 iterations
The four cases converge to the same solution (of course, in the cases 2, 3 y 4 we
obtain a function with steps at every k iterations).

4.2 Timing

It could be expected to get a time gain in case the demes interchange information
among them every k iterations instead of at each one. In order to experimentally
test this question, assume the following experiment:

Execute the proposed algorithm 30 times over the architecture for each k,
where k varies from 0 to 50 for the three benchmark functions and calculate the
mean execution time. This way we obtain a time graphic figure, figure 7. The Y
axis represents the mean execution time (over 30 experiments) per each process
or deme and the X axis represents the number of iterations at which the demes
synchronizes to get the global best fitness.

Defining the Relative Gain as:

RG = 100(1 − Tk/T ) (6)

Where T is the mean execution time for the standard parallel PSO algorithm
and Tk is the mean execution time for the proposed algorithm with synchro each
k iterations. As a result table 2 is obtained, where the execution time for the
previous experiment for each benchmark functions, the mean and the relative
rain with respect to the standard algorithm are represented.
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Table 2. Execution time comparative among the three benchmark functions, mean
value and relative gain

k RaTk STk RoTk Mean RG

1 3.9970 4.1940 4.0150 4.0687 0.00%
5 1.1080 1.2870 1.0330 1.1427 71.92%
10 0.7162 0.9109 0.6729 0.7667 81.16%
15 0.5849 0.7802 0.5427 0.6359 84.37%
20 0.5308 0.7328 0.4703 0.5780 85.79%
25 0.4792 0.6771 0.4349 0.5304 86.96%
30 0.4563 0.6516 0.4182 0.5087 87.50%
35 0.4386 0.6615 0.3974 0.4992 87.73%
40 0.4344 0.6287 0.3818 0.4816 88.16%
45 0.4193 0.6177 0.3729 0.4700 88.45%
50 0.4193 0.6104 0.3703 0.4667 88.53%
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Fig. 8. Mean Relative Gain Function

5 Conclusion

As we can notice in figures 4, 5 and 6, for all the three benchmark fitness func-
tions, simulations with k = 10, 25, 50 reach the same final results as for k = 1
(Standard Parallel PSO Algorithm). For these cases where k �= 1, the graphics
correspond to step functions, because of the representation of the best global
result for each k value. The number of iterations to get the convergence for the
fitness functions depends on the kind of function. In our case, for the general-
ized Rosenbrock function the simulations converge after 470 iterations; for the
generalized Rastrigin the convergence is reached after 220 iterations and for the
generalized Schwefel 2.6 the convergence is reached after 70 iterations. Neverthe-
less, all the simulations reach the same results, so the proposed algorithm gets,
at least, the same results as the standard PSO.

The proposed algorithm could be of interest if a time execution gain with
respect to the standard is reached. Figure 7 shows a representation of the exe-
cution time (in seconds) as a function of k. It can be noticed that the execution
time depends, of course, on the kind of benchmark fitness function used in the
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experiments. In any case, the time gain graphics shapes are very similar. As it
can be observe in table 2, the proposed algorithm gets a time execution gain
that increases with k from 0, for k = 1, to 88.53% for k = 50.

Figure 8 shows the main relative gain, in a graphical manner.
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Abstract. This paper deals with a new speaker recognition system
based on a model of the human auditory system. Our model is based
on a human nonlinear cochlear filter-bank and Neural Nets.

The efficiency of this system has been tested using a number of Span-
ish words from the ‘Ahumada’ database as uttered by a native male
speaker. These words were fed into the cochlea model and their corre-
sponding outputs were processed with an envelope component extractor,
yielding five parameters that convey different auditory sensations (loud-
ness, roughness and virtual tones).

Because this process generates large data sets, the use of multivari-
ate statistical methods and Neural Nets was appropriate. A variety of
normalization techniques and classifying methods were tested on this
biologically motivated feature set.

1 Introduction

The goal of this research was to investigate the use of a Double Resonance
Nonlinear (DRNL) filter [1] in Automatic Speaker Recognition (ASR) for forensic
applications. A typical ASR process involves three fundamental steps: feature
extraction, pattern classification using speaker modeling, and decision making.

The first step traditionally applies either short-time analysis procedures - such
as LPC (Linear Prediction Coding) [2,3], cepstral coefficients [4], Mel-frequency
cepstrum [5] and various methods derivative of the voice production model [6] -
or long-term features such as prosody.

Both short and long-term processes have been shown to provide better fea-
ture sets than other spectral representations. In speaker modeling, Gaussian
Mixture Models (GMM) are widely accepted for modeling the feature distri-
butions of individual speakers. However, the performance of recognizers often
degrades dramatically with noise, with different talking styles, with different
microphones, etc., if the extracted features are distorted, causing mismatched
likelihood calculations.

Human cochlear models [7] that mimic some aspects of the human cochlea
and psychoacoustic behavior, have been proposed to lessen such problems. In
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general, these models incorporate ‘spectral analysis’, ‘automatic gain control’,
‘neural adaptation’, ‘rectification’ and ‘saturation effects’, and have shown supe-
rior results for speech recognition [8,9,10,11,12,13,14,15] and speaker recognition
[16,17,18].

Recognition decisions are usually made based on the likelihood of detecting
a feature frame (pattern) given a speaker model. Both the auditory model rep-
resentation and the neural network classifier have an advantage in providing
codebooks with lower distortion and higher entropy than their counterparts.

2 Methods

2.1 Speech Data

The vocabulary used in the simulation experiments comes from the ‘Ahumada’
database [19] which was designed and collected for speaker recognition tasks
in Spanish. A total of 103 male speakers went through six recording sessions,
including both in situ and telephone speech recordings. At every session, they
uttered isolated numbers, digit strings, phonologically balanced short utterances,
and read phonologically and syllabically balanced text, as well as provided more
than one minute of spontaneous speech.

In order to compute our feature sets, 656 utterances of the digit “uno” (“uno”
means “one” in Spanish) spoken by eleven speakers, were used as input signals.
367 utterances by ten speakers were used for training; 115 utterances by those
same speakers, to validate that the neural net is generalizing and to stop training
before overfitting; and 115 more as a completely independent test of network
generalization. The eleventh speaker was used as an impostor with 59 utterances.

2.2 Feature Extractions

In this paper, we make use of an auditory model provided by Poveda.
It consists of:

– an outer-ear filter that adapts the headphone to eardrum response,
– a middle-ear filter to obtain stapes velocity,
– a nonlinear cochlea model based on work by Poveda and Meddis [1], and

finally
– an inner hair cell (IHC) model by Shamma and Poveda [20,21].

The DRNL filter model [1] simulates the movement velocity of a specific zone
(channel) of the basilar membrane, in response to stape movement velocity.

The input signal follows two independent paths, one linear and another non-
linear. The linear path signal is multiplied by a certain gain, and is then filtered
through a cascade of two first-order gammatone (GT) filters, followed by a cas-
cade of four lowpass second-order Butterworth filters.

On the non-linear path, the signal is filtered through a cascade of three first-
order filters, followed by a stage of non-linear gain. Then comes another cascade of
three GT filters, followed by a cascade of three lowpass second-orderButterworths.
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The output of the DRNL filter for each channel is the sum of the linear and
non-linear outputs. At a very low signal level (<30dB SPL) the filter operates
linearly [22], due to the fact that the linear path response is typically low, and
the non-linear path behaves like the linear one at low levels and is therefore
dominant. At a very high signal level (>80dB SPL), the filter basically operates
linearly too, since the linear path prevails at the output. At intermediate levels
(30 - 80dB SPL), the non-linear path is prevalent, so that it behaves as a non-
linear filter.

The IHC model calculates both the displacement of inner hair cell sterocilia
for a given basilar membrane velocity [20] and the intracellular IHC potential
[21] as a response to any given stereocilia displacement. The output measures
IHC receptor potential. Figure 1 depicts the IHC signals corresponding to digit
“uno” uttered by a speaker of the ‘Ahumada’ database.

The auditory model input signal is scaled to 70dB SPL. The outputs are 30
channels distributed between 100 and 3,000Hz in logarithmic scale. A frequency
analysis of these channels returned that frequency components below 250Hz

Fig. 1. a) The input signal corresponds to the utterance of digit “uno” by a speaker.
b) The output is the IHC receptor potential. There are 30 channels whose frequencies
are distributed in logarithmic scale.
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can be significant to obtain speaker modeling. For this reason, the envelope
extraction method is preferred.

Martens [23,24] developed an auditory model that incorporated psychophys-
ical and physiological aspects of human perception. It established that psy-
chophysical experiments on multi-tonal masking and on amplitude and frequency
modulations can be explained by three sensations evoked by envelopes: loudness
fluctuations, roughness and virtual tones (pitch).

In order to implement this approach, we adapted the ECE (Envelope Compo-
nent Extractor) to the auditory model in our design (Fig. 2). Due to the half-wave
rectification of this model, a simple lowpass filter was used as envelope extrac-
tor. The time constants of the lowpass filters were derived from psychoacoustic
aspects (τ3 = 11ms and τ5 = 33ms). The time constants of the highpass filters
were determined by the expression τHP = 0.36 · τLP , which is deduced under the
condition that |HHP (jω)| + |HLP (jω)| = 1.

Fig. 2. Envelope Component Extractor (ECE). The Inner Hair Cell (IHC) signals
generated by the auditory model are taken as ECE input. Signal ‘er’ is the roughness
component; signal ‘el’ is the loudness component and signal ‘ev’ is the virtual tone
component. Other ‘e’ and ‘erl’ signals are available but were not used in this research.

All filters in Fig. 2 were implemented as Butterworth filters. Figure 3 depicts
the frequency responses of lowpass/highpass pairs (filters 2 and 3, filters 4 and
5). The loudness effect appears between 0 and F5; the roughness effect, between
F4 and F3; and the virtual tone effect, between F2 and 250Hz. These three
components are separated by two transition zones.

Before parameter extraction, the first 20ms of the component signals were
deleted, due to delay introduced by the auditory model. Loudness parameter LA
is derived from loudness component ‘el’ and has been calculated considering the
time necessary for the lowpass filter output (F5) to achieve stable state, which
is equal to 3 · τ5. This involves a constraint for the dimension of the analysis
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Fig. 3. ECE lowpass/highpass filters frequency response

window. Finally, the mean value is calculated for each channel. The loudness
parameter obtained is a 30x1vector.

Roughness parameters RA and RF (amplitude and frequency) were derived
from roughness component ‘er’. The square of the FFT module was then cal-
culated. Roughness amplitude parameter RA is the maximum spectrum value
in the F4 − F3 range, while roughness frequency parameter RF is its frequency.
Therefore, the roughness parameters form a matrix of 30x2. Similarly, virtual
tone parameters VTA and VTF (amplitude and frequency) are derived from vir-
tual tone component ‘ev’. The square of the FFT module was then calculated.
Virtual tone amplitude parameter VTA is the maximum spectrum value in the
F2-250Hz range, whereas virtual tone frequency parameter VTF is its frequency.
Likewise, virtual tone parameters form a matrix of 30x2.

In pattern classification with Neural Nets, the larger an input vector, the larger
its effect on the weight vector. Thus, if an input vector is much larger than the
others, the smaller ones must be represented many times so as to produce a
perceivable effect. A possible solution would be to normalize each input vector
in the process path, and there are several possible methods for it:

Fig. 4. Method A: The input signal is processed by the auditory model. The output
from the auditory model is normalized in relation to the global maximum.
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Fig. 5. Method B: Each channel component is normalized dividing by its maximum.
The LA, RA and VTA parameters are then obtained. Frequency components weren’t
normalized.

Method A. Each IHC signal channel is normalized in relation to its global max-
imum.

Method B. The selected amplitude parameters are normalized with their respec-
tive global maximum.

Method C. The rms (root mean square) value is a special kind of mathematical
average directly related to the energy contents of the signal. In this method,
components ‘el’, ‘er’ and ‘ev’ are normalized to a rms value equal to one. For
this purpose, j-channel energy was calculated using energyj =

∑N
1 xj [n]2, and

then average instantaneous power was determined (this value coincides with
the square root of the rms value) rmsj = energyj/N . Applying xj,rms=1(n) =
xj(n)/√

rmsj , the signal is normalized to rms=1.

Fig. 6. Method C: Each amplitude component is normalized to a rms value equal to
one

Methodologies A and B, are similar in principle, with changes in the place
and the form in which the data are normalized. Our aim in this research was to
know which of the three methods is the best for homogenizing the intraspeaker
features while also differentiating interspeaker features. For this reason, a second
level of post-processing and analysis was applied to the obtained LA, RA, RF,
VTA and VTF parameters, before pattern classification with Neural Networks.
It will be explained in the following section.
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3 Results

3.1 Principal Component Analysis

When the size of the input vector is large, but vector components are highly
correlated, it is advisable to reduce the dimensions of input vectors. A suited
procedure is Principal Component Analysis (PCA) according to which compo-
nents with the largest variation come first, while removing those components
that contribute the least to variation in the data set. PCA is carried out on
all parameters (LA, RA, RF, VTA and VTF). This exploration indicates better
features of amplitude parameters (LA, RA and VTA) as opposed to frequency
parameters. An exhaustive PCA on them found the variance explained by each
principal component, channels included. Table 1 shows the percentage of variance
explained by each amplitude parameter and channels in groups. In this table,
the parameters used were obtained by method A, processing with the standard
deviation before PCA.

Table 1. Variance explained. The parameters are obtained from method A.

Variance Parameter/Channel
Explained LA RA VTA

90% 5:13, 19:25 1:3, 5:13, 16:17, 19, 22:25 1:7, 10:11, 14, 21:26
95% 4:13, 19:26, 28:29 1:20, 22:25. 29 1:8, 10:11, 13:14, 21:28, 30
99% 1:15, 19:30 1:30 1:30
100% 1:30 1:30 1:30

3.2 Competitive Neural Nets

Segmentation is a technique for grouping objects with similar properties in the
same clusters, while objects from different clusters are clearly distinct. Compet-
itive Neural Network [25] is a powerful tool for cluster analysis. The neurons
of competitive networks learn to recognize groups of similar input vectors, in
such a way that neurons physically close together in the neuron layer respond
to similar input vectors. Input vectors are presented to the network sequentially
without specifying the target.

Table 2. Competitive learning. The parameters used were abtained from method A.

Parameters Clusters Success %
LA, RA, RF, VTA, VTF 155 34.60

RA, VTA 143 35.69
VTA 137 37.06

VTA, VTF 162 39.51
LA, VTA 150 40.05

LA, RA, VTA 156 40.33
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The results of competitive learning are shown in table 2. The parameters used
were obtained from method A. Kohonen learning rate was 0.01 and conscience
bias learning rate was 0.01 too. Although the network was trained for differ-
ent epochs, this table only shows the results obtained for 4,000 epochs. After
training, we supply the original parameters to the network as input and finally
convert its output to class indices. Cluster number and success percentage are
indicated. The best results were obtained with amplitude parameters LA, RA
and VTA. Therefore these will be used to train backpropagation.

3.3 The Backpropagation Multilayer Feedforward Network

A multilayer feedforward neural network is an interconnection of perceptrons
in which data and calculations flow in a single direction, from the input to the
output data. Multiple layers of neurons with nonlinear transfer functions allow
the network to learn linear and nonlinear relationships between input and output
vectors.

In our investigation we have created a neural network, which consists of three
layers. The input layer consists of 30 to 90 neurons, depending on parameter
dimensions. The hidden layer consists of 45 to 135 neurons, and the output layer
has 10 neurons since we have only ten speakers to identify.

One hidden layer is generally sufficient. Two hidden layers are required for
modeling data with discontinuities such as a saw-tooth wave pattern. Using two
hidden layers rarely improves the model, and it may introduce a greater risk of
converging to a local minimum. There is no theoretical reason for using more
than two hidden layers. One of the most important characteristics of hidden
layers is the number of neurons. If an inadequate number of neurons is used,
the network will be unable to model complex data, and the resulting fit will
be poor. On the other hand, if too many neurons are used, training time may
become excessively long, and what’s worse, the network may overfit the data,
which jeopardizes generalization as well.

An elementary hidden layer neuron has R inputs which are weighted by an
appropriate Wn,r value. The sum of the weighted inputs and the bias yields
the input to hidden neuron transfer function f1. Likewise, an elementary output
layer neuron has N inputs weighted by an appropriate LWs,m value. The sum
of the weighted inputs and the bias yields the input to output neuron transfer
function f2.

In backpropagation learning it is important to calculate the derivatives of
any transfer functions used. Neurons may use any differentiable transfer func-
tion f to generate their output. For both input layer and hidden layer neurons
we have used the tansig transfer function. The neuron of the last layer carries
the linear transfer function. For training the neural network we have used the
Levenberg-Marquardt algorithm, and the method called early stopping for im-
proving generalization. The training data are used for computing the gradient
and updating network weights and biases. The error from validation data is
monitored during the training process. Validation error usually decreases during
the initial phase of training, as does the training set error. However, when the
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network begins to overfit the data, the error from the validation set typically be-
gins to rise. When validation error increases after a certain number of iterations,
training is stopped.

Results have shown better success rates when parameter LA and a hundred
percent of variance explained were used. Table 3 summarizes the three methods
and the post-processing assessed. The global maximum is the maximum of all
utterances by a specific speaker.

Table 3. Results of the Neuronal Network with data normalized according to methods
and data post-processing. Only parameter LA is shows.

Post-processing
Method Data Set No Processing Global Maximum Standard Deviation

A

Train 66.94 66.94 88.99
Validate 45.38 44.54 38.66

Test 43.70 43.70 36.13
Impostor 67.80 67.80 22.03

B

Train 79.22 87.81 81.72
Validate 55.08 50.85 33.05

Test 50.42 48.74 31.09
Impostor 44.07 40.68 50.85

C

Train 73.89 63.89 69.44
Validate 56.03 48.74 31.09

Test 50.42 43.70 24.37
Impostor 54.24 57.63 27.12

4 Conclusions an Future Work

In order to achieve our goal of assessing the suitability of DRNL and IHC models
to perform ASR tasks, this paper has analyzed various parameters based on en-
velope extraction. Different normalization methods were applied to parameters.
Principal Component Analysis yields 90% of variance explained using half of the
channels: we needed to use all channels to reach a value of 100%. The cluster
analysis performed using competitive neural nets confirms superior success rates
when training is done with amplitude parameters.

Finally, backpropagation multilayer feedforward networking was used. The
loudness parameter is the one that reaches better indices of recognition, higher
than 40% in all tests (both within methods and after post-processing), and
higher than 50% in the cases of Method C and without post-processing. When
we increase the network training epochs, recognition with training data increases,
but it decreases with both validate data and test data. Regarding recognition
results with impostor data, the highest indices were obtained using half of the
channels.

As future work developments, we first suggest to research with a different set
of sound pressure levels (SPL). In a second phase, we propose to analyze the
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robustness of models and methods used when signal-to-noise ratio decreases. In
this paper, input signals were scaled to only 70dB (normal speech at 1 m dis-
tance is 40-60dB), and in the ‘Ahumada’ database an equivalent noise level of
only 27 dBA was measured.
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Abstract. This paper is concerned with automatic classification of texts
in a medical domain. The process consists in classifying reports of medi-
cal discharges into classes defined by the CIE-9-MC codes. We will assign
CIE-9-MC codes to reports using either a knn model or support vector
machines. One of the added values of this work is the construction of
the collection using the discharge reports of a medical service. This is a
difficult collection because of the high number of classes and the uneven
balance between classes. In this work we study different representations
of the collection, different classication models, and different weighting
schemes to assign CIE-9-MC codes. Our use of document expansion is
particularly novel: the training documents are expanded with the descrip-
tions of the assigned codes taken from CIE-9-MC. We also apply SVMs
to produce a ranking of classes for each test document. This innovative
use of SVM offers good results in such a complicated domain.

1 Introduction

The process of automatic text classification can be defined as follows [5]. Given
a static set of classes C = {c1, · · · , cn}, and a collection of documents to classify
(D), the goal is to find a classification function Φ = D × C → {1, 0}.

Classification is present in most of the daily tasks. One of these classification
tasks is carried out in the Hospitals: the coding of the diagnoses and procedures
in medical episodes. When a patient is discharged, a specialized medical doctor
writes a report that includes the most relevant data occurred in the clinical
episode. These reports are later assigned CIE-9-MC codes by a dedicated office
(the codification service). There is a team of medical doctors (the coders) who
read the discharge report (including the set of diagnoses) and assign CIE-9-MC
codes. This coding is an international system of numerical categories that are
associated to diseases according to some previously established criteria.

The assignment of CIE-9-MC codes to a clinic episode has the following main
elements:

– The main diagnosis, DxP. It is the disease which is established as the cause
of the admission by the doctor who treated the patient.

J. Mira et al. (Eds.): IWINAC 2009, Part II, LNCS 5602, pp. 499–508, 2009.
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– The secondary diagnoses, DxS. These are the other diseases that are present
at the moment of the admission, or the ones which occurred while the patient
was in the Hospital.

This is a supervised multi-class problem. The system learns from a known set
of correctly classified cases (assigned by the coders). A document can belong to
several classes (a discharge report can have several CIE-9-MC codes assigned),
and the number of classes varies between documents. The purpose of our research
is to build an automatic system that, given a new discharge report to be classified,
constructs a ranking of possible codes. In a fully automatic setting, this ranking
could be automatically used to assign codes. In a semi-automatic setting, the
ranking would be presented to a human who would make the final decision.

We use knn and Support Vector Machines (SVM) classifiers. Our work with
knn is similar to the study on knn classifiers in a medical domain reported by
Larkey and Croft [4]. However, we introduce here the following variants in:

– The representation of the documents. We use different representations of
our collection: the complete texts, the diagnosis part of the texts, and the
complete texts expanded with the descriptions of the CIE-9-MC codes (doc-
ument expansion).

– The retrieval techniques. We use different document retrieval models sup-
ported by the platforms Lemur and Indri1.

– The weighting schemes. We use different variants to weight the CIE-9-MC
codes.

2 Construction of the Collection

To build the collection, we first made an study of the services that produce
discharge reports using electronic documents. From this analysis we selected
the Internal Medicine service of the Hospital of Conxo, which is one of the
hospitals in the Complexo Hospitalario Universitario de Santiago, Spain. This
selection was based on the high number of documents available, the large size
of the reports, the uniform format of the documents, and the complexity of the
diagnoses utilized by this service.

The final collection is composed of the discharge reports from jan 2003 to may
2005, with a total of 1823 documents. We randomly split the collection into two
parts: 1501 training documents and 322 test documents. There are 1238 different
classes in the training set and 544 different classes in the testing set. There are 71
classes that are present in the test set but do not appear in the training set. The
74 documents associated to these classes were not be discarded because these
documents have usually other classes assigned and, furthermore, we want the
benchmark to reflect a real setting (there are more than 21k CIE-9-MC codes
and a given training set hardly contains every single code). Table 1 reports the
basic statistics of the collection.
1 www.lemurproject.org
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Table 1. Statistics of the collection

Training Test
# docs 1501 322
Size 5963Kb 1255Kb
Avg # codes per doc 7.06 7.05
Max # codes per doc 23 19
Avg # terms per doc 519.5 508.1
Min-Max # terms per doc 64-1386 109-1419

3 Text Classification Based on knn

Classification methods based on knn utilize a similarity or distance measure be-
tween documents. The basic idea is that an incoming report, dnew , will be classified
according to the classes assigned to the training documents that are dnew’s k near-
est neighbors. This classification method is popular because it is simple, intuitive,
and easy to implement. Furthermore, it has shown to perform well in other studies
[1,7], particularly when the collection is unbalanced. This is our case here.

The knn method retrieves initially k training documents that are similar to
the test document, dnew . Then, it assigns CIE-9-MC codes to dnew according
to the codes associated to the retrieved documents. In our work, we use Lemur,
a popular Information Retrieval platform, to support the retrieval phase. An
index is built from the training set of documents and the test documents act as
queries against the index. Each retrieved document has a similarity score and
the list of retrieved documents is sorted in decreasing order of this score. Each
code associated to every retrieved document becomes a candidate to be assigned
to the test document. Table 2 presents this rank, including the codes associated
to the retrieved documents. Every retrieved document has a code associated to
the main diagnosis (main code) and several secondary codes associated to other
diagnoses reported by the doctors.

Although some studies suggest to use k = 20, we did experiments with varying
k. Given the ranked documents, the next step is to produce a ranking of codes
for the test document. We use the following expression: Scorec =

∑i=k
i=1 simi ·

wic, where wic is the weight associated to code c in document i. For every test
document, a list of possible codes ranked by decreasing Scorec is produced.
Regarding wic we evaluated several alternatives. The simplest one is the baseline
weighting method, where wic = 1 when the code c is assigned to the training

Table 2. Ranking of documents in decreasing order of similarity to a test document

Doc Rank simi Main Code (DxP) Secondary Codes (DxS)
51007762 1 -5.60631 787.91 787.01 553.3 ...
41000982 2 -5.63082 507.0 491.21 518.84 ...

... : ... ... ... ...

... k ... ... ... ...
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document i and wic = 0 otherwise. Other variants of this weighting scheme will
be discussed later.

Note that Lemur implements different IR models and some of them (e.g. the
one used to produce the ranking shown in Table 2) return negative similarity
values. Since the definition of Scorec requires positive similarities, we introduce
the following normalization: Scorenc =

∑i=k
i=1 esimi · wic.

4 Text Classification with SVMs

Support Vector Machines (SVMs) are learning methods proposed by Vapnik [6]
that have proved to be very effective in Text Classification [7], and in many other
learning problems. SVMs deal naturally with binary (i.e. two-class) classification
problems. A SVM model permits to define a linear classifier based on a hyperplane
that acts as a border between the two classes. The elements to be classified (docu-
ments in our case) are represented using a vector space model. Let us first assume
that the documents from each class are separable in this representational space.
SVMs look for a hyperplane that separates the classes and, among the alterna-
tives, the hyperplane that is maximally far away from any document is selected.
The distance between the hyperplane and the nearest elements is called margin
and the elements of each class that are the closest points to the hyperplane are
referred to as support vectors. This is illustrated in Figure 1(a).

Formally, given a training set represented as {(x1, y1), ..., (xn, yn)}, where xi is
a vector (xi ∈ Rk) and yi ∈ {−1, 1} indicates the membership of xi to one class
or another. The xi elements can be separated by a hyperplane with the form
wT ·x+ b = 0, where w is a weight vector (perpendicular to the hyperplane) and
b is a constant. The classifier is f(x) = sign(wT · x + b).

It can be proved that finding the maximum margin hyperplane can be ex-
pressed through the following minimization problem [6]: Find w and b such that:
a) 1

2wT w is minimum, and b) ∀xi, yi : yi(wT xi + b) ≥ 1. There is plenty of
studies in the literature on a wide range of optimization techniques to resolve
this problem. We skip here any further details about these methods.

In real applications, classification problems are hardly linearly separable.
Therefore, it is often necessary to permit that the above conditions do not hold

(a) Linearly separable case (b) No linearly separable case

Fig. 1. SVM in two dimensions
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Fig. 2. SVM in two dimensions with slack variables

for all the examples. The usual strategy to deal with these situations is to allow
that the hyperplane makes some mistakes (i.e. some points are misplaced), as
shown in Figure 1(b). Formally, this means that we introduce slack variables into
the model. For each xi, we associate a ξi value as follows. A nonzero value for
ξi allows xi to not meet the margin requirement at a cost proportional to the
value of ξi. This situation is depicted in Figure 2. According to this, the slack
variables will have a value of zero when the point is correctly situated, and a
positive value when the point is misplaced. This new learning problems is for-
mally defined as: Find w, b, ξi ≥ 0 such that: a) 1

2wT w + C ·
∑

i ξi is minimum,
and b) ∀xi, yi : yi(wT xi + b) ≥ 1 − ξi

The new minimization problem involves a tradeoff between how large we can
make the margin, and the amount of elements that can be wrongly classified.
Obviously, we could maximize the margin by simply augmenting the number of
wrongly classified elements, but the quality of the classifier would be harmed.
The C constant is a way to control this overfitting tradeoff. With a high C,
the classification will be stricter and we allow less wrongly classified examples
(the margin is reduced). A low C means that a more flexible classification is
implemented, with larger margin but with more wrongly classified examples.
In our empirical study, different C values will be tested in order to understand
properly the effect of this tradeoff in the context of our difficult problem.

The approach described above works well with linearly separable datasets that
only have a few exceptions or noisy points. However, some problems do not fit
this pattern. There are ways to transform a not linearly separable problem into
a linearly separable one. A given classification problem is much more likely to
be linearly separable if it is transformed into a new classification problem that
has a higher dimension. The vectors xi are mapped into a higher dimensional-
ity space using a non-linear transformation of the input space, Φ(xi). Next, the
SVMs learn the maximum margin hyperplane in the context of the expanded
space. Generally, it is complex to compute the Φ mapping but, for learning
purposes, it is sufficient to be able to compute the internal product between
points in the new space: Φ(xi)T Φ(xj). If the product can be calculated effi-
ciently using the original data (i.e. without having Φ(xi) and Φ(xj)), then the
learning problem can be solved in an efficient way. A kernel function, K(xi, xj) =
Φ(xi)T Φ(xj), corresponds with this internal product in the expanded space of
characteristics.
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4.1 Application in the Clinical Domain

Our CIE-9-MC code assignment problem is inherently multi-class but SVMs
are originally designed to do binary classification. Two main alternatives are
discussed in the literature to apply SVMs when the number of classes, c, is
greater than two [2]:

– (1-vs-all): it builds c one-vs-rest classifiers and chooses the class whose the
hyperplane classifies the test document with the largest margin.

– (1-vs-1): it builds c·(c−1)
2 one-vs-one classifiers (one for each possible pair of

classes), applies the test document to every classifier and chooses the class
that is selected by the most classifiers.

We use here 1-vs-all because it involves the construction of fewer classifiers
(one per class). Observe that these methods are designed to assign a single
class to each test document. Since we need to assign several codes to every test
document (or, more generally, we need to build a ranking of codes for each test
document), we adapt 1-vs-all as follows. The margin between the test document
and the hyperplane associated to every class is regarded as a fitness measure for
the document and the class. Hence, classes are ranked by decreasing order of the
margin between the test document and the class’ hyperplane.

As argued above, we need a vectorial representation of the documents in a
space of characteristics. We opted here to represent documents as vectors of tf/idf
weights (each dimension represents a term of the vocabulary). This weighting
method has been applied thoroughly in the literature of IR. We used SV M light

[3] to implement the SVM learning process.

5 Evaluation Metrics

The evaluation metrics described in this section require the existence of a gold
standard. In our case, we know the correct codes for each test document because
every training or test document has a list of classes assigned by the coders.
Of course, the list of codes associated to the test documents is only used for
evaluation purposes. We adopt the following metrics, which have been used in
the past for evaluating classifiers of clinical records [4]:

– Average 11 point precision: Precision and recall are standard IR evaluation
measures. In our case, precision is the proportion of codes suggested by the
classifier that are correct. Recall is the proportion of all correct codes that
have been suggested by the classifier. Average precision is computed across
precision values obtained at 11 evenly spaced recall points.

– Top candidate: proportion of cases in which the main code is the top candi-
date suggested by the classifier.

– Top 10 : proportion of cases in which the main code is in the top 10 candi-
dates.

– Recall 15, Recall 20 : level of recall in the top 15 or top 20 candidates.
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6 Experiments with knn

The same preprocessing was applied to test and training documents. We used
an stoplist to remove common words, and we did not apply stemming because
it does not usually produce benefits in medical domains [4]. For the retrieval
step we selected the following retrieval models: Indri ’s retrieval model, and two
variations of the IR vectorial model (referred by Lemur as tf/idf and cosine).

CIE-9-MC codes have the format CCC.S[X ], where CCC is the category or
section, S is the subcategory and X is a subclassification of the subcategory (it
only exists for some subcategories). We evaluate here two different classification
problems: category classification (i.e. assign properly the CCCs without regard to
subcategories or subclassifications), and code classification (i.e. assign properly
the whole code), which is a fine-grained classification and, therefore, it is harder.

6.1 Documents Representation

We created three representations of the collection, namely:

– Diagnoses : contains the sections of the discharge report where the medical
doctor wrote the diagnoses (i.e. the rest of textual explanations in the report
are discarded).

– Total : the complete discharge report is considered.
– Total + CIE-9-MC : composed by the complete discharge report plus the

textual descriptions of the CIE-9-MC codes assigned by the coders. The
training documents are therefore expanded with code descriptions that are
obtained from the CIE-9-MC taxonomy.

Observe that the information encoded for the test and training documents is
the same with the Diagnoses and Total representations. In contrast, with Total
+ CIE-9-MC, the representation of the training and test documents is uneven:
training documents incorporate additional descriptions from the assigned codes
but test documents are not expanded because no information on assigned coded
is available at testing time.

Table 3 reports the performance results obtained with k = 20, the baseline
weighting and Indri’s IR model. These results show that Total and Total + CIE-
9-MC are the most reliable representations for both classification problems. We
also did some experiments with k = 10 and k = 30 but concluded that k = 20 is
the most robust configuration.

Indri’s retrieval model is a competitive IR method based on combining statis-
tical language models and inference networks. However, it might be the case that
other IR models are better than Indri for this knn problem. So, we compared
Indri against two other IR models implemented by Lemur (tf/idf and cosine).
This comparison, which is reported in Table 4, was done for the code classifica-
tion problem using the Total representation. The tf/idf model is clearly inferior
to the other models. On the other hand, cosine looks slightly superior to Indri.

Still, the results are not good enough to build and automatic classification
system. Some of the metrics (e.g. Top candidate) show poor results. Next, we
propose variations that improve the performance of the classifiers.
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Table 3. Performance results. knn model (k=20, baseline weighting, Indri’s IR model).

Representation AvgPrec TopCand. Top10 Rec15 Rec20
Code Classification

Diagnoses 44.0 14.9 58.7 52.6 57
Total 43.1 16.1 64.9 52.5 57.7

Total + CIE-9-MC 43.8 17.4 64.3 53.1 58.2
Category Classification

Diagnoses 52.0 21.1 67 60.8 67.9
Total 51.2 22.7 74.2 62.4 67.7

Total + CIE-9-MC 51.8 24.5 73.9 62.9 68.2

Table 4. Performance results for code classification. knn model (k=20, baseline weight-
ing, Total representation).

Model AvgPrec TopCand. Top10 Rec15 Rec20
Indri 43.1 16.1 64.9 52.5 57.7
tf/idf 40.1 10.5 55.6 50.7 55.6
cosine 45.0 17.1 65.5 54.3 60.0

Effect of the weighting system. The results reported above were obtained
with the baseline weighting, which is rather simplistic. Rather than assigning
a weight equal to one to every code assigned to the retrieved documents, we
will now assign a weight greater than one to the main code assigned to every
retrieved document and a weight equal to one to the secondary codes. In this
way, the main codes receive extra weight in the classification. Table 5 presents
the results obtained with varying weights for the main codes.

These results show that Top candidate and Top 10 improve as the weight
given to main codes increases. In contrast, Avg. Precision, Recall 15 and Recall
20 tend to decrease slightly with higher weights. However, the improvements in
Top candidate and Top 10 are very substantial in comparison with the decrease
of the other measures. This shows that the weighting strategy described above
works well for these classification problems.

Table 5. knn model (k=20, Total representation, Indri model)

Weight (Main code) AvgPrec TopCand. Top10 Rec15 Rec20
code classification

1 43.1 16.1 64.9 52.5 57.7
1.5 42.5 28.9 68.9 52.4 57.5
1.8 41.7 31.9 69.9 52.3 57.5
2.3 40.8 34.5 73.3 51.0 54.3
2.5 40.5 34.5 73.3 50.9 54.3
2.7 40.3 35.4 73.6 50.9 54.3
4.3 37.2 37.3 76.7 45.5 52.7

category classification
1 51.2 22.7 74.2 62.4 67.7

1.5 50.6 33.8 77.0 62.4 67.5
1.8 50.3 36.0 78.6 62.4 67.4
2.3 49.3 38.8 80.1 61.2 65.7
2.5 48.9 39.1 80.1 61.2 65.7
2.7 48.5 40.3 80.4 61.2 65.7
4.3 46.0 41.3 82.9 57.0 64.5
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Table 6. SVM, Total representation, linear kernel

C AvgPrec TopCand. Top10 Rec15 Rec20
code classification

Default 58.1 16.1 74.8 67.3 72.8
0.5 59.4 16.7 73.2 67.3 72.8

1000 59.4 16.7 73.2 67.3 72.8
category classification

Default 66.0 22.0 84.1 77.6 82.2
0.5 67.3 22.9 83.2 77.8 82.3

1000 67.3 22.9 83.2 77.8 82.3

Table 7. knn vs SVM

AvgPrec TopCand. Top10 Rec15 Rec20
code classification

knn 40.3 35.4 73.6 50.9 54.3
SVM 59.4 16.7 73.2 67.3 72.8

category classification
knn 48.9 39.1 80.1 61.2 65.7
SVM 67.3 22.9 83.2 77.8 82.3

6.2 Experiments with SVM

The SVM experiments were done with the Total representation, which worked
reasonably well for knn. We ran classifications using varying C values, and with
the following kernels: linear, polynomial and gaussian. However, we only report
here results for linear kernels because these kernels worked better than non-linear
kernels. The results are presented in Table 62.

6.3 Comparing Knn and SVM

We selected the most robust knn configurations (Table 5, weight=2.7 for codes
and weight=2.5 for categories) and compared them against the best SVM con-
figurations. Table 7 presents this comparison. This shows that knn with proper
weighting is very effective to achieve good Top Candidate performance. How-
ever, SVM beats knn in nearly all the remaining cases. The knn classifier might
be useful if we were to select a single class for every test document. However,
as argued above, the average number of codes per document is around 7 and,
therefore, Avg. Precision, Top 10, Recall 15 and Recall 20 are more important
than Top Candidate in this domain. These results indicate that SVM is a better
classifier than knn for our classification problem in the medical domain.

7 Conclusions

In this paper we presented preliminary experiments on different classifiers that
automatically assign CIE-9-MC codes to medical documents. We created a new
collection composed of discharge reports from an Internal Medicine service and
we experimented with different representations of the collection. Comparing knn
2 The Default setting for C is n/

∑n
i=1 xi · xi, where n is the number of training

documents.
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against SVM we found that knn is better than SVMs to identify the main code
associated to a given report. However, SVMs are more adequate than knn for
supporting the medical coding process because we need to find automatically as
many codes as possible and SVMs show a more consistent behavior in terms of
recall. This is a new demonstration of the learning power achieved with SVMs.
The performance results obtained here are good enough to build a system that
constructs a ranking of candidate codes for every new discharge report. This
would be presented to a medical coder who would benefit from the availability
of this ranked list.
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Abstract. Resource planning in automotive industry is a very complex
process which involves the management of material and human needs
and supplies. This paper deals with the production of plastic injection
moulds used to make car components in the automotive industry. An
efficient planning requires, among other, an accurate estimation of the
task execution times in the mould production process. If the relation be-
tween task times and mould parts geometry is known, the moulds can be
designed with a geometry that allows the shortest production time. We
applied two popular regression approaches, Support Vector Regression
and Radial Basis Function, to this problem, achieving accurate results
which make feasible an automatic estimation of the task execution time.

Keywords: Function approximation, Automotive industry, Plastic in-
jection mould, Support Vector Regression, Radial Basis Function.

1 Introduction

Resource optimization in the industrial environment is critical for the enterprise
success. The reduced delivery deadlines and profit margins force corporations
to improve their production and design systems, incorporating qualified staff
and acquiring high-technology equipment. These strong inversions require a fine
resource planning to optimize the performance. The available planning systems
(MRP - Material Requirements Planning [1], JIT - Just in Time [2], among
others) pursuit to increase the competitivity optimizing the resources, reducing
stocks, etc. The input data include the needs in raw materials, technical and
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Fig. 1. Left: metallic mould for plastic injection. Right: two car components produced
with injection moulds.

human resources in the short and medium terms. The providers bring their
products when they are necessary, in order to reduce stocks and, subsequently,
financial and storing costs. A right resource planning allows to: 1) finish the
product in time; 2) optimize the human and technical resources; 3) identify the
bottlenecks early enough to refine the planning or to sub-contract the work which
the enterprise is not able to do; 4) not to reject works which would be done, nor to
accept works which can not be finished on time; 5) to win quality and customer
confidence. These advantages are very important in the automotive industry, in
which the most famous planning methodologies (e.g. JIT) were born.

The production systems can be classified into two categories. 1) Series pro-
duction, in a production chain making a high number of units. Since the time
production is controlled, the planning is relatively simple, and the key issue is the
supply management. 2) Production under request, where the units are specific
depending on the customer requirements. Here, the estimation of human and
material needs is not easy. The tasks to be developed must be defined from the
product analysis, and the enterprise resource planner estimates their execution
times. Small errors in large execution periods may lead to bottlenecks and to
loose a customer deadline, or to waste resources.

In the context of the current paper, our corporation (Troqueles y Moldes de
Galicia S.A., TROMOSA) is devoted to design and make metallic moulds for
plastic injection. These moulds are used to make car plastic components (door
panels, dashboards, car defenses, among others), usually of big dimensions and
very complex geometries (figure 1). The design of a typical mould takes about



Time Estimation in Injection Molding Production 511

2,000 hours and its production about 7,000 hours (7 work months overall). Once
the mould is designed in 3D using Unigraphics NX [3], the planning department:
1) compiles raw materials (from stocks or acquiring them); 2) defines the tasks
to make each part of the mould; 3) estimates the time required by each task;
and 4) reserves hours en each work center (group of similar machines). The time
estimations require lots of efforts, experienced staff and it usually has a high
error, which leads to an inefficient use of the human and technical resources. On
the other hand, the exact time required by each task is logged into the man-
agement system. The objective of the current paper is to estimate the execution
time of each task, using the 3D geometric features of the mould parts involved
in the task. We used machine learning techniques to estimate these times from
a set of data exemplars contaning times and geometric features. This estimation
provides a feedback to the part design stage: it allows to design the mould while
optimizing its production time, e.g. selecting the shortest-time design for each
part among different alternative designs.

2 Materials and Methods

The estimation of the task execution time using the geometric features of the
mould parts is a function approximation (or regression) problem, where the
function is the task time and the variables are the geometric features. Some
of the most popular machine learning approaches for regression are ε-Support
Vector Regression (SVR) [4] and Radial Basis Function (RBF) [5], which we will
briefly describe in the following subsections.

2.1 Support Vector Regression

Based on the Statistical Learning Theory [6] of Vapnik and co-workers, ε-SVR is
the version of SVM for function approximation. Given N training data {xi, di}N

i=1
with xi ∈ IRd, di ∈ IR, ε-SVR seeks for a linear function f(x) = 〈w,x〉 + b,w ∈
IRd, accepting a maximum deviation ε between f(xi) and the target data di. In
order to maximize the generalization ability (flatness) of f(x) (or equivalently,
to minimize its Vapnik-Chervonenkis dimension), the norm ‖w‖ must be mini-
mized, subject to the conditions |di − f(xi)| < ε, i = 1, . . . , N . Given that the
whole satisfaction of all the constraints may be not possible, the slack variables
ξi, ξ

∗
i ≥ 0 are introduced to measure the deviation with respect to the ideal

case. Therefore, not only ‖w‖ must be minimized, but also the total deviation∑
i(ξi + ξ∗i ):

minimize
1
2
‖w‖2 + C

N∑
i=1

(ξi + ξ∗i ) (1)

subject to di − 〈w,xi〉 − b ≤ ε + ξi (2)
〈w,xi〉 + b − di ≤ ε + ξ∗i (3)

ξi, ξ
∗
i ≥ 0, i = 1, . . . , N (4)
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The regularization parameter C sets the trade-off between the flatness of
f(x) and the total deviation. Thus, we use a loss function |δi|ε = 0 if δi < ε
and |δi|ε = δi − ε otherwise, where δi = di − 〈w,xi〉 − b. Using the Lagrange
Multipliers technique for this quadratic optimization problem with constraints,
we build the Lagrangian function L:

L =
1
2
‖w‖2 + C

N∑
i=1

(ξi + ξ∗i ) −
N∑

i=1

(βiξi + β∗
i ξ∗i )

−
N∑

i=1

αi(ε + ξi − di + 〈w,xi〉 + b) −
N∑

i=1

α∗
i (ε + ξ∗i + di − 〈w,xi〉 − b) (5)

The values βi, β
∗
i , αi, α

∗
i ≥ 0 are the multipliers. From the Lagrange theorem, the

following conditions must be imposed on the primal variables w, b, {ξi, ξ
∗
i , i =

1, . . . , N}:

∂L
∂w

= w −
N∑

i=1

(αi − α∗
i )xi = 0 (6)

∂L
∂b

=
N∑

i=1

(α∗
i − αi) = 0 (7)

∂L
∂ξi

= C − αi − βi = 0 (8)

∂L
∂ξ∗i

= C − α∗
i − β∗

i = 0 (9)

From equations 8 and 9, we obtain βi = C −αi and β∗
i = C −α∗

i , thus removing
βi and β∗

i . In order to approximate non-linear functions, a non-linear mapping
Φ(x) is used to translate the input pattern x into a high-dimensional hidden
space where a linear function f(x) = 〈w,Φ(x)〉 + b can give an acceptable
approximation. The Mercer kernels K(x,y) verify:

K(x,y) =
∑
i∈IN

λiφi(x)φi(y) = 〈Φ(x),Φ(y)〉, Φ(x) ≡
∑
i∈IN

√
λiφi(x)ei (10)

Where ei is the i-th basis vector in the hidden space. Thus, K(x,y) is the dot
product of Φ(x) and Φ(y) in a finite or infinite-dimension hidden space defined
by Φ. Imposing the conditions 6–9 in eq. 5 we obtain the dual optimization
problem in the hidden space:

maximize

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

−1
2

N∑
i=1

N∑
j=1

(αi − α∗
i )(αj − α∗

j )K(xi,xj)

−ε

N∑
i=1

(αi + α∗
i ) +

N∑
i=1

di(αi − α∗
i )
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subject to
N∑

i=1

(αi − α∗
i ) = 0 and αi, α

∗
i ∈ [0, C]

Also, from eq. 6 the weight vector w in the hidden space can be written as:

w =
N∑

i=1

(αi − α∗
i )Φ(xi) (11)

Replacing w in f(x) and taking into account that 〈Φ(xi),Φ(x)〉 = K(xi,x),
we obtain:

f(x) =
N∑

i=1

(αi − α∗
i )K(xi,x) + b (12)

The function f is the flattest one in the hidden space instead in the input
space. The multipliers αi, α

∗
i are non-zero only for the Nsv training patterns

used as support vectors. The number of parameters stored by the SVR is given
by Np = 2Nsv + Nsvd + 1 = 1 + (d + 2)Nsv (two values αi, α

∗
i for each support

vector xi, the Nsv d-dimensional support vectors xi and b).

2.2 Radial Basis Functions

RBF [5] are feed-forward neural networks with a single hidden layer, specially
designed for function approximation tasks (only one-output RBF networks are
used in this paper). The Nh hidden neurons have radial basis activation (typi-
cally Gaussian) functions φi(‖x − ci‖), whose output is only non-zero in an en-
vironment of the neuron center ci. The output layer linearly filters with weights
wi the hidden layer output. Given an input pattern x ∈ IRd, the RBF output
(considering Gaussian functions with spread γi) is given by:

f(x) =
Nh∑
i=1

wiφi(‖x − ci‖), φi(x) = e−x2/γ2
i (13)

Hybrid training methods usually determine ci and γi in an unsupervised way
(randomly selecting or clustering training patterns), and the weights wi using a
supervised method as the Least Mean Squares algorithm. Completely supervised
methods as the Delta rule have been also used [7] to calculate wi, ci and γi. We
used the MatlabTM implementation of RBF networks. The training algorithm
starts with zero hidden neurons, and the training pattern with the highest mean
squared error is found. Then, a hidden neuron is added with a center ci equal to
xi and with pre-specified γi. The weights wi are trained using the Least Mean
Squared method. This process is repeated until the mean squared error falls
below a pre-specified value. The number of parameters used by the RBF is given
by Np = Nhd + Nh = (d + 1)Nh (the Nh d-dimensional centers ci, which are
selected training patterns, and the Nh output weights wi).
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Table 1. Selected geometric features. The selection process was based on its a priori
significance for the manufactoring complexity.

No. Feature Description
1 Mechanized area Surface of all the mould part faces
2 Inner edge length Length of all the edges inside the part
3 Removable material Part volume to remove

(maximum volume minus part volume)
4 Volume Part volume
5 Normal drill volume Volume of the shallow holes
6 Deep drill volume Volume of the deep holes
7 #Circular edges Number of circular edges
8 #Curved edges Number of curved edges
9 #Straight edges Number of straight edges
10 #Faces Number of part faces
11 #Cilincric faces Number of cilindric faces in the part
12 #Non-flat faces Number of non-flat faces in the part
13 #Flat faces Number of flat faces in the part
14 #Coils Number of coils

3 Results and Discussion

In the production of mould parts for plastic injection, a production structure is
defined for each part, containing the materials that are used to make the part
and the production path, i.e., the tasks that must be developed in order to make
it. When a production order for a mould is thrown, the technical staff logs the
time required by each task. Finally, the management system processes these data
in order to calculate the production cost of the mould. In order to estimate the
execution time for each task, we built a data store containing production times,
lists of materials and 3D geometric features extracted from the CAD files of the
mould parts.

3.1 Experimental Setting

After removing the inconsistent or noisy items from the data store, we selected
a data set containign 540 patterns, each one with 14 inputs (geometric features
of the mould parts, table 1) and 8 outputs (execution times of the selected
tasks, table 2). Since each output is independent from the others, we have 8
different functions to approximate, with 14 inputs each one. We randomly se-
lected 10 groups composed of 3 data sets (one training, one validation and one
test set). The 66% of the available patterns were used for training, 17% for
validation (selection of meta-parameters of SVR and RBF) and 17% for test.
The input and output data were pre-processed to have zero mean and standard
deviation one.
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Fig. 2. Up: R against C and γ for SVR and task 8. (Left) Contour. (Right) 3D sur-
face. Down: R and percentage of training patterns used as support vectors (%SV =
100Nsv/N) against trial number (varying C and γ) for SVR.

We used a popular SVR implementation, LibSVM [8], with Gaussian ker-
nel K(x,y) = exp(−‖x − y‖2/γ2), which usually provides very competitive re-
sults. The SVR meta-parameters are C (regularization parameter) and γ (kernel
spread). Following the LibSVM hints, the values C = 2−5, 2−4, 2−3, . . . , 219 (25
values) and γ = 2−15, 2−14, 2−13, . . . , 22 (18 values) were tried, giving a total of
450 combinations. The meta-parameters of RBF (function newrb in MatlabTM)
are the error goal, fixed to 0.01 (system default), and the spread constant of the
Gaussian functions, whose recommended value must be greater than the smallest
distance between training patterns. Since the training patterns are preprocessed
with zero mean and standard deviation one, we tried spread values in the range
−4 : 0.1 : 4. The test performance was measured using the correlation coefficient
R between the desired and real outputs (di and yi respectively):
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Table 2. Selected production tasks (from a total of 65 tasks)

No. Task Description
1 Smoth milling To smooth the iron block and to aproximate it to the

final shape of the part
2 Deep drilling To drill deep holes (more than 5 times the hole diameter)
3 Final milling To smooth the part at the end of the production process
4 Drilling To drill shallow holes
5 Electrode production To make electrodes for the electro-eroding process
6 Penetration eroding To smooth the figure using electrodes
7 Coiling Coil smoothing
8 Total time Sum of the production times for tasks 1-7

R =

N∑
i=1

(di − 〈d〉)(yi − 〈y〉)
√√√√ N∑

i=1

(di − 〈d〉)2
N∑

i=1

(yi − 〈y〉)2

; R ∈ [−1, 1] (14)

Here, 〈d〉 is the mean value of {di}N
i=1 (and the same for 〈y〉). We also report the

number of parameters Np stored by SVR and RBF, which measures the network
complexity.

3.2 Results

The figure 2 shows an example of the tuning of meta-parameters C and γ for SVR
and task 8 (total production time). Both upper graphics show a clear “plain”
region of (C, γ) values where R is stable and R � 0.9. The lower graphic shows
the typical ciclic evolution of R and %SV, strongly dependent on the kernel
spread γ. The fig. 3 shows the desired and real outputs achieved by SVR (upper
panel) and RBF (lower panel) with 4 training sets. The table 3 reports the test
correlation R achieved by SVR and RBF for each task, %SV, the percentage of
training patterns used as neuron centers (%NC = 100Nh/N) by RBF, and Np

of SVR and RBF.

3.3 Discussion

The results vary among tasks (table 3). The tasks 1, 3 and 8 are easy to learn
for SVR (R > 0.9), and it also achieves acceptable results (R > 0.86) in all the
tasks except task 7, which is specially difficult (R = 0.679 and 0.329 for SVR
and RBF respectively). Clearly, RBF works worse than SVR in all the tasks: it
only achieves R-values over 0.8 in tasks 1, 3, 5 and 8, and it is below 0.6 in tasks
2, 4, 6 and 7. The value %SV is between 60%–90% (70.5% in average): SVR
needs many training patterns to learn the problem, but less than %NC of RBF
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Fig. 3. Examples of real against desired outputs for training sets 1-4, achieved by SVR
(upper panel) and RBF (lower panel)

Table 3. Correlations (R), percentages of support vectors (%SV) and neuron centers
(%NC), and number of parameters (Np) used by SVR and RBF for each task

Output SVR RBF
No. Task description R %SV Np R %NC Np

1 Smoth milling 0.943 80.8 4655 0.816 98.0 5295
2 Deep drilling 0.895 67.7 3901 0.545 96.7 5220
3 Final milling 0.943 75.8 4367 0.925 98.6 5325
4 Drilling 0.866 68.9 3970 0.577 100.0 5400
5 Electrode production 0.871 58.1 3348 0.861 96.7 5220
6 Penetration eroding 0.897 59.6 3434 0.459 94.2 5085
7 Coiling 0.679 88.9 5122 0.329 98.3 5310
8 Total time 0.964 64.1 3693 0.904 96.1 5190

Average 0.882 70.5 4061 0.677 97.3 5255
Std. Deviation 0.090 10.7 614 0.227 1.8 97.2

(96–100%, 97.3% in average), which virtually needs all the training patterns.
Besides, the number of parameters Np stored by RBF is clearly greater than
SVR for all the tasks (5255 against 4061 in average, a 29.4% higher).

There are several readings for the industrial context. SVR achieves good R-
values in tasks 1 (smoth milling) and 3 (final milling) because they take a long
time (from 1 hour to several days), which is incorrectly logged by the staff.
Tasks 2 (deep drilling), 4 (drilling), 5 (electrode production) and 6 (penetration
eroding) give slightly worse results. In tasks 2 and 4, the geometric measures are
very exact, so that the bad results might be affected by errors in the time logging.
However, in tasks 5 and 6 the log errors are more difficult because only certain
staff can develop them, so that the errors would probably be in the geometric
features. Task 7 gives the worst results: since the geometric data of the coils are
exact, and since this task is done puntually between two other tasks, the bad
results might be caused by errors in the time logging (times registered incorrectly
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in other tasks). Finally, task 8 (total time) gives the best result (0.964 with SVR
and 0.904 with RBF), showing that the errors seem to be compensated among
tasks. This might also suggest that workers log times in the right production
order, so that the total time is correct, but sometimes they do not log in the
task they are doing.

4 Conclusions and Future Work

We applied two well-known machine learning techniques (SVR and RBF) to the
approximation of task execution times using geometric features as inputs. These
tasks compose the production process of plastic injection moulds used to make
car components in the automotive industry. The good accuracy achieved by SVR
makes feasible an automatic time estimation for a given mould design. Since the
time is a key element for the production planning, this would allow to select
the shortest-time design and to use the estimated time for each task in order
to optimize the design stage. We have also found some defficiencies in the task
times and in the geometric data of the parts.

Future work includes to try other neural and statistic approaches to estimate
the times, as well as to increase the quantity and quality of the available data,
extending the proposed methods to other tasks and helping the workers to log
the task times. We will also include qualitative data about geometric aspects
which are relevant for the production times, in order to avoid them in the design
stage if they difficult this production (small radius, nerves, sloped walls, inner
edges in sloped walls, among others).
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Abstract. This paper depicts a research work that uses neural networks
to predict academic performance in mathematics, focusing on students
enrolled in a public school in Chile. This proposal identifies social, knowl-
edge and psychological issues that impact upon successful learning in a
meaningful way. The experience considers different instruments used to
gather the necessary information for training the neural network. This
information includes the level of knowledge, the logical-mathematical in-
telligence, the students’ self-esteem and about 80 factors considered as
relevant in an international project known as PISA. The most adequate
network configuration can be found with different experiments. Results
show a good predictive level and point out the importance of using local
data for fine tuning.

Keywords: Learning process, Performance prediction, Neural Net-
works.

1 Introduction

The learning process is supported by an interacting set of elements that char-
acterizes a particular student, the most important of these elements involve the
knowledge the students have, their psychological traits and the social environ-
ment in which they are immersed.

Identifying these elements in order to analyze how they affect the results in the
learning process could allow us to decrease their weaknesses and increase their
strengths. Early detection of risk elements may lead to take remedial actions
with higher impact on the learning process.

This work is a follow-up research study to the one described in [5], that uses
a simple prototype for working on a database obtained from PISA project. This
prototype shows the potential of using neural networks as a tool for supporting
performance prediction. From this starting point we developed a more complete
model with a specific school as a target for evaluating the model.

The target population considers a group of 102 male students, classified into
three classes, having approximately 35 students in each class, aging from 13 to
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16. A key difference with the former experience lies in that we consider additional
elements that impact on the learning process, in order to obtain a more robust
model that can reflect the expected behavior in a more reliable way.

The novelty of this approach, if we compare it with previous works, is the ad-
dition of other elements, such as the student’s knowledge, his/her mathematical-
logical intelligence, and his/her self-esteem. The meaning attached to a represen-
tation depends on the knowledge that the subject has about the concept being
represented, it also depends on the previous experience the subject has had with
the object or concept being represented as well as the level of the development of
the cognitive structures of the student. We keep the same elements considered in
PISA [6]; as they are accepted as invariant factors; socioeconomic and cultural
aspects have a great influence on the performance of the students. If a student
belongs to a better-off family, he or she is going to get better marks in tests than
a student that can be classified as belonging to a family with lower incomes.

While there is a series of elements that can explain, as a whole, why some
students or some schools get better scores; there is not a unique factor to explain
why some schools get better results than a different one.

The objective of this work is to design and implement a system to predict
students’ performance, based on the available information, considering a set of
elements ranging from economic to social, including knowledge and intelligence
attributes. To do this, the commercial software Neurosolutions is used, and we
analyze a series of alternative neural network configurations to compare the
software behaviour.

There are many studies that involve the use of neural networks to solve a wide
variety of problems, ranging from medicine to financial applications. Prediction
is one of the most popular topics covered using neural networks, as described
in an early work in 1991, which focuses on defect prediction in industrial en-
vironments [10]. We can say that in the last years there are very few research
areas in which neural networks don’t have a relevant presence. Neural networks
consist of numerous simple processing units (called neurons) that learn from
experience without a mathematical model of how the results depend upon the
inputs. Considering historical information, neural networks shape and program
themselves to model the data. The relevant information represented by the data
is distributed across the neural network for processing and learning. Learning
algorithms produce an estimation of the system behavior based on the observa-
tion of input-output pairs. One of the first works that considers an important
set of data can be checked in [2], using a database for training and valida-
tion that consisted of 17,476 student transcripts from Fall 1983 through Fall
1994.

The work presented in [3] is probably the first specific attempt to connect
neural networks and the student model as a key component in an intelligent tu-
toring system. This research uses the backpropagation model of neural networks
to learn a student’s method in performing substractions.

In recent years, different efforts have been devoted to early detection of un-
successful results of learning processes. The authors have been working for some
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years in this topic, including a teaching platform [7], used to identify learning
styles to direct the learning process in such a way that students could take some
advantages associated to their particular profiles. Adaptive tests and item re-
sponse theory have also been considered in [8], focusing on the way in which
knowledge acquisition is accomplished, how it links to students’ profile and how
the students and materials are evaluated.

In [1] the estimation of students’ future performance is addressed through the
use of Bayesian networks, based on values of some specific attributes, but they
consider a reduced data set of high school students containing only 8 attributes.

The impact of combining artificial intelligence techniques in education is also
addressed in [9]. An important work, which is the basis for this proposal can
be found in [5], here we consider a first set of elements to predict students’
success/failure by using neural networks.

The current work focuses on students belonging to high school level, aged be-
ween 13 and 16, as previously indicated. This makes a difference with most of the
work revised in literature, in which emphasis is on university level students, as
in the work of [4], that considers five generations of graduates from an Engineer-
ing Department of University of Ibadan, Nigeria. This work has some important
points in common with our work, in terms of elements taken into account; e.g.,
admission examination scores, age on admission, parental background, types
and location of secondary school attended and gender, among others. All these
elements were used as input variables for the artificial neural network model,
a model based on the Multilayer Perceptron and able to correctly predict the
performance of more than 70% of prospective students.

This article is structured as follows; the first section is made up of the present
introduction; the second section describes the specific problem to be faced; the
third section is devoted to neural networks considerations, section four shows
results we obtained in this experience and finally section five is the one showing
the conclusions of the work.

2 The Problem

The term schooling failure has a very serious impact on students because of
three aspects to be considered. All of them have a negative interpretation and
do not strictly correspond to reality. First, it means that students haven’t pro-
gressed neither on the knowledge acquisition nor in his/her social and personal
development. Second, it represents a negative student image affecting the stu-
dents’ self-esteem and their confidence in future improvement. Third, it focuses
the failure on the student, forgetting the responsibility other agents have in the
process, such as school, family, and the social conditions with which students
interact.

High failure rates lead to consequences such as dropping out of school, difficult
entrance into work force, lack of stability and lower incomes. From this point
of view, weaknesses in the learning process have personal, economic and social
implications.
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There are a lot of important elements that impact on the success of the learn-
ing process. Being able to identify and classify these elements can be a relevant
issue, as it is possible to take some actions to improve students’ performance.
The work of PISA is complemented with studies at a local level in Chile, a na-
tional evaluating system known as SIMCE (System for measuring the quality of
education). SIMCE takes the form of a test that is administered once a year to
different levels of students, with nation-wide coverage. It objective seeks to ob-
tain reliable indicators in order to take actions and develop programs to improve
the quality of the teaching-learning process.

It is important to note that in both initiatives (PISA and SIMCE), the el-
ements that impact the learning process are the same. In both approaches so-
cioecononomic and cultural aspects have a great influence in the performance
of students. Better-off families, in general, are associated to better results. The
socioeconomic level of the school is also affecting the teaching-learning process.
It is not difficult to correlate a students’ low socioeconomic level to school with
low resources.

In this work we are seeking for a representative set of variables about the
knowledge the students have in a particular topic, fractions in mathematics for
this experience, and other individual factors like the student’s self-esteem and
the student’s logical thinking.

We can group the different variables as follows:

– Family and Social variables: Consider data that describe cultural and study
characteristics involving the student and their parents, quality of relation-
ships between the student and their teachers, the student and the school,
parents’ time devoted to support the student’s work, the school environment
and family incomes, among others.

– Knowledge variables: Consider data that quantify the knowledge on a specific
topic in mathematics (fractions).

– Logical intelligence and self-esteem variables: The logical intelligence consid-
ers three possible values (low, adequate and high), and self-esteem considers
specific elements associated to home self-esteem, school self-esteem, social
self-esteem and general self-esteem.

Schooling failure has some additional features: poor academic performance, lack
of adaptation to social rules and self-esteem destruction.

To characterize a student, as indicated, some additional measuring instru-
ments were applied, these instruments are briefly described as follows:

– Pre and Post Test: For measuring the level of knowledge that students
present in mathematics, on the specific topic of fractions. These tests contain
28 multiple selection questions each.

– Logical Intelligence Test: It’s a test consisting of 50 picture-based items. For
each item there is a series of four graphic elements and students have to
deduce the pattern that leads to the fifth element that represents the correct
answer.
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– Coopersmith Test for Selfsteem: Coopersmith describes this test as an inven-
tory consisting of 50 items associated to students’ perception in four areas:
their classmates, their parents, the school and themselves; the student reads
a sentence and decides if the sentence match one of two possible answers:
like me or different to me.

– Test for measuring social factors: This is a test based on PISA and considers
80 variables, such as family resources, parents’ educational level and family
structure among others.

In this work it was considered a higher number of variables than in previous
works [5], due to the level of granularity of items taken into account. The aim
in doing so was to increase the precision associated to answers used to feed
the neural network; former works considered global aspects like the cultural
activities of the family, one issue that now consists of different separated items:
does the student attend ballet events?, does the student listen to classical music?
and so on. Additionally, some technological aspects were added, such as, does
the student have internet connection at home?

The different variables taken into account let us identify the relevant elements
to be used as input to the neural network. We consider 145 input variables,
including social, knowledge, self-esteem and mathematical-logical intelligence
variables.

3 The Neural Network

Predicting the performance of a student can be carried out through regression
analysis in which a function that best fits historical data is sought. The drawback
of this approach is the difficulty to select an appropiate function that can reflect
different data relationships as well as the way in which we should modify output
in case of additional information. A general approach that can handle this type
of limitations is an artificial network which emulates (in a limited sense) the way
the human brain works when solving problems.

We have developed a set of prototypes for choosing the most adequate de-
signs to satisfy requirements in terms of results. Different design parameters try
to cover a broad range of possibilities to observe the behavior of the neural net-
work. During implementation, a common framework was considered: supervised
learning, as it offered better results. By using supervised learning, the neural net
can learn from the input supplied and from the measured error (the difference
between the real output and the expected output). Important elements to con-
sider are the input, the expected output, the way in which we define the error
and a learning rule. We say that the neural network behaves as expected when
we get a small value for error, which is defined as a cost function. The learning
rule defines a systematic way to modify weights in such a way that the cost is
minimized. The most known rule is backpropagation, which is the main method
for error propagation supplied by Neurosolutions.

Error propagation is based on a descent gradient technique used by algorithm
LMS (LMS Eror: Least Mean Squared Error), also known as Delta Rule.
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4 Results

In testing different networks, in all cases we got a stable error before 1000 iter-
ations (epochs), and for each one of them the MSE (Minimum Squared Error)
evolution is shown.

Three different data sets were used. The first one is what we call Chile
database; obtained from PISA project, which is collected without making re-
gional differences, i.e., a global data set that doesn’t take into account dif-
ferences among students living in big cities, in small coastal towns, in small
villages near desert areas, in the north of the country, or in southern islands.
The Chile database contains a population of 4500 Chilean students, each one
of them characterized by 40 social and family variables. The aim for choosing
this configuration is to fix a reference point in order to compare it with results
obtained from more specific sets. In doing so, we expect to point out the im-
pact that specific variables, associated to geographic fetaures, have. The second
and third data sets consider a more detailed set of social variables and include
variables associated to knowledge, and additional characteristics that quantify
logical intelligence and self-esteem. On the other hand, these data sets are smaller
than the first one because of the specific target population.

The first data set (global data set) used 2475 cases for training and 1821 cases
for cross-validation; the local data set was used for testing the neural network.
This data set contains 204 cases belonging to the specific target school. It means
that in this particular case the neural network was trained by using the global
data set, but testing considered the specific regional data. Figure 1 shows the
MSE evolution and Table 1 shows results for the global data set.

Fig. 1. MSE Evolution for the global data set

Table 1. Results for the global data set

Successful students Non-successful students
Correctly predicted 20 18
Uncorrectly predicted 162 4
Net accuracy 10.9% 81.8%
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Fig. 2. MSE Evolution for the second data set

Table 2. Numeric results for the second data set

Successful students Non-successful students
Correctly predicted 17 2
Uncorrectly predicted 2 2
Net accuracy 89.5% 50%

For this data set, the neural network predicted only 20 successful students
results over a set of 182 successful students, getting an 11% of success. On the
other hand, for a set of 22 unsuccessful students, the neural network predicted
18 failures, getting an 82% of success.

The first data set led to bad results, due to the fact that social data that
characterizes a specific regional reality doesn’t necessarily coincide with global
data representing the whole country. It supports the need to train the neural
network with specific data that represent a regional view.

On the other hand, social variables seem as if they were useful in order to
improve the prediction in case of failure but, as indicated, they represent a small
number over the considered universe.

The second data set, consists of 102 regional cases, each one of them considers
145 input variables (family and social, knowledge, logical intelligence and self-
esteem); 50 % (51 cases) for training, 27% (28 cases) for cross-validation (a
process that allows us to detect the moment in which the neural network begins
to degrade due to overtraining) and 23% (23 cases) for testing. Figure 2 shows the
MSE evolution for cross-validation and training, Table 2 shows numeric results.

For the second data set, the neural network predicted 89,5% of successful
students, but only 50% of failures. This can be explained because of the reduced
number of cases in which a student fails; that implies a poor pattern to recognize
an unsuccessful behavior. But, this is the real situation, for the specific school
taken into account only 4 students were not successful in the learning process;
most of the students really learned.

The third data set, consists of 204 cases; obtained from duplicating the second
database; i.e., we are talking of a supervised learning with reinforcement. This
data set uses 50 % (102 cases) for training, 15% (31 cases) for cross-validation
and 35% (71 cases) for testing. Figure 3 shows the MSE evolution and Table 3
shows the corresponding numeric results.
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Fig. 3. MSE Evolution for the third data set

Table 3. Results for the third data set

Successful students Non-successful students
Correctly predicted 61 7
Uncorrectly predicted 1 2
Net accuracy 98.4% 78%

With the third data set results improved up to 98% for successful students
and 78% for students that failed; in other words for a set of 62 students that
achieved good results, the neural network could predict the success of 61 of them;
and for a set of nine students that failed the learning process, the net predicted
correctly seven of them.

The best result was obtained by using an MLP (Mutilayer perceptron) con-
sisting of only one hidden layer, with 16 neurons, 209 input neurons and one
output neuron.

5 Conclusions

For testing the impact of specific variables, we carried out a series of experiments,
changing only one variable at a time; in doing so, we detected that some variables
don’t have a great importance while, as expected, other variables are critical.

From the obtained results, it seems that failure in learning can be predicted
based on social variables, but predicting success in the learning process requires
an additional set of variables that include different features like knowledge, in-
telligence and self-esteem. On the other hand, results can lead to a general con-
jecture, but we believe that a more representative volume of data is necessary to
validate that conjecture, due to the reduced number of students and the impor-
tant number of variables considered. It may seem that the percentages predicted
are far from good results, but from an educational point of view, these values
are considered acceptable.

It is interesting to notice that the parent’s educational level shows a differ-
ence that matches the international studies: the mother’s educational level has
a greater influence on the student’s academic behavior than the father’s edu-
cational level. Although this result is important, it is clear that the probability
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of reverting the effect of these indicators is almost zero; which in turn indicates
that eventually remdial actions must consider more sensible elements.
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J.R. (eds.) IWINAC 2005. LNCS, vol. 3562, pp. 613–621. Springer, Heidelberg
(2005)

9. Salcedo, L.P., Pinninghoff, J.M.A., Contreras, A.R.: Putting Artificial Intelligence
Techniques into Distance Education. In: Gelbukh, A., Reyes-Garcia, C.A. (eds.)
Research in Computer Science. Special Issue: Advances in Artificial Intelligence,
November 2006, vol. 26 (2006) ISSN: 1870-6049

10. Stites, R.L., Ward, B., Walters, R.V.: Defect Prediction With Neural Networks.
In: ANNA 1991: Proceedings of the Conference on Analysis of neural network
applications. Fairfax, Virginia (1991)



Author Index

Abarca, J. I-142
Albalat, Salvador II-11, II-41
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Álvarez-Sánchez, José Ramón
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Antón-Rodŕıguez, M. II-294
Arroyo, A. I-506
Artacho-Pérula, Emilio II-134
Azimi, Javad I-295
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Cuéllar, Miguel I-356
Cull, Paul I-295

d’Anjou, Alicia II-382
Dahl, Veronica I-346
Daza, M. Teresa I-426
de Blasio, Gabriel I-114
de la Cruz Echeand́ıa, Marina I-336
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Di Crescenzo, Antonio I-132



530 Author Index

Di Garbo, Angelo I-155
Dı́az-Pernas, F.J. II-294
Dı́az-Pernil, Daniel I-213
Dı́ez-Higuera, J.F. II-294
Dı́ez, Jorge I-275
Dı́ez-Peña, Amparo II-134
Duro, Richard J. II-372, II-459

Echegoyen, Zelmar II-382
Emmerich, Michael T.M. I-223
Escot, David I-517

Fattori, Patrizia II-304, II-314, II-324
Fern, Xiaoli I-295
Fernández-Caballero, Antonio I-57,

I-375, II-225, II-334
Fernández-Delgado, M. II-509
Fernández-Luque, Francisco II-65
Fernández-Navarro, F. I-245
Fernández, Eduardo I-107, I-121, I-142,

II-353
Fernández, J.C. I-245
Fernández, Miguel A. I-57
Ferrández-Vicente, José Manuel I-67,
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Ruiz, José V. II-264
Ruiz, Ramón II-65, II-284

Sabatini, Silvio P. II-324
Salas, D. II-168
Salas-Gonzalez, D. II-124, II-142, II-150
Salcedo L., Pedro I-87, II-519
Sánchez, Ángel II-264
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Valencia-Garćıa, Rafael I-405
Varela, Ramiro I-265
Vázquez-Mart́ın, R. I-205
Vazquez-Rodriguez, Santiago II-459
Vega-Corona, A. II-179
Vela, Camino R. I-255, I-265
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