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Abstract. In this work, we propose novel results for the optimization of diver-
gences within the framework of region-based active contours. We focus on para-
metric statistical models where the region descriptor is chosen as the probability
density function (pdf) of an image feature (e.g. intensity) inside the region and the
pdf belongs to the exponential family. The optimization of divergences appears
as a flexible tool for segmentation with and without intensity prior. As far as seg-
mentation without reference is concerned, we aim at maximizing the discrepancy
between the pdf of the inside region and the pdf of the outside region. Moreover,
since the optimization framework is performed within the exponential family, we
can cope with difficult segmentation problems including various noise models
(Gaussian, Rayleigh, Poisson, Bernoulli ...). We also experimentally show that
the maximisation of the KL divergence offers interesting properties compare to
some other data terms (e.g. minimization of the anti-log-likelihood). Experimen-
tal results on medical images (brain MRI, contrast echocardiography) confirm the
applicability of this general setting.

1 Introduction

We propose here to focus on the segmentation of homogeneous regions in noisy images
using statistical region-based active contour models (RBAC). In RBAC, region-based
terms can be advantageously combined with boundary-based ones [1, 2]. The evolu-
tion equation is generally deduced from a general criterion to minimize that includes
both region integrals and boundary integrals. The combination of those two terms in the
energy functional allows the use of photometric image properties, such as texture [3]
and noise [4], as well as geometric properties such as the shape prior of the object to
be segmented. In statistical region-based active contours, see [5] for a review, image
features (e.g. intensity) are considered as random variables whose distribution may be
parametric (e.g. Gaussian) or non parametric [6]. Classically, the authors consider the
minimization of the anti-log-likelihood for segmentation [7,8,4]. In this paper, we rather
focus on the optimization of distance between pdfs. Such distances or more generally
divergences can be used in two different manner. On the one hand, they can be used for
segmentation with distribution intensity prior and in this case, we aim at minimizing the
distance between the pdf of the evolving region and a reference one. On the other hand,
they can be used for segmentation without reference and in this second case, we aim
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at maximizing the distance between the pdf of the inside region and the pdf of the out-
side region. In the literature, the minimization of divergences between non parametric
pdfs has first been proposed in [6] for video sequences. It has then been developed for
cardiac structures tracking in perfusion MRI (p-MRI) sequences in [9]. As far as seg-
mentation using the maximization of divergences is concerned, some authors [10] have
also proposed to take benefit of the maximization of the Bhattacharya distance of non
parametric pdfs for segmentation. On the other hand, divergences between Gaussian
distributions have been developed for DTI segmentation in [11].

In this paper, we propose to set a general framework for the optimization of di-
vergences between parametric pdfs within the exponential family. To the best of our
knowledge, such a framework has never been studied for region-based active contour
segmentation. The rationale behind using the exponential family is that it includes,
among others, Gaussian, Rayleigh, Poisson and Bernoulli distributions that have proven
to be useful to model the noise structure [4] in many real image acquisition devices (e.g.
Poisson for photon counting devices such as X-ray or CCD cameras, Rayleigh for ul-
trasound images, etc). Using shape derivative tools as in [12, 6], our effort focuses on
constructing a general expression for the derivative of the energy (with respect to a
domain), and on deriving the corresponding evolution speed. Our general framework
is also specialized to some particular cases, such as the optimization of the Kullback-
Leibler (KL) divergence [13], which gives a simple expression of the derivative.

This theoretical framework is then more explicitly detailed and illustrated for the
case of the segmentation without reference. In this case, we aim at maximizing the dis-
similarity between the pdf of the intensity within the region inside the evolving contour
and the pdf of the intensity within the region outside the contour. In other words, we
perform a competition between the pdfs of these two regions through the maximisation
of divergences. Experimental results are given for the particular case of the KL diver-
gence. We experimentally compare this data term to the classical minimization of the
anti-log-likelihood [7, 14] for the segmentation of the White Matter in brain MRI and
we show that KL maximisation is able to extract a single Gaussian from a mixture of
Gaussian. We also show the applicability of our data term for the segmentation of the
left ventricle in contrast echocardiography where the noise is modelled using Rayleigh.

In this paper, we first set our general setting and introduce shape gradients in
section 2. In section 3, we propose to give some general results for the exponential
family and then for the shape derivative of divergences between pdfs. These results
are then specialized for the KL divergence using the Maximum Likelihood Estimation
(MLE) for the parameters. Experimental results for the maximization of KL divergence
are given in section 4.

2 Optimization of Divergences between Pdfs: General Setting

In this section, we set our general setting for segmentation through the optimization of
distances between pdfs or more generally divergences.

2.1 General Setting

Consider a function y : R
n → χ ⊂ R which describes the feature of interest. The term

y(x) then represents the value of the feature y at location x where x ∈ R
n. Let q(y, Ω)
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be the probability density function (pdf) of the feature y within the image region of
interest. We now assume that we have a function Ψ : R

+ ×R
+ → R

+ which allows us
to compare two pdfs. This function is small if the pdfs are similar and large otherwise.
It allows us to introduce the following functional which represents the distance or more
generally the divergence between the current pdf estimate q(y, Ω) and another one p(y)
which may also depend on another domain:

D(Ω) =
∫

χ

Ψ (q(y, Ω), p(y)) dy. (1)

The distance can be for example the symmetrized Kullback-Leibler divergence when
Ψ(q, p) = 1

2 (p(y) log p(y)
q(y,Ω) + q(y, Ω) log q(y,Ω)

p(y) ).
Such divergences represent a general setting for both segmentation with and without

reference. Indeed, in segmentation problems, we generally search for homogeneous re-
gions regarding with a given feature. We may then modelize the segmentation problem
as the maximization of the distance between the pdf of the feature within the inside
region and the pdf of the feature within the outside region. In order to fix ideas, let us
consider a partition of an image in two regions where Ω is the inside region and Ωc

the complementary outside region. The segmentation may then be formulated as the
maximization of the following criterion:

D(Ω, Ωc) =
∫

χ

Ψ (q(y, Ω), p(y, Ωc)) dy. (2)

On the other hand, we can also consider that we have a reference histogram pref

and that we search for the domain that minimizes the divergence between q and pref .
This last framework may be applied to tracking or to supervised segmentation where a
reference pdf is learned on the region of interest. The theoretical results given in this
paper can be used for both applications.

2.2 Shape Gradient Descent

In order to find an optimum, we perform a shape gradient descent using region-based
active contours. We then have to compute the derivative of the criterion according to the
domain using shape derivation tools [15]. Shape derivative tools applied to region-based
active contours are described in [12, 6] and we won’t remind all the definitions in this
paper. Let us just remind that, from the shape derivative, we can derive the evolution
equation that will drive the active contour towards a (local) minimum of the criterion.
Let us suppose that the shape derivative of the criterion D(Ω) in the direction V may
be written as follows:

< D′(Ω),V >= −
∫

∂Ω

speed(x, Ω)(V(x) · N(x))da(x) , (3)

where N is the unit inward normal to ∂Ω and da its area element.
When minimizing the distance D(Ω), interpreting equation (3) as the L2 inner prod-

uct on the space of velocities, the straightforward choice is to take V=speed(x, Ω)N.
When minimizing the distance D(Ω), we can then deduce the following evolution
equation:

∂Γ

∂τ
= speed(x, Ω)N(x) , (4)



140 F. Lecellier et al.

On the contrary, when maximizing the criterion, we take the opposite sign for the ve-
locity.

3 General Results for Shape Derivative of Divergences within the
Exponential Family

In this paper, we consider that pdfs belong to the exponential family. In this case, the
current pdf estimate q(y, Ω) is now indexed by a set of parameters θ ∈ Θ ⊂ R

κ (e.g.
we have κ = 2 and θ = (μ, σ)T where μ is the mean and σ the variance for the Normal
family). When using the exponential family, we rather index the pdf by η which is the
natural parameter as explained below. In order to derive the criterion, we must take into
account the dependence of the natural parameter with the domain. We then restrict our
study to the full rank κ-parameter canonical exponential family [16]. For this family,
we can establish a 1-1 correspondence between η and Ω and so compute directly the
shape derivative of D(Ω).

In the sequel, let us first introduce the exponential family and some properties and
then explain the computation of the shape derivative. We then specialize our result when
parameters are estimated using the Maximum Likelihood Estimation (MLE) method.
We also give some results for the optimization of the Kullback-Leibler (KL) divergence.
In this case, the shape derivative reduces to a very simple general expression.

3.1 The Exponential Family: Definition and Properties

The multi-parameter exponential family [17] is naturally indexed by a κ-dimensional
real parameter vector η and a κ-dimensional natural statistic vector T(Y ). We draw the
reader’s attention to the fact that η is a function of θ ∈ Θ which is the parameter of
interest in most applications (for the Gaussian distribution, we have θ = (μ, σ)T ).

Definition 1. The family of distributions of a Random Variable (RV) Y {qθ : θ ∈ Θ ⊆
R

κ}, is said a κ-parameter canonical exponential family, if there exists real-valued
functions:

• η(θ) = [η1, ..., ηκ]T with ηi : Θ ⊆ R
κ → R

• h : R → R

• B : Θ → R

• T = [T1, ..., Tκ]T : R
κ → R

such that the pdf qθ(y) may be written as:

qθ(y) = h(y) exp[〈η(θ),T(y)〉 − B(θ)] with y ∈ χ ⊂ R . (5)

The term T is called the natural sufficient statistic and η the natural parameter vector.
The term 〈η,T〉 denotes the scalar product.

Letting the model be indexed by the natural parameter η rather that θ, the canonical
κ−parameter exponential family generated by T and h is defined as follows:

qη(y) = h(y) exp[〈η(θ),T(y)〉 − A(η)] , (6)

with A(η) = log
∫ +∞
−∞ h(y) exp[〈η(θ),T(y)〉]dy. The natural parameter space is de-

fined as E = {η ∈ R
κ;−∞ < A(η) < +∞}.
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Some Common Distributions. Table 1 provides a synthetic description of some com-
mon distributions of the exponential family:

Table 1. Some common canonical exponential families. B(α, β) is the Euler Beta function.

Distribution θT η(θ)T T(y)T A(η)

Normal (μ, σ2) ( μ
σ2 , −1

2σ2 ) (y, y2) 1
2

(
− η2

1
2η2

− log −η2
π

)
Gamma (λ, p) (−λ, p − 1) (y, log y) −(η2 + 1) log−η1 + log Γ (η2 + 1)

Beta (r, s) (r − 1, s − 1) (log y, log(1 − y)) − log B(η1 + 1, η2 + 1)

Poisson μ log μ y eη

Exponential λ −λ y − log−η

Rayleigh θ2 −1/2θ2 y2 − log−2η

Properties. The following results will be useful for our RBAC scheme based on the ex-
ponential family. Their proofs may be found in [16]. These properties give us a relation
between the parameters η and the domain Ω through the use of the expectation of the
natural statistics T(Y ). The first theorem provides general relations between the gradi-
ent of A and the expectation of T(Y ) while the second theorem allows us to establish
a 1 − 1 correspondence between η and E[T(Y )] (for the full rank exponential family).
Such a relation may then be used to express the parameter η and derive it according to
the domain.

Theorem 1. Let {qη : η ∈ E} a κ-parameter canonical exponential family with nat-
ural sufficient statistic T(Y ) and open natural parameter space E , we then have the
following properties:

1. E is convex.
2. A : E 	→ S ⊆ R is convex.
3. E[T(Y )] = ∇A(η).
4. Cov[T (Y )] = Ä(η).

where ∇A = ( ∂A
∂η1

, ∂A
∂η2

, .., ∂A
∂ηκ

)T represents the gradient of A, and Ä is the Hessian

matrix of A with Äij = ∂2A
∂ηi∂ηj

.

The following theorem establishes the conditions of strict convexity of A, and then
those for ∇A to be 1-1 on E . This is a very useful result for optimization (derivation)
purposes:

Theorem 2. Let {qη : η ∈ E} a full rank (i.e. Cov[T (Y )] is a positive-definite matrix)
κ-parameter canonical exponential family with natural sufficient statistic T(Y ) and
open natural parameter space E , we have [16]:
1. η 	→ ∇A(η) is 1-1 on E .
2. The family may be uniquely parameterized by μ(η) ≡ E[T(Y )] = ∇A(η).
3. The anti-log-likelihood function is a strictly convex function of η on E .

These results establish a 1-1 correspondence between η and E[T(Y )] such that:

μ = ∇A(η) = E[(T(Y )] ⇔ E  η = φ (E[T(Y )]) , (7)

holds uniquely with ∇A and φ continuous.
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Estimation of the Hyperparameters. The relation 7 allows us to express the pa-
rameter η as a function of E[(T(Y )]. In order to estimate the parameters, we replace
E[T(Y )] by the empirical estimate of the mean T(Y ). This corresponds to the MLE of
the parameter. Indeed, the MLE of η corresponds to minimizing the anti-log-likelihood
score (for independent and identically distributed (iid) data). By differentiation of the
anti-log-likelihood according to η, we find ∇A(ηMLE) = T (Y ). Note however that
in this case, this is the discrete sample mean. The following example illustrates this
stating:

Example 1. When dealing with the Rayleigh distribution, we have η = −1
2θ2 , A(η) =

− log(−2η) and T (y) = y2. By computing A′(η) = T(Y ), we find that − 1
η =

1
|Ω|

∫
Ω

y(x)2dx, which corresponds to the MLE of the parameter θ2 given by θ̂2
ML

= 1
2|Ω|

∫
Ω

y(x)2dx.

3.2 Shape Derivative of the Criterion

In this section, we propose to derive according to the domain the functional (1). The
dependence of the functional with the domain is due to the estimation of the parameter
η detailed above. In the sequel, for the sake of simplicity, we will invariably denote
η for the natural parameter and its finite sample estimate over the domain (without a
slight abuse of notation, this should be η̂). We are now ready to state our main result:

Theorem 3. The Gâteaux derivative, in the direction of V, of the functional (1), is:

< D′(Ω),V >= 〈∇Vη,C〉 , (8)

where ∇Vη = [< ∇η′
1(Ω),V >, ..., < ∇η′

κ(Ω),V >] is the Gâteaux derivative of η
in the direction of V, 〈., .〉 is the usual scalar product of two vectors and:

C = E[∂1Ψ(q(Y, η(Ω)), p(Y ))(T(Y ) − E[T(Y )])].

The term ∂1Ψ denotes the partial derivative of Ψ according to the first variable.

The proof is detailed in Appendix A.2.
We then have to compute the shape derivative ∇Vη. Such a computation requires an

estimation of the expectation E[T(Y )] as explained in the next section.

3.3 Computing the Shape Derivative for the MLE Estimator

As mentioned in section (3.1.3), the expectation E[T(Y )] can be replaced with the em-
pirical estimate of the mean T(Y ) which is computed over the considered domain Ω.
Using such an estimation for the hyperparameter, we can state the following
proposition:

Lemma 1. Within the full rank exponential family, and using the MLE estimator for the
hyperparameters, the shape derivative ∇Vη can be expressed as:

∇Vη = Ä(η)−1∇V(T) . (9)
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where Ä(η)−1 = I(η)−1 is the inverse of the Hessian matrix of Ä which is also the
fisher information matrix I . The derivative ∇V(T) is given by:

∇V(T) =
1
|Ω|

∫
∂Ω

(
T(y) − T(y(a))

)
(V · N)da(x) , (10)

The proof is given in Appendix A.3.
We can then replace the shape derivative of the natural parameters given in Lemma 1

in the general Theorem 3. The corollary that gives the shape derivative then follows:

Corollary 1. The Gâteaux derivative, in the direction of V, of the functional (1), is:

< D′(Ω),V >=
1

|Ω|
∫

∂Ω

(
κ∑

i=1

Ci

κ∑
j=1

[Ä(η)]−1
ij (Tj(y) − Tj(y(a)))

)
(V · N)da ,

where the κ components of the vector C are defined as follows:

Ci = E[∂1Ψ(q(Y, η(Ω)), p(Y ))(Ti(Y ) − Ti(Y )] i ∈ [1, κ].

The term ∂1Ψ denotes the partial derivative of Ψ according to the first variable.

In order to fix ideas, the functional D(Ω) can be chosen as the Kullback-Leibler diver-
gence, in this case ∂1Ψ(q, p) = log q + 1 − log p − p

q . In order to compute the vector
C in Corollary 1, we can assume that the pdf p belongs to the exponential family and
to the same parametric law as the pdf q. Let us denote by η1 the parameter of the pdf
p. This parameter is supposed to be already computed or dependent of another domain
and so does not depend on the domain Ω. We then state the following proposition:

Lemma 2. When p(y, η1) and q(y, η(Ω)) are two members of the exponential family
that belong to the same parametric law with respective parameters η1 and η, and when
the functional D(Ω) is chosen as the KL divergence, we find for the vector C defined
in Theorem 1:

C = Ä(η)(η − η1) + ∇A(η) −∇A(η1) .

A proof is given in appendix C.
This expression demonstrates that the derivative can be very simply computed using

the natural parameters and the sufficient statistics of the law. Let us give two examples
of computation for both the Rayleigh and the Gaussian law.

Example 2. When dealing with the Rayleigh distribution, following example 2, with

θ2 = 1
2y2, the term C is equal to C = 2θ2

(
θ2

θ2
1
− θ2

1
θ2

)
. we then find for the derivative

of KL divergence:

< KL′(Ω),V >=
1
|Ω|

∫
∂Ω

C

2θ2
(1 − y(a)2

2θ2
)(V · N)da(x) . (11)

Example 3. When dealing with the Gaussian distribution, the term C is equal to

C =

[
(σ2

σ2
r

+ 1)(μ − μ1)

μ2 + σ2 − μ2
1 − σ2

1 + 2σ2

σ2
1

(
μ2 − μμ1

)
+ σ4 ( 1

σ2
1
− 1

σ2 ) .

]
(12)
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We then find for the derivative of KL divergence:

< KL′(Ω),V >=
1

σ2|Ω|
∫

∂Ω

−(y − μ)
(

C1(1 +
2μ

σ2
) − C2

μ

σ2

)

+(y2 − σ2 − μ2)
(

C1
μ

σ2
− C2

2σ2

)
(V · N)da(x) .

4 Maximisation of Divergences

In this section, we propose to concentrate on the segmentation of an image into two
regions (namely Ω and its complement Ωc) by maximizing the criterion 2.

4.1 Evolution Equation

When using the MLE estimator for the parameters, and noting that Ω and Ωc shares
the same boundary with opposite normals, we take T(y) = 1

|Ω|
∫

Ω T(y(x))dx and

T(y)
c

= 1
|Ωc|

∫
Ωc T(y(x))dx. Using Corollary 1 and the fact that < D′(Ω, Ωc),

V >= 〈∇Vη,C〉 + 〈∇Vηc,Cc〉, we find for the evolution equation:

∂Γ

∂τ
=

[ 1
|Ω|

κ∑
i=1

Ci(Ω)
κ∑

j=1

Ä(η)−1
ij (Tj(y) − Tj(y(x))

− 1
|Ωc|

κ∑
i=1

Ci(Ωc)
κ∑

j=1

Ä(ηc)
−1
ij (Tj(y)

c − Tj(y(x))
]
N.

For the KL divergence, the term C is evaluated as explained in section 3.3. A classical
regularization term λκ is added where λ is a positive constant and κ the curvature. As
far as the numerical implementation is concerned, we use the level set method approach
first proposed by Osher and Sethian [18].

4.2 Comparison with Other Methods in the Gaussian Case

In this section, we propose to compare the behavior of our data term based on the max-
imization of the symmetrized Kullback-Leibler divergence between parametric pdfs to
two other well-known region-based methods [7, 14]. The first method is the famous
Chan & Vese method [14]. Such a criterion implies a Gaussian distribution for the fea-
ture y with a fixed variance. The corresponding evolution equation can be found in [14].
The second method has been first proposed by [7] and aims at minimizing the anti-log-
likelihood for a Gaussian distribution. The evolution equation can be found in [7].

In order to compare these terms, let us express the non symmetrized KL divergence
using the expectation under the pdf q, denoted by Eq , as follows:

D(q‖p) = Eq[log(q(Y, ηΩ))] − Eq[log(p(Y, ηΩc))] (13)
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To get the gist of using KLD as a criterion in an RBAC functional, consider the data
yi = {y(x)|x ∈ Ω} as an iid sequence from the statistical model q(y, ηΩ). Using the
weak law of large number for a very large domain Ω, the first term (which corresponds
to the entropy) can then be expressed as 1

|Ω|
∫

Ω
log(q(y(x), η(Ω))dx. Maximizing the

first term in KL divergence can then be seen as equivalent to minimizing the anti-log-
likelihood score [19] divided by the size of the sample (which corresponds to the en-
tropy under the law of large number). Using the same assumptions, the second term of
KL divergence can be seen as the minimization of the plausibility of the data provided
by Ωc in the inside region Ω. When using the symmetrized version, we act both on Ω
and Ωc.

Let us now compare experimentally the behavior of these criterions for the extraction
of an homogeneous region corrupted by a Gaussian noise in an image. We propose to
take the example of the segmentation of the White Matter (WM) in T1-weighted brain
MRI images. We perform the three evolution equations using the Gaussian assumption
for the pdf of the feature y within each region. The feature y is chosen as the Intensity
of the image. The initial contour is given in Figure 1.(a) and we also show the two
initial pdfs (b), namely qη(I, Ω) which corresponds to the distribution of the intensity
I inside the region Ω and qηc(I, Ωc) which corresponds to the distribution of I inside
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(a) initial contour (b) associated pdfs
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(c) Chan & Vese (d) log likelikood (e) KL maximization

Fig. 1. T1-weighted brain MRI segmentation results (extraction of the White Matter). The pdf of
the intensity inside the contour is in solid line, the pdf of the intensity outside the contour is in
dotted lines. (a): initial contour and (b) : associated pdfs, column (c): final contour and pdfs for
the Chan & Vese method [14], column (d): for the log-likelihood method [7], column (e): for the
maximization of the KL divergence.
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the region Ωc (i.e. outside the region ). In Figure 1, we can observe the final active
contour obtained using our criterion (22) and the two other criterions mentioned above.
We can remark that our criterion acts as an extractor of the most important Gaussian
in the initial mixture of Gaussian (see Figure 1.e). The two other criterions separate
the mixture without extracting a single Gaussian. So, with our method, we can directly
obtain the White Matter of the brain without a multiphase scheme.

4.3 Examples of Applications

In this part, we consider two examples of application (brain MRI images and contrast
echocardiogaphy) using two different noise models (Gaussian and Rayleigh).

Concerning 3D T1-weighted MRI images of the brain, the noise model is assumed
to be represented by a Rician distribution [20]. For large signal intensities the noise
distribution can be considered as a Gaussian distribution (this is the case for the White
Matter (WM) or the Gray Matter (GM)). We propose in Figure 2 an example of WM
segmentation by maximizing the KL divergence between Gaussian distributions. When
evaluating quantitatively our results of WM segmentation on the simulated brain T1-
weighted MRI images provided by the Montreal Neurological Institute Brain Web URL,
we find a dice coefficient of 0.91, a very law False Positive Fraction (FPF) of 0.8% and
a True Positive Fraction (TPF) of 84%.

(a) 3D rendering of the WM (b) slice 72 (c) slice 75 (d) slice 84

Fig. 2. 3D Segmentation of WM in a T1 brain MRI using KL maximization

As the Rayleigh distribution is well suited to model noise in echography [20], this
noise model was applied for segmentation of the left ventricle in contrast echocardio-
graphy. Final contours for several images of the sequence are shown in Figure 3. The
segmentation is accurate all along the sequence. Note that experimental results reported
in [21, 4] prove that when using the appropriate noise model, segmentation results are
more accurate and less sensitive to the choice of the regularization parameters.

frame 1 frame 31 frame 40

Fig. 3. Segmentation of the LV in a contrast echocardiographic sequence
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A Appendix

A.1 Shape Derivation Tools

Let us remind this useful theorem [15] that will be used in the following proofs.

Theorem 4. The Gâteaux derivative of the functional J(Ω) =
∫
Ω

f(x, Ω) dx in the

direction of V is: < J ′(Ω),V >=
∫
Ω

fs(x, Ω,V)dx− ∫
∂Ω

f(x, Ω)(V ·N )da(x) where

N is the unit inward normal to ∂Ω, da its area element and fs the shape derivative of
f [15].

A.2 Proof of Theorem 3

To compute < D′(Ω),V >, we must first get the derivative of q(y(x), η) with re-
spect to the domain, and apply the chain rule to Ψ(q(y(x), η), p(y)). To simplify the
notation we write the Eulerian derivative of η as < η′(Ω),V >= ∇Vη =
[< η′

1(Ω),V >, .., < η′
κ(Ω),V >]T .

Using the definition of q(y, η) given in (6) and the chain rule applied to A (η(Ω)),
we obtain:

<q′(y, η),V>=h(y) (〈∇Vη,T(y)〉−〈∇Vη,∇A(η)〉) e〈η(Ω),T(y)〉−A(η(Ω)) (14)

=q(y, η)〈∇Vη,T(y) −∇A(η)〉 .

By the chain rule applied to Ψ(q(y(x), η), p(y)), we get

< Ψ ′(q(y, η), p(y)),V >=< q′(y, η),V > ∂1Ψ(q, p),

which gives < D′(Ω),V >=
∫

χ q(y, η)∂1Ψ(q, p)〈∇Vη,T(y) − ∇A(η)〉dy. We in-
troduce

C =
∫

χ

q(y, η)∂1Ψ(q, p) (T(y) −∇A(η)) dy = E[∂1Ψ(q, p) (T(Y ) − E[T(Y )])]

which completes the proof.

A.3 Proof of Lemma1

When using the MLE, the term E[T(Y )] can be empirically estimated with T(Y ) and
so derived easily with respect to the domain Ω. We propose to directly derive the ex-
pression ∇A(η) = T(Y ) which gives:

κ∑
j=1

< η′
j ,V >

∂2A

∂ηi∂ηj
(η) =< Ti(Y )

′
,V > ∀i ∈ [1, κ] , (15)

which can be written in the compact form ∇V(T) = Ä(η)∇Vη.
Restricting our study to the full rank exponential family, where Ä(η) is a symmetric

positive-definite, hence invertible, matrix (Theorem 2), the domain derivative of the pa-
rameters η is uniquely determined by Ä(η)−1∇V(T) = ∇Vη where ∇V(T) is given

by: ∇V(T) = 1
|Ω|

∫
∂Ω

(
T(y) − T(y(a))

)
(V ·N)da(x) (taking benefit of theorem 4)

and the lemma follows.
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A.4 Proof of Lemma 2

Since p and q belongs to the same parametric law, they share the same value for h(y),
T(y) and A(η) and then log(q)− log(p) = 〈η−η1,T(y)〉−A(η)+A(η1). The value
of C is then C = s1 − s2, with:

s1 = E[(〈η − η1,T(y)〉 − A(η) + A(η1) + 1)(Ti(Y ) − E[Ti(Y )]]

s2 = E[
p

q
(Ti(Y ) − E[Ti(Y )]]Ep[(Ti(Y ) − E[Ti(Y )]]

Developing the expression of the expectation of the second term,we find
s2 = Ep[(Ti(Y ) − E[Ti(Y )]] = ∇A(η1) − ∇A(η). Using the linearity of the ex-
pectation and the fact that E[Tj(Y )(Ti(Y )] − E[Ti(Y )]E[Tj(Y )] designates the co-
variance matrix of the sufficient statistics T and can then be replaced by Ä(η)ij =
Cov[T(Y )]ij = Ä(η)ji, we find: s1 =

∑κ
j=1(ηj − η1j )Ä(η)ij , and then C = Ä(η)

(η − η1) + ∇A(η) −∇A(η1).
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