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Preface

Data management comprises all the disciplines related to managing data as a va-
luable resource of knowledge. This volume is focusing on its recent advances in 
five major directions: Information Retrieval & Web Intelligence, Knowledge Dis-
covery, Information Integration & Data Security, Intelligent Agents, and Data 
Management in Medical Domain. 

The first part of the book contains five contributions in the area of Information 
Retrieval & Web Intelligence. 

The chapter, written by P. Kolaczkowski and Henryk Rybinski,  presents a 
novel approach to solving Index Selection Problem, a well known problem in the 
database area. Opposite to other known approaches, the method searches the space 
of possible query execution plans, instead of searching the space of index 
configurations. The space is searched by an evolutionary algorithm, and as a result 
the set of indexes used by the best query execution plans is obtained. The 
algorithm converges to the optimal solution, as opposite to greedy heuristics, 
which for performance reasons tend to reduce the space of candidate solutions, 
possibly discarding optimal solutions. Although the search space is very large and 
grows exponentially with the size of input workload, searching the space of the 
query plans allows to direct more computational power to the most costly plans, 
thus yielding very fast convergence to ”good enough” solutions. 

In the Chapter titled "Integrated Retrieval from Web of Documents and Data", 
K. Thirunarayan and T. Immaneni  present a unified web model that integrates the 
HTML Web and the Semantic Web,  formalizing the connection between them. 
Their hybrid query language to retrieve documents and data improves recall for 
legacy documents and provides keyword-based search capability for the semantic 
web. The prototype system SITAR implements their approach inlcuding the novel 
wordset pair queries. 

The third chapter, written by S. Zadrozny and J. Kacprzyk,  concerns the diffi-
culty of expressing user requirements (information needs) in standard query lan-
guages. Authors show how the use of fuzzy logic makes possible to model and 
properly process linguistic terms in queries. They look at various ways of how to 
understand bipolarity in database querying, propose fuzzy counterparts of some 
crisp approaches and study their properties. 

In the next chapter, T. Andreasen and H. Bulskov present an approach where 
conceptual summaries are provided through a conceptualization as given by ontol-
ogy. The idea is to restrict a background ontology to the set of concepts that ap-
pear in the text to be summarized and the same provide a structure, called instanti-
ated ontology, that is specific to the domain of the text and can be used to 
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condense to a summary not only quantitatively but also it conceptually covers the 
subject of the text.  

The fifth chapter is written byY. Yao and N. Zhong and concerns the World 
Wide Web which due to its huge scale and complexity, one may find extremely 
difficult to search for simple theories and models for explaining it. Clearly, more 
complicated theories and methodologies are needed, so that the Web can be exam-
ined from various perspectives. There are two purposes of this chapter. One is to 
present an overview of the triarchic theory of granular computing, and the other is 
to examine granular computing perspectives on Web Intelligence (WI). 

The second part of the book contains four contributions in the area of 
Knowledge Discovery. 

The purpose of its first chapter is to explore how visualization techniques can 
enhance classifier evaluation. To this day, the most commonly used evaluation 
tools in machine learning are scalar metrics (e.g., Accuracy, AUC, RMSE, Preci-
sion, Recall etc.) which assign a single performance value to a classifier. Such 
metrics are very practical since they allow the user to easily rank classifiers ac-
cording to their performance. At the same time, however, they are not as informa-
tive as could be because they summarize a lot of information in a single value 
(sometimes they even summarize the performance of a classifier on many differ-
ent domains through averaging). To counter this issue, researchers often include 
the results obtained by different metrics on different domains. This, however, 
gives rise to a lot of information that may be difficult for human being to process. 
Rather than data-mining these results, authors decided to explore what visualiza-
tion techniques can do for us.  

They present a case study demonstrating the kind of information that can be 
gathered about classifiers using visualization approaches. In particular, they show 
the strength of their approach when applied to various classifiers on different do-
mains and on multiclass domains. They also show how their visualization tool can 
allow us to analyze the results with respect to the domains’ characteristics, an-
swering questions that cannot usually be answered by other evaluation methods.    

The second chapter, written by J. Stefanowski and S. Wilk, deals with inducing 
rule-based classifiers from imbalanced data, where one class (a minority class) is 
under-represented in comparison to the remaining classes (majority classes). Au-
thors discuss reasons for bias of standard classifiers, in particular rule-based ones, 
toward the majority classes resulting in misclassification of examples from the 
minority class. To avoid limitations of sequential covering approaches, which are 
commonly applied to induce rules, a new approach to improve sensitivity of a 
rule-based classifier is presented. It involves modifying the structure of sets of 
rules, where for the majority classes minimal sets of rules are still induced, while 
rules for the minority class are generated by the EXPLORE algorithm. This algo-
rithm produces rules being more general and supported by more learning exam-
ples than rules from a minimal set.  

The trird chapter provides a comprehensive list of ways of organizing state 
sequences as well as event sequences. The proposed methods are semi-automatic 
allowing the user to control the conversion process. It is shown how by specifying 
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one or two reasonably sized matrices we can, for states to events conversions 
associate a set of events with the transition between any pair of states, or, for 
events to states transformations impose restriction mechanisms to limit the number 
of different states generated.         

The fourth chapter, written by J. Rauch, deals with the GUHA method of 
mechanizing hypothesis formation.  It can be seen as one of the first data mining 
strategies.  Applications of modern and enhanced implementation of GUHA con-
firmed the generally accepted need to use domain knowledge in the process of 
data mining.  Moreover it inspired considerations on the application of logical cal-
culi for dealing with domain knowledge in data mining. The author of this chapter 
presents these considerations. 

The third part of the book contains three contributions in the area of 
Information Integration and Data Security. 

In its first chapter, authors discuss conflicts during integration of security 
solutions with business solutions covering the wide spectrum of social, socio-
technical and purely technical perspectives. The investigated recent approaches for 
automated detection of conflicts are also discussed in brief. The ultimate objective 
is to discover the best suited approaches for detecting conflicts by software 
developers. It spans over approaches from cryptographic level to policy level 
weaving over the feature interaction problem typically suited for software 
systems. The assessment of these approaches is demonstrated by a remote 
healthcare application. 

The second chapter deals with a monitoring-based approach for privacy data 
management. In the last ten years, the service oriented paradigm for information 
systems development has emerged as a powerful solution to provide seamless 
integration between organizations that provide their services as web-enabled 
software services (e.g., Web Services ). The open world perspective enables 
services to collaborate and interact in highly distributed environments, cutting 
across the boundaries of various organizations (including enterprises, 
governmental and non-profit organizations), accessing, querying and sharing data. 
At the beginning, the interest of researchers and practitioners has converged on the 
functional aspects of those software services and their description. Because of the 
increasing agreement on the implementation and management of the functional 
aspects of those services, such as the adoption of Web Service Description 
Language (WSDL) for service description, Simple Object Access Protocol 
(SOAP) for Web service messaging, or Web Services Business Process Execution 
Language (WS-BPEL) for Web service composition, the interest of researchers is 
shifting toward the 'non-functional' or quality aspects of web-enabled services 
including security, privacy, availability, accessibility, etc. Hence, as the amount of 
exchanged information exponentially grows, privacy has emerged as one of the 
most crucial and challenging issues and is today one of the major concerns of 
users exchanging information through the web.  

The third chapter, written by D. Maluf and C. Knight, describes the conceptuali-
zation, design, implementation and application of an approach to scalable and cost-
effective information integration for large-scale enterprise information management 
applications. This work was motivated by requirements in the United States National 
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Aeronautics and Space Administration (NASA) enterprise where many information 
and process management applications demand access to and integration of informa-
tion  from large numbers of information sources (in some cases up to as many as 50 
different sources) across multiple divisions and with information of different kinds 
in different formats. 

The fourth part of the book contains three contributions in the area of 
Intelligent Agents. 

In the first chapter of this section authors present a survay of current trends in 
pervasive environment management through database principles. The main 
components of their ongoing project SoCQ, devoted to bridging the gap between 
pervasive computing and databases, are sketched. 

The second chapter, writen by E. Suzuki, describes a novel design method of 
swarm robots based on the dynamic Bayesian network. The method makes a 
principled use of data with a probabilistic model and it is expected to lead to a 
reduced number of experiments in the design. A simple but a real life example 
using two swarm robots is described as an application. 

The last chapter of this section, written by H. Prade, provides an introductory 
survey to possibilistic logic, which offers a bipolar representation setting for the 
qualitative handling of uncertainty and preferences, and its application to 
information fusion and multiple-agent systems; it also outlines a treatment of 
uncertainty in databases. 

The last part of the book contains three contributions in the area of Data 
Management in Medical Domain. 

The first chapter, written by P. Berka and M. Tomeckova, describes step-by-
step the process of building a rule-based system for classifying patients according 
to the atherosclerosis risk. They build the set of rules in two steps. First, they cre-
ate the initial set of rules from data using machine learning algorithm called Kex. 
Then, they refine this set of rules according to suggestions of domain expert and 
according to further testing. Finally they describe the rule based expert system 
shell called Nest. 

The second chapter is written by M. Kwiatkowska, M. Riben (epidemiologist), 
and K. Kielan (clinical psychiatrist). Authors revisited the definition of 
imprecision and closely related concepts of incompleteness, uncertainty, and 
inaccuracy in the context of medical data.  They describe syntactic, semantic, and 
pragmatic aspects of imprecision, and they argue that interpretation of imprecision 
is highly contextual, and, furthermore, that medical data cannot be decoupled from 
their meanings and their intended usage. To address the contextual interpretation 
of imprecision, they present a representational framework for knowledge-based 
modeling of medical data. This new framework brings together three approaches 
to representation of medical concepts: a semiotic approach, a fuzzy-logic 
approach, and a multidimensional approach. 

The third chapter of this section deals with information retrieval from a large 
volume of biomedical literature such as PubMed. It is important to have efficient 
passage retrieval systems that allow researchers to quickly find desired 
information. Aspect-level performance means that top-ranked passages for a topic 
should cover diverse aspects of that topic. Authors propose the HIERDENC text 
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retrieval system that ranks the retrieved passages, achieving efficiency and 
improved aspect-level performance over other methods. 

We wish to express our thanks to all authors who contributed the above 
eighteen chapters to this book.  

April 2009 Z.W. Ra
A. Dardzi ska   
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Automatic Index Selection in RDBMS by
Exploring Query Execution
Plan Space�

Piotr Kołaczkowski and Henryk Rybiński

Abstract. A novel approach to solving Index Selection Problem (ISP) is presented.
In contrast to other known ISP approaches, our method searches the space of pos-
sible query execution plans, instead of searching the space of index configurations.
An evolutionary algorithm is used for searching. The solution is obtained indirectly
as the set of indexes used by the best query execution plans. The method has impor-
tant features over other known algorithms: (1) it converges to the optimal solution,
unlike greedy heuristics, which for performance reasons tend to reduce the space
of candidate solutions, possibly discarding optimal solutions; (2) though the search
space is huge and grows exponentially with the size of the input workload, searching
the space of the query plans allows to direct more computational power to the most
costly plans, thus yielding very fast convergence to ”good enough” solutions; and
(3) the costly reoptimization of the workload is not needed for calculating the ob-
jective function, so several thousands of candidates can be checked in a second. The
algorithm was tested for large synthetic and real-world SQL workloads to evaluate
the performace and scalability.

1 Introduction

Relational Database Management Systems (RDBMS) have been continuously de-
veloped for more than three decades now and became very complex. To administer
them, much experience and knowledge is required. The costs of employing pro-
fessional database administrators are often much higher than the costs of database
software licensing [12]. The total administration costs are especially large for large
databases containing hundreds of tables and executing millions of queries a day.
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Recently we observe a high demand on solutions reducing these costs. Especially
intelligent, automatic tools for solving complex administration problems are very
helpful. One of such complex problems is performance tuning. In this paper we
consider the aspect of proper index selection, which often significantly affects the
overall database application performance. The importance of proper index selection
increases with the size of a database.

Indexes are used by the RDBMS to accelerate query processing. Below we illus-
trate some cases, where they are especially useful:

• A query fetches only a small fraction of tuples stored in the database, determined
by predicates with small selectivity:

SELECT * FROM person WHERE person_id = 12345;
SELECT * FROM person WHERE age > 100;

• Tuples should be returned in the same order as an order defined by an index. For
example if a B+ tree index on the column birth date is present, it can be
potentially used for executing the query:

SELECT * FROM person ORDER BY birth_date LIMIT 10;

Using indexes for ordering tuples may also be sane when the query requires
sorting as a preparatory step, e.g. before joining relations, or grouping and ag-
gregating tuples.

• A query requires joining two relations - a small one with a huge one. Then it may
benefit from an index on the primary or foreign key of the latter one:

SELECT * FROM person p
JOIN departement d ON (p.dept_id = d.dept_id)
WHERE person_id = 12345;

• A query processes a subset of columns that is totally contained in the index, so
that accessing the table can be avoided. Index-only scans are usually much faster
than table scans, because indexes are usually smaller than tables. Besides, the
physical order of tuples is rarely the same as the order of tuples in the index,
so avoiding the table access also reduces large amount of costly random block
fetches.

• A query is best handled by some dedicated kind of index, e.g. it contains a full-
text-search, spacial search, skyline computation etc. These cases require some
extensions to the SQL and are not covered by this paper, though the presented
methods can be easily extended to support these cases.

There can be usually more than one execution plan available for a single query.
These different plans may use different indexes. Each plan may use more than one
index at a time, but also a single index may be used in several plans. The physical
ordering of rows in the table often affects gains the application has from using a
given index, so some database systems enable creation of the so called correlated
or clustered indexes, which force the table rows to have the same ordering as the
ordering of the index. There can be at most one clustered index per table.



Automatic Index Selection in RDBMS 5

One should note, however, that indexes induce an extra maintenance cost, as their
existence may slow down inserting, deleting and updating the data. Additionally, the
chosen indexes require some storage space, which may be limited. Therefore one
can pose the following problem:

Find such an index set, that minimizes the cost of processing of the input
workload and that requires less storage space than the specified limit.

The problem is known in the literature as Index Selection Problem (ISP). Ac-
cording to [10] it is NP-hard. Note that in practice the space limit in the ISP is soft,
because databases usually grow, thus the space limit is specified in such a way that a
significant amount of storage space remains free even if the limit were totally used.
Therefore, slightly exceeding the storage space limit is usually acceptable if only
this provides strong performance improvements.

The ISP problem resembles the well known Knapsack Problem (KP). However,
it is more complex, because the performance gain of a candidate index depends on
the other indexes in the index configuration, while in the traditional KP the values
and weights of items are independent of each other. Additionally, the process of cal-
culating the total gain of the given candidate index configuration is computationally
costly. Actually, given a candidate index configuration, it is necessary to calculate
the optimal plan and its cost for each query in the input workload. To cope with the
complexity, most researchers concentrated on efficient greedy heuristics that select a
small subset of possibly useful index candidates in the first phase and then use some
kind of heuristic search strategy to find a good index configuration within the speci-
fied space limit in the second phase [3, 8, 21, 24, 25, 26]. The essential disadvantage
of this two-phase process is that by aggressive pruning the result space beforehand,
one may remove the optimal solution and possibly also some other good solutions
from the searched space. It is illustrated in Fig. 1, where the optimal solution de-
noted by the black triangle is located outside the searched space. To this end, we
concentrate in the paper on finding a method that converges to the global optimum
in a continuous, one-phase process.

Fig. 1 Heuristic search of the index configuration space
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Let us note that the index configuration being the global optimal solution of ISP
determines the optimal set of the query execution plans, obtained for the input query
workload. Also, the globally optimal set of plans determines the optimal index con-
figuration. Thus we can formulate a dual problem to ISP:

Among all possible sets of query execution plans for the given workload, find
the one that minimizes the sum of query processing times plus the sum of
maintenance times of used indexes and utilizes the indexes of a total size that
does not exceed the specified storage space limit.

The method proposed in the paper solves the dual ISP problem, and gets the final
index configuration from its result set of query plans. Because the search space is
extremely large even for a small number of queries, an evolution strategy is used to
drive the search. The approach is illustrated in Fig. 2. Here, the optimizing process
consists in searching the space of plan vectors (by means of an evolution strategy).
Each candidate plan vector has the relevant index configuration directly assigned.
To this end, in addition to a good global query plan, a set of picked indexes is
returned as a result. Our algorithm proposes also clustered indexes and takes index
maintenance costs into account.

Evolutionary strategies and genetic algorithms were recognized as feasible to
solving ISP [11]. It was also shown that they can be superior to some other heuristic
search strategies for this application [18]. However, the previous works concentrated
on searching the index space, rather than the plan space, and this disallowed to focus
more on the optimization of costly query plans. We believe that focusing on the most
costly plans is crucial for achieving high performance of the index selection tool and
makes it possible to solve larger problems. The evolutionary strategy approach has
also an advantage over other heuristic search strategies, such as simulated anneal-
ing [15], tabu-search [13] or hill-climbing [23], by the fact that the fitness function
and the problem and solution spaces may dynamically change while the problem
is being solved and, if only the mutation intensity is high enough, the population
will follow the changes and converge to the new solution without the need to restart
the whole process. This makes the evolutionary approach ideal for autonomic, self-
tuning database systems.

Fig. 2 Heuristic search of the query execution plan space
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The method was inspired by our observations of professional database administra-
tors. We were wondering, how they tune their database systems. At first, they usually
investigate the most costly queries. These are the queries that require a long time for
each execution and/or are executed very frequently. Concentrating on these queries
can lead to significant performance gains with only a little effort on the optimization,
as usually the number of costly queries is small relative to the number of all queries.
Then, they display a plan for each query by using tools that come with the database
management system (usually called EXPLAIN or similar), and try to figure out, why
the plan is bad and how it can be improved. When they know, how the query should
be optimally processed, they create all needed structures like indexes or materialized
views and eventually give some hints to the query optimizer to make it choose their
plan. Of course, sometimes the administrator’s best plan is not the optimal one, or the
database query planner does not do what it is expected to, so for complicated queries
some trial and error method is used. However, less experienced admistrators tend to
jump right to the trial-and-error phase, creating various possibly useful structures and
checking whether they improve the query execution times or not.

The contributions of this paper are the following. First we describe a novel algo-
rithm for solving the ISP in the query plan space. Second, we provide a theoretical
proof of convergence of the method to the optimal solution and analyze its other
properties. Third we demonstrate the results of experiments showing that the algo-
rithm works correctly and achieves higher performance and better results than the
state-of-art commercial index advisor.

2 Related Work

There are many papers that refer to the problem of finding an optimal configura-
tion of indexes. The research on ISP has been conducted since mid seventies of the
previous century. In order to reduce the solution search space, already in [7] some
simple heuristics have been proposed. Several papers [2, 9, 14, 29] recognize ISP as
a variation of a well-known Knapsack Problem and propose some heuristic methods
to solve it. However, none of them uses a query plan optimizer to estimate gains of
the selected indexes nor to propose index candidates.

In [10] a method is described that suggests various index configurations, and uses
an R-system query plan optimizer to evaluate their gains. The candidate configura-
tions are generated by heuristic rules, based on the SQL queries in the workload,
so the whole solution is quite complex. The authors of the Index Tuning Wizard
for MS SQL Server [8] took a very similar approach, but they used simpler heuris-
tics for the index candidate selection. They start from the indexes on all indexable
columns used in each query, and later prune this set by choosing only the best index
configuration for each query.

The idea of employing the query plan optimizer was further extended in [26]. In
this method, the query plan optimizer not only evaluates the gains of possible index
configurations, but also generates the best index configuration for each query. This
technique reduces the number of required calls to the query plan optimizer. Only
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one call is required to get the best index configuration for a given query. The final
solution is evaluated by transforming the ISP problem to the Knapsack Problem and
applying a simple heuristic. Our solution is somehow based on this idea. However,
our optimizer does it for many queries in parallel, and it is not limited to selecting
locally optimal index configurations for one query.

In some approaches [4, 5, 6, 17, 18] the authors concentrate on the ISP problem
itself, independently of its database environment. These methods assume the gains of
indexes or their configurations as explicitly given, and treat queries and indexes as set
elements, without diving into their structure. Optimal solutions for such defined syn-
thetic problems involving several thousands of queries and candidate indexes have
been reported. However, none of these papers analyzes the problem of generating the
candidate index configurations or evaluating their gains for a real-world application.

Some local search heuristics have been applied to solving a variation of ISP
where the workload and data can change over time [24, 25]. Candidate indices are
proposed by the query optimizer as in [26]. Each candidate index is given a rank
based on the total performance gain it causes. The performance gain is estimated by
analyzing selectivity of the query predicates and by the query plan optimizer. Old
queries influence the total index gain less than the recent ones. Given a ranking of
indexes, the result index set is chosen by heuristics that solves a Knapsack Problem.

The algorithms from [8, 26] usually solve some variations of the Knapsack Prob-
lem by starting from an empty index set and adding candidate indexes to it, until the
space limit is exceeded. Another approach has been presented in [3]. Here, the opti-
mization process starts from the set of indexes and materialized views that generate
the highest total performance gain for the SELECT queries in the workload. Then,
the elements are removed from this set or merged together as long as the space con-
straint is violated. The method uses the query optimizer to evaluate the gains of the
candidate structures. Some heuristics for reducing the number of calls to the query
optimizer are discussed. These heuristics were further improved in [21] in such a
way that they do not incur query cost misestimations while requiring 1.3–4 times
less optimizer calls than the original method [3] thanks to reusing some parts of the
locally optimal plans. The improvement can be used by any ”what-if” ISP solver,
allowing it potentially to examine much more candidate index configurations, and
yielding better final results.

In the papers [4, 17, 20] the ISP problem is formulated as an Integer Linear
Programming problem. The authors use an exact algorithm based on branch-and-
bound with various kinds of constraint relaxation to solve it. Unlike the heuristic
approach, this class of methods is able to give an exact upper bound on how far
the actual solution is from the optimum. The performed experiments have shown
that these methods yield results with acceptable error for the ISP instances of prac-
tical size very quickly, though finding the exact optimum usually requires many
hours of computation. However, the ILP approach requires additionally running a
preparatory step for a careful candidate index set selection, just as the previously
mentioned heuristics ([4, 5, 6, 17, 18, 24, 25, 26]). Feeding all the numerous pos-
sible index configurations to the ILP solver is impractical, as it could easily create
ILP instances having much too many variables and constraints to be solvable in a
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reasonable amount of time [20]. On the other hand, pruning this set too much may
cause good solutions to be missed. The accurate candidate index selection itself
is a complex problem and some work has been done in the context of the OLAP
workloads [27], but to our best knowledge it remains open for the general case.

3 Formal Problem Definition

The database system processes a set of n tasks Q = {q1, q2, . . . , qn}. Each task can
select, insert, update or delete data. For simplicity, whenever we use word query,
we also mean the tasks that modify data. By D we denote a set of all possible in-
dexes that can be created for a given database, whereas certain Dx, Dx ⊆ D, will
be called index configuration. Each query can be executed according to its query
execution plan. The query execution plan consists of instructions for the query ex-
ecutor, along with a list of indexes which are to be used while performing the query.
The formalism below describes this mechanism.

By PQ we denote a space of all possible query execution plans that can be gen-
erated for the queries from Q, assuming any index from D is available. As in our
optimization problem Q is well defined and does not change, in the sequel we sim-
ply write P . Let P (q) ⊆ P be a set of all possible query execution plans for the
query q, P (q) = {p1, p2, ..., pm} and P (q, Dx) be a set of plans valid for the Dx

index configuration.
Given a configuration Dx and a query q ∈ Q, the query planner generates a plan

according to the function π : Q × 2D → P . An ideal planner would optimize the
execution of q and provide the plan p∗q,Dx

= π(q, Dx), p∗q,Dx
∈ P (q, Dx), which

minimizes the execution cost of the query q. Each plan p has an associated execution
cost cost(p, Dx). Let us note that for a plan p there is a minimal subset of indexes
Dl(p), which are indispensable for this plan. Obviously Dx ⊇ Dl(p). The index
maintenance costs are included in the cost calculations, so the cost of a given plan
may depend on the other indexes, not used by the plan itself. The objective is to find
such a subset Dx of D that minimizes the total cost of the query executions:

min
Dx⊆D

∑
q∈Q

wqcost(p∗q , Dx) (1)

size(Dx) ≤ smax (2)

where size(Dx) is the total size of the used indexes, smax is the size limit and wq is a
weight of query q in the input workload, usually related to the frequency of that query.

4 The Algorithm

For searching the space of index configurations we use a standard steady-state evo-
lution strategy with a constant population size, a constant mutation rate, and neither
elitist subpopulation, nor crossover.
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Individual Representation and Fitness Function

According to the cost function (1), a naı̈ve approach would consist in directly seek-
ing for a subset Dx ⊆ D, such that the value of the total cost is minimal. However,
this would involve calling the query optimizer for every individual index configu-
ration Dx possibly many times, which is a very costly operation. Actually, many
calls would be performed only to find out that the new index configuration does not
change the best plans, even though only a small subset of queries actually needs to
be reoptimized at every Dx change. Note, that the number of various possible index
configurations used by a single query grows exponentially with the number of query
predicates and joins. This problem was thoroughly discussed in [3].

In our approach, each individual in the population is a vector of query execution
plans v = [v1, v2, . . . , vn] where vi ∈ P (qi) for i = 1 . . . n. Each plan can use any
indexes from the set D. We minimize a function:

min
v

n∑
i=1

[cost(vi, Dx) + g(Dx)], (3)

where g(Dx) is a penalty for exceeding the size limit smax:

g(Dx) = max{0, α[s(Dx) − smax]} (4)

The value of α can be set large enough to make exceeding the size limit non-
profitable. The set Dx is a function of the vector v:

Dx(v) =
n⋃

i=1

Dl(vi) (5)

Note that the set of possible v values is a superset of the set of all possible plan
configurations established during the optimization process of the cost function (1),
because v may contain locally suboptimal query plans.

The indexes used by v are also kept as a part of the representation of an individual.
Each index has an associated reference counter so that it is easy to tell, when the
index is not used any more and can be safely discarded.

Evolution Process

Now we can describe in more detail the evolution process. The optimization is per-
formed as follows:

1. a population is initialized with a single plan vector containing optimal plans for
the existing set of indexes in the database;

2. in each iteration:

a. a random individual is selected with a probability determined by its fitness;
b. the reproduced individual is mutated;



Automatic Index Selection in RDBMS 11

c. the mutated individual is added to the population;
d. if the maximum size of the population is exceeded, a random individual is

removed from the population.

To reduce the overhead of copying large query execution plans and index metadata
on each individual reproduction phase, the plans and indexes are lazily copied. The
actual copying is done only for small parts of the vector that is mutated.

Selection

For the selection phase we use a simple tournament selection. The selection pres-
sure can be adjusted by one parameter e ∈ R+ that influences the tournament size
and the probability of worse individual being selected over a better one. The exact
procedure is performed as follows:

1. Let e′ := e.
2. Select an individual v randomly with a uniform probability distribution.
3. While e′ > 0, repeat:

a. Select an individual v′ randomly with a uniform probability distribution.
b. If v′ is better than v, assign v := v′ with probability e′ − �e′ − 1�.
c. Assign e′ := e′ − 1.

4. Return v.

For e = 0 we get a uniform selection. For e = 0.5 we get a 2-way tournament,
where the best individual has 50% chances to win. For e = 1 we get a classical
2-way tournament where the best individual always wins. The larger e, the larger is
the selection pressure.

Mutation

The basic mutation of an individual v consists of applying some small atomic trans-
formations to a randomly chosen subset of plans in v. Every transformation guaran-
tees that the transformed plan is semantically equivalent to the original one. If this
cannot be satisfied, it fails and a transformation of another class is chosen. There is
a fixed number of atomic transformation classes.

• The join reordering transformation changes the execution order of two random
adjacent join operators. The transformation may fail for some coincidence of
joins of different types (inner, left outer, right outer, full).

• The join algorithm change transformation chooses a different algorithm for join-
ing two relations. So far, our experimental optimizer handles a few well known
join algorithms: a block nested loops join, an index nested loops join, sort merge
join and a hash join. None of these algorithms is the best one in all possible sit-
uations, so selecting a proper one is essential in creating a good plan. For the
index nested loops join, a new index may be introduced as well as some index



12 P. Kołaczkowski and H. Rybiński

introduced earlier for another plan can be reused. The transformation cannot in-
troduce an index identical to any of the indexes used by the other plans.

• The table access change modifies leaves of the plan by choosing one of the
following relation access methods: full table scan, full index scan and range
index scan. This transformation may introduce new indexes, as well as, may
choose any index already used by some other plan, and eventually extend it with
more columns. The column set of the index is selected from the columns in the
query predicates, columns used in the GROUP BY or ORDER BY clauses, or all
columns used in the plan.

A mutation of the plan consists of at least one successful atomic transformation.
All the transformation classes are allotted with the same probability. The number
of successful single plan transformations kt performed per mutation is a random
number, generated with a probability distribution, such that numbers near 1 are the
most probable. This makes most of the mutations small and enables the algorithm to
perform hill climbing. However, it is essential that sometimes the mutation is large,
in order to avoid premature convergence to a locally optimal solution and to ensure
the whole search space is explored. This we achieve by using the positive part of a
Gaussian distribution:

K(σ) = 	|N(0, σ2)| + 1
 (6)

The number of plans kp mutated in each individual in one iteration of the evo-
lutionary algorithm is calculated from the same distribution (6). The algorithm was
insensitive to the exact setting of σ.

The plans to be mutated can be selected in one of the following ways:

• The probabilities of selecting each of the plans are equal. We will call it uniform
selection.

• The probability of selecting a plan is proportional to its cost. We will call it
proportional selection. This type of selection makes mutating costly plans more
frequent than the cheap ones and greatly increases the convergence rate of the
algorithm. However, in some rare cases a very cheap plan may be indirectly re-
sponsible for a high total cost due to requirement of the index with a high mainte-
nance cost caused by frequent updates. In such cases, the uniform plan selection
may be better.

• Uniform or proportional selection is chosen with probability of 0.5. We will call
it mixed selection. This seems to have advantages of both the uniform and pro-
portional selection. The costly plans are mutated much more often than the cheap
ones, while each of the cheap plans is guaranteed a mutation rate only 2 times
lower than it is for the uniform plan selection.

After completing the mutation phase, a cost of the new plan is estimated. Due to the
fact that mutations are often local, there is usually no point in recalculating the costs
of most of the nodes in the query plan tree. The transformation operators mark only
changed parts of the trees and all their ascendants to be recalculated. For instance,
changing the table access method in one of the leaves of the plan does not cause
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changing the costs of other leaves. This partial plan caching technique is somehow
similar to that used in [21], but may be more aggressive due to the fact that the
result plan need not be optimal. For large plans, e.g., as the ones from the TPC-H
benchmark [28], the partial plan caching improves the performance of the mutation
step by 3 to 10 times. In the future, this technique can be improved to also avoid
recalculating the ascendants of the changed parts in most cases.

Replacement

When the population reaches a defined size, the mutated individual replaces a ran-
domly chosen individual from the population. The first version of the algorithm
made uniformly a choice of individuals to be replaced. However, this often led to re-
placing some very good individuals with bad ones, and the algorithm converged very
slowly. Therefore for the selection of individuals to kill, we use the same tournament
selection scheme as we use in the selection of individuals for mutating, though ”in
the opposite direction” – this time the worse individual has higher chances to be cho-
sen. Thus, the good individuals are very unlikely to be removed from the population
pool, but still the probability of removing them is slightly greater than zero.

Clustered Indexes

The basic method of plan transformations can advise only non-clustered indexes.
The transformations do not introduce new clustered indexes. It would be tempting
to allow them to do so, but this could result in a possibility of having more than
one clustered index on the same table, because the transformations are performed
independently of each other. It is possible to add additional checking code for each
mutation to avoid this, but we decided to make the process of introducing clustered
indexes as a separate mutation, so that its rate could be controlled separately.

We extend the mutation procedure with a possibility to mutate indexes directly
by means of changing the types of used indexes Dx, so that the restriction for at
most one clustered index per table always holds. The complete mutation procedure
is as follows:

1. Generate a random number kt using the formula (6).
2. Repeat kt times:

a. with probability (1 − μ) mutate a random plan in v;
b. with probability μ change a random index in Dx from non-clustered to clus-

tered or the other way around. If needed, change one index from clustered to
non-clustered, so that there is at most one clustered index per table. Recalcu-
late the costs of all plans that use the changed indexes.

The μ parameter is usually a small positive number. We used in our experiments μ =
0.05. The higher value of μ may cause extra overheads of the algorithm, because
the index type change requires calculating costs of many plans, so it significantly
increases the average computational cost of a single iteration. One index may be
used by several queries. Thus, modifying one index type requires more CPU cycles
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than modifying a single plan. Besides, performing index mutations too often does
not decrease the total number of iterations that must be executed to achieve good
results.

Redundant Indexes Problem

In some cases the proposed algorithm does not converge to the good solution
quickly, and often it proposes overlapping, redundant indexes. Consider m semi-
identical queries in the workload in the sense they are querying one table and having
2 predicates A1 and A2 with the same selectivity. There may be two optimal two-
column indexes for each query, differing only with the order of columns in the index
key. Each index alone would reduce the cost of each query by the same amount.
The optimal solution should contain only one such index, assuming the considered
indexes are not useful for any other query in the workload. Unfortunately the ran-
dom nature of the algorithm makes it unlikely that the same optimal plan for all m
queries is chosen, especially if m is large. Probably approximately half of the plans
would use the index on (A1, A2) and the other half – the index on (A2, A1). Note
that changing a single query plan to use one index over another does not change the
fitness of the solution, and the objective function forms a plateau here. Without a
special handling of this situation, the solution might contain both of the indexes and
the maintenance cost would be higher than actually required.

To this end we introduce yet another type of individual mutation that removes
a random index from the solution by transforming a set of plans that use it. The
removal of index usage is performed by the standard plan transformations: (1) the
join algorithm change to replace index nested loops joins, and (2) the table access
change to change the index used in the index scans. This time the transformations
are not random – they are given an exact tree node to operate on. If there exists an
alternative index in Dx, which gives similar benefits to the plans as the removed
index, it is used. There is no need to perform this kind of mutation as frequently as
the other types of mutations, due to the fact that redundant indexes are not created
very often. We set the probability of triggering this type of mutation in each iteration
to 0.01, and it turns out to be sufficient.

5 Analysis

The presented algorithm resembles the evolution strategies(ES), as presented in [1].
It was proven that the ES algorithm with a mutation operator using Gaussian distri-
bution guarantees finding the optimum of a regular optimization problem. However,
the algorithm in [1] represents each solution as a vector of real numbers, but the do-
main of our problem is non-linear and each solution is represented by a vector of
trees. Thus, our optimization problem does not meet the requirements to be regular,
as stated in [1], and the convergence theorem cannot be applied.

Fortunately, the domain of our problem can be represented by a graph, where
each vertex represents a single query plan vector and edges connect solutions (states)
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that can be directly transformed into each other by applying a single atomic trans-
formation (as described in Section 4). Each mutation step in our ES can be viewed
as a random walk on this graph. Due to the fact that the following holds:

• the probability of each transformation is stationary and greater than 0,
• the current solution depends only on the preceding solution and transformation

chosen,
• the graph is finite and connected,

the process forms a finite-state Markov chain [19]. Additionally, each transforma-
tion has a corresponding co-transformation that brings the individual back to its
original state. Thus, there are no absorbing or transient states in the system, and the
Markov chain is irreducible (but not necessarily ergodic). This guarantees that by
performing enough state transitions, each possible solution will be reached. Due to
the fact, that the number of transformations in each mutation step given by the equa-
tion (6) is unlimited, each possible solution can be reached in a single mutation step
of the ES, which guarantees finding the optimal solution after some (sufficiently
large) number of iterations. Note, that for this to hold, the atomic transformations
must be able to create any feasible solution. For instance, if the optimal solution
required scanning an index with 10 columns, and there was no transformation that
could introduce such 10-column index, the assumption that the solution graph is
connected would not be met and the method would fail to find the optimum plan.

The average and pessimistic time complexity to find the global optimum is ex-
ponential with respect to the number of joins, predicates and used columns in the
queries. Unless the complexity classes P = NP, this property is true for any ISP
solver claiming global convergence. However, as shown further in the Section 6,
the ES is capable of finding good solutions in a very short time even for large and
complex ISP instances.

The time complexity of each iteration of the presented ES is as follows:

• the selection step requires selecting a constant number of random plans; if plans
are stored in an array with random access, the complexity of the selection step is
O(1);

• the reproduction step requires copying the plan vector and indexes; even though
it is lazily-copied, the complexity of this step is O(n + l), where l is the number
of indexes in the individual;

• the mutation step requires selecting some number of plans in the plan vector to be
mutated and then actually performing the mutations on them; the average number
of selected plans is constant; the complexity of each mutation is proportional to
the number of atomic transformations applied to the plan and to the complexity of
each transformation; the average number of atomic transformations is constant,
while the complexity of the transformation is proportional to the number of nodes
plus the number of predicates in the query plan tree; assuming the query plans
are of limited size, the complexity of the mutation step is O(1);

• the replacement (recombination) step is similar to the selection step and has the
complexity O(1).
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The asymptotic complexity of the single ES iteration is O(n + l), which means the
algorithm will get slower the more queries in the workload are given and the more
indexes are selected. However, for the typical number of queries and plans, the re-
production step would be fast enough not to become a bottleneck, as making a copy
of an individual is a relatively simple operation. The most complex and computa-
tionally costly step is the mutation, requiring not only modifying some plans, but
also estimating the costs of changed plan tree nodes.

The memory requirements for the algorithm are quite low in comparison to the
algorithms that require the index configuration candidate selection step, as no nu-
merous candidates need to be remembered. Actually, the memory is used for storing
the population, i.e. the query plans and the selected indexes. Thus the required mem-
ory size is proportional to the number of queries in the input workload, final result
size, and the user defined maximal number of individuals in the population.

6 Implementation and Experiments

Our first attempt at implementing our algorithm was to modify an existing query
planner found in a widely used open-source RDBMS such as PostgreSQL or MySQL,
so that it could use our approach to select indexes. However, at this time their plan-
ners lacked important features, like support for covering indexes or proper query
rewrite engine. These features are essential for achieving high performance in com-
plex analytical benchmarks. Even though these features could be added, still a lot
of further effort would be required to implement the query execution plan mutation
procedure in a foreign environment, probably by modifying large parts of the exist-
ing code. Partial query execution plan caching, as proposed in this paper in order
to increase the performance of the index selection tool, would probably complicate
things even more. Thus, we have implemented our algorithm as a standalone tool,
separated from any RDBMS index selection tool, possibly duplicating some work
already done in the existing query planners. To minimize the effort, we have de-
cided to reuse as much concepts and code from the PostgreSQL database system
as possible, including the formulas for cardinality and cost estimation, and directly
accessing metadata gathered by the PostgreSQL’s ANALYZE tool. PostgreSQL was
chosen because it seemed to provide the most advanced query planner among the
open-source solutions available. Moreover, we had access to its large and advanced
commercial applications.

In order to be able to perform experiments using synthetic benchmarks, we have
added missing support for index-only-scans, and improved the query rewrite engine,
as well as, the PostgreSQL query execution cost estimation model, so that now it
better matches the one of commercial database systems, in particular IBM DB/2.

The tool was entirely implemented in the Java programming language, with help
of the ANTLR [22] parser generator for creating the SQL parser, JDBC API to im-
port the PostgreSQL’s metadata and the SWING library to create an easy to use user
interface. The application with source code will be freely available for academic
research.
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The experiments were divided into two groups. The first group of experiments
consisted in running the tool for a very small synthetic workloads and simple
database schemas, to check if the optimal index recommendations are found. The
results were compared with the results obtained from the DB/2 index advisor [26].
The second group of experiments consisted in running the tool for two different real-
world transactional workloads, as well as, a selected set of TPC-H queries. Below
we describe the results in more detail.

6.1 Simple Workloads

A single table table with 3 integer columns c1, c2, c3 and a workload consisting of
2 queries were sufficient to show the most interesting properties of the algorithm.
Every column in this test had the same width of 4 bytes, and evenly distributed
values in range [1, 1000000]. There were 1 million rows in the table.

One of the tests was to check, how frequent updates of one column might affect
the index recommendations given by the algorithms tested. It consisted of two work-
loads. The first workload consisted of only one query qA with the weight wA = 1:

SELECT c1, c2 FROM table WHERE c1 < 1000 AND c2 < 2000;

The storage space limit was set enough high not to affect the result. The obvious
recommendation given both by our tool and the DB/2 advisor was a covering index
on (c1, c2). Adding an update statement qB with a very large weight wB = 10000:

UPDATE table SET c1 = <constant> WHERE c3 = 10;

changed the recommendations. Both index advisors recommended the index on the
column (c3), to accelerate qB . However, the DB/2 advisor did not provide any index
to accelerate the query qA, while our tool recommended a clustered index on the
column c2. Such index is still much better than no index at all, and does not impose
the index maintenance cost that would be required for the index on (c1, c2) due to the
frequent updates qB . Note, that such recommendation for qA would be suboptimal
if qB did not exist in the workload or had a smaller weight. As the initial index
candidate sets generated by the methods [3, 8, 26] are based on the indexes picked
by the query planner for each of the queries separately, the recommendations given
by these algorithms cannot be optimal for the whole workload in this case. Actually,
the recommendation given by our tool is much better than the one of the DB/2
advisor, even according to the original query plan cost model, which is used by the
DB/2 query planner.

A similar behavior was observed in the case of a single Select statement, and
a certain storage size limit. Let us consider a query:

SELECT c1, c2 FROM table WHERE c1 = <constant>;

With a relaxed storage limit, both advisors recommended creating a covering in-
dex on (c1, c2), so that it can be used to quickly locate tuples matching the query
predicate. Then we set the storage limit slightly below the total size of the database
with the recommended index, and repeated the optimizing procedure. This time our
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tool recommended a smaller, clustered index on the single column c1, while the
DB/2 advisor did not recommend any index. Obviously the fitness of both solutions
differed by a factor of more than 500, because the DB/2 recommendation forces
the query planner to choose a costly full table scan, which could have been easily
avoided.

Another test has shown the value of index merging technique, originally intro-
duced in [3], and used in our approach by the table access change transformation to
create new index candidates. Consider two queries:

SELECT avg(c1) FROM table;
SELECT avg(c2) FROM table;

Due to the fact that answering these queries requires reading every tuple of the
table, and assuming the database storage is row-based, the only possibility to ac-
celerate the execution of these queries is to create covering indexes, so that one
avoids reading not needed columns. Obviously, with no storage space limit 2 sepa-
rate indexes, one on the column c1, and the other one on c2 constitute the optimal
solution. This recommendation was given by the tested index advisors. However, if
the storage space limit was reduced, so that one of the recommended indexes did
not fit, the optimal solution would be an index on (c1, c2) or (c2, c1). This correct
solution was given by our tool, in contrast to the solution given by the DB/2 ad-
visor. The algorithm in [3] obviously should also find the optimal solution in this
simple case.

6.2 Complex Workloads

For the experiments, we used two real-world server side transactional applications:
a commercial multiplayer network game with 100,000 users and 0.7 GB of data in
108 tables (further referred to as MG) and a smaller mobile web application of one
of the Polish telecom operators, using 33 tables (further referred to as WA). MG
executed much more update statements than WA, which was mostly read-only (see
Tab. 1). The two applications already had some indexes created by experts. MG
was a mature application running in production for over 3 years, while WA was in
its beta stage, and has been optimized very roughly by the application designers
without looking at the workload. There existed indexes for primary keys and for
some most often executed queries. Each type of measurement that we performed,
was repeated 20 times, and the best, average, and the worst results were recorded.

The automatic index selector was used to select indexes for the copies of the
databases in two different situations:

• hot start: after leaving the database ”as is”, without dropping any indexes
• cold start: after dropping all the indexes

Each workload consisted of 50000 SQL queries recorded from the database sys-
tem log files. Because it took too long to estimate the cost of such a large workload
and then to automatically select indexes, both workloads were compressed by a
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Table 1 Characteristic of the workloads

Share [%]

Statement type MG WA

Single-table SELECT 66.95 78.73
Multi-table SELECT 18.93 16.14
Aggregate SELECT 2.84 3.30
INSERT 0.92 1.83
UPDATE 12.71 0.98
DELETE 0.49 2.31

Fig. 3 Final workload cost
as a function of number of
iterations for MG database
for cold start

Fig. 4 Average convergence
curves for hot and cold start

method presented in [16]. The final numbers of queries after compression were 289
for MG, and 62 for WA.

The algorithm was insensitive to a wide range of settings such as the population
size and environment pressure. We have obtained good results for the populations
of the size 10, as well as 80. Also setting the environment pressure e between 1.0
and 2.0 did not significantly affect the quality of the results and the speed of conver-
gence. We present below the results for n = 20 and e = 1.5. The size limit smax was
set to 150% of the database size without indexes, but the limit was never reached
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during the experiments. The size of the database with the materialized solution index
configuration never exceeded 130% of the original database size.

We have observed a very fast convergence of the estimated workload cost. For
the cold start, the first 500 iterations reduced the workload cost by over 80% for
MG (Fig. 3). In the next 5,000 iterations, the workload cost dropped by 10% of the
original workload cost, which was already very close to the cost obtained at the end
of the experiment, after 150,000 iterations. For the hot start, the initial workload cost
was much lower, so the performance improvement achieved by the index selection
was not as large as for the cold start (Fig. 4), but again most of the improvement
was achieved by the first few hundred iterations. For MG, our implementation did
about 450 iterations per second on average on a single core AMD Athlon 3700+
processor. The test program was executed by the Sun Java 6 virtual machine with
250 MB of heap space. It was possible to use a 64 MB heap, but the performance was
slightly lower – about 280 iterations per second. The compressed workload of WA
was smaller, and our index selection tool was able to run over 3100 iterations per
second. Moreover, it was possible to get ”good enough” index configurations in less
time than it took the optimizer to calculate the minimum cost of the whole workload
for the one, fixed index configuration, which involved generating an optimal plan
for each query in the workload.

Fig. 5 Influence of the plan
selection type on the average
convergence speed

Fig. 6 Influence of the plan
selection type on the maxi-
mum convergence speed
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Fig. 7 Convergence curves
for the TPC-H workload

Fig. 8 Estimated costs of
TPC-H workload as a func-
tion of the storage space
limit

We have also checked how the plan selection algorithm affects the performance
of the method. As a reference, we have implemented the uniform plan selection
algorithm. The proportional selection gave much better average results over the uni-
form selection (Fig. 5). When using the uniform selection, sometimes running even
100,000 iterations did not produce optimal results. The best recorded convergence
curve for the uniform selection was also much worse than that for the proportional
selection (Fig. 6). Therefore we conclude the proper plan selection is crucial to
achieving fast and stable convergence.

Additionally, to test if our approach is feasible also for analytical workloads,
we used 20 different queries from the standard TPC-H database benchmark [28]
and a sample TPC-H database generated with a factor of 0.1 (about 100 MB). For
this experiment, the database contained only the primary key indexes at the start.
In contrast to the workloads MG and WA, this test was performed both by the
DB/2 advisor, and by our implementation of the presented ES algorithm. Obvi-
ously, due to the fact that the ES implementation is based on the cost model of
PostgreSQL, it would be the best to compare it to a reference index advisor for Post-
greSQL. Unfortunately, there is no such index advisor for any recent PostgreSQL
version yet.

As for the MA and MG workloads, we measured the maximal, minimal and av-
erage convergence rate for 20 runs of our tool, 20000 iterations each (Fig. 7). The
solution converged slower than in the case of the transactional workloads, but good
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results were obtained in less than 6000 iterations. The performance was about 1500
iterations per second, and it took about 10 seconds to give almost optimal solution.
This was similar to the times required for running the DB/2 advisor, which were
between 5 and 12 seconds. We predict the performance of our tool, measured as
a rate of executed iterations, can be much better, because no extensive code opti-
mizations has been made yet and a lot of possibilities of improvement has not been
tried. Due to the fact that (1) the query execution plans for the TPC-H workload
are often large and contain many joins, (2) the plan transformations are often local,
more aggresive caching of join cardinality and cost calculations can bring possi-
bly essential benefits. The convergence rate in this experiment was rather insen-
sitive to the exact settings of the parameters. In particular, the solution converged
well for the population size set to 10 or 100, and the environment pressure set
to 0.5 or 1.8.

The TPC-H workload required much more space for indexes than MG and WA.
Without the storage space limit, the DB/2 advisor recommended indexes having a
total size of over 200 MB, while our tool — of about 250MB. Reducing the storage
size limit for the recommended indexes increased the final estimated costs of work-
load for both solutions (Fig. 8). The recommended index sets and their estimated
benefits were similar, but not exactly the same in both solutions. . The observed dif-
ferences were presumably caused by the query plan cost models that did not exactly
match. Materializing the indexes recommended by our tool for the storage size limit
of 40%, applied for the DB/2 database, improved the estimated workload cost by
over 55%, but obviously not as much as the original DB/2 recommendation. The
same situation was observed when applied the DB/2 recommendation to our cost
model — the value of the objective function was better for our solution than for the
DB/2 advisor’s one.

7 Conclusions

We have presented a novel approach to solving the index selection problem. The
main idea of the presented algorithm was that instead of seeking the index space
we suggest to search the space of query execution plans. In order to avoid prelim-
inary pruning we have decided to apply an evolutionary strategy. The experiments
proved acceptable performance and good reliability of the developed algorithms for
real-world index selection problems for medium-size relational databases and also
feasibility of the approach for complex analytical workloads. We proved theoreti-
cally that the method converges to the global optimum. We also presented examples
where our algorithm actually gives better solutions than the solutions given by the
state-of-the-art heuristics which explore the index configuration space. The method
does not require any phase for preparatory candidate index selection. In addition it
shows very low sensitivity to parameter settings, therefore it can be especially useful
in the implementations of self-tuning, autonomic database systems.
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Integrated Retrieval from Web of Documents 
and Data 

Krishnaprasad Thirunarayan and Trivikram Immaneni1 

Abstract. The Semantic Web is evolving into a property-linked web of data, con-
ceptually different from but contained in the Web of hyperlinked documents. Data 
Retrieval techniques are typically used to retrieve data from the Semantic Web 
while Information Retrieval techniques are used to retrieve documents from the 
Hypertext Web. We present a Unified Web model that integrates the two webs and 
formalizes connection between them. We then present an approach to retrieving 
documents and data that captures best of both the worlds. Specifically, it improves 
recall for legacy documents and provides keyword-based search capability for the 
Semantic Web. We specify the Hybrid Query Language that embodies this  
approach, and the prototype system SITAR that implements it. We conclude with 
areas of future work. 

Keywords: Data Retrieval, Information Retrieval, Hypertext Web, Semantic Web, 
Unified Web, Hybrid Query Language. 

1   Introduction 

Information Retrieval systems allow the user to communicate his/her information 
need using a simple keyword based query mechanism, and typically return a set of 
documents that are likely to satisfy the users’ information need as represented by 
the query. Such systems need to interpret the user query and the contents of the 
document repository (such as Hypertext Web), due to inherent ambiguity in the 
natural language (and the varying reliability of the sources). To bridge the gap 
between the information need and the semantics of the query and the documents 
(and to take into account the nature of the sources), an IR system conceptually 
ranks all the documents in the repository based upon their likelihood of satisfying 
the user’s information need and returns the top n documents from the ranked list. 
Furthermore, in practice, if the documents being returned by the system are not 
directly fulfilling the user information need, these documents are at least helping 
the user probe and understand the nature of the repository and the nature of the 
system itself which in turn leads to effective query formulation.  
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Kno.e.sis Center 
Department of Computer Science and Engineering  
Wright State University,  
3640 Colonel Glenn Highway, Dayton, OH 45435, USA 
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Semantic Web [1] is a term used to describe the family of description lan-
guages, standards, and other technologies which aim at “extending” the current 
web by making its content machine accessible. Since the Resource Description 
Framework (RDF) forms the foundation of this “extension”, we can visualize the 
Semantic Web (SW) as a labeled graph with resources as nodes and binary predi-
cates as edges (web of data). This is in contrast to the Hypertext Web (HW) which 
is a graph with resources (usually documents) as nodes and hyperlinks as edges 
(web of documents).  

An interesting question that arises is as to where the Web documents fit into the 
SW and how they can be retrieved. Intuitively, since the Web documents are re-
sources that are identified by their URIs, we can view them as nodes in the SW 
graph. The document content has to be explicitly incorporated into the SW as lit-
erals. We can then use RDF query languages such as SPARQL [2], which enable 
RDF graph traversal and support regular expression matching of strings (literals), 
to retrieve the documents based upon their neighborhood as well as their content. 
This is classic Data Retrieval (DR). 

Arguably, for this method of retrieving Web documents to have any remote 
chance of out-performing current Information Retrieval (IR) techniques, each and 
every Web document should have highly useful semantic descriptions. (As it 
stands, the textual content manifests itself as unstructured literals residing in struc-
tured data, whose implicit semantics is inaccessible to the machines.) Another 
issue here is that query languages such as SPARQL require the users to have  
intimate knowledge of underlying schema (exact URIs) to compose queries. For 
example, to search for course pages that talk about retrieval, the user or agent can 
compose the following query, where “i” is for case insensitive matching, and the 
FILTER statement is akin to LIKE statement in SQL: 

 PREFIX univ: <http://www.univ.com/> 
Select ?g 
Where 
{ 

       ?x rdf:type univ:course . 
       ?x univ:coursePage ?g . 
            FILTER regex(?g, "retrieval", "i") 

} 

Unfortunately, such semantic metadata can neither be manually created with rea-
sonable effort for legacy documents, nor automatically extracted using extant NLP 
techniques. The simple keyword-based interfaces that systems such as Yahoo! and 
Google expose to their users is another compelling reason to stick to IR techniques 
for retrieving Web documents. So, we seem to be better off retrieving data from 
the SW using DR techniques and retrieving documents from the HW using key-
word-based IR techniques. In this sense, when seen from (data or document)  
retrieval perspective, the Semantic Web is, conceptually, a web of data that is  
estranged from the web of documents that is the Hypertext Web. Note that, some 
technologies such as RDFa [3,25] are trying to change this. But unless we find a 
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way to (automatically) create semantic descriptions of all of the existing HW 
documents, there will always be a large corpus of documents isolated from  
the SW. 

Our high level goal is to view the Semantic Web and the Hypertext Web as a 
unified whole and retrieve data and documents from this Unified Web (UW) [4, 5, 
6]. This way, we can utilize the available semantic descriptions to enhance Web 
document retrieval and will also have the option of using the information from 
(unstructured documents of) the HW to improve the SW data retrieval, as ex-
plained later. 

The web documents can be broadly divided into the following three categories 
– those meant primarily for human consumption (HTML, plain text, jpg, etc.), 
those meant primarily for machine consumption (RDF, OWL, RDFS, etc.) and 
hybrid documents that are meant for both machine and human consumption 
(RDFa, microformats and other such technologies that allow embedding of seman-
tic markup in HTML/XHTML documents [7]). Our goal is to facilitate the re-
trieval of all the above three types of documents while fully exploiting semantic 
markup/descriptions, when available, to increase retrieval effectiveness.  

We want to enable lay users to retrieve human-consumable documents (first 
and third types) using the traditional keyword-based query mechanism, enhanced 
using synonyms implicit in the context. For example, if the users are looking for 
information on William Gates, they should be able to access all the relevant in-
formation via both Bill Gates and William Gates, where the aliases are inferred 
from the corresponding anchor texts. Furthermore, we want to transparently use 
the available SW data to enhance the retrieval process. For example, if the users 
know that they are looking for Jaguar, the car, they should be able to communicate 
this disambiguating information in a query, to distinguish it from its animal sense 
and its football sense. Specifically, we introduce the notions of wordset and word-
set pair queries for this purpose. A wordset is a set of words and phrases such as: 
<“William Gates” “Bill Gates”> that allows a user to search for nodes (URIs) 
about William Gates. Furthermore, a wordset pair query consists of two wordsets 
separated by the scope resolution operator: <car>::<jaguar> that enables the user 
to additionally provide the system with disambiguation information. The first of 
the pair refers to the class (resp. superclass) and the second of the pair to the in-
stance (resp. subclass). So the wordset pair <student>::<john> (resp. 
<car>::<jaguar>) would match a node indexed by “john” (resp. “jaguar”) and 
which is a direct or indirect instance (resp. subclass) of a node indexed by “stu-
dent” (resp. “car”).  

For more informed users, we want to provide a light-weight, keyword-based 
hybrid query language to retrieve information from all three types of documents, 
even when   the underlying schema (exact URIs) is not known. That is, the users 
should be able to query and retrieve data by posing questions such as list all the 
elements in group 1 of the periodic table [8], even in the absence of schema in-
formation.  

To summarize: our goal is to view the two webs as a unified whole and devise 
hybrid techniques to retrieve data and documents from this Unified Web (UW). 
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Taking a unified view will enable us to utilize hyperlink connections from  
documents to SW data nodes resulting in improved document retrieval in terms of 
precision, recall and the type of documents that can be retrieved. It will also pave 
the way for keyword-based, hybrid querying of SW data obviating the need for the 
user to be intimately familiar with the schema information. 

We first explain how certain hyperlinks can be viewed as semantic annotations, 
to improve retrieval of legacy HW documents using SW data in Section 2. We 
then describe the Unified Web model in Section 3, followed by the description of 
the Hybrid Query Language in Section 4. We briefly discuss the implementation 
of our system SITAR and present some results in Section 5. We discuss related 
research in Section 6 and conclude with suggestions for future work in Section 7. 
This chapter is a condensed version of our journal submission [36]. 

2   Hyperlinks as Semantic Markup 

The SW is physically enclosed in web pages on the HW (as the RDF data is con-
tained in documents (files) located on the Web). HTML markup tells the browser 
how to display a document (in spite of its idealistic beginnings as a means to 
structure a document). In contrast, semantic markup of content promotes its  
machine comprehension. Consider the following fragment from a document  
located at http://www.one.com/A.html that basically says that B.html is authored by 
John Smith. 

<rdf:RDF…> 
      <rdf:Description            
             rdf:about="http://www.two.com/B.html"> 

        <mydomain:author> John Smith </mydomain:author> 
      </rdf:Description>  
</rdf:RDF> 

The physical location of this fragment (that is, the document in which this triple 
resides) is irrelevant to the resource that it is describing. (We are deliberately  
ignoring provenance considerations for now.) It is metadata rather than “markup”. 
A hyperlink from a HW document to a node on the SW, links the document to the 
node, and at the same time, annotates the document with the URI of the destina-
tion node. We propose that this valuable information be utilized to enhance docu-
ment retrieval (especially meaningful in the context of legacy documents as  
explained later). For example, if a document contains a hyperlink to 
mailto:bsmith@wright.edu, and if there is a triple in the database that tells us that 
<mailto:bsmith@wright.edu rdf:type univ:prof> then this information can be used 
to enhance document retrieval. Specifically, a search for an instance of a univ:prof  
can uncover the document containing mailto:bsmith@wright.edu. Effectively, ISA 
relationship encoded in the SW can be used to broaden the search results.   
    Consider another example. On the web, it is not uncommon to see a document 
with hyperlinks from terms in the document to standard web pages (such as  
dictionary.com, Wikipedia, etc) that describe those terms.  
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“..The <a href=“http://dictionary.com/search?q=jaguar”> Jaguar </a>  
God of the Underworld ….” 

Here the hyperlink is from the term Jaguar to a webpage in an online dictionary 
that describes/defines the term. The dictionary webpage URL can be said to anno-
tate the term Jaguar. In order to incorporate an existing Animal ontology in a 
scalable way, without modifying any extant legacy documents, or dictionary.com 
pages, or existing ontologies, we can simply add the following triple to the IR  
system’s database.  

                            <http://dictionary.com/search?q=jaguar  
  owl:Sameas       http://www.animalOnto.com/Jaguar > 

This information can be used to conclude that the (unmodified) web pages linking 
to http://dictionary.com/search?q=jaguar (which is also unmodified) are talking 
about Jaguar, the animal. This idea can be extended to create ontology websites 
where each web page corresponds to an entity in the ontology. For new docu-
ments, a user can annotate a document simply by adding a hyperlink to a Semantic 
Web data node or one of the pages in the web site that has explicit semantic anno-
tations. Therefore, the existing hyperlink structure can be harnessed and used in 
conjunction with semantic descriptions to enhance document retrieval.  

3   The Unified Web model 

The Unified Web model aims to integrate the SW and the HW into a single uni-
fied whole by encoding the two webs and the connections between them. The UW 
model is a graph of nodes and edges (N, E). A node is an abstract entity that is 
uniquely identified by its URI. There are two categories of nodes: (i) Natural 
nodes (NN) and (ii) System defined nodes (SN).  The natural nodes can be further 
classified as plain (or non-document) nodes (PN) and document nodes (DN) based 
on whether or not a node has an associated document. The system defined nodes 
can be further classified as literal nodes (LN), triple nodes (TN) and blank nodes 
(BN). The system creates a URI and assigns it to each blank node, triple and literal 
that it encounters on the Web.  

There are two categories of edges: (i) User defined edges (UE) and (ii) System 
defined edges (SE). The user defined edges come from the triples in the (Semantic 
Web) documents while the system defined edges are defined to make explicit the 
interconnections between the HW and the SW. The system defined edges are the 
following. The asserts edge exists from a node (document) to each of the RDF 
statements found in the associated document. The RDF statement itself has a sub-
ject, a property and an object. There is no restriction as to how a triple is obtained 
from the document. The hasDocument edge exists from a node to a literal. The 
literal is the string representation of the document associated with the node. A 
hyperlinksTo edge exists from a node A to another node B if there is a hyperlink 
from the document of node A to the document of node B. The linksTo edge exists  
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Fig. 1 Relationships 

from node A to node B if a hyperlinksTo relationship exists from node A to node 
B, or node B occurs in any of the triples asserted by node A (see Figure 1).  

More formally, these edges can be specified as functions/relations in terms of 
their signatures (domains and ranges), and include:  

hyperlinksTo  ⊆  DN  x  NN 
linksTo  ⊆  DN  x  NN 
asserts  ⊆  DN  x  TN 
hasDocument: DN -> LN 

These relations are not independent and cannot be assigned arbitrarily. They 
must satisfy at least the following constraints.  

∀n ∈ DN, ∀m ∈ NN:  if [n, hyperlinksTo, m] ∈ SE   then [n, linksTo, m] ∈ SE. 
The Unified Web model is not a simple superposition of the SW graph over the 

hypertext graph. The Semantic Web can be thought of as a global RDF graph  
constructed by gathering all possible RDF triples from documents that reside on 
the Hypertext Web. The UW reifies each of the SW triples by explicitly encoding 
the asserts relationship between a document and the triple that is extracted from it 
(embodying provenance). The UW can be visualized as a meta – Semantic Web 
which in itself can be an RDF graph (one that subsumes all RDF graphs found on 
the web). In addition, this RDF graph also encodes the Hypertext Web (HTML 
documents and hypertext links between them). The aim is to encode the HW (hy-
perlinksTo and hasDocument), and the SW, and the connections between the two 
(such as asserts) while allowing easy mapping of data retrieval queries meant for 
the “conventional” SW to those for the UW [4, 5]. The linksTo tries to define a 
generic “connection” between two nodes. The linksTo edge is for the Unified Web 
what the hyperlink is for the HW and the property-link is for the SW. In our  
implementation, we use linksTo to view a document as being annotated by the 
URIs that it linksTo and use this information while retrieving documents. 
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The UW model can be specified and implemented using RDF [4, 5]. Since all 
the “user triples” are present (in reified from) in the model, query languages like 
SPARQL can be used to retrieve the data – all we need is a straight-forward map-
ping of the SPARQL query for the SW to the SPARQL query for the UW. For 
example, the following “conventional” query  

      SELECT ?title 
 WHERE 
 { 
       <http://example.org/book/book1>          

  http://purl.org/dc/elements/1.1/title  ?title . 
 } 
can easily be transformed into: 
      SELECT ?title 
      WHERE 
      { 
     ?x <rdf:subject> <http://example.org/book/book1> . 
     ?x <rdf:predicate>  
            <http://purl.org/dc/elements/1.1/title> . 
      ?x <rdf:object> ?title . 
      } 

But since every triple is encoded as an rdf:Statement, it is necessary to implement 
the model in such a way as to minimize computational overheads. 

4   Hybrid Query Language Specification 

We now describe the Hybrid Query Language (HQL) that combines the Informa-
tion and Data retrieval paradigms to enable hybrid retrieval of the data and  
documents from the Unified Web. One of the fundamental features of HQL is the 
concept of wordset that enables the wordset pair queries, which is a unique way of 
combining keyword-based search with inheritance reasoning. As explained later, 
these queries refer to the set of index strings (derived from the neighborhood)  
associated with a node. 

4.1   Wordsets and Wordset Pairs 

The wordsets allow users to search for nodes (URIs) based upon the words and 
phrases in their URI Index Words. A wordset is a set of words and phrases (multi-
ple words enclosed in quotes) enclosed in angular brackets as shown: <Microsoft 
research “William Smith”>. Given a wordset, the system retrieves all the  
nodes in the UW such that all of the words/phrases in the wordset appear in  
the node’s index words. For example, let the Home URI of a node be 
mailto:bsmith@microsoft.com. Let this node be referenced from another HTML 
document as follows: 
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<a href=mailto:bsmith@microsoft.com> Research Scientist </a> 

Also, let the following triple be asserted by some node. 

<mailto:bsmith@microsoft.com rdfs:label “William Smith”> 

Then the index words of the node will (perhaps) be: {“bsmith” “microsoft” “Re-
search Scientist” “Research” “Scientist” “William Smith” “William” “Smith”}. 
This node will be retrieved by the query <Smith Research>, but not by <Smith 
Research Bill>. Thus multiple words inside angular brackets are conjoined. 

The user can provide the system with disambiguation information using the 
novel wordset pair queries. A wordset pair consists of two wordsets separated by 
the scope resolution operator as shown below: <animal>::<jaguar>. The first of 
the pair refers to the class/superclass and the second of the pair to the  
instance/subclass. So the wordset pair <student>::<john>would match a node 
whose index words contains “john” and which is a direct or indirect instance of a 
URI whose index words contains “student”.  

4.2   Formal Description of HQL 

The Hybrid Query Language [4, 5] enables convenient navigation and extraction 
of information from the UW. It enables formulation of precise queries involving 
URIs, and “approximate” word-based queries (e.g., wordset, wordset-pairs que-
ries) that capture context and/or content (e.g., keyword queries). In other words, it 
enables access to both HW documents and SW data, incorporating indexing in-
formation from the neighboring nodes. Specifically, the wordset queries can use 
anchor text in the HW to retrieve SW nodes, and wordset pair queries can express 
disambiguation information using the ISA edges encoded in the SW for semantic 
search of HW documents.  

Before we go into the details of the query language, let us first define some 
more utility functions/relations in addition to the four in the previous section: 

homeURI: N -> Set(URI)  
indexWords : NN -> PowerSet(STRINGS)  
hasTriples: DN -> PowerSet(NN  x  NN  x NN) 
hasLiteral: LN -> STRINGS 

URI denotes a string that must satisfy the URI syntax requirement (RFC 3986), 
while STRINGS denotes a set of words, phrases, and other fragments. (We repre-
sent set of words and phrases by simply listing them, separated by blanks.)  
PowerSet operator yields a set of all subsets. The members of NN x NN x NN are 
referred to as the triples (such as those found in RDF documents).  

homeURI maps a node to its URI. indexWords maps a node to a set of strings 
that can serve as an index to it. These can be composed from the URI and the  
anchor text (associated with links) from the neighboring nodes among other 
things. hasDocument maps a document node to the associated document text 
string. hyperlinksTo relates a document node to a node that appears in a hyperlink 
in the corresponding document. linksTo relates a document node to a node that 
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appears in the corresponding document. This can be in the form of a hyperlink or 
embedded in a triple. hasTriples maps a document node to the set of 3-tuples of 
nodes that appear in the corresponding document. asserts relates a document node 
to a triple node that reifies the triple that appears in the corresponding document. 
hasLiteral maps a literal node to the string it is associated with. It is possible  
to have multiple literal nodes associated with the same string. Note that a specific 
instantiation of the framework can be obtained by defining how these func-
tions/relations (such as indexWords) are obtained from the node’s neighborhood.  

The above functions must satisfy at least the following constraints.  

  ∀n ∈ NN, ∀[n1, n2, n3] ∈ NN x NN x NN:      
  [n1, n2, n3] ∈ hasTriples (n)          only if   
 [n, linksTo, n1] ∈ SE   ∧   [n, linksTo, n2] ∈ SE   ∧   [n, linksTo, n3] ∈ SE 

 

∀n ∈ N, [n1, n2, n3] ∈ NN x NN x NN:    
[n1, n2, n3] ∈ hasTriples (n)          if and only if 
∃ tn ∈ TN : [n, asserts, tn] ∈ SE ∧ [tn, rdf:subject, n1] ∈ SE  
 ∧ [tn, rdf:predicate, n2] ∈ SE  ∧ [tn, rdf:object, n3] ∈ SE 

For convenience, we abuse the language and say that n1, n2, and n3 appear in tn 
in the context of the reification constraint. We also abbreviate [n, property, m] ∈ 
SE as [n, property, m]. 

In what follows, we motivate and specify the abstract syntax of the queries  
using a context-free grammar, and the semantics of the queries in terms of the 
Unified Web model, in sufficient detail to enable prototyping. Our presentation 
focuses on queries that yield a set of nodes. The “domain information bearing” 
strings such as the document text, literal, etc. can be easily obtained from a URI 
by calling corresponding system functions such as hasDocument, hasLiteral, etc. 
and from triples using rdf:subject, rdf:predicate, and rdf:object, etc.  

 
TopLevelQuery  ::=  Nodes-ref  |  Triples-ref  |  … 

 

QUERY:   Nodes-ref ::=  u,               where u ∈ Set(URI).   
ANSWER:  Result(u) = { n ∈ N | HomeURI(n) = u } 

SEMANTICS: The URI-query returns the set containing the unique node whose 
HomeURI matches the given URI. Otherwise, it returns an error.   

EXAMPLE: http://www.aifb.uni-karlsruhe.de/Personen/viewPersonenglish?id_db=20 
 
QUERY:    Nodes-ref::=ss,  where ss ∈ PowerSet(STRINGS).   
ANSWER: Result(ss) = { n in N  |  ss  ⊆  IndexWords(n) } 

SEMANTICS: The wordset query, ss, usually written as a set of strings delimited 
using angular brackets, returns the set of nodes whose IndexWords contain ss. 

EXAMPLE:  <peter haase> 
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QUERY:  Nodes-ref ::= pp::ss,  where  pp, ss ∈ PowerSet(STRINGS). 

ANSWER:  Result(pp::ss) = { n ∈ N   |   ss ⊆ IndexWords(n)   ∧  
     ∃m : n ISA m   ∧   pp ⊆ IndexWords(m) } 

SEMANTICS: The wordset-pair query, pp::ss, usually written as two wordsets 
delimited using colon, returns the set of nodes such that each node has Index-
Words that contains ss and has an ISA ancestor whose IndexWords contains pp. 
EXAMPLE: <student>::<peter> 

 

QUERY:   Triples-ref ::=  u,               where u ∈ Set(URI).   

ANSWER:  Result(u) = { n ∈ TN | HomeURI(n) = u } 

SEMANTICS:  The triple node URI-query returns the set containing the unique 
node whose HomeURI matches the given triple node URI. Otherwise, it returns an 
error.  The triple nodes are system generated. 
EXAMPLE: http://www.aifb.uni-karlsruhe.de/Personen/viewPersonFOAF/foaf_80.rdf#tri52 
 

QUERY:   Triples -ref ::= Single-Var-Triples-ref 
  Single-Var-Triples -ref  ::=  [?var    Nodes-ref   Nodes-ref] 
  Single-Var-Triples -ref  ::=  [Nodes-ref   ?var    Nodes-ref] 
  Single-Var-Triples –ref  ::= [Nodes-ref   Nodes-ref    ?var] 

where ?var is a variable. 
ANSWER:  Result([?var  Nodes-ref1 Nodes-ref2]) =  

  { t ∈ TN   |   n1 ∈ Result(Nodes-ref1)  ∧  n2 ∈ Result(Nodes-
ref2)  

   ∧  ∃m ∈ N : [m, asserts, t]  ∧  [t, rdf:predicate, n1]   ∧  [t, rdf:object, 
n2]  } 

Similarly, for the other two cases. 

SEMANTICS: The part triple query [?var  Nodes-ref1 Nodes-ref2] returns the set 
of (system generated) triple nodes that contain a node related by a binary predicate 
denoted by Nodes-ref1 to some node denoted by Nodes-ref2. Similarly, for the 
other two cases. Note that this query characterizes a node using its neighborhood. 
EXAMPLE: [<silver> <atomic weight> ?x] 

 

QUERY:   Triples-ref ::= [Nodes-ref, Nodes-ref, Nodes-ref]  

ANSWER:   Result([Nodes-ref1,  Nodes-ref2,  Nodes-ref3]) =   
   { t ∈ TN | n1 ∈ Result(Nodes-ref1)  
   ∧ n2 ∈ Result(Nodes-ref2) ∧ n3 ∈ Result(Nodes-ref3)  

 ∧ ∃m ∈ N : [m, asserts, t] ∧ [t, rdf:subject, n1]  
  ∧ [t, rdf:predicate, n2] ∧ [t, rdf:object, n3]  } 

SEMANTICS: The full triple query [Nodes-Ref,  Nodes-Ref,  Nodes-ref] returns 
the set of (system generated) triple nodes matching the node references.  
EXAMPLE: [ http://www.aifb.uni-karlsruhe.de/Personen/viewPersonOWL/id2062instance  

<name> <peter> ] 
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QUERY:   Triples-ref ::= Double-Var-Triples-ref 
 Double-Var-Triples-ref ::= [?var,  ?var, Nodes-ref] 
 Double-Var-Triples-ref ::= [?var,  Nodes-ref, ?var] 
 Double-Var-Triples-ref ::= [Nodes-ref, ?var,  ?var] 
 where ?var is a variable. 

ANSWER:   Result([?var,  ?var,  Nodes-ref]) =  
 { t ∈TN  |  m ∈ Result(Nodes-ref)  

    ∧  [t, rdf:object, m]  ∧ ∃n ∈ N : [n, asserts, t] } 
Similarly, for the other two cases. 
SEMANTICS: The part triple to triples query [?var  ?var  Nodes-ref] returns the 
set of (system generated) triple nodes that contain some node denoted by Nodes-
ref. Similarly, for the other two cases. Note that this query characterizes the node 
neighborhood. Each variable occurrence is independent of the other occurrences.  
EXAMPLE: [?x  <title> ?x] 

 

QUERY:  Nodes-ref  ::= Nodes-ref  AND  Nodes-ref   
   Nodes-ref  ::= Nodes-ref  OR  Nodes-ref   
  Triples-ref  ::= Triples-ref  AND  Triples-ref   
  Triples-ref  ::= Triples-ref  OR  Triples-ref   

SEMANTICS: “OR” and “AND” are interpreted as set-union and set-intersection 
respectively. Each variable occurrence is independent of the other occurrences. 

4.2.1   Queries for Exploring the System-Generated Neighborhood of a Node 

QUERY:     Nodes-ref ::= getAllTriples(Nodes-ref) 

ANSWER:   Result( getAllTriples(Nodes-ref)) =  
 { t ∈TN | n ∈ Result(Nodes-ref) ∧ n appears in t 

∧ ∃m ∈ N: [m, asserts, t] } 
SEMANTICS: This query retrieves the (system generated) triple nodes in which 

the queried node URI appears.  (Recall that a node n is said to appear in triple 
node t, if n is a subject, a predicate, or an object associated with the triple corre-
sponding to the triple node.) 
EXAMPLE: getAllTriples(http://www.daml.org/2003/01/periodictable/PeriodicTable#group_11) 
 

QUERY:      Nodes-ref ::= getLinkingNodes(Nodes-ref) 

ANSWER:   Result( getLinkingNodes(Nodes-ref)) =  
 Result(Nodes-ref)  ∪  

   { m ∈ N   | ∃n ∈ Result(Nodes-ref) : [m, linksTo, n] } 
SEMANTICS: This query retrieves the nodes corresponding to Nodes-ref and the 

document nodes containing references to the nodes corresponding to Nodes-ref.  
Effectively, nodes and their neighborhoods (specifically, through in-links)  
are retrieved. 
EXAMPLE: getLinkingNodes(http://www.aifb.uni-karlsruhe.de/Personen/viewPerson?id_db=2023 )  
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QUERY:    Nodes-ref ::= getAssertingNodes(Triples-ref) 

ANSWER:  Result( getAssertingNodes(Triples-ref)) =  
   { m ∈ DN | ∃t ∈ Results(Triples-ref) :  [m, asserts, t] } 
SEMANTICS: This query retrieves document nodes containing the triples, a form 

of  provenance information.   
EXAMPLE: getAssertingNodes([<peter haase> <publication> ?x]) 

 
QUERY:  Nodes-ref ::= getDocsByKeywords(ss), where ss ∈ PowerSet(STRINGS). 

ANSWER:  Result( getDocsByKeywords(kws)) =  
  { m ∈ DN   |   hasDocument(m) = dt  ∧  match(kws, dt) } 

SEMANTICS: This query is analogous to the traditional keyword query that takes 
a set of keywords and retrieves document nodes that match the keywords. match 
embodies the criteria for determining when a document text is “relevant” to a 
keyword. It can be as simple as requiring verbatim occurrence, to as complex as 
requiring stemming, synonym generation, spelling correction, etc.  match may be 
compositional, that is, match (kws, dt) = ∀w ∈ kws: match(w, dt), but it is not 
required. 

 
QUERY:  Nodes-ref  ::=  getLiteralsByKeywords (ss),  
   where ss ∈ PowerSet(STRINGS). 
ANSWER:   Result( getLiteralsByKeywords(kws)) =  

   { m  ∈ LN   |   hasLiteral(m) = dt  ∧  match(kws, dt) } 
SEMANTICS: This is analogous to the above query customized for literal nodes.  
EXAMPLE: getLiteralsByKeywords(semantic grid) 

 

4.2.2   Further Queries for Retrieving Documents 

QUERY:  getDocsByContent:   PowerSet(STRINGS) ->  PowerSet(DN) 

ABBREVIATION FOR:  
 getDocsByContent(kws) =  getLinkingNodes(getDocsByKeywords(kws))   

   where kws ∈ PowerSet(STRINGS). 
SEMANTICS: This query retrieves the document nodes with content matching 

keywords in kws and the neighboring document nodes that reference such nodes.  
Intuitively, we want to pursue both the “authorities” and the “hubs” [9], assisting 
both navigational searches and research searches [10] in a novel way. 

 
QUERY:    getDocsByIndexOrContent:  PowerSet(STRINGS) ->  PowerSet(DN) 

ABBREVIATION FOR:  getDocsByIndexOrContent (kws) =  

 getDocsByKeywords(kws)∨ 
kwskw∈

∨ getLinkingNodes(kw)  

where kws ∈ PowerSet(STRINGS). 
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SEMANTICS: This query retrieves the document nodes with content matching  

the keywords kws or in the neighborhood of nodes indexed by kws. Implicitly, 
the former captures syntactic retrieval and the latter enables semantic retrieval.  
EXAMPLE: getDocsByIndexOrContent(semantic web) 
 
QUERY:  getDocsByIndexAndContent:  

 Nodes-ref  x  PowerSet(STRINGS) ->  PowerSet(DN) 

ABBREVIATION FOR:  getDocsByIndexAndContent (nr, kws) =  
  getLinkingNodes(Result(nr))  ∧  getDocsByKeywords(kws) 

  where  nr ∈ Nodes-ref,  kws ∈ PowerSet(STRINGS). 
SEMANTICS: This query retrieves the document nodes with content matching the 

keywords kws and in the neighborhood of nodes corresponding to nr.  Implicitly, 
if nr is a URI of a document node containing the keywords kws, then the  
result will contain this document node. If nr is a URI and this URI and the key-
words kws are contained in a document, then the result will contain the latter 
document node. Similarly, for nodes in Result(nr) when nr contains wordset and 
wordset-pairs. 

 
QUERY: getDocsByTriplesAndContent:  

     Triples-ref  x PowerSet(STRINGS) -> PowerSet(DN) 
ABBREVIATION FOR:  getDocsByTriplesAndContent(tr, kws) =  

 getAssertingNodes(tr) ∧ getDocsByKeywords(kws) 
  where  tr ∈ Triples-ref,  kws ∈ PowerSet(STRINGS). 

SEMANTICS: This query retrieves (semantic web) document nodes that match 

the keywords and contain the referenced triples. (Cf. RDFa, Microformats)  
 

QUERY:   Single-Var-Triples-list  ::=  Single-Var-Triples-ref 
  Single-Var-Triples-list  ::=  Single-Var-Triples-ref  

                Single-Var-Triples-list   
 Nodes-ref  ::=  getBindings(Single-Var-Triples-list) 

 
QUERY1:  Nodes-ref ::= getBindings([?var  Nodes-ref  Nodes-ref]) 

ANSWER:  Result(getBindings([?var  Nodes-ref1  Nodes-ref2])) 
                      = { n ∈ N  |  n1 ∈ Result(Nodes-ref1)  ∧  n2 ∈ Result(Nodes-ref2) 

  ∧  ∃m ∈ N : [m, asserts, t]  ∧  [t, rdf:subject, n]  
    ∧  [t, rdf:predicate, n1]   ∧  [t, rdf:object, n2]}   
Similarly, for the other two cases. Effectively, this query dereferences the triple 

node resulting from evaluating plain Single-Var-Triples-ref query. 
 

QUERY2:      Nodes-ref  ::=  getBindings(Single-Var-Triples-ref  
Single-Var-Triples-list) 
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ANSWER:   Result( getBindings(Single-Var-Triples-ref  Single-Var-Triples-list)) =  
      Result(getBindings(Single-Var-Triples-ref))  ∩ 
      Result(getBindings(Single-Var-Triples-list))  
 

SEMANTICS: This query retrieves the bindings for the variables that satisfy all 

the triple references with single variable.  All the variable occurrences are consid-
ered identical, that is, they must all be assigned the same value throughout the 
getBindings-argument. 
EXAMPLE: getBindings([<student>::<peter> <name> ?x]) 
EXAMPLE: getBindings( [?x <group> <group 1>]  [?x <color> <white>]) 
 

QUERY:  getDocsByBindingsAndContent:  
 Single-Var-Triples-list  x  PowerSet(STRINGS) -> PowerSet(DN) 

ABBREVIATION FOR:  getDocsByBindingsAndContent(vtl, kws) =  
 getBindings (vtl) ∧ getDocsByKeywords(kws) 

  where    vtl ∈ Single-Var-Triples-list, 
   kws ∈ PowerSet(STRINGS). 

SEMANTICS: This query retrieves document nodes that match the keywords and 

contain the matching triples.   
EXAMPLE: getDocsByBindingsAndContent([<student>::<peter> <homepage> ?x]   
                                                                           “Semantic Grid”) 

5   Implementation and Results 

We have implemented an Apache Lucene [11] based retrieval system called SI-
TAR (Semantic InformaTion Analysis and Retrieval system) based upon our 
model [6]. The system can currently index HTML and RDF/OWL files in addition 
to RDF data. (At present, the system does not support file formats such as PDF, 
MSWORD, etc., because only their URIs are indexed, but their content is not  
being analyzed). 

Evaluating such a hybrid system is a tricky process. The system has DR com-
ponents (triple matching) which render the precision and recall criteria irrelevant. 
But at the same time, the system also has IR components such as keyword based 
retrieval of documents in which case precision and recall become important.  
Furthermore, there are no suitable benchmarks that has documents, their semantic 
descriptions, some queries, and results of those queries (adjudged to be relevant by 
human experts). Here, we present results obtained by experimenting with the real-
world AIFB SEAL [12] data that exercises some of the issues being addressed. 

The general architecture of SITAR is shown in Figure 2. The crawler collects 
RDF/HTML/text documents from the Web and stores the documents in a local 
cache. The CyberNeko HTML parser [13] has been used to parse HTML docu-
ments and the Jena ARP [14] parser has been used to parse RDF documents. The 
output of the parsers are analyzed and indexed by Lucene. Every URI that is  
encountered (in HTML or RDF files) is analyzed using several heuristics to build  
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Fig. 2 SITAR Architecture 

a set of index words for it.  More importantly, if the URI occurs in a HTML 
document as a hyperlink, we use the anchor text to add to its index words set. A 
HTML document is indexed by the URIs that it linksTo (includes hyperlinksTo) as 
well as the words that are extracted from its body. (Recall that a HTML document 
linksTo an URI if the URI is present in the document.) In this sense, an HTML 
document can be seen as a bag of URIs and words.  An RDF document is indexed 
by the URIs that it linksTo and by the triples (URIs) that it asserts. In this sense, an 
RDF document can be seen as a bag of URIs, triples, and words. Note that a hy-
brid document such as an RDFa document would be indexed by all of the above. 
The triples extracted from an RDF document are also stored in Lucene indexes.  

Note that if all the documents in a given dataset are plain text documents (sans 
URIs and Triples), then SITAR behaves like a standard search engine (such as 
Lucene) for document retrieval. The HQL query getDocByKeywords is essentially 
a Lucene keyword search. However, in the presence of semantic information asso-
ciated with the documents, the document retrieval can benefit as follows: 

1. Users can query and retrieve RDF, HTML as well as hybrid documents 
(RDFa) by posing queries such as retrieve Peter’s homepage or retrieve 
the document asserting triples about Peter. 

2. The precision should improve because the users can convey their  
information need to the system unambiguously by refining queries by  
including facts such as Peter, the student. 

3. Since a node is indexed by words obtained from its neighboring nodes 
(such as literals in triples in which it participates, anchor text, etc.) the 
recall can improve especially when synonyms or acronyms or aliases are 
involved. 

4. Broadening searches such as obtain pages about professors should result 
in improved recall. 
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The AIFB SEAL website [12] has human-consumable XHTML documents (in 
English and German) along-side RDF/OWL documents. Every entity, such as per-
son, research topic, project, publication, etc., has a URI and an RDF/OWL file 
associated with it. The URI also acts as the URL of the RDF/OWL page, which 
contains information about the entity. For example, if the entity is a person, the 
RDF file contains the person’s name, designation, projects the person is working 
on, publications of the person and so on. The entity typically has an English and a 
German XHTML webpage (the entity’s homepage) associated with it. For exam-
ple, the following are the different “live” URIs associated with the entity (research 
project) called AIFB SEAL: 

URI/OWL page:  
http://www.aifb.uni-karlsruhe.de/Projekte/viewProjektOWL/id58instance 
English homepage:  
http://www.aifb.uni-karlsruhe.de/Projekte/viewProjektenglish?id_db=58 
German homepage:  
http://www.aifb.uni-karlsruhe.de/Projekte/viewProjekt?id_db=58 

We crawled the SEAL website looking only for English versions of web pages 
and RDF/OWL files using heuristics. The crawler collected a total of 1665 files. 
Of these, we chose to deliberately ignore some large OWL files (multiple copies 
of the same file with each copy identified by a different URI) to simplify matters. 
The ARP parser could not parse some of the RDF documents - possibly because of 
problems with container elements. In the end, a total of 1455 files (610 RDF files 
and 845 XHTML files) were successfully parsed and indexed. A total of 193520 
triples were parsed and indexed though there is no guarantee that the same triple 
was not asserted by two different documents. Note that all the index structures are 
persistently stored. 

We now present some qualitative and quantitative results to give an idea about 
the dataset and about the kind of queries that can be formulated using HQL.  

5.1   Qualitative Analysis 

A user can use the HQL (Hybrid Query Language) described in the previous sec-
tion to query for data and documents. A user searching for information about a 
person named peter can pose the query <peter>. This query, in effect, returns all 
nodes (URIs) that have been indexed using the word peter. A total of 52 URIs 
were retrieved in response to the above query including OWL files (instance data 
of people) and HTML files. The user can convey to the system that a Ph.D.  
student named peter is sought using the query <phdstudent>::<peter>. The  
following URIs were retrieved in response to this query: 

http://www.aifb.uni-karlsruhe.de/Personen/viewPersonOWL/id2023instance  
http://www.aifb.uni-karlsruhe.de/Personen/viewPersonOWL/id2119instance  
http://www.aifb.uni-karlsruhe.de/Personen/viewPersonOWL/id2062instance  

These are apparently URIs (of OWL files) representing individuals and  
containing information about them. In order to find out the names of these indi-
viduals, the user can use the query getBindings([<phdstudent>::<peter> <name> 
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?x]). This query returned 125 literal nodes gathered from different RDF files (ap-
parently FOAF files). Note that the above queries are keyword-based, and hence 
easy to formulate, and enable transparent traversal of the semantic web. The  
system finds the bindings for the variable from triples such as those shown below: 

uri : http://www.aifb.uni-karlsruhe.de/Personen/viewPersonFOAF/foaf_80.rdf#tri52 
sub: http://www.aifb.uni-karlsruhe.de/Personen/viewPersonOWL/id2023instance  
pre : http://xmlns.com/foaf/0.1/name  
obj (Literal): Peter Haase 
uri: http://www.aifb.uni-karlsruhe.de/Personen/viewPersonFOAF/foaf_2127.rdf#tri27 
subj: http://www.aifb.uni-karlsruhe.de/Personen/viewPersonOWL/id2119instance 
pred: http://xmlns.com/foaf/0.1/name 
obj (Literal): Peter Bungert 
uri: http://www.aifb.uni-karlsruhe.de/Personen/viewPersonFOAF/foaf_2069.rdf#tri132 
sub: http://www.aifb.uni-karlsruhe.de/Personen/viewPersonOWL/id2062instance 
pred: http://xmlns.com/foaf/0.1/name 
obj (Literal): Peter Weiß 

These triples repeated themselves in different files (with different URIs) and so 
a lot of duplicate data has been indexed by the system. The user can search for the 
homepages of Ph.D. students named peter by posing the query, getBindings 
([<phdstudent>::<peter> <homepage> ?x]), which returns the following results: 

http://www.aifb.uni-karlsruhe.de/WBS/pha/  
http://www.aifb.uni-karlsruhe.de/Forschungsgruppen/WBS  
http://www.aifb.uni-karlsruhe.de/Personen/viewPerson?id_db=2023  
http://www.aifb.uni-karlsruhe.de/Personen/viewPerson?id_db=2119  
http://www.aifb.uni-karlsruhe.de/Personen/viewPerson?id_db=2062  

The above URIs are, apparently, home pages of the above three individuals. 
The interesting thing is that all of the URIs except the first one points to a German 
page (whose content has not been indexed by our system). So, we cannot pose 
queries such as get homepages of Ph.D. students named peter which talk about 
“semantic grid” which translates into getDocsByBindingsAndCon-
tent([<phdstudent>::<peter> <homepage> ?x] “semantic grid”) , unless we can 
convey to the system that the German version of the page should be treated “same 
as” the English version. Now that the user has the names, it can be used to query 
the system. The query <peter haase> retrieves the following URIs. 

http://www.aifb.uni-karlsruhe.de/Personen/viewPersonOWL/id2023instance  
http://www.aifb.uni-karlsruhe.de/Personen/viewPerson?id_db=2023  
http://www.aifb.uni-karlsruhe.de/Personen/viewPersonenglish?id_db=2023  
http://www.aifb.uni-karlsruhe.de/Publikationen/viewPublikationenPersonOWL/id2023.owl  
http://www.aifb.uni-karlsruhe.de/Personen/viewPersonOWL/id2023.owl  

These URIs are a mix of HTML (second and third URIs) and OWL documents. 
The second URI is the homepage of the individual named Peter Haase.  It is al-
most synonymous with the individual [5] and so the pages that link to (linksTo) 
this page must be, arguably, relevant to the individual. The query  
getLinkingNodes ( http://www.aifb.uni-karlsruhe.de/Personen/viewPerson?id_db=2023 )  
retrieves a set of RDF and HTML documents most of which are pages of projects 
on which Peter Haase is working. Some of these results are shown below: 
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http://www.aifb.uni-karlsruhe.de/Personen/viewPersonDC/en/dc_2023.rdf 
http://www.aifb.uni-karlsruhe.de/Personen/viewPersonFOAF/foaf_2023.rdf 
http://www.aifb.uni-karlsruhe.de/Personen/Projekte/viewProjektenglish?id_db=78 
http://www.aifb.uni-karlsruhe.de/Personen/Projekte/viewProjektenglish?id_db=80 
http://www.aifb.uni-
karlsruhe.de/Forschungsgruppen/Projekte/viewProjektenglish?id_db=51 
http://www.aifb.uni-
karlsruhe.de/Forschungsgruppen/Projekte/viewProjektenglish?id_db=71 
http://www.aifb.uni-
karlsruhe.de/Forschungsgruppen/Projekte/viewProjektenglish?id_db=81 
http://www.aifb.uni-
karlsruhe.de/Forschungsgruppen/Projekte/viewProjektenglish?id_db=42 
http://www.aifb.uni-
karlsruhe.de/Forschungsgruppen/Projekte/viewProjektenglish?id_db=54 

The user can query for publications by Peter Haase that have the word  
“semantic” in the title by composing the query: 

getBindings([<peter haase> <publication> ?x] [?x <title> <semantic>]) 

which retrieves the following URIs. 

http://www.aifb.uni-karlsruhe.de/Publikationen/viewPublikationOWL/id399instance  
http://www.aifb.uni-karlsruhe.de/Publikationen/viewPublikationOWL/id449instance  
http://www.aifb.uni-karlsruhe.de/Publikationen/viewPublikationOWL/id748instance  
http://www.aifb.uni-karlsruhe.de/Publikationen/viewPublikationOWL/id1003instance  

All of the above are OWL files corresponding to publications. The user can 
query for documents asserting the triples used to find the above bindings by using 
a query such as getAssertingNodes([<peter haase> <publication> ?x]). The 
query getDocByKeywords corresponds to straight-forward keyword search of 
HTML documents.  The query  getDocByKeywords(peter haase) retrieves 251 
HTML documents. A Google search for “peter haase” retrieves 325 documents 
(with omitted results) on the AIFB website. But note that all of the AIFB web 
pages are not indexed and PDF documents and the likes are ignored. Moreover, 
SITAR indexes and retrieves RDF files too. SITAR allows users to simply enter a 
set of keywords which is then automatically plugged into the query getDocsByIn-
dexOrContent. So, the query peter haase returns 299 documents which are a mix 
of HTML and OWL documents (it also retrieves a PDF document URI).  

Note that in all of the above queries, the user is using intuitive keywords to  
explore the RDF data. The user is not aware of the underlying schema and hardly 
ever needs to know the exact URIs of the resources. The user however is required 
to have an idea of the underlying model. The idea is to retrieve data and document 
nodes from the same unified whole. As can be imagined, this will especially be 
useful when dealing with those documents that have both text and semantic 
markup. Such documents can be indexed using URIs, triples and text, and the get-
LinkingNodes and getAssertingNodes will play a major role in retrieving those 
documents.   

These examples demonstrate that HQL can be used to query and retrieve RDF 
and HTML documents. Comparing RDF document retrieval with other search 
systems is pointless unless they provide a querying mechanism to retrieve RDF 
documents. Most of the search systems do not even handle XML properly let 
alone RDF.  
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5.2   Quantitative Analysis 

SITAR allows informed users to use the wide range of queries that HQL offers to 
query and retrieve documents. We formulated ten different simple HQL queries 
and picked 50 XHTML documents from the SEAL dataset. The documents were 
picked semi-randomly in the sense that we picked documents using general key-
word searches based upon each of the queries. We had to do this to make sure  
we had enough documents in the mix that are relevant to the queries. We then 
manually examined each of these documents and recorded which of the docu-
ments are relevant to each query. So in effect, we created a table which had the 
query on the left side and the number of the relevant documents on the right side. 

We then ran each of the HQL queries against the dataset and, not surprisingly, 
found that both the recall and precision are 100% for each of the queries. The 
AIFB SEAL document set is such that a hyperlink is provided to the homepage of 
the entity whenever it is mentioned in a document. But what is interesting is the 
performance of plain text search for the same queries. We indexed the same set of 
documents using Lucene and tried to translate the queries into plain keyword que-
ries. Table 1 shows a HQL query and related keyword queries and the resulting 
recall and precision values for them.  

Table 1 Results 

HQL Query Keyword Query Precision Recall 

Andreas 0.42 
 

0.91 

Professor Andreas  
 

0.38 
 

0.91 

“Professor Andreas” 
 

0  
 

0 

<professor>:: 
<andreas> 

Professor AND Andreas 
 

1 0.09 

Consider the first query where the user’s information need is to retrieve docu-
ments about a professor whose name is Andreas. Note that there are documents 
talking about several different people named Andreas in the dataset. This need can 
be translated into plain keyword search in several different ways. The first key-
word query Andreas is a very general one. It retrieves all the documents in which 
the term Andreas occurs and hence the recall value is very high (10/11 = 0.91). 
But it suffers from poor precision (10/24 = 0.42) since any document that  
mentions Andreas (irrespective of whether or not it is about the professor we 
want) is retrieved in response. The second query Professor Andreas has an im-
plicit OR between Professor and Andreas.  This query searches for documents that 
contain either the term Professor or the term Andreas and hence the number of 
returned documents is more than it was in the previous case. The recall in this 
case remains the same (10/11 = 0.91) while the precision suffers further (10/26 = 
0.38). The third query, “Professor Andreas”, encloses the previous query in 
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quotes. This essentially means that the system retrieves pages where the two terms 
occur in sequence.  This turned out to be overly discriminating and returned zero 
documents. The fourth query Professor AND Andreas essentially retrieves docu-
ments that have both the keywords Professor and Andreas (compare it with query 
Professor Andreas). This again turned out to be overly discriminating. The preci-
sion was very high in this case but that’s because only one document was returned 
which happened to be a relevant one. As a consequence the recall was very poor 
(1/11 = 0.09). See [7] for additional queries. 

The queries show the limitation of the standard keyword query language when 
it comes to expressing the user information need to the system. Even when the 
users know what they are looking for, they are unable to unambiguously convey it 
to the system due to the lack of expressive power. The above table also shows that 
the precision is usually very low. When precision is high, it is only because very 
few relevant documents were retrieved and hence recall suffers. The experiment 
also shows that documents can be annotated simply by adding hyperlinks from the 
document to a node which participates in a triple, and the precision improves 
compared to the standard keyword based search system if the user can express 
disambiguation information to the system. Note that the user can also combine 
wordset pairs with plain keywords and pose queries such as getDocsByIndexAnd-
Content (<professor>::<andreas> semantic grid) which retrieves pages talking 
about professor Andreas and semantic grid. These hybrid queries combine the 
semantic search with plain keyword based search.  

In order to illustrate how recall can improve in cases where synonymy is in-
volved, we experimented with Wikipedia webpages involving the boxer Muham-
mad Ali alias Cassius Clay. See [7] for details.  

The above queries are all the kind of queries that can be easily composed by 
laymen. Informed users can compose more advanced queries to Animal Kingdom 
ontology such as          getLinkingNodes(getBindings([?x <type> <mammal>]))  
to do a broadening search resulting in higher recall. The result set of the above 
query will contain documents talking about cats, dogs, humans, horses, etc., even 
though these terms don’t appear in the query or the document. In order to test this 
we ran the query getLinkingNodes(getBindings([?x <type> <Per-
son>::<Boxer>])) which then returned all the documents talking about Muham-
mad Ali the boxer thereby resulting in 100% recall. In contrast, the keyword 
query Boxer was able to retrieve only seven documents out of twelve resulting in a 
recall of 58%. The user can pose a query such as <Professor>::<?x> to retrieve 
all entities of type Professor. 

6   Related Research 

Storing and retrieving RDF data is an area of research that has been well explored 
by researchers in the recent past [15, 16, 17, 18]. Well-known open source RDF 
storage systems include Jena/Jena2 [27], Redland [28], Sesame [29], 
KOAN/KOAN2 [30], rdfDB [31], RDFStore [32], Kowari [33], Boca [34], 
BRAHMS [35], etc., to name a few. Retrieving RDF data is typically viewed as a 
data retrieval problem and, not surprisingly, most of the query languages have the 
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SQL flavor [19]. When seen purely from the perspective of querying the RDF 
data, HQL is unique because it allows the users to explore the RDF graph  
even without any knowledge about the underlying schema (namespaces, exact  
URIs, ontologies, etc.). The user can use HQL to quickly get a feel for the  
underlying data.  

Document retrieval systems retrieve documents based upon their annota-
tions/descriptions [10, 19, 20, 21, 22, 23, 24], but none seems to aim at retrieving 
HTML, RDF and hybrid documents. We index a document based upon words, 
URIs, and triples that can be extracted from the document, and give the user a 
light-weight query language to retrieve documents based upon this information. 
The query language is hybrid in the sense that it has both “formal” and keyword 
components but what is unique is that the “formal” component itself is expressible 
using keywords. 

Unlike our unified approach, Semantic Search [10] treats the SW and the HW 
as two separate repositories and aims at retrieving documents from the HW (in 
fact they use Google to search for documents). It lets the user communicate the 
disambiguation information using the user interface. Like SITAR, quizRDF[19] 
indexes a document (URL) using words obtained from its body as well as from the 
literals of triples in which its URL participates. Like Semantic Search, quizRDF 
too uses a GUI to let the user communicate disambiguation information. 

SITAR views the SW and the HW as a unified whole (unlike Semantic Search). 
One benefit of this, compared to quizRDF, is that the URL of a document is also 
indexed by the anchor text words. Further, SITAR indexes a document using any 
URIs (linksTo) or triples (asserts) that can be extracted from the document. This 
allows it to index and retrieve RDF documents (and hybrid RDFa kind of docu-
ments in the future). Also, unlike the above two systems, the user can specify  
the disambiguation information (the “class”) using word-set pairs, and use it in  
conjunction with linksTo information to retrieve documents. SITAR brings  
keyword-based searches to URIs. 

Swoogle[21] specializes in retrieving ontology documents and URIs. It doesn’t 
seem to index HTML documents or support triple search or keyword-based query-
ing of the RDF graph.  

OWLIR’s[20] approach of treating a triple (that appears in the document) as an 
indexing term corresponds to what we are doing. But the way the indexing infor-
mation is used and the nature of the query language is quite different. HQL is 
keyword-based and so the users can retrieve an “asserting” document even when 
the exact URIs are not known. Also, we index a document based upon the compo-
nent URIs of the triples and the hyperlinks that appear in the document (linksTo).  

There are several other systems [22, 23, 24, 25] that perform hybrid retrieval 
but our system is different due to the reasons discussed above and due to the fact 
that we view SW and HW as a single UW. In summary, we situate the SW data 
and the HW documents side by side and query the Unified Web using HQL which 
has both keyword and “formal” components. We also exploit existing hyperlink 
(linksTo) connections between HW documents and SW nodes while retrieving 
documents.  
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7   Conclusion and Future Work 

Data retrieval aims at determining all objects that satisfy a semantically well-
defined query, while information retrieval aims to decipher user information need 
and interpret document contents in order to satisfy a query. We have presented a 
distinctly unique method of retrieving Web documents and Semantic Web data in 
which Semantic Web data can be harnessed to enhance Web document retrieval 
and information from the Hypertext Web can be exploited to enable easy querying 
of the RDF graph. The Unified Web (UW) model conceptually unifies the Hyper-
text Web and the Semantic Web, and the Hybrid Query Language (HQL)  
combines Data and Information retrieval paradigms to access information from the 
Unified Web. In the absence of a benchmark to evaluate this novel approach, we 
have presented results obtained by experimenting with real-world AIFB SEAL 
data that adequately reflects our goals. 

HQL is a light-weight, keyword-based query language that allows the users to 
query and explore the RDF graph even when no schema information is available. 
Specifically, the user need not know the exact URIs to retrieve RDF data. Thus, 
HQL combines the traditional keyword-based search with graph-based reasoning.  

One of the fundamental ideas behind HQL is to index a URI using a set of 
keywords, which is a common notion in the literature. But because we position the 
RDF data in a web of hypertext documents, we have the freedom to exploit infor-
mation from the hypertext documents (such as the anchor text) to enrich a URI’s 
index words. At this level, we again see natural language induced problems such 
as synonymy, polysemy, etc (which only got pushed to a lower level). The result-
ing uncertainty necessitates ranking (not unlike what Swoogle [21] is doing). But, 
this is where the novel wordset pair queries enable disambiguation. This, in  
essence, is how ontologies can help in the retrieval of legacy documents. And this 
is where the “Semantic Web enabled Information Retrieval” starts deviating from 
traditional IR. Otherwise, we are simply pushing the problem of keyword-based 
document retrieval to the level of URIs (we have simply reduced the size of a 
typical term vector) and there is nothing “semantic” about it – jaguar will retrieve 
both the car and animal URIs in spite of “meaningful” label-literals. Another  
important contribution of this work is the idea of using hyperlinks as semantic 
annotations.  

SITAR can be further extended by ranking URIs and documents. Even though 
Lucene does rank URIs (SITAR stores a URI in a Lucene document that is  
indexed by the index words), and of course, documents, we need a ranking algo-
rithm that is based on linksTo relationship among others, in future.     

In future, the hybrid retrieval system can be made scalable for larger datasets 
by reimplementing it using MapReduce ideas and Hadoop infrastructure [37, 38]. 
RDF can be gleaned from RDFa or microformat-enriched documents using 
GRDDL [39, 40]. Heuristics for extracting meaningful keywords from URLs can 
be improved. To make the result sets more manageable, better techniques for rank-
ing and organizing URLs should take into account the link semantics and their 
relationships respectively [41].  
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Bipolar Queries: A Way to Enhance the
Flexibility of Database Queries

Sławomir Zadrożny and Janusz Kacprzyk

Abstract. In many real life scenarios the use of standard query languages may be
ineffective due to the difficulty to express the real user requirements (information
needs). The use of fuzzy logic helps to fight this ineffectiveness making it possible
to model and properly process linguistic terms in queries. This way a user may ex-
press his or her requirements in a more intuitive and flexible way. Recently another
dimension of such a flexibility attracted the attention of many researchers. Namely,
it is now widely advocated that by specifying his or her requirements the user is usu-
ally having in mind both negative and positive preferences. Thus, a combination of
an intuitive appeal of natural language terms in queries with a bipolar nature of pref-
erences seems to be a next promising step in enhancing the flexibility of queries. We
look at various ways of how to understand bipolarity in database querying, propose
fuzzy counterparts of some crisp approaches and study their properties.

1 Introduction

Databases are indispensable for the functioning of modern societies. They have been
in use for many years now, but only relatively recently they have found a widespread
use among novice users having a limited computer literacy. In particular, the Inter-
net provides a platform for many applications such as hotel booking systems that
rely on the database access. The effectiveness and efficiency of these applications
may be considered in two dimensions. First, traditionally considered aspects such
as response time are of utmost importance. They are addressed using better data
storage and retrieval techniques, faster hardware, etc. Another dimension is related

Sławomir Zadrożny
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50 S. Zadrożny and J. Kacprzyk

to the ease of expressing the requirements of a user searching for information in a
database. In order to save the user from intricacies of the traditional database query-
ing languages, some user friendly interfaces are usually provided. Such interfaces
make it technically easier to form a query by the use of typical controls and toolbars.
However, behind the scene, such a query have to be translated into a query language
supported by a database in use, most often to SQL. This may be a sufficient solution
in case of search criteria that are clear-cut as, e.g., in case of the search for name of
a specific product at the Internet shopping site. On the other hand in many applica-
tions, such as related to hotel booking or real estate property search, the criteria of
the user may be rather vague. This is mostly due to their original form in the mind of
the user which is a natural language expression as in the query: “Find cheap houses
located near a railway station”. In order to support such queries a proper modelling
of natural language terms, such as “cheap” and “near” in the example above men-
tioned, have to be provided and an essential extension to the very database querying
has to be implemented.

Fuzzy logic seems to offer an excellent solution in this respect and research in
this area has a long history. The reader is referred to a recently published handbook
(cf. Galindo [14]) and, in particular, to a survey of the research on the flexible, fuzzy
querying of databases therein (cf. Zadrożny, De Tré, De Caluwe and Kacprzyk [24]).
Thus, the user does not have to translate his or her requirements from the “internal”
natural language form but can express them more directly via a flexible fuzzy query.
This way a kind of a conceptual ease of use is achieved.

Recently, in addition to vagueness also the bipolarity of information and a need
to take it into account are getting more and more advocated. We are here interested
in the bipolarity of requirements (preferences) of the user looking for information in
a database. This may be understood in a few slightly different ways which we will
briefly discuss later on. Now let us adopt a general, database query oriented view on
this feature of information.

Basically, a database query may be identified with a condition that the data sought
should satisfy. Such a condition may often have a complex structure and comprise of
some atomic conditions combined using logical connectives. Various extensions has
been proposed in the literature in the framework of flexible querying. As mentioned
above, the use of fuzzy predicates modelling linguistic terms in conditions has been
advocated (cf., e.g., Zadrożny, De Tré, De Caluwe and Kacprzyk [24], Bosc [5],
Kacprzyk and Zadrożny [15]). Also the assignment of the importance weights to
particular parts of the condition has been proposed and studied (cf., e.g., Dubois
and Prade [9]).

In case of bipolarity it is assumed, which is well founded on results of psycho-
logical research, that the user has in mind in fact two types of conditions:

• hard constraints which have to be met by the data sought, and
• just preferences making it possible to differentiate among the data items meeting

the above mentioned hard constraints.

Such conditions, if they are crisp, define therefore two sets of data items:
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• rejected, infeasible, etc., or, equivalently, taking a complement of the former,
acceptable, satisfactory, feasible etc., and

• preferred, desired, etc.

Thus the former conditions provide the negative information indicating what should
be avoided, while the latter provide the positive information indicating what is really
preferred. This is the motivation for the use of the term “bipolar” to characterize
queries comprising both types of conditions.

The bipolar queries (or, more generally, bipolar preferences) may be studied from
different perspectives – some of them are presented in Section 2. For example, one
may primarily look for a very important aspect of their proper theoretical modelling
(cf., e.g., Dubois [11], Benferhat [1]) or, more specifically, for the ways to properly
combine several preferred (positive) conditions (cf., e.g., Bosc and Pivert [3, 4]). On
the other hand, one may focus on the question of a proper combination of both types
of conditions in case they are fuzzy rather than crisp.

The following general interpretation of the bipolar queries may better explain the
problem. Both the negative (required) and positive (preferred) conditions are treated
as atomic. The data items sought have to satisfy the former unconditionally, while
the latter is of somehow secondary importance. The relation between these two types
of conditions may be meant in various ways and leads to different interpretations
of the bipolar queries. The simplest approach is to use the positive conditions just
to order the data items which satisfy the negative conditions. However as soon as
the negative conditions are fuzzy, i.e., may be satisfied to a degree, it is not at all
obvious what their satisfaction should mean. Thus, we focus on the question how the
satisfaction degrees of both the negative and positive conditions may be combined.

From the adopted perspective, the way these conditions are jointly taken into
account may be treated as the question of a definition/selection of an appropriate ag-
gregation operator to be applied. In the literature this problem has been studied un-
der different names, and sometimes in slightly different contexts, by many authors.
In the framework of database querying the paper by Lacroix and Lavency [16] was
first to propose such type of queries and triggered the interest of other researchers.
This has led to the development of a more general concept of a query with prefer-
ences and a corresponding new relational algebra operator, winnow, introduced by
Chomicki [6, 7]. Both Lacroix and Lavency’s as well as Chomicki’s approach deal
with crisp conditions only. In Zadrożny [23] we propose a direct “fuzzification” of
the approach by Lacroix and Lavency and in Zadrożny and Kacprzyk [26] we study
some properties of this solution. In Zadrożny and Kacprzyk [25] we discuss a simi-
lar approach with respect to Chomicki’s winnow operator. Here we further develop
this line of research and present it in a unified framework.

2 On Some Related Works

Here we briefly review research on the bipolar queries of databases. Various ap-
proaches mentioned bear different names but they may be easily shown to deal with
the bipolar information, as discussed in Section 1. The name “bipolar queries” seems
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to be proposed and used for the first time by Dubois and Prade [10]. However we
will start with a much earlier approach which triggered the interest of the database
community in this type of queries.

We will consider in a usual way a relation as a data structure to be searched
through. Let T = {t j} denote a set of tuples of this relation.

Lacroix and Lavency [16] were the first to propose the use of a query compris-
ing two categories of conditions: one which is mandatory (C) and another which
expresses just mere preferences (desires) (P). The bipolarity of these conditions be-
comes evident when one adopts the following interpretation. The former condition
C may be seen as expressing the negative preferences: the tuples which do not sat-
isfy it are definitely not matching the whole query. The latter condition P, on the
other hand, expresses the positive preferences: a tuple satisfying it is preferred over
another tuple not satisfying it, provided both tuples satisfy the mandatory condition
C. These conditions will be referred to as a positive and negative condition, for short.

We will identify the negative and positive condition of a bipolar query with the
predicates that represent them and denote them as C and P, respectively. For a tuple
t ∈ T , C(t) and P(t) will denote that the tuple t satisfies the respective condition.
Then, a bipolar query may be expressed in natural language as follows:

“Find tuples t satisfying C and possibly P”

The bipolar queries may be exemplified by:

“Find a house cheaper than USD 250,000 and possibly located not
more than two blocks from a railway station”

(1)

Here the negative condition excludes houses more expensive than USD 250,000 and
the positive condition favors houses located closer to a railway station. Such a query
may be more formally written as

C and possibly P

or, equivalently, an answer to a bipolar query may be defined as the following set of
tuples:

{t : C(t) and possibly P(t)} (2)

The above form puts emphasis on the question of a proper modelling of the aggre-
gation of both types of conditions, which is expressed here with the use of the “and
possibly” operator. This operator was used in a different context by Yager [21, 20],
and Bordogna and Pasi [2].

According to the original (crisp) approach by Lacroix and Lavency [16] such
an operator has an important property: the aggregation result depends not only on
the explicit arguments, i.e., C(t) and P(t), but also on the content of the database.
If there are no tuples meeting both conditions then the result of the aggregation is
determined by the negative condition C alone. Otherwise the aggregation becomes
a regular conjunction of both conditions. This dependence is best expressed by the
following logical formula [16] (showing, by the way, that in case of crisp conditions
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C and P, a bipolar query is easily expressible in the classical querying formalism of
the relational data model, i.e., in the relational calculus):

C(t) and possibly P(t) ≡C(t)∧∃s(C(s)∧P(s)) ⇒ P(t) (3)

Lacroix and Lavency [16] consider only the case of crisp conditions C and P.
Then this important property is preserved if the “first select using C and then order
using P” understanding of the bipolar query is adopted, i.e., the answer to the bipolar
query (C,P) is generated as follows:

• find tuples satisfying C,
• order them according to their satisfaction degree of P.

This understanding is predominant in the literature dealing with fuzzy extensions of
the original concept of Lacroix and Lavency. Both, direct extensions proposed by
Bosc and Pivert [3, 4] as well as a more sophisticated possibility theory based inter-
pretation of this concept by Dubois and Prade [11] focus, in fact, on the proper treat-
ment of multiple required and preferred conditions, basically assuming the above
strategy as the way of combining the negative and positive conditions.

The research on such fuzzy compound conditions may be well illustrated with
the papers by Bosc and Pivert [3, 4] and Dubois and Prade [10]. First, let us briefly
recall an approach to the aggregation of multiple positive conditions proposed for
the crisp case by Lacroix and Lavency [16]. They consider the case in which there
is a set {Pi} of preferred (positive) conditions rather than just one, which may be
formally written as

C and possibly {Pi} (4)

The conditions Pi are meant to be combined in a non-standard way, i.e., are not
treated as a Boolean combination. Lacroix and Lavency [16] proposed a few ways
to aggregate them which are interesting from a practical point of view. Basically two
types of such aggregation operators are considered: one based on the cardinality of
the set of satisfied conditions Pi, and one based on a varying importance of these
conditions. In the former case, a tuple satisfies a query (4) if:

• it satisfies the required condition C, and
• there is no tuple s satisfying C and more conditions Pi that t satisfies.

In the latter case the positive conditions are assumed to be linearly ordered and a
tuple t satisfies a query (4) if:

• it satisfies the required condition C, and
• there is no tuple s satisfying C and a condition Pi, while ¬Pi(t) and Pj(t) ≡ Pj(s)

for all j < i.

For both types of such compound positive conditions Lacroix and Lavency define
an equivalent query in the relational calculus, in the spirit of (3).

Bosc and Pivert [3] study fuzzy counterparts of these types of compound positive
conditions. For the cardinality based combination they consider a fuzzy set Ht of
positive conditions Pi satisfied by a given tuple t, where Ht ’s membership function
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is defined as μHt (Pi) = Pi(t); remember that Pi is now a fuzzy condition, Pi(t)∈ [0,1]
denotes its satisfaction degree by the tuple t and a tuple satisfies (matches) the whole
bipolar query to a degree. Then, the scalar cardinality (the so-called ΣCount) of
the fuzzy set Ht is used as the matching of degree of the tuple t with respect to
the combination of the positive conditions Pi (after a proper normalization). Bosc
and Pivert also propose a fuzzy counterpart of the importance based combination of
the positive conditions introducing a Hierarchical Combination Operator; for details
see [4]. Anyway, in their approach to the evaluation of the overall bipolar query with
fuzzy negative and positive conditions Bosc and Pivert follow the already mentioned
rule “first select using C and then order using P”.

Dubois and Prade [10] define a bipolar query as a set of pairs (Ci,Pi) of, re-
spectively, negative and positive conditions imposed on values of selected attributes
{Ai}i=1,k. These conditions may be identified with fuzzy sets defined in the domain
of a given attribute. Some of the conditions/sets Ci may be equal to the domain of
an attribute Ai, i.e., for a given attribute there is no negative condition. On the other
hand, some of the conditions/sets Pi may be empty, i.e., there is no positive condi-
tion for a given attribute. These pairs of conditions are combined to yield overall
conditions C and P as follows:

(C,P) = (×iCi,+iPi)

where ×iCi = C1 ×C2 × . . .×Ck, +iPi = (Pc
1 ×Pc

2 × . . .×Pc
k )c and Xc is a com-

plement of the set X . Thus, the overall negative condition is obtained via the con-
junction of all negative conditions concerning particular attributes while the overall
positive condition is obtained via the disjunction of all positive conditions concern-
ing particular attributes. In case of this, a more evident, equivalent formula for the
pair of overall conditions is:

(C(t),P(t)) = (min
i

Ci(t),max
i

Pi(t))

A pair of the combined conditions (C,P) is then used according to the aforemen-
tioned principle “first select using C and then order using P”. This principle is
implemented via the use of the lexicographic order � of tuples against the bipo-
lar query, i.e., t1 � t2 ⇐⇒ (C(t1) < C(t2)) ∨ ((C(t1) = C(t2)) ∧ (P(t1) ≤ P(t2))).

Dubois and Prade [10] consider also non-Boolean combinations of the set of
positive conditions Pi. An evaluation of a bipolar query proceeds then as follows.
Each tuple t is represented by a vector: (C(t),Pσ(1)(t), . . . ,Pσ(n)(t)) where σ is a
permutation of the positive conditions Pi such that Pσ(1)(t) ≥ . . . ≥ Pσ(n)(t). Then,
the lexicographic order of these vectors is used to rank-order the tuples. Thus, the
leximax operator (cf., e.g., Dubois, Fargier and Prade [8]) is used here with respect
to the positive conditions.

There is also another line of research pursued by Dubois and Prade [12, 11]
which aims at providing a formal, possibility theory based framework for dealing
with bipolar queries. Namely, two possibility distributions π and δ are assumed to
represent query conditions (the user’s preferences). The former corresponds to the
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negative condition, i.e., π(t) = 1 and π(t) = 0 mean, respectively, that a tuple t is
totally acceptable and totally unacceptable, while the intermediate values of π(t)
express an intermediate degree of acceptability. The latter possibility distribution δ
represents the positive condition: δ (t) = 1 denotes the maximum degree of prefer-
ence (desirability) of t but δ (t) = 0 means merely that t is not specifically preferred.
Both types of conditions are then syntactically represented in the framework of pos-
sibilistic logic (cf. Dubois [11]). The possibility distributions π and δ are generated
by sets of formulas defining the negative and positive conditions, accompanied by
the constraints on the minimum value of the necessity and guaranteed possibility
measures, respectively.

The bipolar queries may be also seen a special case of queries which employ the
concept of a non-dominance relation, which has been deeply studied in the context
of decision making for many years. Such a general class of queries has been pro-
posed recently, for the crisp case, by Chomicki [6] under the name of queries with
preferences. In this approach a new relational algebra operator, called winnow, is
introduced. This unary operator selects from a set of tuples those which are non-
dominated with respect to a given preference relation, a binary relation defined on
the set of tuples. A bipolar query may then be obtained using a proper combina-
tion of the select operator with the winnow operator. The negative conditions define
the select operator while the positive conditions are expressed by the preference re-
lation. Thus the new winnow operator may be easily combined with the traditional
relational algebra operators. In the crisp case, similarly to the case of queries studied
by Lacroix and Lavency [16], this combination is quite straightforward, somehow
still corresponding to the “first select and then order” strategy, mentioned earlier.
However in the fuzzy case such an approach becomes problematic and some special
measures are needed. A possible approach, both in the case of bipolar queries in the
sense of Lacroix and Lavency and in a more general context of Chomicki’s query
with preferences, is presented in the next section.

Recently, some attempts were undertaken to include the support for bipolar
queries in the well-known fuzzy querying languages. For example, in Lietard [17] a
preliminary approach related to the SQLf language (cf. Bosc [5]) is reported.

3 Fuzziness and Bipolar Queries: An Approach

Here we follow the Lacroix and Lavency [16] original approach to bipolar queries
and extend it to the case of fuzzy conditions. Moreover, we also propose a fuzzy
version of the winnow operator and show its relation to “fuzzy” bipolar queries.

3.1 Fuzzification of the Lacroix and Lavency Approach

We start with the concept of a bipolar query exemplified by (1) and formalized by
(2) and (3). In a more realistic case the user will prefer to express the conditions in
a query like (1) using fuzzy predicates what may result in the following query:
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“Find a cheap house and possibly located near a railway station (5)

Let us remind that, according to the original interpretation of Lacroix and Lavency,
(5) should be understood in such a way that we are looking for a house that:

– has to be cheap,
– if there is a cheap house near the railway station then other, just cheap houses are

of no interest.

Notice that now the strategy of the bipolar query evaluation “first select using neg-
ative condition (here: cheap) and then order using the positive condition (here: near
the station)” cannot be directly applied. Namely, it is not any longer clear what it
should mean that a tuple (house) satisfies the negative condition (is cheap) as the
satisfaction of this condition is now a matter of the degree. Let us illustrate the
problem on a simple example. Let there be a house H1 definitely cheap (to a degree
1), but rather away from the station (near to a degree 0.2) and another house H2, still
cheap but not that much as house H1 (to a degree 0.9), but located quite close to the
station (to a degree 0.9). Now there is a question which of these two houses should
belong to the answer to the query (5)? The “first select then order” strategy could
be now implemented by the lexicographic order on the vectors of the satisfaction
degrees representing both houses. For house H1 we have a vector [1.0,0.2] and for
H2 a vector [0.9,0.9]. Thus the lexicographic order indicates H1 as better than H2
what may be questionable, at least in certain scenarios. Moreover, the lexicographic
order (nor any other order) does not give us any scalar measure of query matching
by particular tuples, thus it does not help much in deciding which tuples should
really form the answer to the query in question, what may be important in some
applications.

Looking for a consistent solution to this problem we start with the formula (3)
and interpret it in terms of fuzzy logic. Firstly, let us rewrite (3) using standard fuzzy
counterparts of the logical connectives appearing there. Moreover, we will write it
as a formula of the membership function of the resulting fuzzy set ans(C,P,T ) of
tuples forming the answer to the bipolar query (C,P) against a set of tuples T as:

μans(C,P,T )(t) = min(C(t),max(1−max
s∈T

min(C(s),P(s)),P(t))) (6)

Symbol T appears in ans(C,P,T ) to emphasize that the membership degree (match-
ing degree) of a tuple t depends not only on this tuple itself and on the conditions C
and P but also on the current whole set of tuples T – according to the semantics of
bipolar queries in the sense of Lacroix and Lavency.

The matching degree of a tuple against a bipolar query is meant as the truth value
of the formula (3), computed in the framework of fuzzy (multivalued) logic using
right-hand side of the formula (6). Thus, the evaluation of a bipolar query produces
a fuzzy set of tuples, where the membership function value for a tuple t corresponds
to the matching degree of this tuple against the query. The answer to a bipolar query
is then a list of the tuples, non-increasingly ordered according to their membership
degree.
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In the formula (6) the min, max and 1 − x operators are used to model the
connectives of conjunction, disjunction and negation, respectively. Moreover, the
implication connective ⇒ is modelled by the Kleene-Dienes implication operator
(cf., e.g., [13]) and the existential quantifier ∃ is modelled via the maximum opera-
tor. We discuss the alternative choices of these operator later in this section.

The formula (6) has been proposed by Yager [21, 20, 22] for an aggregation
operator in the context of the multicriteria decision making for the case of so-called
possibilistically qualified criteria. Yager [22] intuitively characterizes a possibilis-
tically qualified criterion as such which should be satisfied unless it interferes with
satisfaction of other criteria. This is in fact the essence of bipolar queries in the
sense advocated here. This concept was also applied by Bordogna and Pasi [2] for
the information retrieval task.

In fact Dubois and Prade [10] considered a similar formula too. However their
version of (6) employs an arbitrary parameter (instead of maxs∈T min(C(s),P(s))
in (6)) what makes the results obtained for a certain specific range of values
(C(t),P(t)) difficult to justify. In the current approach this expression has a mean-
ingful interpretation providing some justification for this behavior; cf. Zadrożny [23]
for details.

Now let us look at the formula (6) again. This is definitely only one of possible
ways to “fuzzify” the original formula (3) proposed by Lacroix and Lavency [16]. In
particular, different interpretations of the conjunction and implication connectives
may be employed. Moreover, also the disjunction connective may be seen as related
to the existential quantifier and its different possible forms also should be taken into
account. Basically, various t-norms, t-conorms and implication operators (cf., e.g.,
[13]) may be assumed to model corresponding logical connectives in the framework
of fuzzy logic based interpretation of formula (3).

In particular one may consider so-called De Morgan Triplets (∧,∨,¬) that com-
prise a t-norm operator ∧, a t-conorm operator ∨ and a negation operator ¬, where
¬(x∨ y) = ¬x∧¬y holds. The following three De Morgan Triplets play the most
important role in fuzzy logic (cf., e.g., Fodor and Roubens [13] for a justifica-
tion) (∧min,∨max,¬), (∧Π ,∨Π ,¬), (∧W ,∨W ,¬), where the particular t-norms and
t-conorms are defined as follows

x ∧min y = min(x,y) minimum
x ∧Π y = x · y product
x ∧W y = max(0,x + y−1) Łukasiewicz t-norm
x ∨max y = max(x,y) maximum
x ∨Π y = x + y− x · y probabilistic sum
x ∨W y = min(1,x + y) Łukasiewicz t-conorm

The negation operator ¬ in case of all the above De Morgan Triplets is defined as:
¬x = 1− x.

Due to their associativity, both t-norms and t-conorms may be employed as the
m-ary operators, i.e., it is well defined what x∧ y∧ . . . and x∨ y∨ . . . mean.

Usually the general and existential quantifiers are identified in fuzzy logic,
for the case of a finite universe, with the maximum and minimum operators,
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respectively. Namely, the following identities are employed:truth(∀xA(x))=minx μA(x)
and truth(∃xA(x)) = maxx μA(x). As soon as we consider the use of other t-norms
and t-conorms to “fuzzify” formula (3) it is reasonable to look for a consistency
via the use of an appropriate t-quantifiers and s-quantifiers; cf., e.g., [18]. Thus we
adopt the following definitions:

truth(∀xA(x)) = μA(a1)∧μA(a2)∧ . . .∧μA(am) (7)

truth(∃xA(x)) = μA(a1)∨μA(a2)∨ . . .∨μA(am) (8)

The particular t- and s-quantifiers will be denoted by the ∀ and ∃ symbol with a sub-
script indicating the underlying t- or s-norm. For example, ∃max denotes the “stan-
dard” fuzzy existential quantifier which is obtained when the maximum t-conorm
is used.

There are two most popular ways of deriving an implication operator with re-
spect to a given De Morgan Triple (∧,∨,¬), namely so-called S-implications and
R-implications defined as follows:

R− implication: x → y = sup{z : x∧ z ≤ y} (9)

S− implication: x → y = ¬x∨ y (10)

Thus, for the particular De Morgan Triplets one obtains the following R-implication
operators:

Gödel’s implication x →R−min y =
{

1 for x ≤ y
y for x > y

Goguen’s implication x →R−Π y =
{

1 for x = 0
min{1, y

x} for x �= 0

Łukasiewicz’ implication x →R−W y = min(1− x + y,1)

and the following S-implication operators:

Kleene–Dienes’ implication x →S−max y = max(1− x,y)
Reichenbach’s implication x →S−Π y = 1− x + x · y

The S-implication operator →S−W is identical with →R−W .
Let us write a fuzzy version of (3) in a more general form than (6), where a

specific t-norm and other related operators were assumed:

μans(C,P,T )(t) = C(t)∧ (∃∨s ∈ T (C(s)∧P(s)) → P(t)) (11)

In order to simplify the notation let us fix C, P and T in the formula (6) and denote
its version for a given De Morgan Triple, its related R or S implication and a cor-
responding existential quantifier as, respectively, γ∧,R and γ∧,S. Thus, for example,
γmin,S(t) = μans(C,P,T )(t) denotes the original version of the formula (6).

In Table 1 various emerging interpretations of the formula (6) are shown.
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Table 1 Right-hand side of formula (6) for different interpretations of the logical connectives

γ∧,· Resulting form of the formula (6)

γmin,S min(C(t),max(1−maxs∈T min(C(s),P(s)),P(t)))

γmin,R

{
C(t) if maxs∈T min(C(s),P(s)) ≤ P(t)
min(C(t),P(t)) otherwise

γΠ ,S C(x) · (∏i(1−C(yi) ·P(yi)) · (1−P(x))+P(x))

γΠ ,R

{
C(t) if ∃Π (C(si) ·P(si)) = 0

C(t) ·min( P(t)
∃Π (C(si)·P(si))

,1) otherwise

γW C(t)∧W (∃W (C(s)∧W P(s)) →W P(t))

The issue of how to appropriately model the logical connectives (including the
existential quantifier) in formula (3) may be basically approached in two ways. First,
one may look for some axioms that should characterize the behavior of this for-
mula and try to check which operators modelling the connectives provide for the
expected behavior (in what follows we will refer to the operators modelling the log-
ical connectives as logical operators). The second, more modest, approach consists
in studying the properties of (11) under different choices of logical operators. In the
framework of the former approach we discuss below a property which should seem
to be reasonable and which eliminates a class of the logical operators. We also show
a few properties in the vein of the second approach.

The property which we impose on any bipolar query evaluation scheme, implied
by a choice of logical operators in (11), may be – in a bit informal way – expressed
as follows. It should not be the case that a tuple t satisfying very well the negative
condition (let C(t) = 1) and not satisfying at all the positive condition (i.e., P(t) =
0) is indicated by the evaluation scheme as inferior to any tuple s satisfying both
conditions to an infinitely small, but greater than 0, extent (i.e., C(s) = P(s) = ε ,
ε ∈ [0,1] and ε is a very small number).

It may be easily shown that for a t-norm without zero divisors (exemplified by
the minimum and product t-norms,∧min and ∧Π ) and related R-implication operator
this property does not hold. This may be shown as follows. Let us assume that

∃∨s(C(s)∧P(s)) > 0

Then ∃∨u(C(u)∧P(u)) →∧,R P(t) is equal 0 for t such that C(t) = 1 and P(t) = 0,
while it is greater than 0 for s such that C(s) = P(s) = ε . Then the right-hand side
of the formula (11) is equal 0 for t and greater than 0 for S (the t-norm is assumed
to have no zero divisors) and thus a tuple s emerges as preferred to t.

In the framework of the second approach to the choice of the logical operators,
mentioned above, we have shown some properties in Zadrożny and Kacprzyk [26].
First, we note two general properties, valid for any combination of a t-norm,
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t-conorm and S-implication or R-implication. Namely, if there exists a tuple t such
that C(t) = 1 and P(t) = 1, then (11) turns into C(t)∧P(t), where ∧ is represented
by a given t-norm. Thus, whatever the choice of the logical operators is, a charac-
teristic feature of bipolar queries is preserved: if there is a tuple satisfying both the
required and preferred conditions, then (11) turns into a conjunction. On the other
hand, if for a tuple t ∈ T P(t) = 1, then the formula (11) turns into C(t). This prop-
erty is implied by the characteristic features of the t-norm and implication operators:
x → 1 = 1 and x∧1 = x, for any choice of operators ∧ and → (cf., e.g., [13]). Thus,
if a tuple fully satisfies the positive condition P, then its overall matching degree is
equal to its satisfaction of the negative condition C.

The most important question concerning the choice of the logical operators is the
following: does this choice influence the resulting order of the tuples in the answer
to a bipolar query ?

Contributing to an answer to this question we notice the following properties.
First, as to the property concerning the choice of the existential quantifier model,
the usual fuzzy existential quantifier ∃max: (A) yields greater or equal matching de-
grees, and (B) may change the resulting ordering of the tuples, when used instead
of the ∃Π or ∃W quantifiers. Property A is a direct consequence of the fact that the
maximum operator is the smallest of all t-conorms and that implication operators
and t-norms are monotonic. Property B may be shown on an example; cf. Zadrożny
and Kacprzyk [26].

Second, we have shown that, in general, the choice between an S-implication and
an R-implication, keeping all other logical operators fixed, may change the order of
the tuples.

On the other hand, we have pointed out a specific case where such a change does
not occur. Namely, for the (tmin,smax,N) De Morgan Triplet and for tuples t verifying
the conditions: (P(t)≥ ∃CP) or ((P(t) ≤∃CP) and (P(t)≥ 1−∃CP)) it holds that:
(A) γmin,R(C,P, t,T ) ≥ γmin,S(C,P, t,T ), and (B) replacing the R-implication with S-
implication or vice-versa preserves the resulting order of the tuples (∃CP denotes
here the truth value of the formula ∃∨s ∈ T C(s)∧P(s), which is a part of (11)).

Thus for the tuples t satisfying the specified condition their resulting order does
not depend on the choice between the S-implication and the R-implication. The
“troublesome” tuples may appear both for high and low values of ∃CP. However, in
the former case these are less interesting as for them P(t) is small while there are
tuples well satisfying both C and P (as ∃CP is high).

4 Queries with Preferences and Bipolar Queries

The concept of a bipolar query we adopt here may be interpreted as an extension
of the original idea of Lacroix and Lavency [16] in the framework of fuzzy logic.
Here, we study its relation to the concept of a query with preferences, introduced by
Chomicki [6, 7]. This concept may be conveniently presented in terms of a new op-
erator of the relational algebra, called winnow, which is proposed in Chomicki [6].
This is an unary operator which selects from a set of tuples those which are
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non-dominated with respect to a given preference relation. Chomicki defines this
operator for the crisp case only, i.e., where preference relations and sets of tuples
are crisp sets. We propose a fuzzy version of the winnow operator and show its
relation to bipolar queries.

The winnow operator is defined with respect to a preference relation. In [6, 7]
this is any binary relation R defined on the set of tuples T : R ⊆ T ×T . If two tuples
t,s ∈ T are in relation R, i.e., R(t,s), then it is said that tuple t dominates tuple s
with respect to the relation R.

Let T be a set of tuples and R a preference relation defined on T . Then the winnow
operator ωR is defined as follows

ωR(T ) = {t ∈ T : ¬∃s∈T R(s,t)} (12)

Thus, for a given set of tuples it yields a subset of the non-dominated tuples with
respect to R.

A relational algebra query employing the winnow operator is referred to as a
query with preferences. It may be easily shown (cf, Chomicki [6]) that the win-
now operator may be expressed as a combination of the standard classical relational
algebra operators. However, distinguishing the winnow operator makes it possi-
ble to study its behavior. Furthermore, some specialized methods of its execution
may be conceived taking into account the optimal plans of the execution of the
whole query.

The concept of the winnow operator may be illustrated with the following simple
example. Let us consider a database of a real-estate agency with a table HOUSES
describing the details of particular real-estate properties offered by the agency (each
house is represented by a tuple). The schema of the relation HOUSES contains,
among other, the attributes city and price. Let us assume that we are interested
in the list of the cheapest houses in each city. Then the preference relation should
be defined as follows

R(t,s) ⇔ (t.city= s.city)∧ (t.price< s.price)

where t.A denotes the value of attribute A (e.g., price) at a tuple t. Then the win-
now operator ωR(HOUSES) will select the houses that are sought (here a database
table, such as HOUSES, is treated as a set of tuples). Indeed, according to the defi-
nition of the winnow operator, we will get as an answer a set of houses, which are
non-dominated with respect to R, i.e., for which there is no other house in the same
city which has a lower price.

A bipolar query with crisp conditions: the negative C and positive P may be
expressed using the winnow operator in the following way. Let us show this first on
an example of a bipolar query given in (1), i.e. “Find a house cheaper than USD
250,000 and possibly located not more than two blocks from a railway station”. The
preference R relation should be now defined as follows:

R(t,s) ⇔ (t.to station≤ 2)∧ (s.to station> 2)
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assuming that the to station attribute characterizes each house, indicating how
many blocks away it is located from a closest railway station. Then, the following
relational algebra query with the winnow operator yields the required results

ωR(σprice≤250000(HOUSES))

where σφ is the classical selection operator that selects from a set of tuples those for
which condition φ holds.

This query preserves the characteristic property of bipolar queries, discussed ear-
lier, i.e., if there are houses cheaper than USD 250,000 and located closer than two
blocks from the station then only them will be selected (houses satisfying only the
negative condition will be ignored). Otherwise, all houses satisfying the negative
condition will be selected, if such exist.

A general scheme for translating a bipolar query characterized by a pair of nega-
tive and positive conditions (C,P) into its corresponding query with preferences is
the following. The preference relation R is defined as

R(t,s) ⇔ P(t)∧¬P(s) (13)

and then the overall query with preferences takes the form:

ωR(σC(T ))

Now we propose a fuzzy counterpart of the winnow operator, which also will
make it possible to express (fuzzy) bipolar queries. We have to take into ac-
count that:

• R should be assumed to be a fuzzy preference relation,
• a fuzzy counterpart of the non-dominance concept has to be employed,
• the set of tuples T should also be assumed to be a fuzzy set.

In order to address the above requirements it is convenient to use the concept of a
fuzzy choice function (cf. Świtalski [19]). In this approach the set of non-dominated
elements with respect to a fuzzy preference relation may be conveniently expressed.
Let us start with a concept of a crisp set R−(s), defined as follows:

R−(s) = {u ∈ T : R(s,u)} (14)

and gathering all tuples dominated by a tuple s with respect to a crisp preference
relation R. Then N(T,R), defined as follows:

N(T,R) = T ∩
⋂
s∈T

R−(s) (15)

denotes the set of all non-dominated tuples of a crisp set T with respect to a crisp
preference relation R, while A denotes the complement of the set A. The above defi-
nition is a bit more complicated than necessary (cf. the intersection with the set T ),
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however this is useful for deriving its fuzzy counterpart. For a further “fuzzification”
it is convenient to rewrite (15) as a predicate calculus formula

N(T,R)(t) ⇔ T (t)∧∀s∈T¬R−(s)(t) (16)

where particular predicates are denoted with the same symbols as corresponding
sets (in particular, R−(s) denotes a predicate corresponding to a set (14) defined for
a tuple s).

Using (15) we can define the winnow operator in the following way, equivalent
to (12)

ωR(T ) = N(T,R) (17)

Now let us adapt (17) to the case of fuzzy preference relation R. A fuzzy prefer-
ence relation on a crisp set of tuples T is any fuzzy binary relation R̃, R̃ ∈F (T ×T ),
where F (X) denotes the set of all fuzzy sets defined over the universe X . It will be
identified with its membership function μR̃.

As soon as the preference relation becomes fuzzy, then also the dominance (and
non-dominance) naturally becomes a matter of degree. Thus we define a fuzzy set of
tuples non-dominated with respect to a fuzzy preference relation R̃, using the formu-
las (14)-(15) and interpreting the set operations of the intersection and complement
appearing thereof as standard operations on fuzzy sets. We start with a fuzzy counter-
part of the set (14), defining the membership function of the fuzzy set R̃−(s) of tuples
dominated (to a degree) by a tuple s with respect to the fuzzy preference relation R̃:

μR̃−(s)(u) = μR̃(s,u) (18)

Next let us rewrite (16), replacing a preference relation R with a fuzzy preference
relation R̃ and replacing R− with R̃−, according to (18):

N(T, R̃)(t) ⇔ T (t)∧∀s∈T¬R̃(s, t) (19)

We still have to take into account that the set T (and corresponding to it predicate)
is, in general, fuzzy. Thus, we denote it as T̃ and replace the restricted quantifier
∀s∈T in (19) with an equivalent non-restricted form obtaining:

N(T̃ , R̃)(t) ⇔ T̃ (t)∧∀s (T̃ (s) →¬R̃(s, t)) (20)

Finally, we can define a fuzzy counterpart of the winnow operator in the following
way. Let T̃ be a fuzzy set of tuples and R̃ a fuzzy preference relation, both defined
on the same set of tuples T . Then, the fuzzy winnow operator ωR̃ is defined as:

ωR̃(T̃ )(t) = N(T̃ , R̃)(t) t ∈ T (21)

where the fuzzy predicate N(T̃ , R̃) is determined by (20), and ωR̃(T̃ )(t) denotes the
value of the fuzzy membership function of the set of tuples defined by ωR̃(T̃ ) for a
tuple t.

Again, as in the case of fuzzy bipolar queries, one may study the effect of the
choice of various logical operators to model logical connectives in the formula (20).
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We leave a general study of this issue for further research. Now we will just show how
a bipolar query may be expressed using the concept of the fuzzy winnow operator.

Let us consider a bipolar query defined by a pair of fuzzy conditions (C,P). These
conditions will be identified with fuzzy predicates, denoted with the same symbols.
Let R̃ be a fuzzy preference relation of the following form (cf. (13))

R̃(t,s) ⇔ P(t)∧¬P(s) (22)

Then, the bipolar query may be expressed as the following combination of the se-
lection and fuzzy winnow operators:

ωR̃(σC(T )) = N(C(T ), R̃) (23)

where C(T ) is a fuzzy set of the elements of T satisfying (to a degree) the condition
C, i.e., μC(T )(t) = C(t). Using (20) we can define the predicate (set) N(C(T ), R̃) in
(23) as follows

N(C(T ), R̃)(t) ⇔C(t)∧∀s (C(s) →¬(P(s)∧¬P(t))) (24)

Note that the selection operator σC in (23) may also be applied to a fuzzy set of
tuples T , which may be convenient if the set of tuples T is a result of another
fuzzy query.

In Zadrożny and Kacprzyk [25] we show that for the conjunction, negation
and implication connectives in (24) modelled by the operators of the minimum,
n(x) = 1−x and the Kleene-Dienes implication, respectively, the fuzzy set of tuples
obtained using (23) is identical with the fuzzy set defined by (6).

5 Concluding Remarks

We discuss the concept of bipolar queries. We show its origin in the work of Lacroix
and Lavency [16] and briefly review some selected relevant approaches recently
proposed in the literature. In particular we point out two main lines of research.
One focuses on the formal representation within some well established theories and
the question of a meaningful combinations of multiple conditions. Another one is
concerned first of all with the study of some appropriate ways to aggregate negative
(required) and positive (desired) conditions. We follow the second line of research
and show the relation of this concept, from this point of view, with other approaches,
both concerning database querying (exemplified by Chomicki [6]) as well as other
domains (exemplified by Yager [21]). In the former case we offer a fuzzy counterpart
of a new relational algebra operator winnow .

As in many cases of fuzzy logic applications the resulting concepts exhibit some
arbitrariness with respect to a choice of the way logical connectives should be mod-
elled. We contribute with some preliminary conclusions here but a further research
is definitely needed.
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24. Zadrożny, S., De Tre, G., De Caluwe, R., Kacprzyk, J.: An overview of fuzzy approaches
to flexible database querying. In: Galindo [14], pp. 34–53
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On Deriving Data Summarization through
Ontologies to Meet User Preferences

Troels Andreasen and Henrik Bulskov

Abstract. A summary is a comprehensive description that grasps the essence of a
subject. A text, a collection of text documents, a query answer can be summarized
by simple means such as an automatically generated list of the most frequent words
or ”advanced” by a meaningful textual description of the subject. In between these
two extremes are summaries by means of selected concepts exploiting background
knowledge providing selected key concepts. We address in this paper an approach
where conceptual summaries are provided through a conceptualization as given by
an ontology. The idea is to restrict a background ontology to the set of concepts that
appears in the text to be summarized and therebyl provide a structure, a so-called
instantiated ontology, that is specific to the domain of the text and can be used to
condense to a summary not only quantitatively but also conceptually covers the sub-
ject of the text. In this chapter we introduce different approaches to summarization.
We consider a strictly ontologly based approach where summaries are derived solely
from the instantiated ontology, a conceptual clustering over the instantiated concepts
based on a semantic similarity measure, and an approach based on probabilities.

1 Introduction

The purpose of a summary is to provide a simplification to highlight the major points
from the subject, e.g. a text or a set of texts such as a query answer. The aim is to
provide a summary that grasps the essence of the subject.

Most common are summaries as those provided manually by readers or authors
as a result of intellectual interpretation. Summaries can however also be provided
automatically. One approach, in the Question Answering style, such as this is inves-
tigated in for instance the DUC and TREC conferences (see for instance [6],[5],[7]),
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is to provide a full natural language generation based summary construction while a
less ambitious, in the same tradition, is rather to perform a sentence selection from
the text to be summarized.

In the other end the most simple approach is to select a reasonable short list of
words among the most frequent and/or the most characteristic words from the set
of words found in the text to be summarized. So rather than a coherent text the
summary is simple a set of items.

Summaries in the approach presented here are also sets of items, but involves
improvements over the simple set of words approach in two respects. First, we go
beyond the level of keywords and aim to provide conceptual descriptions from con-
cepts identified and extracted from the text. Second, we involve background knowl-
edge in the form of an ontology. Strictly these two aspects are closely related – to
use the conceptualization in the ontology we need means to map from words and
phrases in the text to concepts in the ontology.

Summarization is a process of transforming sets of similar low level objects into
more abstract conceptual representations [19] and more specifically a summary for
a set of concepts is an easy to grasp and short description – in the form of a smaller
set of concepts. For instance {car,house} as summary for {convertible, van, cottage,
estate} or {dog} as summary for {poodle, alsatian, golden retriever, bulldog}.

In this paper we present different directions to conceptual summaries as answers
to queries. In these cases an ontology plays a key role as reference for the conceptu-
alization. The general idea is from a world knowledge ontology to form a so-called
“instantiated ontology” by restricting to a set of instantiated concepts.

First, we consider a strictly ontology based approach where summaries are de-
rived solely from the instantiated ontology. Second, we consider conceptual cluster-
ing over the instantiated concepts based on a semantic similarity measure. Finally,
we present an approach based on probabilities.

The general idea, in the approach presented here, is to restrict a general world
knowledge ontology to the given set of concepts extending this with relations and
related concepts and thereby providing a structure for navigation and further in-
vestigation of the concepts. Conceptual investigation of a set of documents can be
performed by extracting the set of concepts appearing in the documents and by pro-
viding means for navigation and retrieval within the set of extracted concepts.

The paper is organized as follows. First, we introduce the general ontology,
extraction of conceptual descriptions, and the instantiated ontology. Second, we de-
scribe the various approaches to conceptual summaries. And finally we present a
conclusion and give some pointers to future research.

2 Representing Background Knowledge – Ontology

Background knowledge is knowledge that complements the primary target data (the
text or text collection / database) that is subject of the summarization with informa-
tion that is essential to the understanding of this. Background knowledge can take
different forms varying from simple lists of words to formal representations. To
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provide, in the Question Answering style, a full natural language generation based
summary, means for reasoning within the domain as well as means for process-
ing language expressions are needed so background knowledge should include ax-
iomatic formalization of essential domain knowledge as well as knowledge to guide
the natural language synthesis process. In this context, however, our goal is concep-
tual summaries provided as sets of words or concepts so background knowledge to
support this can range from unstructured lists of words to ontologies.

A simple list of words can be applied as a filter, mapping from a text to the sub-
set of the word list that appears in the text. Such a controlled list of keywords or a
vocabulary of topics can by obvious means be improved to capture also morphol-
ogy by stemming or inflection patterns. However, for summary purposes we will
have to rely on course-grained principles as statistics on frequencies to reduce the
number of items of a list, to obtain an easy to grasp summary. What is needed to ob-
tain significant improvement is a structure that relates individual words and thereby
supports fusion into commonly related items in the contraction towards sufficiently
brief summaries. In addition to this the presence of relations introduce the element
of definition by related items and thus justifies the notion as a structure of con-
cepts rather than a list of words. So taxonomies, partonomies, semantic networks
and ontologies are structures that potentially contribute also to knowledge-based
summarization. Our main focus here is on ontologies ordered around taxonomic
relationship. Rather than the common description logic based approach we choose
here a simpler concept algebraic approach to ontologies.

One important rationale for this is that our goal here is not ontological reasoning
in general but rather extraction of sets of mapped concepts and manipulation of
such sets (e.g. contraction). Another is that the concept algebraic approach has an
inherent and very significant notion of generativity, where the ontology includes
also compound concepts that can be formed by means of other concepts.

2.1 An Algebraic Approach to Ontologies

Assume that a basis taxonomy that situates a set of atomic term concepts A in a mul-
tiple inheritance hierarchy is given. Based on this we define a generative ontology
by generalization of the hierarchy to a lattice and by introducing a (lattice-algebraic)
concept language (description language) that defines an extended set of well-formed
concepts, including both atomic and compound term concepts.

The concept language used here, ONTOLOG[9], has as basic elements concepts
and binary relations between concepts. The algebra introduces two closed opera-
tions sum and product on concept expressions ϕ and ψ , where (ϕ + ψ) denotes the
concept being either ϕ or ψ and (ϕ ×ψ) denotes the concept being ϕ and ψ (also
called join and meet respectively).

Relationships r are introduced algebraically by means of a binary operator (:),
known as the Peirce product (r : ϕ), which combines a relation r with an expression
ϕ . The Peirce product is used as a factor in conceptual products, as in x× (r : y),
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which can be rewritten to form the feature structure x[r : y], where [r : y] is an attri-
bution of the concept x. Thus we can form compound concepts by attribution.

Given atomic concepts A and semantic relations R, the set of well-formed terms
L is:

L = {A }∪{x[r1 : y1, ...,rn : yn]|x ∈ A ,ri ∈ R,yi ∈ L } (1)

Compound concepts can thus have multiple as well as nested attributions. For in-
stance with R= {WRT,CHR,CBY,TMP,LOC, . . .}1 and A ={entity, physical entity,
abstract entity, location, town, cathedral, old} we get:

L =
{entity, physical entity,abstract entity,

location,town,cathedral,old,

. . . ,cathedral[LOC : town,CHR : old],
cathedral[LOC : town[CHR : old]], . . .}

2.2 Modelling Ontologies

Obviously modelling ontologies from scratch will often be the best way to ensure
that the result will be correct and consistent. However, for many applications the
effort it takes is simply not at disposal and manual modeling have to be limited to
narrow subdomains and complemented with extracts derived from relevant general
sources. Sources that may contribute to modeling of ontologies may have various
forms. A taxonomy is an obvious choice and it may be supplemented with, for
instance, word and term lists as well as dictionaries for definition of vocabularies and
for handling of morphology. Among the obviously useful resources are the semantic
network WordNet [11] and the Unified Medical Language System (UMLS) [4] that
unifies several resources in the biomedical science area.

To go from a resource to an ontology is not necessarily straightforward, but if
the goal is a generative ontology and the given resource is a taxonomy, one option
is to proceed as follows. Let T be a taxonomy over the set of atomic concepts A
and let L be the language of well-formed terms over A for a given set of relations
R according to (1) above. T̂ is the transitive closure of T . T̂ can be generalized
to an inclusion relation ”≤” over all well-formed terms of the language L by the
following

“ ≤ “ = T̂
∪{〈x[. . . ,r : z],y[. . .]〉|〈x[. . .],y[. . .]〉 ∈ T̂ }
∪{〈x[. . . ,r : z],y[. . . ,r : z]〉|〈x[. . .],y[. . .]〉 ∈ T̂ }
∪{〈z[. . . ,r : x],z[. . . ,r : y]〉|〈x,y〉 ∈ T̂ }

(2)

where repeated . . . denote zero or more attributes of the form ri : wi.

1 for with respect to, characterized by, caused by, temporal, location, respectively.
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The general ontology O = (L ,≤,R) thus encompasses a set of well-formed ex-
pressions L derived in the concept language from a set of atomic concepts A , an
inclusion relation generalized from the taxonomy relation in T , and a supplemen-
tary set of semantic relations R. For rεR, we obviously have x[r : y] ≤ x, and that
x[r : y] is in relation r to y. Observe that O is generative and that L therefore is
potentially infinite.

An example is given in figure 2 showing a segment of a generative ontology build
with WordNet as resource.

2.3 Deriving Similarity

An ontology, that covers a document collection, may provide an excellent means to
survey and give perspective to the collection. However as far as access to documents
is concerned, ontology reasoning is not the most obvious evaluation strategy as it
may well entail scaling problems. Applying measures of similarity derived from the
ontology is a way to replace reasoning with simple computation still influenced by
the ontology.

One obvious way to measure similarity in ontologies, given the graphical repre-
sentation, is to evaluate the distance between the concepts being compared, where a
shorter distance implies higher similarity and vice versa.

A number of different ontological similarity measures along this line have been
proposed over the years. Shortest Path Length [12] forms the basis of a group of
measures classified as path length approaches. The Weighted Shortest Path [15] is
a generalization of Shortest Path Length where weights are assigned to relations in
the ontology. Two different alternatives are Information Content [16] and Weighted
Shared Nodes [17], where the former uses the probability of encountering concepts
in a corpus to define the similarity between concepts, and the latter uses the density
of concepts shared by the concepts being compared to measure the similarity.

3 Referencing the Background Knowledge – Providing
Descriptions

As already indicated the approach involves surveying text through the ontology pro-
vided and delivering summaries on top of the conceptualization of the ontology. For
this purpose we need to provide a description of the text to be summarized in terms
of the concepts in the ontology. So words and/or phrases must be extracted from
the text and mapped into the ontology. This is a knowledge extraction problem,
and obviously such knowledge extraction can span from full deep natural language
processing (NLP) to simplified shallow processing methods.

Here we will consider the latter due to the counterbalance between the need for
a full interpretation and the computational complexity of getting it. A very simple
solution would match words in text with labels of concepts in the ontology, hence
make a many-to-many relation between words in text and labels in the ontology that
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just accepts the ambiguity of natural language. Improvements can easily be obtained
through pattern based information extraction / text mining and through methods in
natural language processing.

First, a heuristic part of speech tagging can be performed on the text, and pro-
vided that word classes are assigned to the concepts given in the ontology this en-
ables a word class based disambiguation.

Second, a stemming or, provided lexical information is available, a transforma-
tion to a standardized inflectional form can significantly improve the matching.

Third, given part of speech tagged input , simple syntactic natural language gram-
mars can be used to chunk words together forming utterances or phrases [3], that
can be used as the basis for matching against compound concepts in the ontology.
Obviously the matching of chunks from the text and concepts in the ontology is in
principle the same complex NLP problem over again, but the chunks identified will
often correspond to meaningful concepts and therefore lead to a more refined and
better result of the matching and, in addition, allow for a simple pattern-based ap-
proaches. We refer to [18] and [1] for more refined approaches. Here we will only
cover a simple pattern-based approach.

Finally, some kind of word sense disambiguation [22] can be introduced in order
to narrow down the possible readings of words, hence ideally mapping words of
phrases to exactly one concept in the ontology.

A very simple approach along these lines is the following. Given a part-of-speech
tagged and NP-chunked input a grammar for interpretation of the chunks is the
following:

Head ::= N

NP ::= A* N* Head | NP P NP
(3)

where A, N and P as placeholders for adjective, noun and preposition respectively. A
very course-grained mapping strategy on top of this interpretation can be formed us-
ing the following transition rules, where premodifying adjectives relates to the head
through characterized by (CHR) while premodifying composite nouns and preposi-
tions both relates through with respect to (WRT):

A1, . . . ,AnN1, . . . ,NmHead �→
Head[CHR : A1, . . . ,CHR : An,WRT : N1, . . . ,WRT : Nm]

NP (P NP)1, . . . , (P NP)n �→
NP[WRT : NP1, . . . ,WRT : NPn]

(4)

To test this approach we consider the Metathesaurus in the Unified Medi-
cal Language System (UMLS) [13] as resource and build a generative ontology
from this. For part of speech tagging and phrase chunking we use the MetaMap
application [2].
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Consider the following utterance2 as an example:

[...] the plasma patterns of estrogen and progesterone under gonadotropic stimulation
simulating early pregnancy [...]

The first part of the analysis leads to part of speech tagging and phrase recognition
as follows:

Phrase Type Word POS

Noun Phrase
det the det
mod plasma noun
head patterns noun

Preposition
prep of prep
head estrogen noun
conj and conj

Noun Phrase head progesterone noun

Preposition
prep under prep
mod gonadotropic adj
head stimulation noun
verb simulating verb

Noun Phrase
mod early adj
head pregnancy noun

By applying the grammar (3) this can be transformed into the following three noun
phrases:

plasma/N patterns/N of/P estrogen/N

progesterone/N under/P gonadotropic/A stimulation/N

early/A pregnancy/N

and by using the transition rules (4) we can produce the following compound ex-
pressions:

patterns[WRT: plasma, WRT: estrogen]

progesterone[WRT:stimulation[CHR:gonadotropic]]

pregnancy[CHR:early]

then we can attach the mapping from words in these expressions to node identifiers
in the Metathesaurus given by MetaMap:

2 This utterance is from a small 50K abstracts fraction of MEDLINE [14] having both
Homones and Reproduction as major topic keywords.
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patterns{C0449774}
[WRT: plasma{C0032105, C1546740}, WRT: estrogen{C0014939}]

progesterone{C0033308}
[WRT:stimulation{C1948023,C1292856}[CHR:gonadotropic{C1708248}]]

pregnancy{C0425965,C0032961}[CHR:early{C1279919}]

Top

Event

Entity

Phenomenon or ProcessActivity

Natural Phenomenon
 or Process

Biologic Function

Physiologic Function

Embryonic and
 Fetal Development

general life processes

Fetal development of
 the mammalian embryo or fetus

Pregnancy

Pregnancy[CHR: Early]

Conceptual Entity

Occupation or Discipline Idea or ConceptGroup

field, discipline,
 or occupation

social sciences,
 economics, and law

concepts in
 biomedical areas

concepts in psychology
 and thought

Growth and
 Development function

Life Cycle Stages

Reproduction

sociology and anthropology

social group and organization

Social group

family and kinship

Population Group

Persons

Family functioning capacity

Psychology

Psychology, Applied

Psychology, Social

intimacy and family

Behavior

Social Behavior

Fig. 1 Mapping of the concept pregnancy{C0032961}[CHR:early{C1279919}] into UMLS
(slightly modified, i.e. some paths are removed, due to considerations of space)
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Naturally, since natural language is ambiguous, but also due to the fact that the
Metathesaurus is built by merging different knowledge sources together, MetaMap
is not able to disambiguate all parts of the expressions, for instance, here plasma,
stimulation, and pregnancy all are ambiguous. A simple solution to this problem
is just to accept the ambiguity in the generation of descriptions, hence produce all
possible interpretations of the expressions, for instance, the two readings of early
pregnancy

pregnancy{C0425965}[CHR:early{C1279919}]

pregnancy{C0032961}[CHR:early{C1279919}]

but more advanced solutions could introduce additional methods for disambiguation
of descriptions, for instance, try to include context analysis in order to further reduce
the ambiguity, see e.g. [22] for a survey of word sense disambiguation approaches.
An example of the mapping of the concept

pregnancy{C0032961}[CHR:early{C1279919}]

into the UMLS is given in figure 1.
Regardless of whether rules to combine into compound concepts are applied or

not the result of a mapping from a piece of text T to an ontology O will be a set of
concepts. This set of concepts dO(T ) we call the description of T (with respect to O)
and the elements of d are called descriptors. dO(T ) is, so to say, T viewed through
the ontology O. dO(T ) may be used as the content of an ontology-based indexing,
for instance on the level of sentences. Here our main focus is on summarization and
thus we will also be concerned with descriptions covering larger texts and collec-
tions of texts. So all in all, no matter the size, form or structure of a given text T , the
basic description is a set of descriptors.

3.1 Instantiated Ontology

The description dO(T ) of a text T given the ontology O comprise a set of concepts
in O and as indicated the purpose here is to summarize based on relations in the on-
tology. Now given the set of concepts (the description) dO(T ) an obviously relevant
subontology is a subontology that covers all elements of dO(T ). Such a subontol-
ogy can be considered an instantiation of the text T (or the set of concepts dO(T )). A
very simple example of such is the ontology for the concept pregnancy[CHR:early]
given in figure 1.

Given an ontology O = (L ,≤,R) and a set of concepts C we define the instanti-
ated ontology OC = (LC,≤C,R) as a restriction of O to cover only the concepts in
C, that is, C and every concept from L that subsumes concepts in C or attributes for
concepts in C. LC can be considered an ”upper expansion” of C in O . More specif-
ically, with C+ being C extended with every concept related by attribution from a
concept in C:
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LC = C∪{x|y ∈C+,x ∈ L ,y ≤ x}
“ ≤C “ = {(x,y)|x,y ∈ LC,x ≤ y} (5)

Thus OC is not generative. ”≤C” may be represented by a minimal set ”≤′
C”⊆”≤C”

such that ”≤C” is derivable from ”≤′
C” by means of transitivity of ”≤” and mono-

tonicity of attribution:

transitivity : x ≤ y,y ≤ z ⇒ x ≤ z

monotonicity : x ≤ y ⇒ z[r : x] ≤ z[r : y]

Figure 2 shows an example of an instantiated ontology. The general ontology is
based on (and includes) WordNet and the ontology shown is ”instantiated” wrt. the
following set of concepts:

C = {cathedral[LOC : town[CHR : old]],abbey,

fortification[CHR : large,CHR : old],stockade,

fortress[CHR : big]}

3.2 Weighted Descriptors

As described above descriptions are crisp sets. However, since there are obvious
grounds to attach weights to descriptors, we can naturally extend the notion to cap-
ture also weighted descriptors and to collect these into fuzzyfied descriptions.

First of all weighting of descriptors can be based on frequencies. We can de-
fine term frequency t f (d) of a descriptor d as the number of different places in T
the descriptor d can be extracted. Furthermore if the text at hand is a collection of
documents we can also take into account the document frequency d f (d) (the num-
ber of different documents d can be extracted from). However, it should be noted
that while the significance of the (inverse) d f on the tfidf term-weighting-measure
is well-understood and established in conventional information retrieval, it is less
clear what role it should play in connection with weighting for summarization. In
the tfidf-measure the (inverse) d f diminishes the weight of terms that occur very
frequently in the collection and increases the weight of terms that occur rarely, so
terms that tend to select most documents in the collection will have reduced weights.
However, when summarizing over collections of documents we are not interested in
distinguishing on the document level since the summary should be characteristic for
the collection as a whole.

Weighting can also be introduced to reflect degrees of membership due to overlap
and relatedness. A compound descriptor, as disease[CHR : serious], covers the two
concepts disease and serious but even so these two latter could also be added to the
description eventually with a reduced weight due to the overlap. Given a similarity
measure sim a description can also be expanded with related / similar concepts with
membership degrees corresponding to the similarity.
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entity

physical_entity abstract_entity

artifactlocation

structure

building

defensive_structure

place_of_worship

church

abbeycathedral

cathedral[loc: town]

fortification fortress

stockade fortification[chr: large]fortification[chr: old]

attribute

property

magnitudeage

size

largeness

biglarge

fortress[chr: big]

oldness

old

town[chr: old]

region

geographical_area
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municipality

town

fortification[chr: large, chr: old]cathedral[loc: town[chr: old]]

Fig. 2 A segment of an ontology based on Wordnet. Does also correspond to an instanti-
ated ontology for the set of instantiated concepts {cathedral[LOC : town[CHR: old]], abbey,
fortification[CHR : large, CHR : old], stockade, fortress[CHR : big]}

4 Data Summarization through Background Knowledge

The general idea here is to exploit background knowledge through conceptual sum-
maries, that are to provide a means to survey textual data, for instance a query result.
A set of concepts from the background knowledge is first identified in the text and
then contracted into smaller set of, in principle, most representable concepts.

This can be seen as one direction in a more general conceptual querying approach
where queries can be posed an or answers be presented by means of concepts. For
a general discussion on other means, except from conceptual summaries, of con-
ceptual querying, where also a dedicated language constructs for this purpose is
presented we refer to [21]. Here we discuss summaries only.
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In the approach to summarization described here we assume an ontology to guide
the summarization and, for the text to be summarized, an initial extraction of con-
cepts as described in the previous section. Thus, we can assume an initial set of
concepts C and we a facing a challenge to provide a smaller set of representative
concepts covering C, that is, an appropriate summary that grasps what´s most char-
acteristic about C. For computation of the summary we restrict to the subontology
OC = (LC,≤C,R) corresponding to the instantiated ontology for C.

Below we will use the example ontology shown in figure 3, which is derived from
the following small fragment of text taken from SEMCOR[10]:

Greases, stains, and miscellaneous soils are usually sorbed onto the soiled surface. In
most cases, these soils are taken up as liquids through capillary action. In an essentially
static system, an oil cannot be replaced by water on a surface unless the interfacial
tensions of the water phase are reduced by a surface-active agent.

Words in italics indicate the initial set of concepts, in this case nouns that are mapped
into WordNet[11], from which the instantiated ontology is created3. SEMCOR is a
subset of the documents in the Brown corpus which has the advantage of being
semantically tagged with senses from WordNet.

We introduce three different directions for deriving summaries below: one based
directly on connectivity in the ontology, one drawing on statistical clustering ap-
plying similarity measures, and one that uses corpus statistics and thus is based
on probabilities. Finally, we will consider approaches that join these three different
directions.

4.1 Connectivity Clustering

Connectivity Clustering is clustering based solely on connectivity in an instantiated
ontology. More specifically the idea is to cluster a given set of concepts based on
their connections to common ancestors, for instance grouping two siblings due to
their common parent, and in addition to replace the group by the common ancestor.
Thus rather than, when taking a bottom-up hierarchical clustering view, moving
towards a smaller number of larger clusters, connectivity clustering is about moving
towards a smaller number of more general concepts.

For a set of concepts C = {c1, . . . ,cn} we can consider as generalizing description
a new set of concepts δ (C) = {ĉ1, . . . , ĉk}, where ĉi is either a concept generalizing
concepts in C or an element from C. Each generalizer in δ (C) is a least upper bound
(lub) of a subset of C, ĉi = lub(Ci), where {C1, . . . ,Ck} is a division (clustering) of
C. Notice that the lub of a singleton set is the single element in this.

We define most specific generalizing description δ (C) for a given C = {ĉ1, . . . , ĉk}
as a description restricted by the following properties:

3 Notice that due to the use of SEMCOR there is no attribution in the initial set of concepts.
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Fig. 3 An instantiated ontology based on a paragraph from SEMCOR. Probabilities of en-
countering the concepts in the corpus are given

∀ĉ ∈ δ (C) : ĉ ∈C∨∃c′,c′′ ∈C∧ c′ �= c′′ ∧ c′ < ĉ∧ c′′ < ĉ (6)

∀ĉ′, ĉ′′ ∈ δ (C) : ĉ′ ≮ ĉ′′ (7)

∀c′,c′′ ∈C, ĉ′ ∈ δ (C),¬∃x ∈ LC : c′ ≤ x∧ c′′ ≤ x∧ x ≤ ĉ′ (8)

where (6) restricts δ (C) to elements that either originate from C or generalize two
or more concepts from C. (7) restricts δ (C) to be without redundance (no element of
δ (C) may be subsumed by another element), and (8) reduces to the most specific in
the sense that no subsumer for two elements of C may be subsumed by an element
of δ (C).

Observe, that δ (C), like C, is a subset of LC, and that we therefore can refer to
an m’th order summarizer δ m(C). Obviously, to obtain an appropriate description of
C we will in most cases need to consider higher orders of δ . At some point m we
will in most cases have that δ m(C) = Top, where Top is the topmost element in the
ontology. An exception is when a more specific single summarizer is reached in the
ontology.

The most specific generalizing description δ (C) for a given C is obviously not
unique and there are several different sequences of most specific generalizing de-
scriptions of C from C towards Top. However, a reasonable approach would be to
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go for the largest possible steps obeying the restrictions for δ above, as done in the
algorithm below.

For a poset S we define min(S) as the subset of minimal elements of S. min(S) =
{s|s ∈ S,∀s′ ∈ S : s′ ≮ s}

ALGORITHM – Connectivity summary

INPUT: Set of concepts C = {c1, . . . ,cn}
OUTPUT: A most specific generalizing description δ (C) for C.

1) Let the instantiated ontology for C be OC = (LC,≤C ,R)

2) U = min({u|u ∈ LC ∧∃ci,c j ∈C : ci < u∧ c j < u}),
3) L = {c|c ∈ LC ∧∃u ∈U : c < u}
4) M = min({m|m ∈ LC\L∧∃c ∈ L : c < m}),
5) set δ (C) = C∪U ∪M/L

In 2) all most specific concepts U that generalize two or more concepts from C are
derived. Notice that these may include concepts from C when C contains concepts
subsuming other concepts. In 3) L defines the set of concepts in C that specializes
the generalizers in U . In 4) additional parents for (multiple inheriting) concepts
covered by generalizations in U are added. 5) derives δ (C) from C by adding the
most specific generalizers and subtracting concepts specializing these.

Notice especially that 4) is needed in case of multiple inheritance. If a concept
c has multiple parents and is replaced by a more general concept due to one of its
senses (parents) we need to add parents corresponding to the other senses of c –
otherwise we loose information corresponding to these other senses. For instance in
figure 4 we have that δ ({a,b}) = {c,d} because a and b will be replaced by c, and
d will be added to specify the second sense of b.

As a more elaborate example consider again figure 3. Summarization of C by
connectivity will proceed as follows.

C = {system, dirt, phase, capillary action, interfacial tension, grease,
oil, water, liquid, surface-active agent, surface}

δ 1(C) = {abstraction, binary compound, liquid, oil, phase, surface, surface-
active agent, surface tension}

δ 2(C) = {abstraction, compound, liquid, molecule, natural phenomenon,
surface, surface-active agent}

δ 3(C) = {abstraction, molecule, natural phenomenon, substance, surface,
surface-active agent}

δ 4(C) = {abstraction, physical entity}
δ 5(C) = {entity}

The chosen approach, taking the largest possible steps where everything that can,
will be grouped, is of course not the only possible. If we alternatively want to form
only some of the possible clusters complying with the restrictions some kind of
priority mechanism for selection is needed.
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Fig. 4 Ontology fragment
with multiple inheritance

a b

e

c d

Among important properties that might contribute to priority are deepness, re-
dundancy and support. The deepest concepts, those with the largest depth in the
ontology, are structurally and thereby often also conceptually the most specific con-
cepts, thus collecting these first would probably lead to a better balance with regard
to how specific the participating concepts are in candidate summaries. Redundancy,
where participating concepts include (subsumes) others, is avoided as regards more
general concepts introduced (step 3 in the algorithm). However redundancy in the
input set may still survive so priority could also be given to remove this first. In ad-
dition we could consider support for candidate summarizers. One option is simply
to measure support in terms of number of subsumed concepts in the input set while
more refinement could be obtained by also taking frequencies of concepts as well as
their distribution in documents4 in the original text into consideration. Support may
guide the clustering in several ways. It indicates for a concept how much it covers
in the input and can thus be considered as an importance weight for the concept as
summarizer for the input. High importance should probably infer more reluctance
as regards further generalization.

4.2 Similarity Clustering

Given a similarity measure, summaries can be derived from a clustering of con-
cepts applying this measure. Obviously, if the measure is derived from an ontology,
and thereby do reflect this, then so will the clustering. We will below assume an
ontology-based similarity measure sim. A simple example of such a measure can
be derived from the path lenght in the ontology graph (Rada’ Shortest Path Length
[12]). More refined approaches are Information Content [16] and Weighted Shared
Nodes [17].

A Hierarchical Similarity-Based Approach

With a given path-length dependent similarity measure derived from the ontology a
lub-centered, agglomerative, hierarchical clustering can be performed as follows.

Initially each ”cluster” corresponds to an individual element of the set to be
summarized. At each particular stage the two clusters which are most similar are

4 Corresponding to term and document frequencies in Information Retrieval.
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Fig. 5 An illustration of the hierarchical clustering summary. The merging of two clusters
are shown with their lub

joined together. This is the principle of conventional hierarchical clustering. How-
ever rather than replacing the two joined clusters with their union as in the con-
ventional approach they are replaced by their lub. Thus given a set of concepts
C = {c1, . . . ,cn} summarizers can be derived as follows.

ALGORITHM – Hierarchical clustering summary
INPUT: Set of concepts C = {c1, . . . ,cn}
OUTPUT: Generalizing description δ (C) for C.

1) Let the instantiated ontology for C be OC = (LC,≤C R)
2) Let T = {〈x,y〉|sim(x,y) = maxz,w∈C(sim(z,w))}
3) Let U = min({u|u ∈ LC ∧∃x,y ∈ LC : x < u∧ y < u})
4) L = {x|〈x,y〉 ∈ T ∨〈y,x〉 ∈ T}
5) set δ (C) = C∪U/L

As was also the case with the connectivity clustering, to obtain an appropriate de-
scription of C we might have to apply δ several times and at some point m we have
that δ m(C) = Top.

Figure 5 illustrates the application of δ a total of 15 times to the set of concepts
from the previous example, where we might have (depending on the exact similarity
values) for instance:

C = {number, size, committee, government, state, defender, man, ser-
vant, woman, bribe, cost, price, fee, fortification, fortress, stock-
ade}

δ 1(C) = {number, size, committee, government, state, defender, man, ser-
vant, woman, bribe, cost, fee, fortification, fortress, stockade}

δ 2(C) = {number, size, committee, government, defender, man, servant,
woman, bribe, cost, price, fee, fortification, fortress, stockade}

etc.
Thus summaries are generated iteratively and at each step the two closest con-

cepts are clustered and the result is replaced by the corresponding lub.
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Simple Least Upper Bound-Based Approach

The principle of replacing clusters by their least upper bound can by applied on
top of, in principle, any clustering approach. A straightforward similarity based ap-
proach is simply to apply a crisp clustering to the set of concepts C = {c1, . . . ,cn}
leading to {C1, . . . ,Ck} and then provide the set of lub’s {ĉ1, . . . , ĉk}= {lub(C1), . . . ,
lub(Ck)} for the division of C as summary. However to take into account also the
importance of clusters in terms of their sizes, the summary can be modified by the
support of the generalizing concepts, support(x,C), that for a given concept speci-
fies the fraction of elements from the set C covered:

support(x,C) =
|{y|y ∈C,y ≤ x}|

|C| (9)

leading to a fuzzyfied (weighted) summary, based on the division (crisp clustering)
of C into {C1, . . . ,Ck}:

Σisupport (lub(Ci),C)/lub(Ci) (10)

To illustrate this lub-based approach consider table 1. Five groups are given that
are derived as clusters of synsets in Wordnet 5

Table 1 A set of clusters and their least upper bounds from WordNet

cluster lub

{number, size} magnitude
{committee, government, state} organization

{defender, man, servant, woman} person
{bribe, cost, fee, price} cost

{fortification, fortress, stockade} defensive structure

From these clusters the fuzzyfied summary {.13/magnitude + .19/organization +
.25/person + .25/cost + .19/defensive structure} can be generated.

We may expect a pattern similar to hierarchical clustering in derivation of sum-
maries in an approach based on similarity when the similarity measure reflects sim-
ple shortest path in the ontology.

This approach to summarization can be generalized using a fuzzyfied notion in
place of the least upper bound as candidate representative. The generalization re-
duces the sensitivity against noise in the groups resulting from the initial clustering.
This approach is described in [20, 21].

5 The first four are set of clusters and their least upper bounds in where C1, . . . ,C4 are from
SEMCOR and C5 is from the example ontology in figure 2.
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4.3 A Probability-Based Approach

We consider above a summary of textual input based on the concepts that appears in
the text and how these are related in a background ontology. In the hierarchical ap-
proach candidate summarizers are chosen regardless of their coverage of the input,
while the lub-based approached is introduced with a support that measures the de-
gree to which all occurring input concepts are summarized. An obvious extension in
this direction is to also consider frequencies of terms in the input text (as described
in section 3.2) and thereby measure the probability of encountering an instance of a
concept in the text.

Probabilities provide a means for selecting summarizers without taking other
measures into account and thus allows for a straightforward approach as follows.

Assume that a set of concepts C = {c1, . . . ,cn} is given and let OC = (LC,≤C,R)
be the instantiated ontology. Let further child(c) denotes the set of immediate chil-
dren and parent(c) the set of immediate parents for any concept c ∈ LC. The
principle is to accumulate the frequencies to more general concepts but only so
that a child c contributes with 1

|parent(c)| to each parent. A summary can be derived
as follows.

ALGORITHM – Probability-based summary

INPUT: Set of concepts C = {c1, . . . ,cn}, their relative frequencies { f req(c1),
. . . , f req(cn)} and a threshold α

OUTPUT: Generalizing description D(C,α) for C.

1) Let the instantiated ontology for C be OC = (LC,≤C,R)
2) Accumulate the frequencies in correspondence with the ontology such that ∀c ∈

LC\C : f req(c) = ∑c′∈child(c)
1

|parent(c′)| f req(c′)
3) Let N = |C| and p(c) = f req(c)/N be the probability of encountering c.
4) Let O ′

C =
(
L ′

C,≤′
C,R ′) be the restriction of OC to the concepts that appear in

{c ∈ LC|p(c) ≥ α}
5) Set the α-level summary of C to the most specific concepts appearing in O ′

C,
that is D(C,α) = {c ∈ L ′

C| � ∃c′ ∈ L ′
C : c′ < c}

As an example consider again the SEMCOR instantiated ontology in figure 3.
Among the recognized concepts most appear only once, while the frequency of
surface and water is two and the frequency of soils is 4 (includes stains). We have
N =16 and C = {system, dirt stain soil, phase, capillary action, interfacial tension,
grease, oil, water, liquid, surface-active agent, surface} and thus get for instance

D(C,0.1)={dirt stain soil, surface, surface tension, water, oil}
D(C,0.15)={dirt stain, soil, natural phenomenon, compound}
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5 Concluding Remarks

In this paper we have considered how to use ontologies to provide data summaries
with a special focus on textual data. Such summaries can be used in a querying
approach where concepts describing documents, rather than documents directly, are
retrieved as query answer. The summaries presented are conceptual due to fact that
they exploit concepts from the text to be summarized and ontology-based because
these concepts are drawn from a reference ontology.

We have presented three summary principles. Two based on similarity and
clustering and the third on probabilities derived from frequencies in the text to be
summarized. Obviously a ”meaningful” clustering may lead to good summaries if
characterizing subsuming concepts can be found in the ontology. However, as indi-
cated also counting occurrences, rather than only recognizing presence, of concepts
may contribute to encircling essential concepts.

The connectivity and similarity based approaches as presented in this chapter are
iterative in that they are defined by summarization functions to be applied repeat-
edly on previous results until a satisfactory contraction is obtained. The probability
approach, on the other hand, is here defined with a threshold function to be applied
only once but of course with the possibility to try again if the threshold given lead to
too much or too little contraction of the input. Basically this difference is not deci-
sive since initially deciding a number of iterations would correspond to specifying a
threshold and likewise an iterative approach could be obtained from an appropriate
repeated regulation of the threshold.

A more crucial difference between the approaches presented relates to on what
ground summarizing concepts are chosen. Connectivity and similarity approaches
apply background knowledge only and the main differentiation is wether a con-
cept appears in the corpus or not although a weighting scheme based on counting
subsumed concepts is also introduced with the support measure. The probability ap-
proach, on the other hand, is quite different and introduces a far more dominating
weighting scheme based on corpus statistics. Intuitively this should lead to more re-
fined results. Concepts that are very frequent in the data that we want to summarize
should also play a central role in the summarization.

However the probability approach as presented ignores similarity and does not
take into account whether a candidate summarizers subsumed concepts are simi-
lar or not. Obviously a summarizer would be more characteristic if its subsumed
concepts are similar and less similar if they do not have much in common.

So an approach that combines similarity and corpus statistics appears to be an ob-
vious next step. One solution is an extended similarity approach based on weighted
descriptors as briefly introduced above. If the weights reflect frequencies in the cor-
pus then we obviously have such a combined approach. This way the selection of
which clusters to merge next not only is based on similarity but also on frequencies,
hence generalization of highly frequent concepts can be delayed or prevented.

Alternatively we can consider an extended probability approach where for each
concept, in addition to the probability, is derived a measure reflecting a ”deviation”,
that is, a measure of the extend to which the given concept’s subsumed concepts are
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similar. One possibility for this measure is to aggregate the similarity between all
pairs of subsumed concepts. A node with only little deviation is more representative
than one with high. Rather than an ontology only with probabilities, as in figure 3,
we can provide the ontology with node weights, that is, for instance a weighted
average between the probabilities and the representational value. This can be used
for a more refined selection of concepts in a summary.

Independent of the summarization principle in play one major challenge we also
need to attack in the future is the evaluation problem, that is, how to measure the
quality of conceptual summarization. Good characteristics for summaries are not
obvious, but for a summarization principle to work in practise users clearly need
some kind of guidance on how many times to iterate or how to set a threshold.
Initial considerations on the quality of summaries can be found in [19] but the is-
sue is also an obvious direction for further work in continuation of what has been
described here.
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Granular Computing for Web Intelligence

Yiyu Yao and Ning Zhong

Abstract. The World Wide Web, or simply the Web, is a large-scale and complex
system that humans created in recent years. The Web brings opportunities and chal-
lenges for academic and industry communities and almost everyone on this planet
as well. Due to its huge scale and complexity, one may find that it is impossible to
search for simple theories and models for explaining the Web. Instead, more compli-
cated theories and methodologies are needed, so that the Web can be examined from
various perspectives. There are two purposes of the this chapter. One is to present an
overview of the triarchic theory of granular computing, and the other is to examine
granular computing perspectives on Web Intelligence (WI).

1 Introduction

The Web has evolved quickly into a huge and complex system with great social and
technological impacts. The investigation and research of such a large-scale system
requires a full exploration of existing theories and tools and calls for new ones. Many
proposals have been made and extensively explored, including Web Intelligence
(WI) [1, 2, 3, 4, 5, 6], Web Engineering (WE), Web Technology (WT), Semantics
Web (SW) [7] and Web Science (WS) [8]. WI research represents one of the frontier
efforts in making the Web towards the intelligent Web and eventually the Wisdom
Web [3, 9, 10, 11]. The scientific exploration of the Web, leading by WI, would bring
us to new horizons. Results, lessons, and experiences from existing disciplines can
be applied to the study of the Web. The Web may also introduce new problems and
challenges to the established disciplines [2].
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The emerging field of study, known as granular computing [12, 13, 14, 15, 16,
17, 18, 19, 20, 21, 22, 23, 24], may provide the necessary theories that support
WI research. The philosophy, methodology, and computation paradigm of granular
computing offer multiple levels of explanation of the Web and guides the design
and implementation of new types of Web-based information processing systems.
Granular computing provides an effective means for building conceptual models
of the Web, studying the organizations and structures of the Web, analyzing the
contents and knowledge of the Web, and discovering useful knowledge from the
usage of the Web. The essential notions of granular computing, namely, multilevel
and multiview, will provide new insights into WI research.

2 The Triarchic Theory of Granular Computing

Granular computing may be viewed as a new way of thinking and computation
that exploits varying sized data, information, knowledge, and wisdom granules. It
is nature-inspired computing that is applicable to machine-centric computing. Its
fundamental issues, principles, methodologies, scopes, and goals can be studied
in a triarchic theory of granular computing [17, 18, 19, 21]. The theory integrates
three perspectives, namely, the philosophy, the methodology and the computation,
based on granular structures. The three perspectives are corners of the granular
computing triangle.

2.1 Multilevel View and Multiview Understanding

Results from cognitive science and psychology on human guessing, knowing, think-
ing and languages provide evidence to support the view that humans perceive,
understand, and represent the real world in multiple levels of granularity and
abstraction [22]. To formally represent this view of human-inspired computing,
granular computing studies the fundamental notions of granules and associated
granular structures. It is the stress on structures that makes granular computing
unique and potentially useful.

Intuitively speaking, granules are parts of a whole. They are the focal points of
the current interest or the units used to obtain a description or a representation.
The meaning of granules would become clearer as soon as a particular problem
or application is considered. For example, in computer programming granules may
be interpreted as modules or subprograms. In scientific writing granules may be
words, sentences, paragraphs, etc., depending on the focus of attention. In the study
of organizational structures, granules represent various levels of division. The in-
terpretation of granules as parts of whole is simple and yet sufficient for building a
useful model of granular computing.

A granule normally serves dual roles. It is a single un-dividable unit when it is
considered as part of another granule; it is a whole consisting of interconnected and
interacting granules when some other granules are viewed as its parts. Properties of
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granules may be grouped into three types. The internal properties of a granule reflect
its organizational structures and the relationships and interaction of its element gran-
ules. The external properties of a granule reveal its interaction with other granules.
The contextual properties of a granule show its relative existence in a particular
environment. The three types of properties provide us a full picture of the notion
of granules.

Relationships among granules provide a base for building granular structures.
A family of granules of a similar type may be collected together in order to study
their collective properties. This leads to the notion of levels. While each granule
provides a local view, a level provides a global view. It is desirable that granules
in the same level should be as independent as possible, and granules in different
levels are related to each other based on their external and contextual properties.
That is, the internal properties of a granule are not considered when investigating its
relationships to other granules.

An important property of granules and levels is their granularity, which results in
a partial ordering of levels. Formally, this can be described by a hierarchical struc-
ture (i.e., a hierarchy). The term hierarchy is used loosely to define a structure that
is weaker than a tree or a lattice. Only a minimum requirement is imposed on the hi-
erarchical structure, namely, different levels consist of granules with different-sized
granules so that the ordering of levels is meaningful. That is, granular structure is
made up by a family of partially ordered levels, and each level is made up by a family
of granules.

Building a hierarchical granular structure relies on a vertical separation of levels
and a horizontal separation of granules at the same level [25]. Since these separa-
tions normally come with information loss, a granular structure may be viewed as
an approximate model of the reality from a particular angle. In order to obtain a
more realistic modeling, it may be necessary to consider multiple hierarchies. By
doing so, a multiview framework is obtained [26].

In a nutshell, granular structures may be described as a multilevel view given by
a single hierarchy and a multiview understanding given by many hierarchies.

2.2 Structured Thinking

The philosophy of granular computing is a world-view that promotes an understand-
ing and interpretation of the reality by focusing on multiple levels of granularity.
This philosophy requires structured thinking in stating and solving real-world prob-
lem. The philosophy of granular computing has been influenced by the traditional
reductionist thinking and the more recent systems thinking. Reductionist thinking
models a complex system or problem by dividing it into simpler and more funda-
mental parts, and further dividing these parts. It is assumed that an understanding
of the system can be reduced to the understanding of its parts. In other words, it is
possible to deduce fully the properties of a system based solely on the properties of
its parts.
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Systems thinking focuses on the connectedness, relationships, and context of
parts and whole [27, 28, 29]. A complex system is viewed as an integrated whole
consisting of a web of interconnected, interacting, and highly organized parts. The
properties of the whole are not present in any of its parts, but emerge from the inter-
actions and relationships of the parts. In other words, it is impossible to deduce the
properties of a system based solely on the properties of its parts.

The use of nested structures for modeling is common to both the reductionist
thinking and the systems thinking. The adoption of hierarchical granular structures
of the last section is, in fact, motivated by this commonality. In some sense, gran-
ular computing attempts to unify complementary reductionist thinking and systems
thinking into structured thinking. It combines analytical thinking for decomposing a
whole into parts and synthetic thinking for integrating parts into a whole. One may
switch between the two at different stages in problem solving.

2.3 Structured Problem Solving

From the methodology perspective, granular computing may recall results from
different disciplines. For example, the effective methodology of structured program-
ming [30], characterized by top-down design and step-wise refinement, is generally
applicable to other types of problem solving, and hence may provide a method-
ological foundation for granular computing. Similarly, problem solving heuris-
tics, methods, and strategies well studied in cognitive science [31] and artificial
intelligence [32] may offer their contributions to the methodology of granular
computing. The solid formulation and successful applications of the rough set the-
ory [14, 15, 33, 34, 35] not only gives a concrete model but also convinces many
researchers about the potential values of granular computing.

Granular computing promotes systematic approaches, effective principles, and
practical heuristics and strategies that have been used effectively by humans for
solving real-world problems. A central issue is the exploration of granular struc-
tures. This involves three basic tasks: constructing granular structures, working
within a particular level of the structures, and switching between levels. The method-
ology of granular computing is inspired by human problem solving. Thus, granular
computing is related to natural-inspired computing [36].

A good way to describe the methodology perspective of granular computing is to
construct a set of principles. A few examples of such principles are [21, 22]:

• the principle of multilevel view;
• the principle of multiview understanding;
• the principle of focused efforts;
• the principle of granularity conversion;
• the principle of view switching.

The first two principles emphasizes the use of a hierarchical structure as well as
many hierarchies. It is necessary to consider multiple representations at different
levels of granularity in a hierarchy and to consider multiple hierarchies at the same
time. From the consideration of multiple levels one obtains a view with many levels
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of abstraction; from the consideration of multiple hierarchies one obtains multiple
versions of the same world. They together offer many angles and perspectives for
the same problem. Once granular structures are obtained, other principles come into
play. The principle of focused efforts calls for attention on the focal point at a partic-
ular stage of problem solving. While the principle of granularity conversion links the
different stages in this process, the principle of view switching allows us to change
views and to compare different views.

Many more principles may be formulated and articulated. It is hoped that the
study of granular computing will lead to a set of well accepted principles and laws
in the near future. In this regard, one can draw results from structured programming
and systems theory.

2.4 Structured Information Processing

As a paradigm of structured information processing [12], granular computing
focuses on computations based on granular structures. This exploration of a pyra-
mid of different-sized information granules is essential to any knowledge-intensive
system.

For the computational perspective, two related basic issues to be considered are
representation and process. In general, a representation method is a formal sys-
tem that describes explicitly certain entities or types of information. The result is
called a description of the entity in the representation [37]. A process may be inter-
preted as actions or procedures for carrying out information processing tasks [37].
A representation method determines the effectiveness of processes. In the context of
computer programming, a representation method may specify a certain type of data
structures, and processes are allowable operations on the data structures. For granu-
lar computing, a representation method concerns descriptions of granular structures
and processes concerns operations on such structures.

Any representation method used in granular computing must capture the essen-
tial features of granules, levels, and hierarchies. The results are formal descriptions
of these notions on which it is possible to carry out information processing tasks.
In order to implement the principles discussed earlier for the methodological per-
spective, a representation needs to deal with three aspects. For individual granules,
a representation method concerns their internal, external and contextual properties.
For a hierarchy, the representation concerns the collective properties of a family of
granules in different levels, as well as partial ordering of levels. For many hierar-
chies, the representation concerns relationships between distinct hierarchies. Con-
sequently, it is possible to switch between levels in a single hierarchy and to switch
between many hierarchies.

Processes of granular computing may be broadly divided into the two classes:
granulation and computation with granules. Granulation processes involve the
construction of the building blocks and structures, namely, granules, levels, and
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hierarchies. Computation processes systematically explore the granular structures.
This involves two-way communications up and down in a hierarchy, as well as
switching between levels.

Structured information processing may be viewed a stepwise refinement process.
At a higher level, one may produce an approximate, a partial, or a schematic solu-
tion. The latter is to be made more precise, complete, and detailed at a lower level.
The process stops when a desirable (approximate) solution is obtained.

3 Web Intelligence (WI)

WI is both an interdisciplinary and a transfdisciplinary study that focuses on sys-
tematic investigations of advanced Web related theories, methodologies, technolo-
gies, and tools, as well as the design and implementation of Intelligent Web Infor-
mation Systems (IWIS) [2]. It explores the fundamental roles as well as practical
impacts of Artificial Intelligence (AI) and advanced Information Technology (IT)
on the next generation of Web-empowered products, systems, services, and activi-
ties [1, 3, 4, 5, 9, 10, 11, 38, 39]. A practical goal of WI research is the design and
implementation of Intelligent Web Information Systems [2].

On the one hand, WI research is based on, and draws results from, many fields
such as Artificial Intelligence (AI), Information Technology (IT), cognitive science
and human problem solving, data mining and knowledge discovery, information
storage and retrieval, and many more. On the other hand, WI research contributes
in a novel way to these related areas. For example, WI explores the notion of in-
telligence based on the new platform of the Web, which is massively distributed
and self-organizing and evolving. The Web log data provide new challenges for
machine learning and data mining. The Web search totally changes the agenda of
conventional information retrieval systems. The Web also provides a new media for
collaboration and co-creation among researchers on a different scale. WI is the key
and the most urgent research field of IT in the era of Web and agent intelligence.

Research on WI can be broadly divided into the following groups [4, 5]:

• WI Foundations;
• World Wide Wisdom Web (W4);
• Social Networks and Social Intelligence;
• Knowledge Grids and Grid Intelligence;
• Web Mining and Farming;
• Semantics and Ontology Engineering;
• Web Agents;
• Web Services;
• Web Information Retrieval and Filtering;
• Intelligent Human-Web Interaction;
• Web Support Systems;
• Intelligent e-Technologies.
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They clearly focus more on the perspectives of the form, matter, and process, with
less emphasis on the meaning. Future research may be carried out on the meaning
perspective, namely, the social perspective of the Web [40, 41].

From the current research on the Web, one can observe two broad classes with
distinctive goals [42]. One class of research concentrates on the exploration and
utilization of the Web. It may be considered as the Web user’s view. The goal is to
make full and effective use of the existing Web for problem solving in many diverse
domains. Studies in this class include application of existing tools and methodolo-
gies to explore the rich information available on the Web, adaptation of existing
systems and technologies to the Web, integration with legacy systems, integration
of different intelligent information systems, and so on.

The other class focuses on the enhancement and extension of the Web. It may
be considered as the Web developer’s view. The goal is to build new theories and
tools for the next generation of the Web. Studies in this class include foundations of
the Web, new Web infrastructures, new Web functionality, and so on. The Wisdom
Web, Semantic Web, Web 2.0 and new waves of the Web are typical examples from
this class of research.

There does not exist a clear cut between the two classes of research. The appli-
cations of the Web raise questions and additional requirements of the Web; a new
generation of the Web leads to improved applications, as well as new applications.
By embracing both classes of research, WI attempts to fully explore the structures,
semantics, and knowledge of the Web. This brings in granular computing as one of
its key theories.

4 Granular Computing Perspectives on Web Intelligence

Granular computing is relevant to the WI research in several ways. The ideas of
multilevel and multiview of granular computing may guide the investigation of the
Web, including the structures, semantics and knowledge of the Web and on the Web.
The methodology and paradigm of granular computing may be helpful in the design
and implementation of Web-based intelligent information processing systems.

4.1 The Relevance of Granular Computing

In an attempt to arrive at a systemic understanding of life, Capra [27] suggests a
conceptual framework represented by a tetrahedron. It integrates the four perspec-
tives of life, namely, form, matter, process, and meaning. If the Web is viewed as an
evolving system, Capra’s model is immediately applicable to its understanding. In
this context, the form may be viewed as a network of people, machines, documents,
and so on. Such a form is embodied in the underlying physical computer network
and information network, namely, the matter. The communications and interactions
in the Web may be viewed as the process. Finally, the values, namely, the meaning,
of the Web are created by its social and technological impacts. Integrating the four
perspectives may lead to a holistic understanding of the Web.
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The acceptance of the Web as an evolving system makes the large reservoir of
ideas, methods and tools from general systems theory [28] at our disposal for the
study of the Web. One may compare the recent rise of granular computing with the
rise of systems theory a few decades earlier [22]. There is compounding evidence
supporting that granular computing may benefit from a study of systems theory.
In spite of their different contexts, systems theory and granular computing share
high-level similarity with respect to their ideas, philosophy, scope and goals. The
general systems theory attempts to discover and investigate structures and underly-
ing principles common to most natural and artificial systems. Granular computing
attempts to derive a unified framework of human-inspired computing characterized
by an effective use of multiple levels of granularity. More specifically, general sys-
tems architectures are relevant to granular structures, systems hierarchy is relevant
to multiple levels of granularity, and the systems models are relevant to granule
based computational models.

With the general framework of Capra, one may focus on exploring particular per-
spectives of the Web. From the viewpoint of a computer scientist, the form, matter
and process of the Web are of immediate concerns. They can be investigated by
using ideas from granular computing.

4.2 Multiview Understanding of the Web

According to the principles of granular computing, one can study the Web from
multiple views and at multiple levels in each view. Some perspectives of the Web
and WI research are given as follows [40]:

• Computer Science Perspectives. The Web is considered as an infrastructure to
support information, knowledge, services and resources sharing, realized by
many types of intelligent systems on the Web. Some of the main tasks are: to
study its theoretical foundations, to establish its technical foundations, to build
physical infrastructures and to develop software systems that support the Web,
and to develop various applications that fully realize the potentials of the Web in
many different domains. Research efforts can be broadly summarized into three
categories: theoretical studies or the logical view of the Web, implementations or
the physical view of the Web, and the application view of the Web.

• Information Science and Knowledge Management Perspectives. The data, infor-
mation, knowledge and wisdom hierarchy is a well studied notion in information
science and knowledge management. The hierarchy represents increasing levels
of complexity that require increasing levels of understanding. The generations
of intelligent information systems are determined by the hierarchy. The hierar-
chy immediately offers a natural multilevel study of the Web. It is possible to
lay out a general evolution trend of the Web, namely, from the Data Web, to the
Information Web, to the Knowledge Web, eventually to the Wisdom Web.

• Social Intelligence Perspectives. The Web is both a social creation and a tech-
nical one [41]. It provides a means for people to collaborate and interact better.
Web-based community and society may be formed either explicitly or implicitly
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through associations. Such associations create the social networks. The connec-
tivity of the Web leads to the connectivity of people, which is an essential compo-
nent of a web-like and virtual digital society. At multiple levels, WI research aims
at analyzing the social network intelligence, in order to better support interaction
and collaboration.

• Application Perspectives. The Web supports a wide range of applications, rang-
ing from simple information sharing to complicated e-market place. Applications
drive the evolution of the Web and evolve with the Web. The principles of mul-
tilevel and multiview of granular computing promote an organization of applica-
tions into multiple levels according some criteria. Such organizations enable the
Web to provide better supports.

One may easily consider other perspectives. The integrations of these perspectives
leads to a holistic understanding of the Web and the WI research.

Each class of perspectives can be further divided. Within each view, one may
have a more detailed study based on multiple levels. For example, from computer
science perspectives, we may consider the following four conceptual levels [3]:

- Internet-level communication, infrastructure, and security protocols.
- Interface-level multimedia presentation standards.
- Knowledge-level information processing and management tools.
- Application-level ubiquitous computing and social intelligence environments.

According to the evolution of the Web, one may consider the following levels [40]:

- Web of Machines.
- Web of Pages (Websites).
- Web of Dynamic/Adaptive Pages (Websites).
- Web of Agents.
- Web of Services.
- Web of Resources.

Each hierarchy explores a particular multilevel view and many such views reflect
the diversity of WI research, as well as different application domains and goals.

Studying the Web from the multiple perspectives serves as an example to demon-
strate the effectiveness of granular computing in organizing and guiding research
in a particular field. The ideas of granular computing can be equally applicable to
other fields. For example, the principles of granular computing can be used to study
its own research. As shown in the last section, the results are also a multilevel and
multiview understanding.

4.3 Web-Based Information Retrieval Support Systems

A significant feature of the Web is that it carries a huge amount of information.
The usefulness of the Web depends, to a large extent, on many search engines
for searching and browsing the Web. Information retrieval support systems (IRSS)
are the next generation of search systems in their evolution from data retrieval to
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information retrieval, and from information retrieval to information retrieval sup-
port [43, 44, 45, 46].

Most search engines are designed based on the principle of information retrieval
(IR) [47, 48]. They inherit many of the disadvantages of traditional IR systems.
For example, IR systems focus mainly on the retrieval functionality, namely, the
selection of a subset of documents from a large collection. There is little support for
other activities. IR systems use simple document and query representation schemes.
A document is typically represented as a list of keywords and a query is represented
as either a list of keywords or a Boolean expression. There is little consideration
of the relationships between different documents and between different portions of
the same document. Semantic and structure information in each document is not
used. IR systems use simple pattern based matching methods to identify relevant
documents. It becomes evident that today’s search engines with yesterday’s IR ideas
are inadequate to support the new waves of the Web.

The study of information retrieval support systems attempts to extend and mod-
ify traditional IR systems to meet the new challenges brought by the Web. These
systems should have the following features [43, 44, 45, 46]:

• A new design philosophy. IRSS is based on a design philosophy that is differ-
ent from the traditional information retrieval. In addition to support searching
and browsing, an information retrieval support system provides the necessary
models, languages, utilities, and tools to assist a user in investigating, analyzing,
understanding, and organizing a document collection and search results. These
tools allow the user to explore both semantic and structural information of each
individual document, as well as the entire collection. In the process of finding
useful information, a user plays an active role by using the utilities, tools, and
languages provided by the system.

• An active support role. An IRSS actively supports a user based on user profiles,
usage history, and other relevant information. In some sense, such a system may
serve as a personal agent that actively advices a user when new information is
available on the Web. In particular, on behalf of the user, the system may browse
and analyze the Web on a periodical basis.

• An emphasis on effectiveness. An IRSS emphasizes effective support rather than
the efficiency required by online search engines. Instead of providing a list of
references, the system must provide reports covering multiple levels of details. A
user will save time by browsing the organized results from the systems, instead
of browsing the Web.

• Knowledge-based and personalized support. An IRSS must provide personalized
support based on its domain-specific knowledge bases and user profiles. In other
words, the system is adaptive to individual users. In contrast to the current search
engines, an IRSS will provide better support by exploring domain knowledge and
semantics information on the Web.

These features require that an IRSS must employ multiple representations for Web
documents, multiple strategies for retrieval, and multiple profiles for users. The prin-
ciples and ideas of granular computing again can be used to achieve such goals.
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Three related types of models need to be considered in IRSS. Documents in
a collection serve as the raw data. The document models deal with representa-
tions and interpretations of documents and the document collection. The retrieval
models deals with the search. The presentation models deal with the representa-
tion and interpretations of results from the search. A single document model, a re-
trieval model, or presentation model may not be suitable for different types of users.
Therefore, IRSS must support multi-model and provide tools for users to manage
various models.

An important tool used in these models is multilevel granular structures intro-
duced in granular computing. Specifically, four types of granulations are considered.
They are:

• Term space granulations. In the context of information retrieval, index terms may
be viewed as granules, and granular structures are typically given by term hierar-
chies. A term hierarchy serves as an effective tool to summarize knowledge about
a specific domain. As documents, queries, and retrieval results are normally rep-
resented as terms, term space granulation will naturally lead the granulations of
others.

• Document space granulation. Documents may be granulated in several ways,
such as content based, query based, and citation based approaches. The most
commonly way is content or topic based. Documents with similar content or
topic are put into the same cluster. A clustering of documents provide a gran-
ulated view of the document collection. A hierarchical clustering of documents
is produced by decomposing large clusters into smaller ones. The large clusters
offer a rough representation of the document. The representation becomes more
precise as one moves towards the smaller clusters. A document is described by
different representations at various levels. This leads to multi-representation of
documents. Document space granulations may also be derived and explained by
term space granulations. An added advantage of document space granulation is
that different retrieval methods may be employed at different levels.

• Query (User) space granulations. One can construct granulated views of query
(user) space in several ways, such as content based, document based, and usage
based approaches. Similar queries are grouped together to represent the needs of
a group of users. Query space granulation is useful in providing personalized and
domain-specific support.

• Retrieval results granulations. By clustering retrieval results, one can organize the
results and provide coarse-grained summarization to users. An important issue in
query specific document clustering is to obtain a meaningful description of the
derived clusters to be presented to the user. One may extract some important
sentences from the documents in a cluster as a description of the cluster.

Based on these granulations, ideas and principles of granular computing can be
easily applied. With granular structures, the document, retrieval and presentation
models work together to provide many support functionalities to a user.
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5 Conclusion

The advances of the Web require new theories, methodology and tools. WI rep-
resents one of the frontier research efforts in making the Web evolve towards an
Intelligent Web and eventually the Wisdom Web. Granular computing, as human-
inspired computing, seems to be a potentially useful theory for WI research.

Regarding the relevance of granular computing to WI research, a few directions
are pointed out. First, the ideas of multilevel and multiview of granular computing
may guide WI research. Second, hierarchical granular structures may be helpful to
the investigation of the data, information and knowledge on the Web, as well as the
physical structures of the Web and its embodied virtual structures. Third, granular
computing is useful to the design and implementation of Web-based intelligent sys-
tems, of which Web-based information retrieval support systems are a special class.

According to the principles of granular computing, an understanding of a field of
study involves explanations at many levels of abstraction. Although any new field of
study always starts with scattered and concrete ideas, a high level explanation may be
valuable to its healthy growth. It would be less effective to work on a lower level, if a
higher-level understanding is not reached and available. This chapter serves exactly
such a purpose for both WI and granular computing, as well as their integration.

According to principles of granular computing, it is necessary to switch to dif-
ferent levels. Future research will therefore aim at obtaining an understanding of
the same problem at lower levels. Guided by a higher level understanding, future
research will be directed at further articulation, elaboration, and concretization of
ideas briefly mentioned in this chapter.
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Visualizing High Dimensional Classifier
Performance Data

Rocio Alaiz-Rodrı́guez, Nathalie Japkowicz, and Peter Tischer

Abstract. Classifier performance evaluation, which typically yields a vast number
of results, may be approached as a problem of analyzing high dimensional data.
Conducting an exploratory analysis of visual representations of this evaluation data
enables us to exploit the advantages of the powerful human visual capabilities. This
allows us to gain insight into the performance data, interact with it and draw mean-
ingful conclusions about the classifiers and domains under study. We illustrate how
visual techniques, based on a projection from a high dimensional space to a lower
dimensional one, enable such an exploratory process. Moreover, this approach can
be viewed as a generalization of conventional evaluation procedures based on point
metrics that necessarily imply a higher loss of information. Finally, we show that
within this framework, the user is able to study the evaluation data from a classifier
point of view and from a domain point of view, which is infeasible with traditional
evaluation methods.

1 Introduction

In supervised learning, a classifier is a function which, given a set of independent
attributes that correspond to an instance, produces an output indicative of this in-
stance’s class labels. The classifier’s output may be either a hard output (i.e., a strict
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class label) or a soft output (for example, a vector of probabilities) that can be turned
into a hard output by selecting an appropriate threshold.

Classifier performance evaluation is a key issue in the pattern recognition field.
It is important both in the process of developing a new classification technique and
in selecting or building a particular classifier for a practical application domain.

Classifier evaluation typically leads to a multitude of results. The evaluation data,
in its raw format, contains the information about the class label and the output given
by the classifier for each test instance (coming from several domains or a single one),
and based on these high dimensional data, the researcher or practitioner should be
able to answer questions and draw conclusions about the classifiers’ performance.

There are many aspects of performance we may be interested in analyzing [4].
With some of them, there is a natural reference point and we can refer to this com-
parison as absolute performance analysis. For instance, if we are measuring the
accuracy of the classifier’s prediction, we can compare against the ideal classifier.
In other cases, we are interested in comparisons involving two entities. This can be
regarded as relative performance analysis. This is the case, for example, when we
want to compare a particular classifier with respect to the trivial one.

In supervised learning, performance evaluation is traditionally carried out by con-
sidering a performance vector together with the true class label vector (or its derived
confusion matrix) from the test runs of several classifiers on various domains. Then,
each vector (or confusion matrix) is collapsed into a scalar value and these values
are compared to each other.

The natural thing to assume is that, by classifier performance, we mean the like-
lihood that the classifier will predict the class label correctly. For this reason, accu-
racy appears to have been the most widely spread criterion (i.e., scalar value) for the
past two decades. Its limitations when used in isolation, however, have already been
pointed out by many authors (see [9] and the references therein). Another important
aspect of performance is related to the reliability of the classifier and to the extent
to which a classifier’s output can be trusted. The classifier’s capability to estimate
posterior probabilities can be measured by metrics like the Root Mean Square Error
(RMSE) or the Cross Entropy (CE). Additionally, in binary classification domains,
ranking the test instances becomes interesting in applications where the user may
need to select the best n examples. This is commonly measured by the ROC (Re-
ceiver Operating Characteristics) curve which is usually summarized by the Area
Under the Curve (AUC). There are many more metrics that can be related in some
way with any of the previous ones [4].

Apart from the issues related to prediction, classifiers may also be compared in
terms of the space and time resources they need to train and classify new instances.
These considerations might be extremely important for real-time applications. This
chapter, however, will not be concerned with time and space issues.

One limitation of the traditional evaluation approach is that, by the time the clas-
sifiers’ performance are compared on a given domain the details of the raw high
dimensional performance data have been lost. At this moment, the comparison only
involves a single number, be it the error rate, or the RMSE. This problem becomes
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worse if the comparison is conducted on several domains, when dealing with multi-
class problems or when assessing supervised multi-label classification techniques.

For instance, the authors in [4] trained models using seven learning algorithms
with many variants and parameter settings. There were 140,000 values of perfor-
mance metrics and 1,761,018,000 results of models on test instances!

We consider that the classifier evaluation problem can be viewed as a problem of
analyzing high dimensional data and therefore, it should be conducted following an
exploratory data analysis. In particular, we assume that classifier evaluation requires
two general steps. In the first stage, the researcher computes the results obtained by
the various classifiers creating a considerable amount of data, which will, in turn,
need to be analyzed, in a second stage, in order to draw valid and useful conclusions
about the algorithms under study. We can say that this second stage is a data mining
process in and of itself.

Note that we can see the performance metrics currently used by the machine
learning community as one class of projections that can be applied to these eval-
uation data. Scalar metrics can be viewed as a projection from the original high
dimensional space to a one dimensional space. Such projections, however, only al-
low us to analyze where a classifier stands in relation to one other classifier, which
usually is the ideal classifier. If we think of our current evaluation metrics as spe-
cialized projection methods, we can generalize the procedure by extending it to (a)
any projection method (standard or not), (b) any distance measure, (c) different data
grouping formats of the original space and (d) any dimension of the final space.

Note that if we move from a projection to a one-dimensional space to one into two
dimensions or more, we get a visual representation that allows to discover patterns
in performance data, establishing both rankings with respect to the ideal classifier
as well as comparisons of each classifier to the others. This approach considers the
core step of evaluation as a data mining process aided by Scientific Visualization.
This is also in the line with more recent evaluation methods such as ROC analysis
[13] or cost curves [7] which also suggest a move towards visual approaches.

The remainder of this chapter is organized as follows. The foundations of Sci-
entific Visualization are presented in Section 2 and its application to Performance
Evaluation in Section 3. Section 4 gives an illustration of the framework and its for-
mal description is given in Section 5. Finally, performance analysis experiments are
discussed in Section 6 and conclusions in Section 7.

2 Scientific Visualization

Perhaps, we can define Scientific Visualization as representing information in visual
form so that some observer could discover useful information. There are two main
ways to think about Scientific Visualization. Let us call these two approaches the
descriptive approach and the exploratory approach.

With the descriptive approach, visual means are chosen to convey information
in such a way that the observer will readily recognize certain properties of the
data. These properties are determined in advance of the visualization. This is what
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happens in the use of graphs and bar charts to convey numerical data. The descrip-
tive approach might be applied to classifier performance evaluation to highlight how
classifiers which have similar accuracy can be different with respect to other aspects
of performance.

For example, we might discover that techniques A, B and C tend to have similar
performance while techniques D and E, which also have similar performance to each
other, do not come close, in performance, to the first three techniques. We might
find that classifiers generated using classification technique A tend to exhibit less
variation in performance than classifiers generated using classification technique B.

With the exploratory approach the evaluation data is reduced, information is dis-
carded, and the reduced data is displayed to the observer who may be able to rec-
ognize informative patterns in the data by using the pattern recognition abilities
of the human visual system. Scientific Visualization can therefore be used in an
exploratory approach to discover important properties about the data and, in this
way, can be seen as a form of machine learning / data mining.

We can also think of the descriptive approach as a supervised data mining pro-
cess (since the user guides or supervises the visualization) whereas the exploratory
approach is unsupervised (since the user is left to discover interesting patterns in the
evaluation data).

2.1 Scientific Visualization as More Than Projection

When visualizing a data set, the object of interest may be represented with differ-
ent conceptual techniques depending on the nature of the data and the goal of the
analysis [3]: (a) complex icons (glyphs) with features that depend on the data val-
ues (e.g., Chernoff faces or stars), (b) traces where the objects are represented by
functions (Andrew curves or parallel coordinates are some representative examples)
or (c) scatterplots where the objects are represented by points. Some comprehensive
surveys of visualization techniques are available in [11, 6].

Often, Scientific Visualization is employed for data sets with high dimensional-
ity. In this case, both icons and traces may lead to blurred representations, while
the scatterplot based approach does not suffer from this problem. For this reason,
hereafter, we will focus on this technique. A scatterplot representation requires that
the dimensionality be reduced to the extent the reduced data can be displayed us-
ing two or three spatial dimensions (X,Y) or (X,Y,Z), three colour dimensions, e.g.
(Y,U,V) or (R,G,B), and, by using animation techniques, possibly using a time di-
mension, (t). A function which maps some data in a h-dimensional space to a lower
l-dimensional space, where h > l, is called a projection.

There is an extensive literature on projections [10, 8] both linear and non-linear.
When Scientific Visualization is applied to high dimensional data, projection is
needed. However, a visualization of the data might involve more than projection.

Projections map points in the higher dimensional space to points in a lower
dimensional space. However, in the visualization we might convey additional in-
formation in a number of ways. For conveying information about a specific point
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in higher dimensional space we can allow the representation of the point in the vi-
sualization space to vary so as to carry point-specific information. For example, in
showing cities on a map, we may represent the points as circles with different radii,
such that the greater the population, the larger the radius. We could convey more
than one characteristics of a point by using the radius of the circle to convey one at-
tribute, such as population size, and then splitting the circle into different coloured
sectors. For example, a sector could show the proportion of people in that city who
spoke a particular language.

If we are trying to convey information about the relationship between two points
in the original space, a natural way to achieve this is to link the images of the points
by a line segment and convey information about the relationship in the way the line
segment is represented. If we want to represent the relationship between three points
in the original space, we can link the representations of the points by line segments
to form a triangle.

We have been investigating a projection approach where it is possible to guar-
antee that the distances between a pair of projected points is exactly the same as
the distance between the original points (Section 5.3). In the graphs in this chapter,
some points may appear to be close, but we can only be sure that the distance be-
tween projected points equals the distance between actual points if there is a line
segment connecting the projected points.

2.2 Scientific Visualization as Projection Plus Visualization

A general structure for Scientific Visualization can be as follows: Data reduction,
Projection to a lower dimensional space and Visualization of lower dimensional data.

The Data Reduction step removes information which is not relevant to the
purpose of the Scientific Visualization. For example, if we are interested in the per-
formance on a special class of problems, e.g. problems where items have very large
numbers of attributes, we exclude information from problems that are not in that
special class. If we believe that results on each test case are equally important, we
can throw away information about results on specific test cases by aggregating re-
sults into counts of true positives, false positives, true negatives and false positives.

The Projection stage involves a mapping from the original high-dimensional
space to the visualization space. The visualization space may range in dimensional-
ity from 2, e.g. (X,Y), to 7, e.g. (X,Y,Z,R,G,B,t). By definition, projection methods
map from a higher-dimensional space to a lower-dimensional space. No assump-
tions are made about the special properties of the two spaces. For example, the
projection method may only assume that the same distance measure can be used in
both spaces, e.g., an L2-norm.

In the case of Scientific Visualization, the second space will be used to create a
visualization which presents information to the Human Visual System (HVS). The
HVS perceives spatial distances, colour and intensity differences and time distances
differently. Thus, if we want to relate distances or differences in the visualization
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space to distances or differences in the original higher-dimensional space, we need
to take into account the special properties of the HVS.

When looking at a Visualization, a human observer will assume that large sepa-
rations in the spatial dimensions will tend to correspond to large separations in the
original space. Items which are projected in such a manner that they tend to oc-
cupy the same region of the visualization will be assumed to represent items which
are close in the original space. A perceptual distance should weight differences in
the spatial dimensions as being more important than differences in the intensity and
colour dimensions. A human observer will also be less sensitive to changes in colour
than to changes in intensity. Thus, after the projection method has mapped the re-
duced data to a generic lower-dimensional space a further transformation which
preserves the dimensionality can then be carried out so that the perceived distances
in the transformed lower dimensional space correspond more closely with the actual
distances between items in the original space.

Thus, we propose that Projection be regarded as consisting of two steps. The first
involves a projection that reduces the dimensionality of the data. The second in-
volves a dimensionality-preserving transformation that maps the lower-dimensional
space to a space which takes into account properties of perceptual distances for
the HVS.

In the final Visualization stage, information from the original data might be
reintroduced into the visualization. The mathematical concept of a projection is a
function which maps points to points but the human visual system treats images
as consisting of two-dimensional, spatially-connected regions separated by lines or
curves. As discussed previously, points can be expanded to symbols and so convey
more information from the original space. The relationships between numbers of
points can be indicated by adding features such as lines to the visualization. Rela-
tionships between three points can be indicated by introducing polygons and rela-
tionships between four points by introducing polyhedra.

3 Scientific Visualizing Applied to Performance Data
Visualization

In general terms, classifier performance evaluation involves generating large amounts
of performance data and trying to reduce this data to meaningful descriptors of per-
formance. Thus, classifier performance evaluation implies discarding information
and data reduction. In this sense, performance evaluation can be approached as a
problem of how to project the large amounts of data to a lower dimensional space.
Note that in this process, it is desirable to retain as much of the information as
possible, discarding only what may be regarded as irrelevant.

In the extreme case, all the performance data get turned into a single number
(projection to one dimension) and the classifiers get compared on the basis of a sin-
gle quantity, i.e., a scalar metric. However, this involves the maximum amount of
information loss and single value indicators of classifier performance are most likely
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to be unsatisfactory in conveying information about classifier performance. This
is one of the reasons why several single metrics are required to describe different
aspects of performance.

In general, the volume of data we need to retain is such that listing numerical
values in tables is inadequate and presenting the remaining data in visual form is
desirable. Scientific Visualization may be a great aid in this process: (a) to carry out
data reduction and therefore, communicate what we believe is significant about the
performance results and (b) to allow a human observer to easily discover meaningful
patterns in the performance results.

In order to compare classifiers on an exploratory basis rather than through
standard evaluation, different tools may be useful depending of the amount of data
available. They vary from simple approaches to plotting the results in a convenient
way (such as histograms, spider graphs) to dimensionality reduction techniques such
as Multidimensional Dimensional Scaling (MDS) [5] or Self Organizing Maps [14].
Although simple graphs are helpful for the analysis, they have limitations as the
number of dimensions increases. In this case, a dimensionality reduction technique
that preserves the original data structure as much as possible, seems more conve-
nient. Next, we use a simple example to illustrate our proposal.

4 An Illustrative Example

Consider an empirical study that seeks to assess 20 binary classifiers comparing
them to each other as well as to the trivial classifier and the ideal one. The two
classes are labeled as class 0 (negative class) and class 1 (positive class). The clas-
sifier has been tested on a domain with 100 examples from class 1 (N1 = 100) and
the same number from class 0 (N0 = 100). The confusion matrices for each of these
hypothetical classifiers are shown in Table 1 where the confusion matrices have the
format shown at the bottom of the table.

Next, the results are recorded in a table with 20 rows (one for each classifier) and
200 columns (one for each classifier output). In other words, our object of interest
(each classifier) is defined in a 200 dimensional space.

4.1 Traditional Classifier Evaluation

Traditional evaluation techniques could approach this problem, for example, by
computing the classifier’s accuracy and then, comparing the classifiers based on
it. That is, performing a projection to a 1-dimensional space. However, as we will
see, this implies a high loss of information. Table 2 shows the classifier ranking
according to accuracy, as well as their position with regard to the ideal classi-
fier and the trivial classifiers T0 and T1 that assign all the test instances to class
1 and class 0, respectively. Next, the visual analysis is presented and finally both
are compared.
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Table 1 Confusion Matrices for different binary classifiers. Test set with N1 = 100 N0 = 100

Characteristics Classifier Confusion matrices

a1 a2 a3 a4(
95 5
5 95

) (
90 10
10 90

) (
80 20
20 80

) (
70 30
30 70

)
b1 b2 b3 b4(

95 5
10 90

) (
90 10
20 80

) (
85 15
30 70

) (
80 20
40 60

)
c1 c2 c3 c4(

90 10
5 95

) (
80 20
10 90

) (
70 30
15 85

) (
60 40
20 80

)
d1 d2 d3 d4(

92 8
2 98

) (
80 20
5 95

) (
60 40
10 90

) (
40 60
15 85

)
e1 e2 e3 e4(

98 2
8 92

) (
95 5
20 80

) (
90 10
40 60

) (
85 15
60 40

)
T0 T1

Trivial classifiers

(
0 100
0 100

) (
100 0
100 0

)
0

Ideal classifier

(
100 0
0 100

)
Confusion matrix format

(
TP FN
FP TN

)

Table 2 Classifier Ranking according to the accuracy metric for a toy example

Accuracy 1 .95 .925 .90 .875 .85 .80 .775 .75 .70 0.625 0.50
Ideal e1 c1 a2 e2 c2 a3 c3 e3 a4 e4 T0

Classifier d1 b1 d2 b2 b3 d3 b4 d4 T1
a1 c4

4.2 Visualization-Based Evaluation

Within a scientific visualization based framework, we approach this problem, as
explained in Section 2.2, by carrying out a projection from a h-dimensional space
(h = 200) to a lower l-dimensional space (l = 2) followed by a representation of the
resultant information in a 2D graph.

Projection. The projection to a two dimensional space is conducted by the clas-
sical MultiDimensional Scaling (MDS) with the Manhattan distance as distance
metric. Note that this metric, defined over the individual classifier outputs which
are 0 or 1 for a binary case, counts the number of mismatches between two given
classifiers.
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Visualization. Fig.1 depicts the projected classifiers’ performance in two dimen-
sions. It can be seen that classifier distance to 0 (the ideal classifier) is a function of
the error rate, but we also have more information.

Classifiers are placed in different regions due to the mismatch that appears among
them. Note, for example, that the classifiers d4 and e4 appear with the same rank
in Table 2, whereas Fig.1 actually shows they are very different indeed. Going back
to the data in the high dimensional space, we could have corroborated this fact.
Nonetheless, analyzing the data in the high dimensional space (l = 200) becomes
difficult, even when the dimension is not very high.
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Fig. 1 Classical MDS Projection from 200 dimensions to 2 dimensions based on the classifier
outcomes recorded for a toy binary domain

Also, looking at Fig.1 we can find out whether the classifiers are closer to the
trivial classifier T1 than to T0, or vice versa. That is, we can easily observe whether it
makes more mistakes on class 0 or on class 1. In contrast, extracting that information
from Table 2 is not possible. Even, getting that information from the conventional
confusion matrices shown in Table 1 is not as straightforward as in a visual way.

Comparing and evaluating classifiers based on this graphical representation
would allow us to find, besides the ranking with respect to the ideal classifier, true
similarities between classifiers, classifier candidates for an ensemble, as well as es-
tablishing comparisons between each classifier.
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5 The General Framework

As discussed in the previous sections, current evaluation metrics such as Accuracy,
F-measure or AUC can be viewed as particular projections from a high-dimensional
space to a 1-dimensional space. In the same way, it can be seen as two projections
to a 1-dimensional space in the case of Precision/Recall or Sensitivity/Specificity.
In this work, we generalize this idea by proposing that the techniques proposed
in the field of visualization can be used for classifier performance evaluation, as
well. More specifically, we propose to use the projection techniques and distance
measures used in that field for our purpose. Next, we will discuss the methodology
we propose, and then clarify the details of the implementation.

5.1 Methodology

Consider a standard empirical study where L classifiers are evaluated on D domains.
The visualization tool we propose works following this general scenario:

1. Performance Data Generation
2. Data Selection
3. Data Formatting
4. Data Projection
5. Data Visualization

Next, we describe, in more detail, each of the steps.

1. Performance Data Generation
All the classifiers involved in the study are run on all the domains considered and
the outcome on each testing point saved. With a set of Ni j classifier outcomes
recorded for each pair (classifier-i, domain- j), we get a total of Ni = ∑D

j=1 Ni j

records for each classifier. Note that the true class label has to be saved as well.

2. Data Selection
From the performance data available, we might choose to look only at some sub-
set of the data and focus our study on the classifiers/domains of interest (be they
multiclass domains, a subset of classifiers, binary domains, imbalanced classifi-
cation problems,...)

3. Data Formatting
In this step, we might form vectors whose points represent the objects of interest
in the analysis. By default, we describe each classifier in the original space by its
outcomes on the test instances. However, we might also describe each classifier
with attributes that have been computed from the original data.

For example, we can replace the Ni j results of classifier-i on classification
problem j by the elements of the confusion matrix that can be computed from
them (4 numbers in a binary classification problem and p× p in a case where we
have p classes).
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If we have been using 10-fold cross validation, we will have results for ten clas-
sifiers, which we may choose to reduce to their average. We might also choose
to replace a set of results by a pair of values (mean and standard deviation or
minimum and maximum).

This approach is also compatible with evaluation based on typical performance
metrics. Thus, we may choose to analyze the classifiers according to their ranking
properties and their capabilities to estimate posterior probabilities. In this case,
we could replace the set of results on a given domain by a couple of metrics:
AUC and RMSE.

Note also that this approach enables the researcher to focus his or her analysis
on other objects of interest, besides the classifier. In particular, we may describe
a problem domain with the classifiers’ performance as attributes.

At the end of this step we should have grouped all the data into vectors in a high
h-dimensional space. It is worth highlighting that there is a pairwise correspon-
dence between the vector components of all the objects that allows for a more
reasonable comparison than a comparison based solely on straight averaging.

4. Data Projection
In this stage, data is projected into a l-dimensional space ( l equal to two or more
dimensions, in case that is considered helpful) that can be visualized.

We must choose the distance measure to represent the distance between two
vectors in the high dimensional space as well as the projection method used to
project the vectors into the l-dimensional space.

5. Data Visualization
In the final step, the data is plotted in l dimensions. Additional features can be
added to ease comparisons between classifiers and to allow the user to discover
data performance patterns.

5.2 Implementation

There are some details about the implementation of the current system that deserve
further explanation. In particular, the distance metric and projection method selected
to implement the method and their implications.

The distance measures can take several forms, each with different properties.
The Euclidean distance (L2 norm), for example, considers all the performance data
equally, although it penalizes more for the presence of a few extreme differences
than for the presence of several small differences. The Manhattan distance (L1

norm) assigns less importance to large differences. The matching metric describes
the agreements between two classifiers’s hard outputs. Other distance measures can
weigh different components differently. For example, true positives can be given
more importance than true negatives (similarly to precision) or false positives can
be given different weigh to false negatives (in order to assess cost sensitive prob-
lems). In a multi-class problem, a distance measure can focus on different errors
in a different way or focus on the performance of one class, grouping all the other
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classes, and so on. In fact, all the biases provided by the traditional measures (accu-
racy, precision, recall, F-measure) can be reproduced in our framework.

The choice of a projection method will determine important characteristics of
the plot. It is worth highlighting some desirable properties in the projections for
Scientific Visualizations.

Firstly, there should be the guarantee that two distinct points in the original space
will not get projected to the same point. Additionally, one observer will tend to
assume that points which are close to each other in the projected space are also
close to each other in the original space. Thus, one desirable property would be that
points which are close to each other in the projected space also be close to each
other in the original space. Suppose we denote points in the original space by x and
y and the distance between them as d(x,y). These points are projected to P(x), P(y)
and the distance between them in the l dimensional space given by dl(P(x),P(y)).
Then, we would like the following property to be true for all x and y:

d(x,y)≤ dl(P(x),P(y)) (1)

Note that points which are close together in the higher dimensional space might not
have projections which are close together. This is because in a higher dimensional
space we can pack points closer together than in a lower dimensional space.

Another desirable property of a projection is that structure which is present in
the original points should also be present in the projections of those points. There
are many possible kinds of structure but one kind of structure that is interesting
to our purpose is the cluster structure. If points form natural groups in the higher
dimensional space, we would hope to be able to recognize those clusters in the
projected space.

In this work, we considered two methods: Multidimensional Scaling (in its classi-
cal and metric version)[5], and the Minimal Cost Spanning Tree Projection (MCST),
recently proposed by [12, 16].

MDS is a set of methods intended for analyzing and visualizing proximity data,
i.e data characterized by dissimilarity measures for all pairs of objects under study.
Basically, the main idea of MDS techniques is to map objects into points in a low di-
mensional space in such a way that the original dissimilarities are well approximated
by distances in the plot. The different versions of MDS techniques may be catego-
rized as follows: While the classical older MDS version is based on inner products,
the leading nonclassical MDS method is defined in terms of iteratively optimizing
an objective function called stress. The nonclassical MDS technique comes in two
flavors: metric MDS where the stress function measures how well the interpoint
distances for a given configuration of points in the low dimensional space approxi-
mate the dissimilarities in the high dimensional space. The nonmetric MDS relaxes
the metric MDS requirements by preserving the ranks or order of the dissimilarities
instead of their exact values. In this work on performance evaluation, we focus on
the metric version of the MDS methods. In order to be safe enough that our MDS
plots are not misleading, the stress criterion can be assessed. That is, measuring the
mismatch between the distances in the original high dimensional space and the new
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low dimensional space, we can get a confidence level of how much information has
been lost in the projection. Moreover, a Shepard plot , which is a scatterplot of the
dissimilarities against distances in the low dimensional space, provides an intuitive
qualitative assessment of the goodness of the projection.

The second approach, (MCST), has the advantage of guaranteeing theoretically
that the distance from each point to at least one of its nearest neighbours is pre-
served. Having plotted a number of graphs using MDS (classical and metric) and
MCST and compared their results, we found that in most cases, the three approaches
yield similar information. There were a few situations, where this was not the case
for the classical MDS. We found that when projecting with classical MDS the out-
come of some classifiers in a three class domain, points that were not close to each
other were projected to the same point.

For the reason mentioned before, along the remainder of the chapter we will use
the metric MDS and the MCST projection methods. MDS is a well known tech-
nique, which description can be found in many books (we refer the interested reader
to [5, 2], for example). The detailed description of the MCST technique and how it
has been adapted to this evaluation problem is included in next Section.

5.3 MCST: A Distance Preserving Projection Approach

Our approach is a slight variation on an approach by [12, 16]. It is described as
follows and summarized by Algorithm 1.:

Let d(x,y) represent the distance between x and y in the original h high dimen-
sional space; Let P(x), P(y) be the projections of x and y into the l dimensional
space with distances given by dl(P(x),P(y)) (in our examples, points are projected
into a 2-dimensional space). Let us consider a general analysis where the objects of
interest are the classifiers ci, with i = 1,2, . . . ,n grouped in a matrix M with n rows
and h columns. We also introduce the ideal classifier p0 that is mapped to the origin.

Firstly, we find the classifier which is closest to the ideal, we label it as p1 and
put this on the y-axis at (0,d2(p0,p1))

For the remaining classifiers, at each stage we find the classifier pi which is clos-
est to the one that has just been plotted, pi−1. When we plot pi we want to preserve
two constraints:

d2(P(pi),P(pi−1)) = d(pi,pi−1) (2)

and
d2(P(pi),P(p0)) = d(pi,p0) (3)

In other words, we want the projections of pi and pi−1 to be the same distance
apart as pi and pi−1 and the same for the projections of pi and p0 and the original
points pi and p0. This means that in the projected space the distance to the origin is
a measure of how close the classifier is to the ideal one. The better the classifier, the
closer its projection will be to the origin.
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Sometimes, there may be two possible positions for P(pi) which satisfy both
constraints. When this is the case, the solution will be chosen to satisfy a third
constraint as closely as possible:

d2(P(pi),P(pi−2)) = d(pi,pi−2) (4)

Our implementation differs to [12, 16] in the fact that we choose pi to be the
point which has not yet been projected which is closest to the most recently pro-
jected point, whereas the original algorithm chooses pi to be the point which has
not yet been projected which is closest to any of the points which have already been
projected. The original approach projects the points in the same order as Prim’s al-
gorithm would add the points to a Minimal Cost Spanning Tree. Both approaches
were tried, but we preferred the results produced by the modified approach because
it seemed to separate clusters more.

Please, note that in our graphs we have found it useful to draw lines between
pairs of projected points to show that the distance between the projected points is
equal to the distance between the points in the original, higher dimensional space.
Dotted lines connect projected points to the origin and indicate the exact distance
in the high dimensional space from the classifier to the ideal classifier. Unbroken
lines connect a point to the point that was projected immediately before it in the
projection order. The distance between these projected points is also identical to the
distance between the points in the original space.

When looking at the projected points, it is useful to remember that the triangle
formed by P(pi), P(pi−1), P(p0) is congruent to the one formed by pi, pi−1, p0.

6 Performance Analysis Illustration

In this section, we illustrate the use of the visual approach presented here on several
representative experimental studies. These include performance evaluation experi-
ments from the classifier point of view (on single multiclass domains, on several
binary domains) as well as an analysis from a domain point of view.

Our approach is illustrated with the MCST and the metric MDS projection meth-
ods and the Euclidean distance as metric.

The experiments are conducted in order to assess eight classifiers (1-Nearest
neighbor (Ib1), Naive Bayes, C4.5 Decision Tree, Bagged Decision Trees, Boosted
Decision Trees, Random Forest, SVM and JRip) based on the confusion matrices
or representative metrics extracted from them. Evaluation is carried out by 10-fold
cross-validation in the WEKA environment [15] with parameters set as default.

6.1 Experiments on Several Binary Domains

Consider a standard empirical study where L classifiers are evaluated on D domains.
Consider also that, in this analysis, from the classifier outcomes, a set of K represen-
tative metrics are extracted and these metrics recorded for each pair of the values of
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Algorithm 1. MCST Projection
Inputs:
Performance Data Matrix M (n row vectors that represent objects ci and h columns the
attributes)
Ideal object Performance Vector c0
Initialize:
p0 = c0
Map p0 to the origin of the 2-dimensional space.
for i = 1 to n do

pi = argmin
c j

d(pi−1,c j) with c j ∈ M

Remove pi from M
Plot pi with the constrains

d2(P(pi),P(pi−1)) = d(pi,pi−1) (5)

d2(P(pi),P(p0)) = d(pi,p0) (6)

(7)

and the additional constraint when necessary

d2(P(pi),P(pi−2)) = d(pi,pi−2) (8)

end for
Outputs:
Projected points P(pi) with i = 1, . . . ,n

these metrics recorded for each pair of domain-classifier. The results, then, can be

organized in K tables with elements m(k)
i j where k is the metric evaluated, i = 1, . . . ,L

and j = 1, . . . ,D.
The selected eight classifiers are evaluated on fifteen binary classification prob-

lems from the UCI repository (Sonar, Heart-v, Heart-c, Breast-y, Voting, Breast-
w, Credits-g, Heart-s, Sick, Hepatitis, Credits-a, Horse-colic, Heart-h, Labor and
Krkp). In the following, D1 will refer to Sonar, D2 to Heart-v, and so on.

Different metrics reflect different properties that may be desirable for a classifier.
From the three categories established in [4], we chose the most representative ones:
RMSE that reflects the classifier’s ability to estimate posterior probabilities, AUC
with information about its ranking capabilities and the Error Rate metric as a thresh-
old metric. Tables 3, 4 and 5 show the Error rate, RMSE and AUC, respectively for
the 15 UCI domains evaluated here.

After the classifier evaluation analysis is performed, typical questions we would
like to answer are related to similarities/dissimilarities between classifiers: (a)
Which classifiers perform similarly enough so that they can be considered equiv-
alent? (b) Which classifiers could be worth combining? (c) Does the relative per-
formance of the classifiers change as a function of data dimensionality? (d) Does it
change for different task difficulties?
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Table 3 Error rate for different classifiers on several domains

ERROR RATE

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15
Ideal 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Ib1 0.1342 0.2957 0.2378 0.2757 0.0986 0.0486 0.2800 0.2481 0.0381 0.1937 0.1884 0.1873 0.2317 0.1733 0.0372
NB 0.3211 0.2360 0.1652 0.2830 0.1284 0.0400 0.2460 0.1629 0.0739 0.1554 0.2231 0.2200 0.1629 0.1000 0.1210
C4.5 0.2883 0.2663 0.2248 0.2445 0.0917 0.0544 0.2950 0.2333 0.0119 0.1620 0.1391 0.1470 0.1893 0.2633 0.0056
Bagging 0.2545 0.2513 0.2080 0.2656 0.0895 0.0415 0.2600 0.2000 0.0127 0.1683 0.1463 0.1442 0.2105 0.1533 0.0056
Boosting 0.2219 0.2965 0.1786 0.3035 0.1010 0.0429 0.3040 0.1963 0.0082 0.1420 0.1579 0.1659 0.2142 0.1000 0.0050
RF 0.1926 0.2460 0.1850 0.3144 0.0965 0.0372 0.2730 0.2185 0.0188 0.2008 0.1492 0.1524 0.2177 0.1200 0.0122
SVM 0.2404 0.2463 0.1588 0.3036 0.0827 0.0300 0.2490 0.1592 0.0615 0.1483 0.1507 0.1740 0.1726 0.1033 0.0456
JRip 0.2692 0.2660 0.1854 0.2905 0.0986 0.0457 0.2830 0.2111 0.0177 0.2200 0.1420 0.1306 0.2104 0.2300 0.0081

Table 4 RMSE for different classifiers on several domains

RMSE

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15
Ideal 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Ib1 0.3512 0.5342 0.3045 0.5042 0.2956 0.1860 0.5278 0.4848 0.1936 0.4252 0.4295 0.4261 0.2950 0.3197 0.1936
NB 0.5263 0.4164 0.2256 0.4480 0.3310 0.1945 0.4186 0.3542 0.2285 0.3409 0.4346 0.4179 0.2238 0.1997 0.3018
C4.5 0.5172 0.4531 0.2689 0.4311 0.2760 0.2105 0.4790 0.4526 0.1035 0.3565 0.3290 0.3521 0.2461 0.4209 0.0638
Bagging 0.3926 0.4177 0.2359 0.4335 0.2564 0.1769 0.4201 0.3768 0.0902 0.3388 0.3186 0.3440 0.2290 0.3412 0.0634
Boosting 0.4366 0.4700 0.2497 0.5105 0.2875 0.1864 0.5054 0.4294 0.0757 0.3507 0.3671 0.3690 0.2579 0.2281 0.0603
RF 0.3530 0.4166 0.2295 0.4686 0.2607 0.1615 0.4223 0.3912 0.1156 0.3512 0.3323 0.3376 0.2405 0.2962 0.1116
SVM 0.4837 0.4942 0.2872 0.5470 0.2667 0.1520 0.4979 0.3934 0.2479 0.3606 0.3837 0.4105 0.2885 0.2249 0.2110
JRip 0.4647 0.4360 0.2385 0.4475 0.2828 0.1932 0.44637 0.40846 0.1189 0.4075 0.3419 0.336 0.2574 0.3776 0.0782

Table 5 AUC* (1-AUC) for different classifiers on several domains

AUC* (1-AUC)

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15
Ideal 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
Ib1 0.1361 0.4635 0.2403 0.3687 0.0622 0.0256 0.3400 0.2500 0.1912 0.3362 0.1917 0.2035 0.2512 0.1750 0.0105
NB 0.2000 0.2826 0.0955 0.2845 0.0483 0.0120 0.2122 0.0994 0.0747 0.1408 0.1040 0.1501 0.1009 0.0125 0.0479
C4.5 0.2653 0.3983 0.2032 0.3719 0.0629 0.0515 0.3534 0.2450 0.0505 0.3034 0.1064 0.1507 0.2341 0.2666 0.0012
Bagging 0.1478 0.2869 0.1296 0.3518 0.0362 0.0105 0.2469 0.1291 0.0050 0.1769 0.0771 0.1237 0.1178 0.1583 0.0007
Boosting 0.0938 0.3055 0.1187 0.3569 0.0370 0.0176 0.2770 0.1166 0.0123 0.2003 0.0945 0.1118 0.1389 0.0625 0.0007
RF 0.0889 0.2914 0.1215 0.3537 0.0376 0.0137 0.2499 0.1386 0.0072 0.1599 0.0886 0.1023 0.1444 0.0916 0.0012
SVM 0.2418 0.4335 0.1639 0.4072 0.0869 0.0316 0.3292 0.1633 0.5001 0.2487 0.1434 0.1912 0.2033 0.1250 0.0457
JRip 0.2631 0.4366 0.1591 0.3877 0.0839 0.0368 0.3871 0.2041 0.0579 0.3960 0.1285 0.1562 0.2427 0.2416 0.0055

A first attempt at answering these questions could be to analyze directly the data
gathered in the three tables. However, it does not seem straightforward given the
quantity of results recorded.

As an alternative, metrics like SAR try to summarize all the gathered information
with a point estimation. Thus, SAR carries out the projection SAR∗ = (1−SAR) =
RMSE + Error + AUC∗ where AUC∗ = (1− AUC). The closer to zero the SAR
values (and all its components) are, the better the classifier performs. Table 6 shows
the classifiers’ performance values and ranking according to the SAR metric. We
consider, however, that combining metrics uniformly may be dangerous. Instead
we argue that we should select the information that is relevant to our purpose and
concentrate on it to conduct the performance analysis.
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Table 6 Classifier Ranking according to SAR

Ideal RF Bagging Boosting NB JRip C4.5 SVM Ib1
0 .1958 .1965 .2037 .2126 .2362 .2365 .2420 .2530
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Fig. 2 Shepard plot for the metric MDS projection: (a) from 45 dimensions to 2 dimensions.
(b) from 45 dimensions to 1 dimension
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Fig. 3 Metric MDS projection from 45 dimensions to 2 dimensions based on the RMSE,
AUC* and Error rate gathered over 15 domains

Visual data mining allows to easily discover data patterns, a task that may be
difficult by simply looking at the results organized in tables and inaccurate when
summarized by a SAR-like measure. In this section, firstly we demonstrate the use of
MDS to visualize the classifiers in a graph and secondly, the representation provided
by the MCST projection. Both methods conduct the projection so that interpoint
distances in the high dimensional (metric/domain) space are preserved as much as
possible in the 2D space.

Let us now study what information may be extracted from a graphic where the
information provided in Tables 3, 4 and 5 is not simply averaged (over domains
and over different metrics) but is projected using MDS. The distance between two
points is calculated as the Euclidean distance and the stress criterion (see below) is
normalized by the sum of squares of the interpoint distances.
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Before starting to explore the graphical representation, it is interesting to assess
the stress criterion. It is important to know how much of the original data structure
is preserved after projecting the data to two dimensions. We can also get an idea
of the information gained when moving from a one dimensional representation to a
two dimensional one. In our example the stress becomes 0.08 for two dimensions
(not much loss of information), but it increases to 0.31 when considering only one
dimension. This is supported by the Shepard plot in Fig. 2 that shows the reproduced
distances in the new projected space (y axis) versus the dissimilarities in the original
space (x axis). It can be seen that a projection to 2D leads to a narrow scatter around
the ideal fit, while the scatter with a projection to 1D becomes larger and indicates
a higher loss of information.

Now we focus on the whole information (Error rate, RMSE and AUC*) reflected
in Fig. 3. In this particular case, we analyze eight classifiers described in the original
high dimensional space by 45 dimensions (3 metrics × 15 domains) and then, pro-
jected to a 2-dimensional space. Dotted lines represent points that are at the same
distance to the ideal classifier (iso-performance lines). The ideal classifier is also
introduced, to allow us to compare classifiers by their projected distance to the ideal
classifier as well as to their relative position with respect to the other classifiers.
Note that this second type of information is lost when a one-dimensional projection
is used. Indeed, scalar performance measures, can only aim to convey one kind of
information, usually the distance to ideal.1

Fig. 4 shows the representation obtained with MCST. Dashed lines represent dis-
tance to the ideal classifier, while continuous ones represent the link of a given
classifier with the closest one (it is selected from the set of classifiers that have
not yet been plotted). The figure’s legend shows additional information such as, the
classifier’s name, its distance to the ideal classifier and to the previous classifier.

From the point metric SAR (see Table 6), we can easily draw the conclusion that
the C4.5 and SVM performances are very similar. The same applies to C4.5 and
JRip as well as to Boosting and NB.

However, in the projection that SAR represents (from 45 dimensions to 1), we
lose a lot of information about the similarities between classifiers. Keeping more
information (projecting to 2 dimensions) allow us to identify several clusters of clas-
sifiers whose performance are very close or equivalent across the fifteen domains in
terms of the three metrics considered (RMSE, AUC and Error rate). With the aid of
Fig. 3 (or equivalently, Fig.4) the two following classifier clusters with equivalent
performance can be identified: {C4.5, JRip} (or {(9), (8)} in the MCST figure) and
{Bagging, RF, Boosting} (or {(2), (3), (4)} in the MCST figure). Note that in this
case, the practitioner can extract similar information from both, the MCST and the
MDS plot.

If we now go back to Tables 3, 4 and 5, we would be able to confirm the simi-
larities among the classifiers within the cluster. Nonetheless, finding the similarities
directly from the information gathered in these tables does not seem straightforward.

1 This is not the only type of information that gets lost, by the way, since, once in two
dimensions, a lot more flexibility is possible, especially if we consider colours, motion
pictures, and potentially more.
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Fig. 4 MCST Projection
from 45 dimensions to
2D based on three met-
rics gathered over 15 do-
mains. Information: Classi-
fier name, classifier rank,
distance to the origin
(ideal) and distance from
the previous classifier.
Ideal 1
RF 2 1.55
Bagging 3 1.55 0.17
Boosting 4 1.66 0.26
NB 5 1.66 0.45
SVM 6 1.87 0.60
Ib1 7 1.93 0.48
JRip 8 1.82 0.42
C45 9 1.83 0.20. MCST
- Stress is 5.910467e+000

Recalling the similarities found by analyzing the SAR metric, we are able to con-
clude that: (i) C4.5 and JRip’s performance are very close (this corroborates SAR-
based analysis) , (ii) C4.5 and SVM’s performance are divergent (although their
difference to the ideal classifier seems to be approximately equal) and (iii) Boost-
ing and NB’s behaviours are not as close as the information in Table 6 suggests.
While this clarifies the results, it also suggests a whole series of new questions: In
which way are these classifiers different? Where do these differences among clas-
sifiers come from? Do they arise, for example, because of different capabilities to
estimate posterior probabilities? Can we impute them to the domain characteristics?
Next, we could further explore the evaluation data to get insight into the classifier
dissimilarities by looking at the metrics in an individual way (we refer the interested
reader to [1] for a more detailed exploration).

6.2 Experiments on Single Multiclass Domains

Consider now an experimental study where L classifiers are evaluated on a single
multiclass domain with p classes. Consider also that for each classifier i, a set of
mi j values with j = 1, . . . ,h) are extracted from the classifier’s outcomes on the test
instances and organized in a table with L rows and h columns.

In this section, we evaluate the eight classifiers mentioned previously on the
Page-blocks problem from the UCI repository and the performance data are de-
scribed by the confusion matrix elements (h = p× p). This 5-class data set is quite
imbalanced since the classes contain 4913, 329, 28, 88 and 115 test cases, respec-
tively. Evaluation data is presented in a table with 8 rows (one per classifier) and 25
columns. The ideal classifier is also included for comparison purposes.
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Fig. 5 Metric MDS Projection of the results for the Page-blocks multiclass domain from 25
to 2 dimensions

Table 7 Page-blocks multiclass domain: classifier ranking according to Accuracy

Ideal RF Bagging Boosting C4.5 JRip Ib1 SVM NB
1.000 .974 .0.973 .970 .969 .968 .959 .929 .909

Projection results on this domain (from 25 dimensions to 2) are displayed in Fig.
5 and Fig. 6 according to the MDS and MCST projection methods, respectively.
Both visual tools highlight how poor the performance of SVM and NB is. Moreover,
it is also shown that these two classifiers behave quite differently.

Let us compare the results we get form the visual approach with the accuracy
results obtained on this domain shown in Table 7. While the analysis based on ac-
curacy (a specific projection to one dimension) suggests that NB and SVM do not
classify the data as well as the other classifiers, it does not inform us of the fact
that these two classifiers approach the problem differently. Indeed, while it is true
that NB’s accuracy of 90.9% is different from SVM’s accuracy of 92.9%, this 2.0%
difference is too small to be deemed significant. This is quite different from what
we get in Figs.5 and 6. In fact, these two classifiers are approximately at the same
distance from one another as they are from the ideal classifier.

In order to interpret the results, it is important to remember that the Page-
blocks problem is very imbalanced. The effects of the imbalance are clearly seen in
the confusion matrices of NB and SVM in Table 8. We see that SVM fails at
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Fig. 6 MCST Projec-
tion of the results for the
Page-blocks multiclass
domain from 25 to 2 di-
mensions. Information:
Classifier name, classifier
number, distance to the
origin (ideal) and distance
from the previous classifier.
Ideal 1
RF 2 93.01
Bagging 3 101.60 15.30
C4.5 4 117.65 17.66
Boosting 5 106.11 20.69
JRip 6 119.21 27.20
Ib1 7 145.99 43.41
SVM 8 305.86 219.96
NB 9 410.86 402.94

Table 8 Confusion Matrices for NB and SVM for the Page-blocks multiclass problem

Characteristics NB SVM

Confusion matrix

⎛⎜⎜⎜⎜⎝
4607 29 12 207 58
84 217 1 24 3
8 0 18 0 2
1 1 0 84 2

52 1 9 7 46

⎞⎟⎟⎟⎟⎠
⎛⎜⎜⎜⎜⎝

4902 11 0 0 0
166 162 1 0 0
16 0 12 0 0
84 1 0 2 1

107 0 0 0 8

⎞⎟⎟⎟⎟⎠
Accuracy 0.909 0.929

classifying instances from class-4 and class-5, and tends to assign examples to the
majority class. NB, however, performs better on these two classes, but badly on
class-1. The other classifiers, however, are able to deal with the imbalance problem
(confusion matrices have been omitted due to space constraints). To sum up, the vi-
sual tool gives important information regarding evaluation, while a point-metric like
accuracy, does not warn us about the severity of the mistakes not does it differentiate
between them.

6.3 Experiments on Domain Difficulties

Apart from a general study about classifiers, the visual approach provides a simple
way to study a number of other questions that cannot be answered with traditional
evaluation procedures. These include questions for which performance data is ana-
lyzed according to the domain characteristics.
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Fig. 7 Metric MDS projection from 8 dimensions to 2 dimensions based on RMSE metric
gathered for eight classifiers
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Fig. 8 MCST projection
from 8 dimensions to
2 dimensions based
on the RMSE metric.
D0 1
D9 2 0.45
D15 3 0.45 0.10
D6 4 0.52 0.28
D13 5 0.72 0.23
D3 6 0.73 0.03
D5 7 0.80 0.13
D14 8 0.88 0.25
D10 9 1.04 0.27
D12 10 1.06 0.12
D11 11 1.05 0.05
D8 12 1.17 0.20
D2 13 1.29 0.15
D7 14 1.32 0.05
D4 15 1.34 0.09
D1 16 1.26 0.25

In this case, we can regard each domain as an object with attributes representing
a measure of how several classifiers have performed on that domain. Note that the
objects of interest are the domains, the attributes are classifier performance measures
and the classifier dimensions are the ones reduced when projecting.

Based on this analysis, we are able to address questions about the domains, such
as: Can domains be organized into equivalence classes within which various classes
of classifiers behave predictably?. What domain characteristics influence the be-
haviour of different domains (e.g., domain difficulty, dimensionality, etc.)?

Consider a study where D domains are analyzed based on how L classifiers have
performed on them. In this analysis, each object- j, is a domain defined by a vector

with components m(kl)
i j with metric k = kl and classifiers i = 1, . . . ,L.

For example, let us assume that we concentrate on the posterior probability
capabilities measured by the RMSE metric and the fifteen binary domains used
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Fig. 9 MDS projection based on the AUC metric (from 15 to 2 dimensions): (a) Simple
domains (9 6 15). (b) Domains (3 13 5 6 9 15 10 11 12 8). (c) Difficult Domains (7 2 4 1)

previously. The ideal domain D0, for which the estimation is perfect, is also in-
cluded as a reference. Our original space has 16 objects (15 domains plus an ideal
one, D0, for which all classifiers get the minimum RMSE) and has 8 dimensions (as
many as classifiers; L=8).

Fig. 7 and Fig. 8 show (with the aid of MDS and MCST, respectively) the sim-
ilarities/dissimilarities among domains in terms of the difficulty for the classifiers
to estimate posterior probabilities. It is now feasible to identify groups of domains
(e.g., {D3, D13, D5} or {D2, D7, D4}) for which the task of estimating posterior
probabilities has similar complexity. Moreover, there are domains for which rank-
ing becomes easier and others for which it is a more difficult task. We argue that the
classifier performance may differ according to the task difficulty. Both graphs give
us the same information, but the graph resulting from the MDS projection is easier
to read than that resulting from the MCST projection.

Fig.9(a), Fig.9(b) and Fig.9(c) show the classifier relation based on RMSE for
low, medium and high difficulty domains, respectively. These graphs may allow
us to extract information with regard to domain difficulty and draw conclusions
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Fig. 10 Metric MDS projection from 8 dimensions to 2 dimensions based on the RMSE
metric gathered for eight classifiers

such as the following: ”As domain difficulty increases, classifier A becomes less
competitive than classifier B...”

For example, from Fig.9 we can reach the following conclusions in terms of the
classifiers’ capabilities to estimate posterior probabilities:

1. C4.5 and JRip performance compared to the other classifiers’ tend to decrease as
the task difficulty increases.

2. NB is less competitive when difficulty is low.
3. Bagging, Boosting and RF relative performance hold across different domain

difficulties.

Finally, note that the plots may also show additional information about the evalu-
ation process. For example, Fig.10 displays the size point that represents each do-
main, according to the variance of classifier performance on that domain.

We can identify some domains like D15, D9 (low difficulty), D14 (medium) and
D1(high difficulty), for which classifier performance shows great variance. There-
fore, these are domains that can take more advantage from classifier combination
than domains with very low variance of classifier performance (D6, D3 , D13,...).
Additionally, the correlation between task difficulty and variance in the classifiers’
response could be easily observed with this visual approach. Note that in this em-
pirical study no correlation is noticed when looking at Fig.10.

7 Concluding Remarks

In this work, we take the view that classifier comparison can be stated as a prob-
lem of analyzing high dimensional data and it should be done on an exploratory
basis rather than through standard evaluation. This means that as long as the perfor-
mance analysis progresses, we will discover tendencies, similarities, dissimilarities
or outliers, but there is no need to know what we want to find in advance.

We provide a visualization-based technique that takes this very general view and
transforms it into a practical endeavour. This approach, rather than aggregating the
performance results into a single metric, represents each object of interest (be it a
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classifier or a domain) as a point in a high dimensional space. Next, a projection
to a low dimensional space (2D,3D) makes feasible to easily discover data patterns
and draw meaningful conclusions about the performance results, a task that is quite
difficult when simply looking at the results organized in tables, and inaccurate when
summarized by point metrics. There are many avenues to explore in tasks like model
selection and combination which may be conducted the aid of an evaluation tool we
are designing and implementing.
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Extending Rule-Based Classifiers to Improve
Recognition of Imbalanced Classes

Jerzy Stefanowski and Szymon Wilk

1 Introduction

Knowledge discovery in general, and data mining in particular, have received a
growing interest both from research and industry in recent years. Its main aim is
to look for previously unknown relationships or patterns representing knowledge
hidden in real-life data sets [16]. The typical representations of knowledge discov-
ered from data are: associations, trees or rules, relational logic clauses, functions,
clusters or taxonomies, or characteristic descriptions of concepts [16, 29, 21]. In this
paper we focus on the rule-based representation. More precisely, we are interested
in decision or classification rules that are considered in classification problems. In
data mining other types of rules are also considered, e.g., association rules or action
rules [16, 29, 34], however, in the text hereafter we will use the general term “rules”
to refer specifically to decision rules.

Rules represent functions mapping examples (objects), described by a set of at-
tributes (features) to decision classes (concepts) and they are expressed in the form:
if P then Q, where P is the condition part formed as a conjunction of elementary
conditions – tests on values of attributes, and Q is the decision part of the rule,
which indicates the assignment of an example satisfying the condition part to a
specific decision class.

The rule-based representation due to its symbolic expressiveness is considered
to be more comprehensible and human-readable than other representations (see
discussions in [28, 29, 33]). Although, such characteristic is shared by the tree-
based representation, a set of rules may be more compact than a decision tree [33].
Moreover, rules constitute “blocks” of knowledge, and experts can more easily
analyze individual rules [28, 39]. Finally, rules were successfully used in several
applications as demonstrated in a review paper by Simon and Langley [23].

Induction of rules has been intensively studied in machine learning [29, 31] and
many algorithms have been proposed, for reviews see [10, 31, 29]. The majority of
them try to generate rules following a sequential covering strategy. They are focused
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on creating a minimal set of rules, which means that learning examples are covered
by the smallest number of non-redundant rules.

Sets of rules induced from learning examples are usually applied to predict class
labels for new examples. In such a classification-oriented perspective, rules and a
strategy of using them constitute a classifier.

Although sequential covering algorithms have been shown to be quite effective
from this perspective, there are also other algorithms which provide “richer” sets of
rules. Such rules are also often characterized by better descriptive properties, e.g.,
they are supported by a larger number of learning examples (see [42, 16]). In general
they could better characterize some regularities hidden in data, what corresponds to
so-called descriptive perspective of knowledge discovery [50].

On the other hand, such rules could be also useful for handling more difficult
classification problems. One of the main reasons for difficulty is class imbalance
in learning data, i.e., a situation when one class (further called the minority class)
includes much smaller number of examples comparing to other majority classes.
The minority class is usually of primary interest in a given problem and it is required
to recognize its members as accurately as possible. The imbalanced distribution of
classes constitutes a difficulty for standard learning algorithms because they are
biased toward the majority classes. As a result examples from the majority classes
are more likely to be classified correctly by created classifiers, whereas examples
from the minority class tend to be misclassified.

The problem of dealing with the class imbalance receives a growing research
interest in machine learning and data mining communities (for a review see [3]).
Several methods have been proposed to improve performance of various types of
classifiers, not only rule-based ones. In general, one can distinguish two kinds
of approaches [20]. The first approach, which is classifier-independent, relies on
transforming an original data set to change the balance between classes, e.g., by
re-sampling . The second approach involves modifying classifiers in order to im-
prove their sensitivity to the minority class.

In the paper we discuss how rule-based classifiers can be adopted to deal with im-
balance in the learning set. We consider two ways of doing it – either by modifying
a classification strategy, or by using a different approach to induce rules for the mi-
nority class. The main aim of this study is to present a new method of extending the
structure of a rule-based classifier in order to improve its sensitivity to the minority
class. The main principle of the proposed method is that a minimal set of rules for
the minority class is replaced by a new set of stronger rules. Such rules are discov-
ered by a special algorithm, called EXPLORE, which was previously introduced by
Stefanowski and Vaderpooten in [42]. Thus, using such rules for the minority class,
while preserving the original minimal set of rules for the majority classes, improves
the chance that an example from the minority class is correctly recognized.

Within our approach we do not only preserve the comprehensible representation
of decision knowledge for the minority class, but we even make it more compre-
hensive by discovering additional rules, still hidden in data, which have not been
revealed in a minimal set. Discussing the usefulness of the EXPLORE algorithm
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for providing such comprehensible patterns is the second goal of this paper. Main-
taining comprehensible representation of knowledge is consistent with arguments
behind rule paradigms. It further distinguishes our proposal from other known
approaches, which also aim at improving the minority class prediction, however,
at the cost of making extensive changes in data.

Finally, we present results of experiments where the performance of our approach
is compared against LEM2 – a typical sequential covering algorithm, and its modi-
fication for handling imbalanced data on several benchmark data sets.

The paper is organized as follows. We begin with a brief review of two main
categories of rule induction algorithms and classification strategies. Then, in Section
3 we describe the EXPLORE algorithm, which is employed by our approach. Our
previous experience with using this algorithm is also reported. The next section
contains a short review of methods for handling imbalanced data. Then, we present
our approach to changing the structure of a rule-based classifier. In Section 6 we
experimentally evaluate its usefulness in a comparative study. Final remarks and
discussion on future research are provided in the last section.

We would like to note that this paper is a summary, which includes partial results
from other papers by Stefanowski and coauthors on the EXPLORE algorithms [42]
and from our joint research with Grzymala-Busse on handling imbalanced data by
modifying rule-based classifiers [15].

2 Approaches to Rule Induction

This chapter gives basic information on rule induction and classification strategies
which are necessary for presenting our method. More comprehensive descriptions
can be found in [10, 12, 21, 39]

2.1 Basic Notation

For classification problems data sets include examples described by attributes and
assigned to decision classes. We assume that these examples are represented in a
decision table DT =(U,A∪{d}), where U is a set of examples, A is a set of condition
attributes describing them, and d /∈A is a decision categorical attribute that partitions
examples into a set of disjoint decision classes {Kj : j =1,...,k}. A decision rule r
assigning examples to a class Kj is represented in the following form:

if P then Q,

where P = p1 ∧ p2 ∧ . . .∧ pn is the condition part of r, and Q is the decision part
of r indicating that an example should be assigned to a class Kj. The condition part
is a conjunction of elementary conditions pi. Each condition represents a test on
a value of a corresponding attribute. For a symbolic attribute the test compares its
value to a constant, and for a numerical attribute other relations (e.g., greater than)
are possible.
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A decision table DT contains learning examples for inducing rules, therefore, it
is called a learning set. For a given class Kj, learning examples from this class are
called its positive examples, while examples belonging to the remaining classes are
called negative examples of Kj .

Using these terms we briefly present some definitions of basic rule properties.
[P] is a cover of the condition part of a rule r in DT , i.e., it is a set of examples,
which descriptions (values of condition attributes) satisfy elementary conditions in
P. Let [Kj] be a set of positive examples of a class Kj . A rule r is discriminant
(also called certain or consistent) if it distinguishes positive examples of Kj from its
negative examples, i.e., [P]⊆ [Kj]. Moreover, P should be a minimal conjunction of
elementary conditions satisfying this requirement.

A set of decision rules R completely covers (describes) all positive examples of
a class Kj, if each positive example is covered by at least one decision rule from R.
Moreover, if there is no other R′ ⊂ R that covers all positive examples of Kj, we say
that R is the minimal cover of Kj. In other words it completely describes positive
examples of this class by the smallest number of rules.

If the learning set contains noisy or inconsistent examples, also so-called par-
tially discriminant or possible rules can be constructed. Besides positive examples
such rules cover a limited number of negative examples.

2.2 Perspectives of Rule Induction and Evaluation

In general induction of decision rules can be performed according to different per-
spectives. The most common ones are [39, 50]:

• classification-oriented induction,
• descriptive-oriented induction.

The aim of the classification-oriented induction is to create from learning examples
a set of rules which will be further used to classify new objects. Rules are then
combined with a strategy defining how to use them to produce the final prediction
for a new object – such a combination constitutes a classifier. This perspective has
been extensively studied in machine learning and several approaches for deriving
rule-based classifiers have been proposed.

The aim of the descriptive-oriented induction is to extract from learning exam-
ples information patterns (regularities or sometimes exceptions or anomalies) which
may be interesting and useful for different users [16]. These patterns (represented
as rules) aim at clarifying dependencies between values of attributes and decision
classes [42] and usually are much more comprehensive than rules created follow-
ing the classification-oriented perspective. The descriptive-oriented induction has
been conceived and considered within the field of knowledge discovery, however,
there has been successful research on building classifiers using rules constructed
according to this approach [16, 39].
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The two perspectives of rule induction do not only have different goals – there are
other profound differences between them. One of the main distinctions consists in
different evaluation criteria [42] of constructed rules. In the classification-oriented
induction, a complete set of rules is evaluated as a classifier. An evaluation criterion
is usually single and defined as the classification (predictive) accuracy or similar
prediction measure (e.g., based on a confusion matrix – see Section 4) of a rule-
based classifier using these rules. This criterion is evaluated in an experimental and
automatic way.

In the descriptive-oriented induction, each rule is evaluated individually and in-
dependently as possible representation of an interesting pattern, which is definitely
a more difficult task. Depending on a rule induction algorithm, the user may obtain
quite a large number of rules to interpret. Selecting some of them is a non-trivial
issue, it is also partly subjective as it generally depends on the problem at hand
and on interests and expertise of users. To support the selection, several quantitative
measures (also called interestingness measures) have been proposed and studied,
each capturing different characteristic of rules. Many of these measures character-
ize relationships between the condition and the decision parts of a rule and a data
set, from which the rule has been discovered. Generality, support, confidence, log-
ical sufficiency or necessity are examples of widely approved and used measures.
Their systematic review is available, e.g., in [17]. Below we present two of the most
commonly used measures, i.e. support and confidence of a rule.

The support of the condition part P, denoted as sup(P), is equal to the number
of examples in U satisfying P, i.e., its equal to | [P] |, where where | . | denotes the
cardinality of a set. In a similar way we define the support of the decision part Q
and denote it as sup(Q) =| [Q] |.

The support of a rule r denoted as sup(r), is equal to the number of objects
in U satisfying the condition and the decision parts (P and Q respectively), i.e.,
sup(r)=| [P∩Q] |. The support could be given in relation to the number of examples
in U as

sup(r) =
| [P∩Q] |
| [U ] | .

The confidence of a rule r shows the degree to which P implies Q and it is
defined as

con f (r) =
| [P∩Q] |
| [P] | .

This measure is also known as certainty factor, accuracy or discrimination level.
Let us notice that both these measures characterize two different properties of

a rule – support corresponds to the generality of a pattern represented by the rule
in data, while confidence estimates the certainty of assignment to a decision class
indicated by the rule.

Another measure of rule generality is called coverage or rule strength, and it is
used in the description of the EXPLORE algorithm. The coverage of a rule r is
defined as
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cov(r) =
| [P∩Q] |
| [Q] | .

The other major distinction between the classification and descriptive perspec-
tives corresponds to different rule induction algorithms. The former perspective em-
ploys algorithms inducing minimal sets of rules, while the latter requires different
methods (producing non-minimal sets of rules). These two groups of algorithms are
briefly discussed in the following subsections.

2.3 Induction of Minimal Sets of Rules

The majority of rule induction algorithms employed by the classification-oriented
perspective follow the sequential covering strategy, which historically comes from
the early Michalski’s works on the family of the AQ algorithms. It is also known
as the separate-and-conquer strategy and used in several inductive logic
programs [10].

Figure 1 shows the basic idea of the sequential covering strategy. It sequentially
generates a minimal set of decision rules for each decision class.1 In each run it ac-
cepts as input a set of positive and negative examples of a class Kj and provides as
output a set of rules R covering all positive examples of this class and not covering
any of its negative examples (if the learning set does not contain any inconsistent
examples). The strategy iteratively creates the best possible rule based on the “best”
conjunction of elementary conditions according to selected criteria (see the func-
tion find single best rule). Then, it stores the rule and excludes from consideration
all positive examples that match this rule. This process is repeated if at least one
positive example of the decision concept remains uncovered.

The function find single best rule produces a candidate for a rule, which in gen-
eral should cover as many positive examples of the target class as possible and
no negative ones (for consistent data), or a limited number of negative exam-
ples (for inconsistent or noisy data). This function can be formulated in different
ways depending on a particular version of the algorithm. In majority of them the
condition part of a candidate rule is constructed by successively adding new ele-
mentary conditions to the conjunction (the process starts with an empty condition
part). This process is repeated until a selected acceptance criterion has been fulfilled,
e.g., the current condition part does not cover any of the negative examples (e.g., see
the description of AQ [29] or LEM2 [12]).

The search for the best elementary condition to be added to the conjunction is
driven by specific evaluation criteria. The number of proposals is quite large, for a
review see [10]. For instance, in the LEM2 algorithm Grzymala-Busse proposed to
select conditions in the following way [12]:

1 The are also some versions of this strategy, which do not sequentially go through classes
but attempt to consider all classes together, however, still maintaining the principle of
recursively learning the best rule, removing covered examples, etc.
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procedure sequential covering(input Kj: class;
E : its positive learning examples; N : and its negative examples
output R: set of rules)
begin

R ← /0 { initialize rules };
while E �= /0 do
begin

r ← find single best rule(Kj,E,N)
[r]E ← set of positive examples covered by r
if rule stopping conditions(r) then exit;
E ← E \ [r]E ;
R ← R∪ r

end
R ← post-process(R)

end

Fig. 1 Sequential covering strategy

1. Choose a condition that results in the maximum support of a candidate rule,
2. If a tie occurs, choose a condition that results in the largest confidence of a can-

didate rule.

Several other criteria are considered, the most common choices are: entropy-based
measures calculated over the distribution in the examined cover [6, 37], Laplace
estimate or more flexible m-estimate [11]. Weighted formulas are useful as well,
e.g., weighted information gain used by Quinlan in FOIL, J-measures and many
others (for a review see again [10]).

The basic covering strategy presented above reveals drawbacks if data is noisy.
Rules for noisy examples may be too complicated (overfitted to noise) and lead to
low predictive accuracy while classifying new examples. In general, there are sev-
eral solutions to overcome the overfitting, which usually rely on pruning. They allow
induced rules not to cover all positive examples or to cover some negative ones. Ef-
ficient techniques for rule post-pruning were employed in the RIPPER algorithm
[7], which is one of the most popular techniques of rule induction. Different rule
pruning techniques are summarized in [9].

Finally, we would like to note that rules are also successfully applied inside mul-
tiple classifiers (ensembles). For instance, basic concepts of RIPPER were adopted
inside SLIPPER [8], similarly, MODLEM was used inside extended bagging and
pairwise coupling [40].

2.4 Induction of Non-minimal Sets of Rules

Minimal sets of rules usually contain only a limited number of interesting rules, they
may also include some rules of very little or no interest, which is undesirable from
the discovery-oriented perspective. These shortcomings result directly from the
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sequential covering strategy described in the previous section. This strategy
excludes from consideration learning examples that have been already covered by
generated rules, thus, some interesting rules cannot be discovered. This happens
especially when different patterns are shared by a large number of examples. More-
over, the sequential covering strategy aims at covering all positive learning exam-
ples, therefore, in last iterations it may produce very specific rules, consisting of
many elementary conditions, which refer only to one or very few learning examples
that have been left uncovered. More detailed discussion on this problem is
given in [42].

In order to overcome the above limitations other induction strategies and algo-
rithms have been proposed. The most radical solution is to produce a so-called ex-
haustive set of rules, which contains all rules that can be induced on the basis of
positive examples of a class. Examples of such approach include the dropping con-
dition technique described in [12] or Boolean reasoning approach to looking for
local object reducts [36] (specific for rough set theory). However, time complexity
for the latter technique is exponential and using it may be not practical for larger data
sets, so approximate algorithms are employed. Moreover, the data analyst could be
“overloaded” by getting too many rules to be considered. In fact, only a small num-
ber of them is usually interesting (these approaches may generate many specific
rules supported by few learning examples).

Another category of induction algorithms employs “more efficient” search strat-
egy leading to less numerous sets of rules, which should be also characterized by
better values of evaluation measures. A good example is the BRUTE algorithm in-
troduced in [35]. The name comes from authors’ motivation to perform a massive,
brute-force search for accurate rules in place of the greedy hill-climbing search typ-
ical for the iterative sequential covering. Briefly speaking, BRUTE conducts an ex-
haustive depth-bounded search for the most accurate and shortest rules. It optimizes
the search by introducing canonical order in possible conditions. Moreover, it limits
the search to rules not exceeding the maximum number of conditions in their con-
dition parts. Finally, it outputs only a limited number of rules that have been most
accurate on a learning set. Experimental results showed that a classifier using the
top 50 rules outperformed CART and C4 trees [35]. A similar idea is present Data
Surveyor system described in [18].

Finally, the last group of approaches includes adaptation algorithms for associa-
tion rule mining. Such rule are transformed into a form where the right hand side of
a rule contains the decision class. Rules should also satisfy predefined requirements
for the minimum support (such rules are called frequent ones) and the minimum
confidence.2 The key issue is to adopt in a proper way search strategies derived
from algorithms for mining frequent items, e.g., to construct an iterative sequential
extension approach similar to Apriori, which efficiently prunes candidates. In [16]
there is a short review of some proposals, e.g., a method of associative classification
by Liu et al. [26].

2 These requirements are similar to the ones presented in EXPLORE - see Section 3.
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2.5 Classification Strategies

In the classification-oriented perspective a set of rules is used to classify new exam-
ples, i.e., examples unseen in the learning phase, by matching them to the condition
parts of rules. Sets of rules can be either ordered or unordered. In the first case rules
are organized into a priority list. The matching is done starting from the first rule.
The first matched rule from the list is used to classify a new example and the re-
maining rules are skipped. The last rule is a default rule and it is used if no other
rule has been matched.

For unordered sets of rules matching a new object may lead to three situations.
The first one is a unique match to one or more rules from the same class. The two
other situations are matching multiple rules indicating different classes or not match-
ing any rules at all. In both situations a suggestion is ambiguous, thus, proper reso-
lution strategy is necessary. Review of different strategies is given in [39]. Below we
briefly summarize a classification strategy introduced by Grzymala-Busse in LERS
[13] as it is employed in our experiments. In case of ambiguous multiple matching
the decision how to classify an example e is made on the basis of voting and e is
assigned to the strongest class (i.e., the class that has received most votes). For each
matched rule its absolute support is considered as a basic score. The total support
for a class Ki and an example e is defined with the following expression:

sup(Ki,e) = ∑
rules f or Ki matching e

sup(r).

The class Kj with the largest support is the winner and the example e is assigned
to it.

If complete matching is impossible, all partially matching rules are identified.
These are rules with at least one elementary condition matching an example e. The
total support is then calculated from the support of identified rules, and from their
matching factors, defined as a ratio of conditions matched by e to all conditions in a
rule (or to the length of a rule):

sup(Ki,e) = ∑
rules f or Ki partially matching e

sup(r)×match(r,e).

Again, the class Kj with the largest support is the winner and an example e is
classified as its member.

3 EXPLORE Algorithm

In this chapter we present the EXPLORE algorithm that extracts from data all rules
that satisfy requirements defined by the user. Thus, EXPLORE is able to generate
rules which are general, simple, accurate and relevant. This makes it very useful not
only from the descriptive-oriented perspective but also also from the classification-
oriented one, especially when imbalanced data has to be dealt with.
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3.1 Presentation of the Algorithm

The EXPLORE algorithm, first presented in [30], is a procedure that extracts from
data all decision rules that satisfy certain requirements. In this study we focus on
the following ones:

• support or coverage of a rule: the user can expect that the general and strong rule
should cover a large enough number of positive examples,

• consistency of a rule represented by its confidence: the rule should cover no or
very few negative examples,

• simplicity of a rule represented by its length: generally the rule should be short,
• total number of rules for all decision classes: the resulting set of rules should be

limited in size for cognitive reasons.

These requirements are used to impose restrictions on the rule space explored during
induction. The algorithm can handle inconsistent examples either by using rough set
theory to define approximations of decision classes, or by determining appropriate
threshold for confidence of induced rules to be used in pre-pruning.

Exploration of the rule space is performed using a procedure, which is repeated
for each class Kj to be described. The main part of the algorithm is based on a
breadth-first search, which amounts to generating rules of increasing size, starting
from one-condition rules. Exploration of a specific branch is stopped as soon as
a rule satisfying the requirements is obtained or any of stopping conditions SC,
reflecting the impossibility to fulfill the requirements, has been met. EXPLORE is
formally presented in Figure 2. A short description of the algorithm is given below,
more enhanced discussion is provided in [42], and its implementation details can be
found in [30]).

An initial list LS representing elementary conditions is created by analyzing
positive examples provided as input to EXPLORE (for more precise description
see [38]). Obviously, conditions in LS must cover at least one example from Kj;
they may also be subject to specific constrains on their syntax. This initial list
is first pruned to discard conditions, which directly correspond to rules, as well
as those which already satisfy SC, and thus cannot give rise to rules (procedure
good candidates). Conditions remaining in LS are then combined to form complexes
(i.e., conjunctions of elementary conditions), which are candidates for the condition
parts of rules. This is achieved by procedure extend, which at iteration k creates con-
junctions of size k+1 by extending candidate conjunctions of size k with conditions
from LS. While extending the conjunctions we can use the monotonicity principle
known from the Apriori algorithm, stating that all subsets of a candidate conjunc-
tion must also be sufficiently strong [16]. The resulting conjunctions are then tested
by procedure good candidates.

In general, stopping conditions SC can be defined according to requirements ex-
pressing various expectations of the user, e.g., imposed on coverage, length, number
of rules, etc. In our experiments presented in Section 6 we mainly consider require-
ments referring to the minimal coverage l. The corresponding stopping condition
for a conjunction C currently examined is thus simply: cov(C) < l. Let us remark
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procedure EXPLORE
(input LS: list of valid elementary conditions; SC: stopping conditions;
output R: set of rules)
begin{Main search procedure}

R← /0
good candidates(LS, R); {LS is a list of valid elementary conditions s1,s2, . . . ,sn

ordered according to decreasing coverage}
Q← LS; {Copy current LS to a queue Q}
while Q �= /0 do
begin

select the first conjunction C in Q;
Q← Q\{C}; {remove it from the queue}
extend(C,LC); {generate LC – a list of extended conjunctions}
good candidates(LC,R);
Q← Q∪LC {place all conjunctions from LC at the end of Q}

end
end;

procedure extend(input C: complex;
output L: list of conjunctions)

{ This procedure puts in list L extensions of conjunctions C that are potential candidates for rules.}
begin

Let k be the size of C and h be the highest index of the elementary condition involved in C;
L← {C∧ sh+i where sh+i ∈ LS and such that all the k subconjuctions of C∧ sh+i

of size k and involving sh+i belong to Q (i = 1, . . . ,n−h)}
end;

procedure good candidates(input L: list of conjunctions;
output R: set of rules)

{ This procedure prunes list L, discarding:
- conjunctions, which cannot give rise to rules due to SC,
- conjunctions corresponding to rules, which are stored into R. }

begin
for each C ∈ L do
begin

if C satisfies SC then L← L\{C}
else

if conf (C)≥ α then {α = 1 for totally discriminant rules}
begin

R← R∪{C};
L← L\{C}

end
end

end;

Fig. 2 The main procedure of the EXPLORE algorithm

that stopping conditions restrict exploration space and reduce computational costs.
If the user does not define any requirements, the algorithm will produce all rules,
which is at the risk of exponential complexity (see the evaluation of complexity in
[39]). Examples of using EXPLORE and tuning SC are presented in the next two
subsections.
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Besides basic requirements represented by the stopping conditions, EXPLORE
can be easily adopted to handle additional expectations of the user with regard to
the syntax of the condition parts of rules. For instance, the user can express her
preferences for some specific elementary conditions or attributes to be used in a
rule (or to be excluded from a rule). It is also possible to focus the search on some
specific subsets of examples. Such an approach is typical for interactive knowledge
discovery tools and it has been described in [41, 39].

3.2 Example: Using EXPLORE for Technical Diagnostics

To demonstrate the benefits of a non-minimal set of rules induced by the EXPLORE
algorithm we describe a real life problem of technical diagnostics of a homogeneous
fleet of buses [52]. 76 buses were described by 8 diagnostic symptoms (attributes)
and divided into two classes depending on their technical conditions (good or bad).
The following symptoms were chosen: s1 – maximum speed, s2 – compression
pressure, s3 – blacking components in exhaust gas, s4 – torque, s5 – summer fuel
consumption, s6 – winter fuel consumption, s7 – oil consumption and s8 – maxi-
mum horsepower of the engine. All these attributes were numeric.

We started with inducing a minimal set of rules using the MODLEM algorithm
(this algorithm follows the sequential covering strategy and is well suited for nu-
merical data [37]). The generated set contained the three following rules covering
all learning examples (numbers in brackets correspond to positive learning examples
covered by each rule) :

1. if (s2≥2.4 MPa) & (s7<2.1 l/1000km) then (technical state=good) [46]
2. if (s2<2.4 MPa) then (technical state=bad) [29]
3. if (s7≥2.1 l/1000km) then (technical state=bad) [24]

Prediction accuracy of a classifier using these rules was evaluated using the leaving-
one-out technique, and it was equal to 98.7%. Although it was a very accurate
predictor of the technical condition, the analysis of the syntax of these three rules
showed that only two symptoms were important. In particular, the compression
level was crucial as it nearly perfectly discriminated buses from the two consid-
ered classes. On the other hand, practical measurements of this symptom were the
most difficult at the diagnostic stand. Thus, the experts were interested in discover-
ing other rules, formulated using symptoms that were easier to collect. Therefore,
they decided to discover strong rules covering more than 50% of buses in each class.
EXPLORE found 11 rules satisfying the above requirements, they are listed below.

1. if (s1>85 km/h) then (technical state=good) [34]
2. if (s8>134 KM) then (technical state=good) [26]
3. if (s2≥2.4 MPa) & (s3<61 %) then (technical state=good) [44]
4. if (s2≥2.4 MPa) & (s4>444 Nm) then (technical state=good) [44]
5. if (s2≥2.4 MPa) & (s7<2.1 l/1000km) then (technical state=good) [46]
6. if (s3<61 %) & (s4>444 Nm) then (technical state=good) [42]
7. if (s1≤77 km/h) then (technical state=bad) [25]
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8. if (s2<2.4 MPa) then (technical state=bad) [29]
9. if (s7≥2.1 l/1000km) then (technical state=bad) [24]
10. if (s3≥61 %) & (s4≤444 Nm) then (technical state=bad) [28]
11. if (s3≥61 %) & (s8<120 KM) then (technical state=bad) [27]

These rules provided much more information about values of symptoms than the
previous minimal set of rules. We used them to construct a new classifier and esti-
mated its accuracy again in the leaving-one-out test. The classification accuracy was
exactly the same as for the classifier with the minimal set of rules.

3.3 Other Experience with EXPLORE

Let us remind that setting proper thresholds for the stopping conditions SC is crucial
for the EXPLORE algorithm. An iterative procedure based on stepwise changes of
the rule coverage threshold and observing its influence on the set of rules was pre-
sented in [42]. Experiments on several data sets from the UCI repository [1] showed
that it was possible to determine a range of values for this threshold, which led to
good sets of rules in terms of their classification accuracy, the average coverage,
the average length and their number. In Table 1 we present sample results obtained
for the congress voting data. The last line lists results for the minimal set of rules
generated by LEM2. One can notice that threshold values between 20% and 30%
led to sets of rules, which had significantly better descriptive properties (e.g., the
average support was twice as high as for rules in the minimal set) and not worse
classification properties at the same time.3

Table 1 Characteristics of rules induced by EXPLORE vs. the minimal set or rules induced
by LEM2 for voting data (SC – rule support threshold, NR – number of rules, cov – average
rule coverage (absolute number of examples), len – average rule length (number of elemen-
tary conditions), acc – overall classification accuracy [%])

SC NR Cov Len Acc

5% 231 45.86 3.36 97.91
10% 138 66.96 3.19 97.67
15% 125 75.46 3.71 96.98
20% 103 82.75 3.81 96.07
25% 80 86.95 3.95 95.38
30% 63 95.16 3.75 92.61
40% 21 133.00 2.76 80.23

LEM2 26 43.77 3.69 95.87

3 We would like to clarify that the main aim of these experiments was not to get the most
accurate classifier. The classification accuracy was just an additional criterion to evaluate
the “quality” of a set of rules.
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Continuing our discussion, we would like to stress that for large values of the
coverage threshold EXPLORE may induce a set of rules covering only a subset of
learning examples. Some “difficult” examples (e.g., located in sparse subregions of
classes) may not be covered by any strong rule. In [43] we proposed a solution to
this problem and introduced a hybrid approach, where the first level of representa-
tion is constituted by rules and the second level is a set of learning examples not
covered by these rules. This first level can be obtained either by rule pruning or by
using EXPLORE with large values of the coverage threshold (the stepwise tuning
mentioned above could be used to establish the threshold – for more details see
[39, 43]). The classification strategy for new examples is a two stage approach. A
new example is first classified by rules. If there is no match or matching is ambigu-
ous, then the example is classified according to the k-nearest neighbor principle on
the basis of stored examples.

This idea was verified in the problem of evaluating business loans [43]. The in-
teresting observation was that the hybrid approach led to the highest classification
accuracy of 81%, while the rule level itself gave 77% and other classifiers (e.g., a
decision tree) around 74%. Furthermore, we noticed that this approach slightly in-
creased the sensitivity for the minority class, which corresponded to the most risky
loans leading to questionable or lost liabilities. Similar improvements were observed
in a medical case study.

Such an impact of the threshold tuning procedure on the sensitivity for the mi-
nority class has been a direct inspiration for our current research on dealing with
imbalanced data, which is presented in the following sections.

4 Handling Imbalanced Data

Many learning algorithms are formulated with an explicit or implicit assumption
that learning sets are balanced. However, this is not always the case. Imbalanced
data sets are quite common as many processes produce certain observations with
different frequencies. A good example is medicine, where databases regarding a rare
but dangerous disease usually contain a smaller group of patients requiring special
attention, while there is much larger number of members of other classes – patients
who do not require special treatment. Similar situations occur in other domains,
e.g., in technical diagnostics or continuous fault-monitoring tasks, where non-faulty
examples may heavily outnumber faulty ones. Survey papers [49, 3] report other
real technical or engineering problems, e.g., detection of oil spills in satellite radar
images, detection of fraudulent telephone calls or credit card transactions, prediction
of telecommunication equipment failures, and information retrieval and filtering.

If the imbalance in the class distribution is extensive, i.e., some classes are heavily
under-represented, these learning methods do not work properly. They are “some-
how biased” to focus searching on the more frequent classes while “missing” ex-
amples from the minority class. As a result constructed classifiers are also biased
toward recognition of the majority classes and they usually have difficulties (or
even are unable) to classify correctly new examples from the minority class. In [25]



Extending Rule-Based Classifiers to Improve Recognition of Imbalanced Classes 145

authors described an information retrieval system, where the minority class (being
of primary importance) contained only 0.2% of examples. Although the classifiers
achieved accuracy close to 100%, they were useless because they failed to deliver
requested documents from this class. Similar degradation of classifier’s performance
for the minority class was reported for other imbalanced problems [4, 14, 20, 22, 49].

The class imbalance also affects rule-based classifiers – especially classifiers us-
ing minimal sets of rules are biased toward the majority classes. Rules induced for
the majority classes are more general and cover more learning examples, while rules
for the minority class are usually more specific and “weaker” in terms of their cover.
As a result new examples from the minority class tend to be misclassified.

Imbalanced data constitutes a problem not only when inducing rules to be used in
a classifier, but also when evaluating its performance. Indeed, overall classification
accuracy is not the only and the best criterion characterizing performance of a clas-
sifier. Satisfactory recognition of the minority class may be often more preferred,
thus, a classifier should be characterized rather by its sensitivity and specificity for
the minority class. Sensitivity (also called a true-positive rate) is defined as the ratio
of correctly recognized examples from the minority class and specificity is the ratio
of correctly excluded examples from the majority classes. More attention is usually
given to sensitivity than to specificity [14]. However, in general there is trade-off
between these two measures, i.e., improving sensitivity may lead to deterioration
of specificity – see experimental results in [45]. Thus, some measures summarizing
both points of view are considered. One of them is G-means [22], calculated as a
geometric mean of sensitivity and specificity.

Several authors also use the ROC (Receiver Operating Characteristics) curve
analysis. A ROC curve is a graphical plot of a true positive rate (sensitivity)
as a function of a false positive rate (1 − specificity) along different threshold
values characterizing performance of a studied classifier. The quality of the clas-
sifier performance is reflected by the area under a ROC curve (so-called AUC
measure) [3, 49].

A small number of examples in the minority class (“the lack of data”) is not
the only source of difficulties in inducing classifiers. Several researchers claim that
besides the size of this class it is necessary to go deeper into its other characteristics.
Quite often the minority class overlaps heavily the majority classes. In particular,
boundaries between classes are ambiguous. Both boundaries and the inside of the
minority class may be affected by noisy examples from other classes, which cause
incorrect classification of many examples from the minority class. Their influence is
more critical for this class than for the majority ones – see [22, 24] for experiments
and discussion. Japkowicz in her experimental study [19] also showed that the class
imbalance becomes even more difficult problem particularly when the minority class
contains very small subclusters, which are difficult to be learned (so-called, a small
disjunct problem).

Several methods have been proposed to improve performance of classifiers
learned from imbalanced data, for a review see [20, 49]. In general, one can
distinguish two types of approaches. The first category includes pre-processing
techniques that change the distribution of examples among classes by appropriate
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sampling. Simple random over-sampling, which replicates examples from the mi-
nority class, or random under-sampling that randomly eliminates examples from the
majority classes until a required degree of balance between classes is reached are not
the best solutions. Focused methods like SMOTE, one-side-sampling, NCR or selec-
tive filtering attempt to take into account internal characteristics of regions around
examples from the minority class. Thus, they modify only these examples from ma-
jority classes, which most likely lead to misclassifying their minority class neigh-
bors and in a more sophisticated way over-sample or introduce synthetic examples in
local sub-regions of the minority class. These methods and their combinations were
experimentally shown to be quite good [2, 22, 45, 47].

Other approaches proposed in the literature modify either induction or classifica-
tion strategy, assign weights to examples, and use boosting or other combined clas-
sifiers [48]. Some researchers transform the problem of learning from imbalanced
data to the problem of cost learning (although it is not the same and misclassification
costs are unequal and unknown) and use techniques from the ROC curve analysis.

Considering the approach we propose later in this paper, the most related research
is the work by Grzymala-Busse [14] on increasing sensitivity of LEM2 rule classi-
fiers by changing the LERS classification strategy – as described in Section 2.5.
Necessary changes of the strategy are limited to formulas for calculating support for
a given class that are presented in Section 2.5. The main idea of this approach is to
multiply the support of all minority class rules by the same real number, called a sup-
port multiplier, while not changing the support of rules from the majority classes.
This support multiplier is a positive number greater or equal to 1 – for the majority
classes it should be equal to 1, while for the minority class it should be greater than
1. As a result, during classification of a new example, such minority class rules have
a better chance to influence the voting, so the minority class is finally predicted for
the new object.

Another problem is selecting a value for the support multiplier. In general, the
sensitivity of a classifier increases with increase of the support multiplier. However,
at the same time specificity decreases, thus, it is important to identify a proper value
of this parameter. In [14] Grzymala-Busse proposed to maximize a measure called
gain = sensitivity + specificity − 1. Following this proposal, a value of the sup-
port multiplier was established experimentally in a loop, where in each iteration the
support multiplier was increased, the classifier was evaluated on extra validation ex-
amples, and the loop stopped as soon as a value of the gain measure decreased. The
value of the support multiplier resulting in the best gain was used in the final clas-
sifier. Experimental results confirmed that this approach outperformed the standard
LEM2 classifier for many imbalanced medical data sets [14, 15].

Some other researchers tried to develop a less greedy search strategy while look-
ing for rules (an example is a version of the BRUTE algorithm described in [35],
or a specific genetic algorithm [49]), or to change the inductive bias of the algo-
rithm, e.g., Holte at al. modified the rule induction algorithm CN2 to improve its
performance for small disjuncts corresponding to rare examples from the minority
class. Moreover, Weiss describes hybrid and two-phase rule induction [49], where
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one phase focuses on optimizing sensitivity, while the other optimizes specificity.
Other approaches may use knowledge about prior distribution of probabilities or
transforming the task to cost sensitivity learning [49].

5 Replacing a Set of Rules for the Minority Class

In this section we briefly describe our classifier-specific approach to handle imbal-
anced data – we evaluate it experimentally in Section 6 together with Grzymala-
Busse’s proposal of modifying the rule support for the minority class. Let us remark
that both approaches assume an initial classifier uses a minimal set of rules. In gen-
eral, it can be induced by any sequential covering algorithm, but in this paper we
have chosen the LEM2 algorithm [13] and the classification strategy described in
Section 2.5.

The new approach is inspired by the observation that in a minimal set of rules the
average support of rules pointing at the majority classes is greater than the average
support of rules for the minority class, so when classifying a new example the mi-
nority class may be easily outvoted. Such situation results in deteriorated sensitivity
of a classifier.

The new approach, called Replacing Rules for the Minority Class, has been
sketched for the first time in [43]. Generally speaking, unlike the Grzymala-Busse’s
approach, which addresses this issue by artificially increasing the support of rules
for the minority class, it improves sensitivity for this class by replacing the minimal
set of rules by a non-minimal set of stronger rules generated by the EXPLORE al-
gorithm. Since these rules have better (greater) support than the original ones and
are shorter (i.e. easier to be matched by a new example), there is no need for any
modification of the classification strategy.

When inducing rules with EXPLORE, the stopping condition SC specifies the
minimum required coverage or the support for constructed rules (rules with cover-
age below a given threshold are discarded). Setting the right values of this threshold
is crucial. If the threshold is very low, EXPLORE may generate a very large set of
rules for the minority class, that easily outvote rules for the majority classes what
leads to high sensitivity at a cost of low specificity. On the other hand, if the thresh-
old is very high, EXPLORE generates a very small set of very strong rules. Such
rules well describe most common learning examples, however, fail to capture less
frequent ones, thus many new examples are classified using partially matched rules.
Then, the rules for the majority classes by the virtue of their number have better
chance to win in the voting, what results in higher specificity and lower sensitivity.

We establish the range for the coverage threshold by checking the minimum and
maximum coverage of the initial minimal set of rules for the minority class. The
maximum coverage of rules generated by LEM2 and EXPLORE should be the
same, thus, there is no sense in examining larger values (EXPLORE would gen-
erate no rules in such case). Moreover, the minimum coverage indicates the preva-
lence of the least frequent pattern in learning data, so it is not necessary to check
smaller thresholds. We iteratively examine possible coverage thresholds within the
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procedure replace rules (input Kmin: the minority class;
R : initial minimal set of rules;
L : learning examples; T : validation examples;
output R final : resulting set of rules)
begin

min sup ← minimum coverage in R for Kmin
max sup ← maximum coverage in R for Kmin
Rma j ← rules from R pointing at the majority classes
Rmin sup

min ← use EXPLORE to induce rules from L for Kmin
with minimum required coverage set to min sup

for sup = min sup to max sup do
begin

Rsup
min ← select these rules from Rmin sup

min for which coverage ≥ sup
Rsup ← Rsup

min ∪Rma j
gain ← evaluate Rsup on T
memorize gain and Rsup

end
R final ← Rsup corresponding to the best observed gain

end

Fig. 3 Replacing rules for the minority class

identified range. In each iteration of the loop we use EXPLORE to generate rule for
the minority class with the minimum coverage equal to the current threshold. Then,
we combine these rules with the minimal rules for the majority classes and evaluate
the resulting classifier on extra validation examples using the gain measure as in
the Grzymala-Busse’s approach. Finally, we select the set of rules that resulted in
the highest gain to be embedded in the final classifier. In order to avoid repeating
induction for various coverage thresholds, it is sufficient to create a set of rules for
the minimal threshold and filter it appropriately in subsequent iterations of the loop.
Figure 3 illustrates a basic version of our approach.

6 Experimental Evaluation

To evaluate the usefulness of our approach we experimentally compared it to a base-
line classifier using a minimal set of rules generated by LEM2 [12]. Moreover, we
considered a variant of such a classifier with a modified classification strategy ex-
panded with the support multiplier (this modification proposed by Grzymala-Busse
is particularly suited to deal with imbalanced data – see its description in Section 4).

We decided to examine the three measures: sensitivity, specificity and G-mean
because they are more intuitive than AUC measure and they correspond to the fully
deterministic algorithms (which is a case of our rule-based classifiers). Additionally,
we report overall classification accuracy. Values of all these measures are presented
as percentages. They are estimated as means in the k-fold cross validation. More-
over, to minimize the influence of splitting data sets on the classification results
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Table 2 Characteristics of data sets used for experiments (N – number of examples, NPos –
number of examples in the minority class, NOth – number of examples in the majority classes,
RPos = NPos/N – ratio of examples in the minority class)

Data set N NPos NOth RPos

Abdominal Pain 723 202 521 27.9%
Breast Slovenia 294 89 205 30.3%
Breast Wisconsin 625 112 513 17.9%
Bupa 345 145 200 42.0%
German 666 209 457 31.4%
Hepatitis 155 32 123 20.6%
Pima 768 268 500 34.9%
Scrotal Pain 201 59 142 29.4%
Urology 498 155 343 31.1%

Table 3 Results for the original LEM2 algorithm (sens – sensitivity, spec – specificity,
GM – G-mean, acc – overall accuracy, NR – number of rules)

Data set Sens Spec GM Acc NR

Abdominal Pain 58.42 92.90 73.67 83.26 20.0
Breast Slovenia 36.47 88.56 56.83 73.08 20.5
Breast Wisconsin 31.25 92.59 53.79 81.60 29.5
Bupa 32.41 74.00 48.97 56.52 42.0
German 30.14 84.68 50.51 67.57 42.5
Hepatitis 43.75 95.12 64.51 84.52 6.5
Pima 39.18 82.60 56.89 67.45 66.0
Scrotal Pain 54.24 83.10 67.14 74.63 12.0
Urology 12.18 82.27 31.65 60.40 28.0

obtained for all approaches, the division into folds was performed only once and the
same subsets of examples were used to construct all three variants of classifiers.4

Experiments were conducted on 9 imbalanced data sets, which are coming from
UCI repository except two data sets abdominal pain and scrotal pain – these are
coming from our practical case studies [51, 27]. Let us notice that nearly all data
sets, except German credit, come from a medical domain. Data sets, which orig-
inally included more than two classes, were transformed to binary ones, by col-
lapsing all the majority classes into one. Moreover, some of the original data
sets contained numerical attributes, which was a disadvantage for LEM2, thus,
these attributes were discretized by a Grzymala-Busse’s method based on cluster-
ing with merging intervals [5]. Table 2 lists the data sets along with their basic
characteristics.

4 In our previous joint research with Grzymala-Busse [15] we conducted some experiments,
thus, some of results for LEM2 come from that paper.
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Table 4 Best results of increasing rule support by multipliers (mult – support multiplier,
sens – sensitivity, spec – specificity, GM – G-mean, acc – overall accuracy)

Data set Mult Sens Spec GM Acc

Abdominal Pain 5 80.69 84.84 82.74 83.68
Breast Slovenia 1 36.47 88.56 56.83 73,08
Breast Wisconsin 5 57.14 86.74 70.41 81.44
Bupa 3 55.86 58.50 57.17 57.39
German 4 57.89 64.11 60.92 62.16
Hepatitis 18 84.38 77.24 80.73 78.71
Pima 3.5 59.33 76.40 67.32 70.44
Scrotal Pain 3 67.80 80.99 74.10 77.11
Urology 14 51.92 49.42 50.65 50.52

Table 5 Results for the Replacing Rules approach (SC – coverage threshold, sens – sensitivity,
spec – specificity, GM – G-mean, acc – overall accuracy, NR – number of rules)

Data set SC Sens Spec GM Acc NR

Abdominal Pain 8.0 83.14 83.68 83.41 83.54 88.0
Breast Slovenia 3.0 47.09 84.11 62.93 73.08 37.0
Breast Wisconsin 2.0 63.85 81.60 72.18 78.57 158.5
Bupa 2.0 42.75 63.00 51.90 54.50 61.5
German 5.0 62.71 72.65 67.50 69.50 73.5
Hepatitis 4.0 75.30 81.56 78.37 80.02 76.5
Pima 2.0 68.78 67.89 68.33 68.10 341.5
Scrotal Pain 4.0 68.87 87.24 77.51 81.56 12.5
Urology 4.0 71.73 43.20 55.67 51.61 691.5

Results for all compared approaches are presented in Tables 3 – 5. The approach
to extend the classification strategy with the support multiplier is consistent with
the Grzymala-Busse’s proposal [14] of optimizing the gain measure (see also its de-
scription in Section 4) – the best values of the multiplier are listed in Table 3. For
our approach we additionally present values of the rule support (coverage) thresh-
old for the minority class and the number of rules generated by EXPLORE to re-
place the initial minimal set for the minority class. We compare results of both
these approaches to the standard LEM2 rule-based classifier using the Wilcoxon
Signed Ranks test (with α = 0.05). Considering sensitivity and G-mean both ap-
proaches (based on the multiplier and replace techniques) outperform it, and the
difference between them is significant for sensitivity, what emphasizes superiority
of our approach. Moreover our approach significantly outperforms the multiplier
approach with respect to G-mean. On the other hand, we should be aware of the
fact that number of rules for the minority class significantly increases (especially for
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abdominal pain, hepatitis, pima and urology). According to discussion in [15] it may
be possible to impose an upper limit on the number of replaced rules so it is closer
to the number in the original minimal set.

7 Conclusions

Our study focuses on using rule induction algorithms on imbalanced data to create
improved rule-based classifiers. Following a comprehensive discussion of the most
common rule induction algorithms and classification strategies we have shown they
are too biased towards the majority classes – both during learning and classification
phases. This is attributed mainly to a greedy search strategy of the sequential cover-
ing employed by many rule induction algorithms. However, this bias can be avoided
either by changing the classification strategy or by using less greedy search for rules
for the minority class.

The main research contribution of our study involves introducing a new approach
to constructing rules for a rule-based classifier, where minimal sets of rules are in-
duced for the majority classes, while for the minority class we create a non-minimal
set of rules (more numerous, and characterized by higher average coverage) that im-
proves a chance of a classification strategy to recognize the minority class. We have
proposed to use the EXPLORE algorithm to generate rules for this class. As op-
posed to algorithms based on sequential covering, EXPLORE performs less greedy
search and induces all rules that satisfy specific requirements (e.g., coverage greater
than a given threshold).

In a series of experiments we have compared our approach to a baseline classifier
with the minimal set of rules and the basic classification strategy, and a classifier
with the classification strategy expanded with the strength multiplier. Experimental
results have shown that both our approach and the approach with the support mul-
tiplier have increased sensitivity in comparison to the baseline classifier. However,
let us notice that the multiplier approach is similar to over-sampling of learning data
and in some cases it may lead to quite extensive changes in balance between classes
(see Table 4). On the other hand, our approach does not modify learning data, rules
discovered by EXPLORE correspond to really existing patterns and they are still
comprehensible for human experts.

Further directions for our research include expanding our approach by post-
pruning rules for the majority classes and manipulating learning examples in an
“intelligent” way. The latter is a subject of our current work and we have already
introduced a new approach to selective pre-processing of imbalanced data that aims
at improving sensitivity of an induced classifier, while keeping overall accuracy at
an acceptable level [45]. Briefly speaking, it combines selective filtering of diffi-
cult examples from the majority classes (either by removing examples, which may
contribute to misclassification of examples from the minority class, or by relabel-
ing some of them) with limited over-sampling of the minority class. In the first
experimental study presented in [45] this approach was successfully combined with
MODLEM. The more advanced research [46] also involved the use of C4.5 decision
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trees [33] and RIPPER rules [7]. We conducted comprehensive experiments, where
this approach was compared against other pre-processing methods, such as SMOTE,
NCR, or simple random under- and over-sampling, showing its advantages. Unfor-
tunately, more elaborated presentation is beyond the scope and limit of this paper.
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Converting between Various Sequence
Representations

Gilbert Ritschard, Alexis Gabadinho, Matthias Studer, and Nicolas S. Müller

Abstract. This chapter is concerned with the organization of categorical sequence
data. We first build a typology of sequences distinguishing for example between
chronological sequences and sequences without time content. This permits to iden-
tify the kind of information that the data organization should preserve. Focusing then
mainly on chronological sequences, we discuss the advantages and limits of differ-
ent ways of representing time stamped event and state sequence data and present
solutions for automatically converting between various formats, e.g., between hori-
zontal and vertical presentations but also from state sequences into event sequences
and reciprocally. Special attention is also drawn to the handling of missing values
in these conversion processes.

Keywords: Sequence data organization, State sequence, Event sequence,
Transition, Converting between sequence formats.

1 Introduction

Categorical sequence data appear in many different fields. We encounter for instance
word or letter sequences in text mining, protein or DNA sequences in biology, func-
tioning state sequences in device control, sequences of successively visited web
pages in web log analysis and biographical data describing life trajectories in so-
cial sciences. There are also multiple ways of analysing such data: Markov chain
models and their extensions for analysing transitions between states, data-mining-
based methods for discovering regular patterns in sequences, aligning techniques for
finding component similarities, edit based distances for measuring proximities be-
tween sequences, survival analysis for studying time-to-event distributions to men-
tion just a few of them. Now, depending on how data were collected, longitudinal
and more generally sequential data may be organized in many different manners. On
the other hand, when it comes to analysis, each software and method requires data
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to be inputted in some specific form. For instance, the mining of frequent sequential
pattern is usually intended for event sequences, Markov models and edit-distance-
based methods work on state sequences, while discrete survival models need data in
person-period form. The end-user, and especially the end-user who wants to com-
bine different types of analyses thus faces the difficult and often discouraging task
of transforming his data in the right form.

The aim of this chapter is to help the analyst in this data preparation task. We
propose a systematic description of the different ways sequential data can be orga-
nized, which should help to identify the nature of the data at hand. We then discuss
issues raised by the transformation of one type of organization into another one. We
explain why some of these transformations can be done straightforwardly in an au-
tomatic way, while others may require the user to define some rules to ensure that
the outcome best suits her/his needs. We describe the automatic and semi-automatic
procedures for switching from one type of organization to the other.

Our primary interest is in sequential data describing life courses, that is in
sequences with order determined by the time. Hence, we shall indeed also pay at-
tention to the time content, that is to the different ways of accounting for time,
essentially calendars for defining time stamps and clocks for measuring time spans
and spell durations. We adopt however on this aspect a practical standpoint as op-
posed to the logical definition of time concepts that can be found for instance in
Hobbs and Pan [6].

This chapter is, as far as we know, the first attempt to present a general system-
atic view of the different ways of organizing and reorganizing time sequenced data.
Karweit and Kertzer [7] discussed some aspects of the organization and conceptual-
ization of life course data, but they mainly focused on data storage and access issues
and the characterization of the units of analysis in terms of case and time. Sequence
data organization issues have indeed been considered in the literature, but most of-
ten for a specific task only as Zaki [11] who describes in details an efficient way
of organizing data for mining frequent sequence patterns or Blossfeld et al. [2] who
discuss data organization for event history analysis.

The remainder of the chapter is organized as follows. In section 2 we define the
different kinds of discrete sequences. A comprehensive list of sequence formats is
presented in Section 3 and Section 4 is devoted to the handling of missing values.
Then, in Section 5 we discuss the conversion between formats proposing among
others rough basic solutions for automatically converting between state and event
sequence data. Section 6 shortly comments on the implementation of the proposed
solutions in our TraMineR package for R and Section 7 presents a few concluding
remarks.

2 Sequence Concepts

We consider sequences of discrete or categorical data. Formally, we define thus a se-
quence of length k as an ordered list of k elements successively chosen from a finite
set A. The set A is called the alphabet. A natural representation of a sequence x is by
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listing the successive elements that form the sequence, for example as a sorted list
x = (x1,x2, . . . ,xk), with x j ∈ A. When there is no ambiguity, we can just concate-
nate the successive values into a string, x = x1x2 . . .xk. A separator would indeed be
necessary when the alphabet includes any non-single symbol, which happens if we
use for instance M for married and MC for married with a child.

Now, the nature of the sequence, that is its information content, depends on

1. what the position j in the sequence refers to;
2. the nature of the elements that compose the alphabet.

Regarding the position of each element in a sequence, it is important to distinguish
between sequences with a time dimension and those without any reference to time.
An occupational trajectory, a buyer’s history, or a record of device control signals
typically contain chronologically sorted elements and, hence, have a time dimen-
sion. On the other hand, the order in texts and DNA sequences does not refer to
time. In the latter case, i indicates simply the rank position, while j may bear more
information when time matters. For instance, when data are collected at periodic
dates as with panel data, the positions correspond to pre-specified dates (or peri-
ods). In that case, the position j informs about the date and a difference between
positions can be interpreted as a duration.

Concerning the second point, namely the nature of the elements in the alphabet,
an important distinction to make is whether the elements are states or whether they
represent events. A state lasts as long as nothing happens, i.e. during some interval
time, while an event happens at a given time point and may cause a change of state.
For instance, consider a device turned on at 9 for 3 hours, and turned off after that.
We may either report the sequence of states at each hour, e.g., “off at 8, on at 9, on at
10, on at 11, off at 12”, or alternatively report the sequence of on-off events, that is
“turns on at 9, turns off at 12”. This can indeed also be done for non-chronological
sequences such as the sequence of nucleotides “AGGC”. Here we could say that we
start with ‘A’, switch to ‘G’ at position 2 and then to ‘C’ at position 4.

This preliminary discussion leads us to distinguish the four types of sequences
depicted in Table 1. Notice that though an event can just be a transition between two
successive states of a chronological sequence, a transition such as from ‘single’ to
‘married with a child’ for example, may be the result of more than one event, namely
here ‘marriage’ and ‘childbirth’. We discuss this issue in more details in Section 5.

For sequences with a time dimension, it is important to preserve the time infor-
mation in any attempt to change the sequence representation. Hence it is essential
to know the kind of time information the sequence holds. There exist different con-
cepts of time: instant time (‘I started a new job the 1st of December’), time interval

Table 1 Types of sequences

Time Dimension
Alphabet No Yes
States or objects sequence of labels state sequence
Events or transitions sequence of transitions between labels event sequence
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(‘I had a job during the whole last year’), absolute time (birth date), relative time
(age). For instance, assume we face a sequence of annual occupational statuses such
as (full time, full time, unemployed, ...). What does ‘unemployed in 2008’ mean?
Does it mean that the concerned person was continuously unemployed during the
whole year (interval time), experienced unemployment in 2008 (interval time), or
that he was unemployed at the time of observation say in December 2008 (instant
time)? In the first case, the state change at the beginning of a sequence of unemploy-
ment states clearly corresponds to a ‘falling in unemployment’ event, while in the
two latter situations, there could be alternating employed-unemployed sequences
during the same spell. Time granularity is also an issue, Data collected with a year
granularity are hardly comparable with monthly based sequences. Turning data into
finer granularity can only be done through rough approximations such as by assum-
ing that the state reported for the year remains valid for all months, while the reverse
raises time aggregation issues such as how can I transform monthly sequences into
yearly sequences?

Another important point for characterizing a sequence is whether or not it can
admit multiple elements at a same position. This is clearly a concern for event

Longitudinal data

States

one state per time unit t

not

several states at each t

not

not

Events

time stamped events

not

event sequence

not

not

spell duration

not

Fig. 1 Ontology of types of longitudinal data
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sequences, where multiple events (e.g., leaving home and getting married) may oc-
cur at a same time. For state sequences, we would get multiple states at a same
position when we deal simultaneously with different dimensions such as the co-
habitational and occupational statuses, i.e., when we have non exclusive states. The
latter kind of sequence is sometimes referred to as multichanel sequence [5]. The
Aristotelean tree of Figure 1 can be seen as a tentative ontology of longitudinal data
types, that is types of sequential data with time content.

3 Basic Sequence Formats

This Section discusses different ways of representing sequence data. We explicit in
each case the nature of the represented sequence elements as well as how time is
accounted for when it matters.

3.1 Horizontal Sequence Organizations

We consider first representations in which sequences are organized in row (record)
form, that is with the position in the sequence determined by a column index.

State sequence (STS)

We defined a sequence as an ordered list of k elements. A natural way of represent-
ing this list is as a (row) vector of k elements. For instance, by considering the states
single, S, married, M, married with a child MC and divorced D, a sequence of length
10 would look as (

S, S, S, M, M, MC, MC, MC, MC, D
)

. (1)

Using this representation, a set of n sequences would be stored in a n× k matrix in
which each column j collects the states at position j for all cases.

We get a somewhat more compact form of exactly the same information by
concatenating the elements into a single character string using for instance the ‘-’
separator

“S-S-S-M-M-MC-MC-MC-MC-D” .

This concatenated form should be more economical from the storage space stand-
point since it requires a single character variable.

Time information is here accounted for by assigning absolute — date — or rela-
tive — age, process duration — times to each position. For our example, assuming
that the sequence reports yearly states between ages 18 to 27 years, we assign age
labels to the position indexes:

Age 18 19 20 21 22 23 24 25 26 27
State S S S M M MC MC MC MC D .
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Notice that when we have a set of sequences, the time labeling of the position
index needs just to be done once for the whole set of sequences, which is also
economical in terms of required storage space.

Distinct-state, State-permanence and State-start sequence

In our previous example, we observe the same state in consecutive positions. We
have for instance S in the three first positions. This suggests a simplified presentation
in which we cite only one of several same consecutive states. This distinct-state-
sequence (DSS) representation of our sequence is(

S, M, MC, D
)

.

It preserves the state sequencing, but clearly all time and more generally alignment
information is lost.

We can, however, easily reintroduce it by assigning a time or duration stamp
to each element of a DSS sequence. Aassve et al. [1], for instance, stamp each
state with the number of times it is repeated and call the resulting format State-
permanence-sequence. We denote it as SPS. For our example, the SPS form is:(

(S,3) (M,2) (MC,4) (D,1)
)

.

We can indeed use any other notation for representing the (state, duration) couples,
such as

(
S/3, M/2, MC/4, D/1

)
.

An alternative possibility, that we call state-start-sequence (SSS), consists in
stamping states with start time instead of duration.(

(S,18) (M,21) (MC,23) (D,27)
)

.

Notice that strictly speaking SPS and SSS formats do not reproduce exactly the
content of the corresponding STS form. With SPS data, we would need also the start
time of the sequence, while for data in the SSS form we should specify either the
end time or the duration of the last state.

Shifted-replicated-sequence

This data presentation is intended for analyses where the concern is the transition
from the states observed at previous time points, t−1, t−2, . . ., to the one observed
at time t. Consider for example the sequence A,A,C,D,D where the first element in
the sequence corresponds to year 2000 and the last one to year 2004, that is

2000 2001 2002 2003 2004
A A C D D .

The shifted-replicated-sequence representation of this sequence is obtained by re-
peating each sequence k− 2 times, shifting it each time one step on the right and
dropping at each ith step the i right most elements out:
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Table 2 Sequence data representations

Code Data type
(S)tates or
(E)vents

Several rows
for a same

case
Usage examples

STS State-sequence S No Markov modeling, OM
SPS State-permanence S No Markov modeling, OM
SSS State-start S No Markov modeling, OM

SRS
Shifted-replicated-
sequence

S Yes Mobility tree

DSS
Distinct-state-
sequence

S No OM without time reference

SPELL Spell S Yes Survival analysis
PPER Person-period S Yes Discrete survival analysis
FCE Fixed-column-event E No Survival analysis

HTSE
Horizontal
time-stamped-event

E No Event sequence mining

TSE
Vertical
time-stamped-event

E Yes Event sequence mining

OM stands for optimal matching and other analyses based on dissimilarities between pairs of sequences.

t−4 t−3 t−2 t−1 t
A A C D D
. A A C D
. . A A C
. . . A A .

Finally, we relabel the columns with the relative time labels t− k + 1 to t.
In this SRS form we collect for instance in the columns named ‘t−1’ and ‘t’ all

consecutive subsequences of length two, and hence all observed transitions between
two successive positions. The column t− i gives the state found i positions before
the state reported in the last column t. The column reference is no longer a given
date or age, but is relative. This organization of the data is for example required for
growing mobility trees [9].

3.2 Vertical Sequence Organizations

We now consider representations in which the elements of the sequence are given
in successive rows. Such data representation is for instance especially useful for
discrete time survival analysis [10].

Person-period data

The Person-period (PPER) data form is obtained by defining a separate record for
each period lived by each individual. The person-period representation of a single
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sequence can be seen as the transpose of its STS form. In PPER form however,
the set of sequences is arranged in a single column by laying the sequences on
top of each other. One advantage of this representation is that it allows to handle
time varying covariates in a straightforward manner by simply completing the data
with columns giving the values of the covariates for each considered time (row).
A second advantage is that, unlike the STS form, it does not require all sequences
to have the same start and end times. Periods not observed for a given case can be
simply omitted. The price to pay for these advantages, especially the last one, is
that in the PPER format the concerned period must be explicitly specified for each
record. Here is the PPER format of our earlier example (1):

Id Index Age State
101 1 18 Single (S)
101 2 19 Single (S)
101 3 20 Single (S)
101 4 21 Married (M)
101 5 22 Married (M)
101 6 23 Married w Child (MC)
101 7 24 Married w Child (MC)
101 8 25 Married w Child (MC)
101 9 26 Married w Child (MC)
101 10 27 Divorced (D) .

Spell data

The Spell data (SPELL) organization is a compacted person-format form that uses a
single record for representing successive periods with unchanged state. For a given
sequence, it can be seen as the transpose of either the SPS (state-permanence) or SSS
(state-start) format. As with the PPER format, however, in Spell form the sequences
are stacked and not laid one beneath each other. Each record should indeed specify
either the start and end times of the spell, or equivalently its start time and duration.
Notice that if we can assume, what is not too restrictive, that each spell ends when
the next one starts, then it would be sufficient to give the start time only (or the
duration only) of each spell. The SPELL format of example (1) looks as follows

Id Index From To State
101 1 18 20 Single (S)
101 2 21 22 Married (M)
101 3 23 26 Married w Children (MC)
101 4 27 27 Divorced (D) .

3.3 Event Sequences

The format discussed so far are primarily intended for state sequences. States are
supposed to last and are naturally associated with interval time. Here we consider
events, that is phenomenons that occur at given time-points and do not last. For
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instance, starting a new job, getting married and switching a device off are events.
They may result in a lasting new state, but events do not persist themselves. Hence,
it is in time reference that the representation of a sequence of events will differ from
state sequences.

As long as we are only interested in the sequencing of the events, we may rely
on STS like or DSS representations. State-permanence has indeed no sense for non
lasting events. Likewise, spell representation are not suited for event data. The most
common way of representing event sequences is as time-stamped-event either hori-
zontally or vertically.

Horizontal time stamped events

There are two possibilities for presenting time-stamped-event data horizontally. The
first is similar to the STS form, with the dates at which events occur as column
headings. This may be justified when events occur at the same regular dates for
each case. Most often, however, a sequence of time stamped events is represented
by a sequence of (event, time stamp) couples. We call this format horizontal-time-
stamped-event (HTSE). For instance, if we consider the events defined by the state
transitions of our state sequence example plus a second childbirth at 26, we would
write down the data as

((starts as single,18) (marriage,21) (childbirth,23) (childbirth,26) (divorce,27)) . (2)

Notice that it is most often necessary to specify the state at the start of the observed
period if we want to retrieve the whole state information from the sole knowledge
of the events.

When events are repeatable, such as “starting a new job”, “childbirth” or “turning
a device on”, it may be useful to know the rank of the event. In such cases, a some-
time more convenient representation consists in grouping the events and reporting
the number of events of a certain type, let us say the number of childbirths, and then
list the successive time stamps of the events in fixed columns. We call this form
fixed-column-event (FCE). For instance, the childbirth information of our previous
example would look as follows in FCE format

Number of Age at Age at Age at
id childbirths 1st childbirth 2nd childbirth 3rd childbirth · · ·
101 2 23 26 NA · · · .

Biographical data bases are often presented this way with for instance dates of
changes in living arrangement, marital status, number of children, education and
professional careers. It is convenient for survival methods such as for instance the
estimation of a Kaplan-Meier curve, since it permits to easily compute the required
duration from a start event until the event of interest. The disadvantage is that it may
result in a very scarce table with plenty of empty entries.
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Vertical time stamped events

As for state sequences, event sequences can indeed also be organized vertically by
reporting each (event, time stamp) couple in a new line. We designate this vertical-
time-stamped-event simply as TSE. Here is how our example looks out in this TSE
format

id index time event
101 1 18 Start as single
101 2 21 Marriage
101 3 23 Childbirth
101 4 26 Childbirth
101 5 27 Divorce .

In this format, two simultaneous events, that is events with same time stamp such
as (Marriage, 25) and (Childbirth, 25) would be represented by two lines. A variant
sometime considered consists in giving the time stamp with the list of events in a
same single line

id index time event
102 1−2 25 Marriage, Childbirth .

4 Missing Values

Before discussing how we can convert between formats, a few words are worth
about how to record missing elements in sequences. Depending on where they ap-
pear in sequence, we distinguish the following types of missing values:

• left-missing-values, that is missing values appearing before the first valid entry
in the sequence;

• inner-missing-values or gaps, that is missing values appearing somewhere be-
tween the first and last valid entries;

• right-missing values, that is missing values appearing after the last valid entry.

The distinction is important for time referenced sequences, where each type may
result from different reasons and may require different handling. For instance, left-
missing-values may occur with sequences that do not start at the same time, right-
missing-values when sequences are of different lengths, and gaps when we missed
the observation at some date. In the first case we may want to align the beginning of
the sequences, preferring for instance an age or process time to a calendar time. On
the other hand, right-missing-values corresponding to truncation could be simply
ignored, while for gaps the treatment may depend on whether or not it is important
to preserve the time alignment across sequences. These are indeed just examples, the
specific treatment of each type of missing values will indeed depend of whether the
analysis method we envisage to use supports missing values, and if yes which kind
it supports. For instance, a missing element will have less dramatic consequences
for running methods for event sequences than methods for state sequences.
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Beside radical list wise deletion solutions, basic handling of missing values
include:

• deleting them from the sequence, which implies shifting one position to the left
all elements appearing on the right side of the missing value;

• maintaining missing values at their place, and using special treatments for them
during the analysis stage;

• completing the alphabet with a “missing” term, i.e., treat missing values as if
they were normal elements of the sequence;

• missing data imputation using for instance techniques for microarrays [3] or for
repeated measures [8].

It is behind the scope of this chapter to discuss the handling of missing values for
specific types of analysis. Nevertheless, it is important to have the distinctions made
above into the mind when we want convert data into a new format.

5 Transforming between Formats

When converting from one format into the other we usually want to preserve the
information. This should not be a problem when turning a state sequence format into
another state sequence format, as well as when converting between event sequence
formats. The transformation of states into events and vice-versa is more complicated
and requires additional information from the user. This section addresses some of
the issues raised by format conversions.

5.1 Converting between State Sequence Formats

Conversion between STS (state-sequence), SPS (state-permanence), SSS (state-
start) and SRS (shifted-replicated) horizontal formats of state sequences is straight-
forward as shown from the examples in Table 3. Such conversions can easily been
automatized with a few lines of code and functions doing the job are for instance
proposed in our TraMineR package [4]. However, to get exactly the same informa-
tion, that is to make the transformation reversible, we should store separately the
start time with both SRS and duration stamped SPS formats, and either the duration
or end time of the last spell with the SSS format. For instance, from STS to SRS
we just repeatedly replicate and shift each sequence. The relabeling of the columns
with the appropriate lag length needs no further information. For the converse, that
is from SRS to STS, we just have to retain the left most aligned sequence for each
case. The relabeling of the columns with time stamps requires however here the
externally stored start time of each sequence.

Retained missing values are dealt with as other state values and need no special
attention. Conversion can be done as well when there are dropped out missing val-
ues. In case of dropped out gaps, however, the lags used in SRS and the duration
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Table 3 Sequence data representations: Examples (Code explanation in Table 2)

Code Example

STS
Id 18 19 20 21 22 23 24 25 26 27

101 S S S M M MC MC MC MC D
102 S S S MC MC MC MC MC MC MC

SPS
Id 1 2 3 4

101 (S,3) (M,2) (MC,4) (D,1)
102 (S,3) (MC,7)

SSS
Id 1 2 3 4

101 (S,18) (M,21) (MC,23) (D,27)
102 (S,18) (MC,21)

SRS

Id t−9 t−8 t−7 t−6 t−5 t−4 t−3 t−2 t−1 t
101 S S S M M MC MC MC MC D
101 . S S S M M MC MC MC MC
101 . . S S S M M MC MC MC

:
101 . . . . . . . . S S
102 S S S MC MC MC MC MC MC MC
102 . S S S MC MC MC MC MC MC

:

DSS
Id 1 2 3 4

101 S M MC D
102 S MC

SPELL

Id Index From To State
101 1 18 20 Single (S)
101 2 21 22 Married (M)
101 3 23 26 Married w Children (MC)
101 4 27 27 Divorced (D)
102 1 18 20 Single (S)
102 2 21 27 Married w Children (MC)

PPER

Id Index Age State
101 1 18 Single (S)
101 2 19 Single (S)
101 3 20 Single (S)
101 4 21 Married (M)

: : :
101 10 27 Divorced (D)
102 1 18 Single (S)

: : :

FCE
Id #marr. 1st marr. 2nd marr. · · · #child. 1st child 2nd child · · ·

101 1 21 . . 2 23 26 .
102 1 21 . . 1 21 . .

HTSE
Id 1 2 3 · · ·

101 (marriage, 21) (childbirth, 23) (childbirth, 26) (divorce, 27)
102 (marriage, 21) (childbirth, 21)

TSE

Id Time Event
101 21 Marriage
101 23 Childbirth
101 26 Childbirth
101 27 Divorce
102 21 Marriage
102 21 Childbirth
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stamps in SPS will lose their meaning. To be able to restore true time or duration
stamps requires then to hold somewhere the original positions of these dropped
out missing values. Information about left and right missing values is less impor-
tant, except for the true observation start time when the duration since this start
time matters.

Table 4 Feasible automatic and semi-automatic conversions

From/To STS SPS SRS PPER SPELL DSS TSE HTSE FCE
STS . A A A A A A/U A/U A/U
SPS A . A A A A A/U A/U A/U
SRS A A . A A A A/U A/U A/U
PPER A A A . A A A/U A/U A/U
SPELL A A A A . A A/U A/U A/U
DSS N N N N N . N N N
TSE A/U A/U A/U A/U A/U ? . A A
HTSE A/U A/U A/U A/U A/U ? A . A
FCE A/U A/U A/U A/U A/U ? A A .
A: automatic, U: needs user intervention, N: not possible
A/U: automatic under some conditions, otherwise needs user intervention.

Transforming from an horizontal to a vertical format is almost as straightfor-
ward. PPER and SPELL are the vertical equivalents of respectively the STS and SPS
forms. Be aware, however, that left and right missing values are typically ignored in
vertical formats, i.e. they are dropped out. Hence, when we want explicitly account
for the existence of such left and right missing values, the information should be
held separately.

The distinct-states format DSS is indeed the SPS form without the time stamp
information. Hence it can automatically be obtained from any of STS, SPS, SRS,
PPER or SPELL format. The transformation is clearly not reversible however since
DSS holds no time stamped information.

5.2 Converting between Event Sequence Formats

Conversion between event sequence formats, that is between FCE, HTSE and TSE
can also be automatized. The FCE (fixed-column-event) form requires either to de-
termine in advance the maximal number of each kind of events known by each
subject (number of marriages, number of childbirths, etc.), or to be able to insert
columns when necessary. Conversion to HTSE and TSE has no such requirement
and is therefore easier to implement.

In any of the event sequence formats, it may be useful, especially for a later
transformation into a state sequence format, to consider a “start of observation”
event together with the original state of the subject at this start time.
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Table 5 Example of a transition-definition matrix for state sequence (1)

From\To S M MC D

S starts as S Marriage Marriage, Childbirth Marriage, Divorce
M impossible starts as M Childbirth Divorce
MC impossible Child leaving starts as MC Divorce, Child leaving
D impossible Marriage Marriage, Childbirth starts as D

5.3 Conversion from State to Event Sequences

Transforming state data into event data as well as the converse, that is event data
into state data is less straightforward. It is easy to derive a sequence of transitions
between states from a state sequence and reciprocally states from a the transitions
between them. Transitions, however, are not equivalent to events. Let us first clarify
the distinction between them.

We define a transition as the change between two consecutive states in the se-
quence. This definition holds whether or not the sequence includes time informa-
tion. An event, on the other hand, is something that happens at a given time point
and hence makes sense for chronological sequences only. Though a transition in
a chronological sequence can be considered as an event, the two concepts are not
equivalent. The event ‘Marriage’ for instance characterizes the transition S → M,
but participates also to the characterization of the transition S → MC, that is‘from
‘single’ to ‘married with a child’. Assuming we have yearly data, the latter transi-
tion results when both events ‘Marriage’ and ‘Childbirth’ happen the same year, and
hence requires that the event ‘Marriage’ occurs. This example illustrates also that
a transition may reflect the conjunction of several events. Another example is the
transition S→D (single to divorced) which makes only sense when divorce follows
a marriage within the same year.

Converting state sequences into event sequences requires to specify the mapping
between transitions and events, that is to specify the events that must necessarily
happen to generate each given transition. This can be formalized by a transition-
definition matrix where we give the ‘from’ states as row labels, the ‘to’ states as
column labels, and list the joint events that characterize each transition in the corre-
sponding cell.

Table 5 shows how this matrix could look out for the transitions between the
states considered in sequence example (1). We would expect also the conversion
process to account for the state in which the sequence starts. This requires to assign
one of the events ‘starts as S’, ‘starts as M’, ‘starts as MC’ or ‘starts as D’ to the
beginning of the sequence. For convenience, we could just insert these start events
on the otherwise unused diagonal of the matrix. Using this transition-definition ma-
trix we can then automatically convert state sequences by replacing all encountered
transitions by the associated events and stamping them with the time at which the
transition occurs. A convention must however be adopted for the time stamp de-
pending on whether we assume the state reported for time unit t, say year t, is the
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Table 6 Transition-definition matrix for state sequence (1) generated by the ‘Transition’
method

From\To S M MC D

S starts as S S→M S→MC S→ D
M M → S starts as M M →MC M→ D
MC MC→ S MC→M starts as MC MC→ D
D D→ S D→M D→MC starts as D

Table 7 Transition-definition matrix for state sequence (1) generated by the ‘End-Begin’
method

From\To S M MC D

S bgn S end S, bgn M end S, bgn MC end S, bgn D
M end M, bgn S bgn M end M, bgn MC end M, bgn D
MC end MC, bgn S end MC, bgn M bgn MC end MC, bgn D
D end D, bgn S end D, bgn M end D, bgn MC bgn D

state at the beginning of this observed time unit or at the end of it. In the first case,
we would stamp events with the time of the ‘from’ state of the transition and oth-
erwise with that of the ‘to’ state. Adopting this latter convention for converting our
example sequence (1) we get the following event time stamped sequence(

(starts as S,18) (marriage,21) (childbirth,23) (divorce,27)
)

. (3)

Notice that this sequence differs from that of example (2), which mentions an addi-
tional childbirth that cannot be accounted for with the four sole states considered. A
state ‘MC2’, married with two children, would be necessary for that. This illustrates
the tight relationships that should exist between states and events when we want to
get state and event representations holding exactly the same information.

The designing of the transition-definition matrix belongs to the user, which pre-
vents the conversion process to be fully automatized. As shown by the above small
example, it may also be an awkward task. It may therefore be useful to be able
to automatically generate some rough transition-definition matrix. Even when not
completely relevant, such a matrix could serve as a start point for the design pro-
cess. It could also be used as is for applying quickly tentatively methods of event
sequence analyses on data presented in state sequence formats. We propose here-
after two such rough automatic methods.

A first method that we call ‘Transition’, consists in considering each observed
transition as a simple event. The transition-definition matrix generated from our
example sequence is given in Table 6.

The second method named ‘End-Begin’ assigns two events to each transition,
namely the end of the ‘from’ state and the beginning of the ‘to’ state. We use the
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prefixes ‘end ’ and ‘bgn ’ to denote these events in Table 7 that reports the matrix
obtained this way from our example.

The diagonal terms of the matrices should indeed not be interpreted as the other
entries. They do not stand for the transition of the corresponding state to itself,
but indicate the event that initiates sequences starting in the corresponding column
state. Remember also that the automatically generated transition-definition matrices
are just rough solutions that will most often require adjustments to suite the user’s
research objectives.

5.4 Conversion from Event to State Sequences

The reverse conversion from event to state sequences needs again a definition of
transitions from the events. However, we face now a different problem, the goal
being to find the a priori unknown states resulting from the successive known events.
To do that, we assume that a state transition can only occur when an event happens
and that the state at each time position t depends uniquely of the events that occurred
before t, including indeed the sequence initiating event. Under these hypotheses the
successive states can be determined recursively from the event sequence. The first
state is defined by the initiating event, which means that we have to know the starting
state of the sequence. This state is then replicated for each time until the time at
which the next event happens. At this point we switch to the new state caused by the
event. We then repeat the process until we get the state generated by the last event.
When necessary, we can repeat the last state until a fixed sequence end time.

The only difficulty in implementing the process is the determination of the state
in which we fall after each event. Note that, as in a Markov chain, the ancestor state
at t summarizes all the information we need from the sequence of previous events.
The new state can be determined from the joint knowledge of the event and this
previous state. Thus, what we need is a state-definition matrix giving the resulting
new state for each (previous state, event) couple. Table 8 shows one possible matrix
for the events considered in sequences (2) and (3). To keep the example small, the
design of this matrix assumes that we are only interested in the four states S, M, MC
and D, i.e., we are not interested to distinguish among single (S) or divorced (D)
people those who live with children from those who live without children, that is
the ‘child’ distinction is supposed relevant only for married people.

Once we have defined the state-definition matrix, we can proceed with converting
the event sequence into a state sequence. At each event we switch to the state found

Table 8 Example of a state-definition matrix for event sequences (2) and (3)

From\Event Marriage Childbirth Divorce

S M S impossible
M impossible MC D
D M D impossible
MC impossible MC D
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Table 9 State-definition matrix for generated from the events in sequence (2) and (3)

From\Event Marriage Childbirth Divorce

none {marr} {child} {div}
{marr} {marr} {marr,child} {marr,div}
{child} {marr,child} {child} {child,div}
{div} {marr,div} {child,div} {div}
{marr,child} {marr,child} {marr,child} {marr,child,div}
{marr,div} {marr,div} {marr,div,child} {marr,div}
{child,div} {marr,child,div} {child,div} {child,div}
{marr,child,div} {marr,child,div} {marr,child,div} {marr,child,div}

at the intersection of the row corresponding to the ancestor state and the column
associated with the event.

As for the state to event conversion, we may imagine some automatic process for
generating a basic state-definition matrix. One possibility consists in defining the
state by the set of experienced events without accounting for their order, i.e., by as-
sociating a state to each possible combination of events. For c different events we
would thus generate 2c possible states, including a none state that remains valid as
long as no event is experienced. Table 9 shows the state-definition matrix automati-
cally generated from the three events considered in sequences (2) and (3). The matrix
contains a row for each of the 23 combinations of the three states. In each row, we
read the state in which we fall when the corresponding column event happens.

This automatically generated state-definition matrix is just a rough basic solu-
tion. It may be worth to make some adjustments before using it for making the
conversion. First, it can happen that the automatic process generates some theoreti-
cally unattainable states. In our example, for instance, it makes no sense to consider
states where we have divorced without getting married, which suggests to exclude
the states {div} and {child,div}. Maintaining them would nevertheless have no con-
sequences, since we should never fall in such unattainable states. Secondly, the num-
ber of automatically generated states, which raises exponentially with the number
of events, may become too large for an efficient state sequence analysis. For exam-
ple, with c = 5 events we get 32 states, and c = 10 leads to 1024 states. The user
may then want to reduce the number of states by selecting only the more relevant of
them. A possible empirical solution — or at least an empirical guide line — could
be here to consider only states that exceed some threshold frequency for the whole
sequence data set. This would indeed also exclude unfeasible states.

An important limitation of the just described method is that a new state can only
be obtained by augmenting the set of events that defines the ancestor state. This
precludes any return to a previously visited state. We can overcome this limitation
by combining the process with an event dropping out mechanism. We define such a
mechanism by means of a binary c× c event-drop-out-matrix in which a 1 is set in
cell (i, j) to indicate that event i should be dropped out when event j happens. For
our example, we could define the matrices shown in Table 10. The left side matrix
states that a divorce cancels a previous marriage, but also that any previous divorce
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Table 10 Two possible event-drop-out-matrices

Element to Occurring event
drop out Marriage Childbirth Divorce

marr 0 0 1
child 0 0 0
div 1 0 0

Element to Occurring event
drop out Marriage Childbirth Divorce

marr 0 0 1
child 0 0 1
div 1 0 0

Table 11 State-definition matrix generated with a drop-out mechanism

From\Event Marriage Childbirth Divorce

none {marr} {child} {div}
{marr} {marr} {marr,child} {div}
{child} {marr,child} {child} {div}
{div} {marr} {child,div} {div}
{marr,child} {marr,child} {marr,child} {div}
{child,div} {marr,child} {child,div} {div}

Table 12 Cancel-event-matrix for preventing transitions after childbirths for non married
people

Element of Canceled event
state definition Marriage Childbirth Divorce

none 0 1 0
marr 0 0 0
child 0 0 0
div 0 1 0

will be ignored after a new marriage. In the right side matrix, we state in addition
that we should forget about any preceding childbirth when a divorce happens.

Using the right side matrix for the drop out mechanism in the automatic design
of the state-definition-matrix, we get Table 11. This matrix differs from the one we
defined by hand in Table 8 in that it defines specific states for people that have a
child while they are not married, namely states {child} and {child,div}.

Similarly to the event-drop-out-mechanism, we can implement a ‘cancel event
effect’ mechanism that would prevent any transition after events occurring in speci-
fied states. This requires to specify a binary (c+1)×c cancel-event-matrix in which
a 1 in cell (i, j) indicates that event j should be ignored when it occurs while we are
in any state containing event i. Considering again our example, we would define the
matrix as shown in Table 12 for ignoring childbirths experienced by unmarried peo-
ple. Notice that we have here the none row for accounting for the state that prevails
while no event occurs.

Generating the state-definition matrix with both the drop-out and cancel-event-
effect mechanisms we get Table 13. If we relabel S = none, M = marr, C = child
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and D = div, this matrix appears to be equivalent to our first state-definition matrix
of Table 8 except for the cells labeled as impossible. The latter have, however, no
importance since they correspond to states that will never be reached.

The last solutions proposed are not wholly automatic since they require the user to
specify the event-drop-out and cancel-event matrices. In our experiences, the spec-
ification of these matrices was however much simpler than the complete design of
the state-definition matrix and proved thus to be a valuable help in the conversion
process.

Table 13 State-definition matrix generated with drop-out and cancel-event mechanisms

From\Event Marriage Childbirth Divorce

none {marr} none {div}
{marr} {marr} {marr,child} {div}
{div} {marr} {div} {div}
{marr,child} {marr,child} {marr,child} {div}

6 Implementation in the R Environment

Most of the sequence formats discussed in this chapter are already supported by
our TraMineR package for rendering, mining and analysing sequence data in R
[4]. The package offers functions that do the automatic conversion between either
state sequence formats or between event sequence formats, as well as the conver-
sion between state and event sequences from a user provided definition matrix. The
building of rough basic transition-definition and state-definition matrices were also
implemented in the latest — currently in testing stage — release of the package.

TraMineR uses state-sequence objects and event-sequence objects. The former
store the data internally in STS form and the latter in TSE form. To avoid the mul-
tiplication of the conversion procedures, the conversion between any two state se-
quence formats, say SPS to SSS, is done by converting first to the internal STS and
then to the destination format. Likewise, the conversion between formats of event se-
quences is done by passing through the TSE form. This remains indeed transparent
for the user. The transformation between state and event sequences is implemented
for a conversion between the default STS and TSE forms. As with other functions in
TraMineR, a different input format can however be specified, in which case an au-
tomatic conversion into the default format is applied before the state-event transfor-
mation. Similarly, an option allows to further transform the output in any supported
output format.

7 Conclusion

The aim of this chapter was to respond to an obvious lack in the literature of a gen-
eral reference for all questions regarding the preparation of categorical sequence
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data. The comprehensive overview of the different ways of organizing discrete se-
quence data and of the possibilities to pass from one presentation to the other one
makes this chapter unique. The overview was built on our experiences in the analy-
sis of life trajectory data. The chapter presents thus also original data transformation
solutions such as those adopted for converting state data into event sequences. The
material assembled here should undoubtedly help others in preparing data for se-
quence analysis. At least it corresponds to what we would have liked to find when
we started to work with sequence data.

The data organization strongly depends indeed on the nature of the sequence and
it is therefore important to identify the kind of sequence data at hand. We have seen
that an important distinction that should be done is between chronological sequences
and sequences without time content. Behind positions and sequence lengths, the for-
mer hold indeed time information that we should care to preserve when manipulat-
ing and converting sequences. Then, for time stamped sequences, a second impor-
tant distinction is between state and event sequence data. The conversion from one
of these types into the other one may be awkward and the solutions proposed here
constitute perhaps the most original part of the chapter. Now, though the overview
looks complete we can imagine some further developments, for instance regarding
the automatic detection of the data organization or in the designing of additional
solutions for automatizing the conversion between states and events.
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Considerations on Logical Calculi
for Dealing with Knowledge in
Data Mining�

Jan Rauch

Summary. An attempt to develop and apply logical calculi in exploratory
data analysis was made 30 years ago. It resulted in a definition and study of
observational logical calculi based on modifications of classical predicate cal-
culi and on mathematical statistics. Additional results followed the definition
and first implementations of the GUHA method of mechanizing hypothesis
formation. The GUHA method can be seen as one of the first data min-
ing methods. Applications of modern and enhanced implementation of the
GUHA method confirmed the generally accepted need to use domain knowl-
edge in the process of data mining. Moreover it inspired considerations on
the application of logical calculi for dealing with domain knowledge in data
mining. This paper presents these considerations.

1 Introduction

This paper is inspired by both results related to observational and theoretical
calculi [5, 13] and experience with the application of the GUHA procedures
implemented in the LISp-Miner system [16, 20]. Observational and theoretical
calculi are defined in [5] as tools to answer the questions:

• Can computers formulate and verify scientific hypotheses?
• Can computers analyze empirical data in a rational way and produce a

reasonable reflection of the observed empirical world? Can this be done
using mathematical logic and statistics?

An additional result presented in [5] is a formal definition of the GUHA
method of the mechanizing hypothesis formation, which aims to offer all inter-
esting facts arising from the analyzed data to a given problem. The method is
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realized using GUHA-procedures. Procedure input consists of analyzed data
and a simple definition of a usually large set of relevant (i.e. potentially in-
teresting) patterns. The procedure automatically generates each particular
pattern and tests if it is true in the analyzed data. Procedure output consists
of all prime patterns. The pattern is prime if it is true in the analyzed data
and does not immediately follow from other more simple output patterns [5].
Several GUHA procedures were implemented, see e.g. [6, 7, 8, 9, 11]. The
LISp-Miner system contains six GUHA procedures [16, 17, 23] that were ap-
plied to solve various data mining tasks. The most frequently used GUHA
procedure is the ASSOC procedure, which mines for patterns that are a gen-
eralization of association rules widely defined and studied in the field of data
mining. In addition, the most important results on observational calculi can
be understood as the slogic of association rules.

The GUHA procedures implemented in the LISp-Miner system have new
features that make it possible to fine-tune the set of relevant patterns in a
precise way so that some aspects of semantics can be included. This led to the
implementation of additional tools for maintaining various items of domain
knowledge related to the analyzed data. Stored items of domain knowledge
are used in both the process of data mining and the presentation of results.

Analytical questions are understood here as the core of the data mining
process. The data mining process starts with the formulation of an analytical
question interesting from the user’s point of view and the process is com-
pleted with a well written analytical report answering the given analytical
question. The possibilities of GUHA procedures to deal with some aspects of
semantics, the results concerning observational calculi and domain knowledge
stored in the LISp-Miner system play an important role in dealing with ana-
lytical questions and reports. Current experience concerning such analytical
questions and reports leads to considerations on logical calculi for dealing
with knowledge in data mining. The goal of this paper is to present these
considerations. Note that the presented approach differs from the approach
based on Inductive Logic Programming, e.g. [1].

The main features of the GUHA method and LISp-Miner system are in-
troduced in Section 2. Observational calculi and logic of association rules are
summarized in Section 3. Domain knowledge stored in the LISp-Miner system
is described in Section 4. The possibilities of using stored domain knowledge
to formulate interesting analytical questions and solve them using GUHA
procedures implemented in LISp-Miner system are discussed in Section 5. A
very important step in answering a given analytical question is to filter out
the consequences of stored items of domain knowledge. The logic of obser-
vational calculi plays an important role in this step, see Section 6. Resulting
analytical reports are discussed in Section 7. The considerations on logical
calculi for dealing with analytical questions and reports in data mining are
summarized in Section 8. Concluding remarks and a description of further
work are included in Section 9.
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2 GUHA Procedures and the LISp-Miner System

There are six GUHA procedures implemented in the LISp-Miner system. All
of them deal with data matrices that are the results of the transformation
of input data tables stored in the analyzed database. Transformations are
realized by the LMDataSource module, which is an inherent part of the LISP-
Miner system. These transformations are important from the point of view of
our considerations and they are related to both various properties of analyzed
data and the given analytical question. The details of analyzed data are
included in Section 2.1.

The most frequently used GUHA procedure is the 4ft-Miner procedure,
which is the enhanced ASSOC procedure defined in [5]. It mines for patterns
that can be understood as the generalized association rule X → Y where X
and Y are sets of items. The intuitive meaning of the X → Y rule is that
transactions (e.g. supermarket baskets) containing a set X of items tend to
contain a set Y of items [2].

The 4ft-Miner procedure deals with association rules of the form ϕ ≈ ψ
where ϕ and ψ are Boolean attributes derived from columns of the analyzed
data matrix. The meaning of the rule ϕ ≈ ψ is that the Boolean attributes
ϕ and ψ are associated in a way corresponding to the symbol ≈. The symbol
≈ is called the 4ft-quantifier. It defines the relation of ϕ and ψ using the
contingency table of ϕ and ψ. Both various simple relations and relations
corresponding to the statistical hypothesis tests can be used.

The procedure 4ft-Miner also deals with conditional association rules of
the form ϕ ≈ ψ/χ where ϕ, ψ, and χ are Boolean attributes derived from
columns of the analyzed data matrix. The meaning of the pattern ϕ ≈ ψ/χ is
that the Boolean attributes ϕ and ψ are associated in a way corresponding to
the symbol ≈ when a condition given by the Boolean attribute χ is satisfied.

Basic information on the 4ft-Miner procedure and association rules is
presented in section 2.2. Procedure input consists of analyzed data, a speci-
fication of the 4ft-quantifier ≈ and a definition of the set of association rules
to be generated and verified. It is important that there are very fine tools to
define this set. They make it possible to involve various aspects of seman-
tics in the definition. Some details are shown in Section 2.3. Other GUHA
procedures implemented in the LISp-Miner system are briefly outlined in
section 2.4.

2.1 Analyzed Data

Input for all GUHA procedures implemented in the LISp-Miner system is the
data matrix M; see Fig. 1. The data matrix M has n rows corresponding
to the observed objects o1, . . . , on. It also has K columns corresponding
to the attributes A1, . . . , AK describing particular objects. The value of the
attribute Aj for the object oi is denoted as vi,j . We assume the set of possible
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M A1 A2 . . . AK

o1 v1,1 v1,2 . . . v1,K

...
...

...
...
...
...

...
on vn,1 vn,2 . . . vn,K

T C1 C2 . . . CK

o1 c1,1 c1,2 . . . c1,K

...
...

...
...
...
...

...
on cn,1 cn,2 . . . cn,K

Fig. 1 Data Matrix M and Original Database Table T

values of the attribute Ai is {a(i)
1 , . . . , a

(i)
ti
}. The values a

(i)
1 , . . . , a

(i)
ti

are called
categories of the attribute Ai.

The data matrix M is a result of the transformation of the database table
T . The database table T is also understood to be a data matrix with n rows
corresponding to observed objects o1, . . . , on. It also has K columns C1, . . . ,
CK corresponding to particular attributes. The column Ci is transformed
into the attribute Ai, i = 1, . . . , K. The core of the transformation of column
Ci into the attribute Ai is the definition of suitable subsets of the set of all
possible values of Ci.

The particular subsets define the categories a
(i)
1 , . . . , a

(i)
ti

of the attribute
Ai. We must define ti mutually disjoint subsets γ1, . . . , γti ; the subset γj

defines the category a
(i)
j for j = 1, . . . ti. The term Ai(o) below denotes the

value of the attribute Ai for the object o. This means that Ai(ok) = vi,k

for j = 1, . . . , n and k = 1, . . . , K. Similarly, Ci(o) denotes the value of the
column Ci for the object o and Ci(ok) = ci,k. The categories are defined so
that

Ai(o) = a
(i)
j if and only if Ci(o) ∈ γj for j = 1, . . . , ti .

There are various ways of defining the subsets γ1, . . . , γt in the LISp-Miner
system [23]. Some aspects of semantics can also be included, e.g. interval
boundaries of original body mass index values that define standard levels of
obesity. Note that the union

⋃ti

j=1 γj need not to cover the whole set of values
of the attribute C.

2.2 Association Rules and 4ft-Miner Procedure

The 4ft-Miner procedure mines for association rules of the form ϕ ≈ ψ where
ϕ and ψ are Boolean attributes derived from attributes – columns of the
analyzed data matrixM. Basic Boolean attributes are created first. The basic
Boolean attribute is an expression of the form A(α) where α ⊂ {a1, . . . at} and
{a1, . . . at} is the set of all categories of the attribute A. The basic Boolean
attribute A(α) is true in row o of M if it is A(o) ∈ α where A(o) is the value
of the attribute A in row o. Boolean attributes ϕ and ψ are derived from
basic Boolean attributes using connectives ∨, ∧ and ¬ in the usual way.

The meaning of the rule ϕ ≈ ψ is that the Boolean attributes ϕ and ψ are
associated in a way corresponding to the 4ft-quantifier≈. The 4ft-quantifier≈
defines the relation of ϕ and ψ using a four-fold contingency table of ϕ and
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Table 1 4ft Table 4ft(ϕ,ψ,M) of ϕ and ψ in M

M ψ ¬ψ
ϕ a b

¬ϕ c d

ψ, see Tab. 1. The four-fold contingency table of ϕ and ψ in the data matrix
M is the quadruple 〈a, b, c, d〉 of natural numbers, where a is the number of
rows of M satisfying both ϕ and ψ, b is the number of rows of M satisfying
ϕ and not satisfying ψ, etc. The four-fold contingency table (the 4ft table) of
ϕ and ψ in M is denoted by 4ft(ϕ, ψ,M).

There are 16 basic 4ft quantifiers implemented in the 4ft-Miner procedure.
Four important examples of basic 4ft-quantifiers follow. All of them were
defined in relation to the GUHA method, however most of them were defined
sooner or later in additional sources; see e.g. [4] and used as measures of
the interestingness of association rules. An overview of various measures of
the interestingness of association rules and their relation to 4ft-quantifiers is
included in [19].

The quantifier ⇒p of founded implication is defined for 0 < p ≤ 1 in [5] by
the condition a

a+b ≥ p. The association rule ϕ⇒p ψ means that at least 100p
per cent of the rows of M satisfying ϕ also satisfy ψ. The ratio a

a+b defines
a measure of interestingness called confidence [2].

The 4ft-quantifier ⇔p of founded double implication is defined for
0 < p ≤ 1 in [8] by the condition a

a+b+c ≥ p. The association rule ϕ ⇔p ψ
means that at least 100p per cent of the rows of M satisfying ϕ or ψ satisfy
both ϕ and ψ. The ratio a

a+b+c defines a measure of interestingness called
Jaccard [4].

The 4ft-quantifier ≡p of founded equivalence is defined for 0 < p ≤ 1 in
[8] by the condition a+d

a+b+cd ≥ p. The association rule ϕ ≡p ψ means that ϕ
and ψ have the same value (either true or false) for at least 100p per cent of
all rows of M. The ratio a+d

a+b+c+d defines a measure of interestingness called
accuracy [4] or success rate [3].

The 4ft-quantifier ⇒+
q of above average dependence also called the AA

quantifier is defined for 0 < q in [16] by the condition a
a+b ≥ (1 + q) a+c

a+b+c+d .
The association rule ϕ ⇒+

q ψ means that among the objects satisfying ϕ
there are at least 100p per cent more objects satisfying ψ than among all
observed objects.

The 4ft-quantifier �Base called Base is defined for integer 0 < Base in
[5] by the condition a ≥ Base . The association rule ϕ �Base ψ means that
there are at least Base rows of M satisfying both ϕ and ψ.

The 4ft quantifier can be defined as any conjunction of basic 4ft quanti-
fiers. Note that the conjunction of ⇒p and �Base is traditionally denoted as
⇒p,Base and that the quantifier ⇒p,Base is defined in [5] as the 4ft quantifier
of founded implication. This is similar for the quantifiers ⇔p,Base, ≡p,Base,
and ⇒+

p,Base.
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The 4ft-Miner procedure also mines for conditional association rules of
the form ϕ ≈ ψ/χ where ϕ, ψ and χ are Boolean attributes. The intuitive
meaning of ϕ ≈ ψ/χ is that ϕ and ψ are in the relation given by the 4ft-
quantifier ≈ when the condition χ is satisfied, for details see [16].

2.3 Defining the Set of Relevant Boolean Attributes

Input for the 4ft-Miner procedure consists of analyzed data and of a definition
of the set of relevant association rules ϕ ≈ ψ or of the set of relevant condi-
tional association rules ϕ ≈ ψ/χ to be generated and tested. The definition
of the set of relevant association rules is given by:

• a definition of a set of relevant antecedents, which we denote Φ
• a definition of a set of relevant succedents, which we denote Ψ
• if we are interested in conditional association rules, then we also include a

definition of a set of relevant conditions, which we denote X
• a definition of the 4ft-quantifier ≈.

The set of relevant antecedents, the set of relevant succedents and the set of
relevant conditions are defined in a same way. We describe in more details
the definition of the set of relevant antecedents. Each antecedent ϕ is a con-
junction ϕ = ϕ1 ∧ ϕ2 ∧ . . . ∧ ϕk where ϕ1, ϕ2, . . . , ϕk are partial antecedents.
Each partial antecedent is either a conjunction of literals or a disjunction of
literals. A literal is a basic Boolean attribute A(α) or a negation ¬A(α) of a
basic Boolean attribute. The definition of the set Φ of relevant antecedents
is given by a definition of the sets Φ1, . . . , Φk of relevant partial antecedents,
k ≥ 1 and by minimal and maximal numbers of literals in antecedents. Each
set of partial antecedents is defined by:

• the type of partial antecedent, either Conjunction or Disjunction
• the minimum number of literals and the maximum number of literals, i.e.

0 ≤ minimum number of literals ≤ maximum number of literals
• a set of attributes from which literals will be generated
• a simple definition of the set of all literals for each given attribute
• additional details - basic attributes and classes of equivalence see [16].

Note that the minimum length of the partial antecedent can be 0 and this
results in an empty partial antecedent. The value of the empty partial an-
tecedent is identically true, the empty partial antecedent is not considered
to be a literal and in this way the number of literals in an antecedent can
become smaller than k, see above.

A literal is a basic Boolean attribute A(α) or its negation ¬A(α). The set α
is called a coefficient of the basic Boolean attribute A(α) or a coefficient of the
literal. The length of the literal is the number of categories in its coefficient.
The set of all literals to be generated for a particular attribute is given by:
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• the type of coefficient; there are seven types of coefficients: subsets, inter-
vals, cyclic intervals, left cuts, right cuts, cuts, one particular category

• the minimum and maximum length of the literal
• positive/negative option: (i) – generate only positive literals, (ii) – generate

only negative literals (iii) – generate both positive and negative literals.

The set of relevant antecedents, the set of relevant succedents and the set of
relevant conditions can overlap. However, association rules with more than
one literal created from the same attribute are not generated.

We use the attribute A with categories {1, 2, 3, 4, 5} to give examples of
particular types of coefficients:

• subsets: the definition of subsets with a length of 2-3 gives literals A(1,2),
A(1,3), A(1,4), A(1,5), A(2,3), . . . , A(4,5), A(1,2,3), A(1,2,4), A(1,2,5),
A(2,3,4), . . . , A(3,4,5)

• intervals: the definition of intervals with a length of 2-3 gives literals
A(1,2), A(2,3), A(3,4), A(4,5), A(1,2,3), A(2,3,4) and A(3,4,5).

• cyclic intervals: the definition of cyclic intervals with a length of 2 gives
literals A(1,2), A(2,3), A(3,4), A(4,5), and A(5,1)

• left cuts: the definition of left cuts with a maximum length of 3 defines
literals A(1), A(1,2) and A(1,2,3)

• right cuts: the definition of right cuts with a maximum length of 4 defines
literals A(5), A(5,4), A(5,4,3) and A(5,4,3,2)

• cuts means both left cuts and right cuts
• one particular value means one literal with one chosen category, e.g. A(2).

We should emphasize that the appropriate use of types of coefficients makes
it possible to consider various aspects of semantics. For example, left cuts
of the attribute A can be used to define Boolean attributes saying that the
values of A are small, similarly for right cuts and high values of A.

2.4 Additional GUHA Procedures

There are five additional GUHA procedures in the LISp-Miner system [17].
The SD4ft-Miner procedure mines for SD4ft-patterns α 	
 β : ϕ ≈ ψ/χ.

Such SD4ft-patterns mean that the subsets given by Boolean attributes α and
β differ in the relation of the Boolean attributes ϕ and ψ when the condition
given by the Boolean attribute χ is satisfied.

The KL-Miner procedure mines for KL-patterns R ∼ C/χ. Such KL-
patterns mean that the category attributes R and C are in a relation given
by the symbol ∼ when the condition given by the Boolean attribute χ is
satisfied.

The SDKL-Miner procedure mines for SDKL-patterns α 	
 β : R ∼ C/χ.
Such SDKL-patterns mean that the subsets α and β differ in what concerns
the relation of the category attributes R and C when the condition given by
the Boolean attribute χ is satisfied.
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The CF-Miner procedure mines for CF-patterns∼ R/χ. Such CF -patterns
mean that the frequencies of categories of the attribute R satisfy the condition
given by the symbol∼ when an other condition given by the Boolean attribute
χ is satisfied.

The SDCF-Miner procedure mines for SDCF-patterns α 	
 β : ∼ R/χ.
Such SDCF-patterns mean that the subsets α and β differ in the frequencies
of the particular categories of the attribute R when the condition given by
the Boolean attribute χ is satisfied.

3 Logical Calculi of Association Rules

It is important that association rules of the form ϕ ≈ ψ can be considered
as formulas of special logical calculi. There are both practically important
and theoretically interesting results concerning logical calculi of association
rules [15, 19] that can be used when dealing with domain knowledge in data
mining. Logical calculi of association rules belong to observational calculi
introduced in [5].

The results we are going to present are closely related to classes of associa-
tion rules. Classes of association rules are defined by classes of 4ft quantifiers.
The association rule ϕ ≈ ψ belongs to the class of implicational association
rules if the 4ft quantifier ≈ belongs to the class of implicational quantifiers.
We say that the association rule ϕ ≈ ψ is an implicational rule and that
the 4ft quantifier ≈ is an implicational quantifier. This is the same for other
classes of association rules.

There are various important classes of 4ft quantifiers defined by truth
preservation conditions [5, 15, 19]. We say that class C of 4ft-quantifiers is
defined by the truth preservation condition TPCC if there is a Boolean condi-
tion TPCC(a, b, c, d, a′, b′, c′, d′) concerning two four-fold contingency tables
〈a, b, c, d〉 and 〈a′, b′, c′, d′〉 so that the following is true: 4ft quantifier ≈ be-
longs to class C if, and only if, ≈ (a, b, c, d) = 1 ∧ TPCC(a, b, c, d, a′, b′, c′, d′)
implies ≈ (a′, b′, c′, d′) = 1 for all 4ft tables 〈a, b, c, d〉 and 〈a′, b′, c′, d′〉. Impor-
tant examples of classes of 4ft-quantifiers are shown in Tab. 2. The quantifiers
⇒p,Base, ⇔p,Base, and ≡p,Base used in table 2 are defined in Section 2.2.

The results used in dealing with knowledge in data mining concern de-
duction rules between association rules. The application of deduction rules
of the form ϕ≈ψ

ϕ′≈ψ′ where ϕ, ψ, ϕ′, and ψ′ are general Boolean attributes is
outlined in Section 6. If the deduction rule ϕ≈ψ

ϕ′≈ψ′ is correct, and if the rule
ϕ ≈ ψ is true in the data matrix M, then the association rule ϕ′ ≈ ψ′ is also
true in the data matrix M. It is important that known results give a simple
criterion of correctness for such rules. The criterion depends on the class of
4ft-quantifier ≈. Note that there are criteria for all the quantifiers ⇒p,Base,
⇔p,Base, ≡p,Base, and ⇒+

p,Base as introduced in Section 2.2.
Below we outline the criterion for the implication quantifiers, for details

see [13]. The class of interesting implicational quantifiers is defined first; all
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Table 2 Examples of Classes of Association Rules

class truth preservation condition example of
4ft-quantifier

implicational TPC⇒ a′ ≥ a ∧ b′ ≤ b ⇒p,Base

Σ-double implicational TPCΣ,⇔ a′ ≥ a ∧ b′ + c′ ≤ b+ c ⇔p,Base

Σ-equivalency TPCΣ,≡ a′ + d′ ≥ a+ d ∧ b′ + c′ ≤ b+ c ≡p,Base

the important implicational quantifiers are interesting implicational quanti-
fiers. It is then shown that for each deduction rule ϕ≈ψ

ϕ′≈ψ′ with an interesting
implicational quantifier ≈ there are formulas Δ, Γ, Λ of propositional calculus
so that the rule ϕ≈ψ

ϕ′≈ψ′ is correct if, and only if, both Δ and Γ are tautologies
or Λ is a tautology of propositional calculus. It is important that the formulas
Δ, Γ and Λ can be easily created from the attributes ϕ, ψ, ϕ′, and ψ′.

4 Domain Knowledge

A part of the LISp-Miner system is called LM KnowledgeSource, whose goal
is to maintain various types of domain knowledge. Particular items of stored
knowledge are already used or meant to be used in various ways when apply-
ing particular GUHA procedures, see e.g. [18]. The goal of this section is to
present this knowledge in a form suitable for our considerations. Knowledge
stored in LM KnowledgeSource is related to the meta-attributes of a given
domain. Meta-attributes correspond to columns of database tables that are
transformed into data matrices - the inputs of particular GUHA procedures.
There are two types of meta-attributes.

We used examples relating to the domain of cardiology enhanced by cer-
tain sociological aspects; e.g. level of education. There are two data matrices
STULONG and ADAMEK [18] that belong to this domain. An example of
the first type of meta-attribute is the meta-attribute Weight. It is measured
in kg and the categories of resulting attributes are usually defined as intervals
of original values. There is no problem defining the attributes Weight with
the same categories for both data matrices STULONG and ADAMEK. An
example of the second type of meta-attribute is the meta-attribute Education.
The attribute Education in the STULONG data matrix has the categories
basic, apprentice, secondary, and university. The attribute Education in the
ADAMEK data matrix has the categories basic, secondary, higher. It is not
possible to simply convert the categories of the attribute Education in the
STULONG data matrix into the categories of the attribute Education in the
ADAMEK data matrix.

Various items of knowledge related to the meta-attributes of both types
are stored in LM KnowledgeSource. We must consider two types of such
items here: groups of meta-attributes and mutual influence among particular
meta-attributes.
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Attribute Age Education Hypertension Beer Wine BMI Obesity City . . .
Age ⊗ ↑+ ↑↑ . . .

Education ↑↓ . . .
Hypertension . . .

Beer ↑+ . . .
Wine ↑− . . .
BMI F . . .

Obesity →+ . . .
City ≈ ? . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Fig. 2 Mutual Influence of Meta-attributes

Groups of meta-attributes: An important part of domain knowledge is
given by the structure of a set of meta-attributes. Examples of groups of
meta-attributes are the group Social Characteristics consisting of attributes
such as Marital Status, Education , etc. and the group Physical Examina-
tion consisting of attributes such as Weight (kg), Height (cm), Systolic Blood
Pressure (mm Hg), etc.; see [18]. We assume there is a system of mutually
disjoint groups of meta-attributes BG1, . . . , BGG so that their union cov-
ers all meta-attributes related to data matrices in the given domain. We
call these groups basic groups of attributes. There are also additional impor-
tant groups of meta-attributes. An example is the group Cardiovascular Risk
Factors that contains attributes such as Hypertension, Mother Hypertension,
Obesity, Smoking etc. coming from several basic groups [18].

Both basic groups and additional groups of meta-attributes are perceived
by domain experts as reasonable sets of attributes. The information on groups
of meta-attributes is used e.g. in the formulation of local analytical questions
see Section 5.

Mutual influence among particular meta-attributes: An important type of
knowledge stored in LM KnowledgeSource is information on mutual influ-
ence among particular meta-attributes. It is assumed that this is generally
accepted knowledge. However it can also be related to particular domain ex-
perts and stored as own opinion. This knowledge is stored in the way outlined
in Fig. 2, where several meta-attributes relating to the cardiology domain and
the data matrices STULONG and ADAMEK are used.

There are four types of meta-attributes:

• Boolean; e.g. Obesity (i.e. patient is obese) or Hypertension (i.e. patient
has hypertension)

• nominal; e.g. City with categories - particular cities
• ordinal; e.g. Age with categories - particular years or Education with a set

of categories {basic, apprentice, secondary, university } for the STULONG
data matrix and with a set of categories {basic, secondary, higher} for the
ADAMEK data matrix
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• rational, which can be represented by rational numbers in computers; e.g.
BMI (i.e. Body Mass Index) or Beer / Wine (i.e. Beer / Wine consumption
in liters per week)

There are several types of influences among meta-attributes, most of them
are relevant to specified types of attributes. The following types of influences
are used in Fig. 2:

• ↑↑ – if the row meta-attribute increases then the column meta-attribute
increases too, both attributes are ordinal or rational

• ↑↓ – if the row meta-attribute increases then the column meta-attribute
decreases, both attributes are ordinal or rational

• ↑+ – if the row meta-attribute increases then the relative frequency of
patients satisfying the column attribute increases, the row attribute is
ordinal or rational and the column attribute is Boolean

• ↑− – if the row meta-attribute increases then the relative frequency of
patients satisfying the column attribute decreases, the row attribute is
ordinal or rational and the column attribute is Boolean

• →+ – truthfulness of the row attribute increases then relative frequency
of true values of the column attribute, both attributes are Boolean.

• ? – there could be an influence, no detail is known
• F – means that there is a strong dependency like function, e.g. Obesity is

equivalent to BMI ≥ 32
• ⊗ – there is some influence but we are not interested
• ≈ – there is some influence but is not yet known.

Note that there are additional dependencies and that it is also possible to
describe a conditional influence where some influence between two meta-
attributes is observed only if a certain condition is satisfied.

5 Analytical Questions and GUHA Procedures

5.1 Principles – Patterns of Analytical Questions

Various analytical questions can be formulated on the basis of domain knowl-
edge stored in LM KnowledgeSource and answered by applications of the
GUHA procedures implemented in the LISp-Miner system [18, 20]. The prin-
ciple is an application of suitable ”analytical question patterns” to items of
domain knowledge. Analytical question patterns are formulated in such a way
that the patterns produced by particular GUHA procedures can be used to
answer the particular analytical questions. Note that AQ means analytical
question below.

The input for the GUHA procedure G can be seen as a couple 〈M,D(SRP )〉
where M is the analyzed data matrix and D(SRP ) is a definition of the set
SRP of relevant patterns. The output G(M,D(SRP )) of the GUHA procedure
G is the set SPP of all prime patterns. It is crucial that the particular GUHA
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Fig. 3 The Process of Answering a Given AQ

procedures implemented in the LISp-Miner system have broad possibilities
for fine tuning the definition D(SRP ) of the set SRP of relevant patterns to
fit the solved AQ in a very precise way.

However the set SPP of prime patterns still usually involves various unin-
teresting patterns. In solving the AQ like ”Which patterns that do not follow
from given items of domain knowledge can be found in the data matrix M?”
we must filter out all prime patterns that can be understood as consequences
of given items of domain knowledge. To solve the AQ like ”What known
items of domain knowledge can be found in the data matrix M?” we must
filter out all prime patterns that cannot be understood as consequences of
given items of domain knowledge. It can be said we must remove all prime
patterns that do not satisfy criteria given by the solved AQ. Note that our
goal is to present the set of remaining patterns as the result of data mining
in the form of a well structured analytical report. The process of answering
a given AQ is usually done in several iterations, see Fig. 3.

We will discuss this process on the basis of a simple analytical question pat-
tern ”What strong unknown relations among attributes of two given groups
of attributes are valid in the given data matrixM?”. We will use the data ma-
trix ADAMEK [20] mentioned above. We apply this pattern to two groups of
attributes. The first group called Personal Characteristics consists of the at-
tributes Sex, Age, Education, City, Beer, and Wine. The second group called
Health Status consists of the attributes Hypertension, BMI, and Obesity. Note
that in Fig. 2 there are relevant items of background knowledge concerning
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meta-attributes with the same names as attributes in the ADAMEK data
matrix.

The first step in solving an analytical question is the selection of the GUHA
procedure. Several GUHA procedures implemented in the LISp-Miner system
can usually be used and their results can be combined to get the best solution.
In our example we used the 4ft-Miner procedure. The main reason for this
choice is that 4ft-Miner mines for association rules and that there are well
known logical calculi of association rules; see section 3. The initial set up
of parameters for the GUHA 4ft-Miner procedure for our task is described
in Section 5.2. Removing prime patterns that do not meet AQ criteria is
a complex step. In our case it requires the application of deduction rules
in the logical calculus of association rules; see Section 6. The stop criterion
is discussed in Section 5.3. Some remarks on modifications of parameters
for the GUHA procedure 4ft-Miner are in Section 5.4. However it must be
emphasized that a more detailed description of these problems is not within
the scope of this paper. Some additional details are given in [18].

5.2 Initial Set Up of 4ft-Miner Parameters

The GUHA 4ft-Miner procedure mines for association rules ϕ ≈ ψ where
both ϕ and ψ are Boolean attributes derived from the analyzed data matrix.
Our task is to find strong unknown relations among attributes in the groups
Personal Characteristics and Health Status. This means we will search strong
unknown association rules ϕ ≈ ψ, where ϕ is a Boolean attribute derived
from the group Personal Characteristics, ψ is a Boolean attribute derived
from the group Health Status, and ≈ is a 4ft-quantifier that can be easily
interpreted.

The initial set up of parameters for the 4ft-Miner procedure depends on
both the solved task, the general properties of attributes used and the prop-
erties of the particular analyzed data matrix. A detailed description is not
within the scope of this paper. We only show one of the possibilities of how
this task is done and give certain notes.

We need an easily interpretable 4ft-quantifier, thus we use the quantifiers
⇒p,Base, ⇔p,Base, ≡p,Base, and ⇒+

p,Base. This means that four particular
applications of the 4ft-Miner will be used, one for each of these quantifiers.
The set of relevant antecedents will be initially defined as the set of all possible
conjunctions of 1 - 4 basic Boolean attributes created from attributes in the
group Personal Characteristics This can be done, e.g. in the following way:
(Remember, for details on coefficients see Section 2.3.)

The basic Boolean attributes Sex(male) and Sex(female) will be used
(coefficients subsets with a length of 1). Sets of basic Boolean attributes
Education(α) and City(α) will also be defined as coefficients – subsets with a
length of 1.
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The attribute Age with categories - intervals of years (0, 10〉, (10, 20〉, . . . ,
(90, 100〉 will be defined and coefficients intervals with a length of 1 - 3 will
be used. This means that the basic Boolean attributes Age(0, 10〉, Age(0, 20〉,
Age(0, 30〉, Age(10, 20〉, . . . , Age(70, 100〉, Age(80, 100〉, and Age(90, 100〉 will
be generated.

The basic Boolean attributes Beer(α) and Vine(α) will be used simi-
larly. The categories very low, low, medium, high, and very high are de-
fined and coefficients intervals with a length of 1 - 2 will be applied. This
means we have the basic Boolean attributes Beer(very low), Beer(very low,
low), Beer(low), Beer(low, medium), Beer(medium), Beer(medium, high),
Beer(high), Beer(high, very high), and Beer(very high) and similarly for
Wine(α).

The set of relevant succedents will be initially defined as the set of all pos-
sible conjunctions of 1 - 3 basic Boolean attributes created from attributes
in the group Personal Characteristics. The basic Boolean attributes Hyper-
tension(yes), Hypertension(no) and Obesity(yes) will be created from the at-
tributes Hypertension and Obesity. The attribute BMI has rational values
from interval 〈15, 40), thus categories – intervals 〈15, 16), . . . , 〈39, 40), will
be created and basic Boolean attributes – intervals with a length of 5 (i.e.
”sliding window”’ with a length of 5) will be used.

5.3 Stop Criterion

A stop criterion must be defined for each application of 4ft-Miner with one
particular quantifier from⇒p,Base,⇔p,Base, ≡p,Base, and⇒+

p,Base. The most
natural criterion is an interval for the number of remaining association rules
after filtering out consequences of given items of domain knowledge. However
in some cases additional criteria must be used, e.g. impossibility of modi-
fying parameters or too much time needed to run 4ft-Miner with modified
parameters.

5.4 Modification of Parameters for the 4ft-Miner
Procedure

There are various ways of modifying particular parameters of the 4ft-Miner
procedure. If the number of remaining association rules after filtering rules
that are consequences of given items of domain knowledge is too low, we can
e.g. decrease the parameters p and Base of the quantifiers used, increase the
maximal length of antecedents or increase the maximal length of coefficients
of particular attributes. The inverse operations can be done if the number of
remaining association rules is too high . Note that the various properties of
particular attributes should be considered when modifying parameters.
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6 Consequences of Stored Items of Domain Knowledge

A very important step in the process of answering a given analytical ques-
tion AQ is to remove prime patterns that do not satisfy AQ criteria. We
will discuss the related problems for our simple AQ ”What strong unknown
relations among attributes in the groups Personal Characteristics (Sex, Age,
Education, City, Beer, and Wine) and Health Status (Hypertension, BMI, and
Obesity) are valid in the data matrix ADAMEK?”, see Section 5.1. We use
the GUHA 4ft-Miner procedure with initial input parameters according to
Section 5.2, the prime patterns produced by the 4ft-Miner are association
rules.

We accept the criteria that ”unknown relations” means that the found
patterns are not consequences of items of knowledge concerning the mutual
influence of particular attributes presented in Tab. 2. This means we have
to remove the consequences of the items Age ↑+ Hypertension, Age ↑↑ BMI,
Education ↑↓ BMI, Beer ↑+ Obesity, Wine ↑− Hypertension, Obesity →+

Hypertension of domain knowledge. We use the following principle to find all
association rules that are consequences of these items of domain knowledge:

• We find the simplest association rules that can be understood as atomic
consequences of particular items of the domain knowledge, see Section 6.1.

• We will consider all association rules that are logical consequences of
atomic consequences as consequences of items of domain knowledge in
question, see Section 6.2.

6.1 Atomic Consequences

An example of items of background knowledge is Age ↑+ Hypertension which
means that ”If Age increases then the relative frequency of patients with Hy-
pertension also increases”. Thus we have to find the simplest relevant associ-
ation rules ϕ ≈ ψ that can be understood as consequences of the item Age ↑+
Hypertension. The relevant association rules ϕ ≈ ψ that can be understood
as consequences of the item Age ↑+ Hypertension must contain at least one
basic Boolean attribute created from the attribute Hypertension and at least
one basic Boolean attribute created from the attribute Age. Thus the sim-
plest association rules ϕ ≈ ψ will have the form B(Age) ≈ B(Hypertension) or
B(Hypertension) ≈ B(Age) where B(Age) is a basic Boolean attribute created
from the attribute Age and similarly for B(Hypertension).

The basic Boolean attributes Hypertension(yes) and Hypertension(no) will
be created for the attribute Hypertension and the attribute Age with cate-
gories - intervals of years (0, 10〉, (10, 20〉, . . . , (90, 100〉 will be defined and
coefficients intervals with a length of 1 - 3 will be used (i.e. the basic Boolean
attributes Age(0, 10〉, Age(0, 20〉, Age(0, 30〉, Age(10, 20〉, . . . , Age(70, 100〉,
Age(80, 100〉, Age(90, 100〉 will be generated, see section 5.2.
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We will use basic Boolean attributes B(Age) in the form Age(ωAge) which
can be understood as Age is high or patient is old. Remember that
ωAge = {ai1 , . . . , aiK} ⊂ {a1, . . . , aL} and a1, . . . , aL are intervals of natural
numbers. Let us denote IωAge =

⋃K
j=1 aij , then the sets ωAge can be defined

e.g. such that we require that k ∈ IωAge implies k ≥ 70.
We use the quantifiers ⇒p,Base, ⇔p,Base, ≡p,Base, and ⇒+

q,Base, thus the
following atomic consequences will be used for the item of background knowl-
edge Age ↑+ Hypertension:

• Age(ωAge) ⇒p,Base Hypertension(yes) where p ≥ 0.9 and Base ≥ 20
• Age(ωAge) ⇔p,Base Hypertension(yes) where p ≥ 0.9 and Base ≥ 20
• Age(ωAge) ≡p,Base Hypertension(yes) where p ≥ 0.9 and Base ≥ 20
• Age(ωAge) ⇒+

q,Base Hypertension(yes) where q ≥ 0.3 and Base ≥ 20.

We emphasize that we do not consider atomic consequences of the form
Hypertension(yes)⇒p,Base Age(ωAge) because we do not consider them as con-
sequences of Age ↑+ Hypertension. Note that the 4ft quantifier⇔p,Base is sym-
metric and thus the ruleAge(ωAge)⇔p,Base Hypertension(yes) means the same
as the rule Hypertension(yes) ⇔p,Base Age(ωAge). In addition, the quantifiers
≡p,Base and ⇒p,Base are also symmetric [15]. Also note that the boundaries
p ≥ 0.9, q ≥ 0.3 and Base ≥ 20 can be changed on the basis of experience.

We present the meaning of particular atomic consequences of the item
Age ↑+ Hypertension of domain knowledge (we assume p ≥ 0.9, q ≥ 0.3 and
Base ≥ 20) in more detail below.

The rule Age(ωAge) ⇒p,Base Hypertension(yes) means that at least 100p
per cent of patients described in the data matrix ADAMEK who are old have
hypertension and that there are at least 20 old patients with hypertension.

The rule Age(ωAge) ⇔p,Base Hypertension(yes) means that at least 100p
per cent of patients described in the data matrix ADAMEK who are old or
have hypertension are both old and have hypertension and moreover that
there are at least 20 old patients with hypertension.

The rule Age(ωAge) ≡p,Base Hypertension(yes) means that at least 100p
per cent of patients described in the data matrix ADAMEK are either both
old and have hypertension or are both not old and do not have hypertension
and moreover that there are at least 20 old patients with hypertension.

Age(ωAge) ⇒+
q,Base Hypertension(yes) means that among old patients there

are least 30q per cent more patients with hypertension than among all pa-
tients described in the data matrix ADAMEK and moreover that there at
least 20 old patients with hypertension.

Tab. 3 presents an overview of all of the atomic consequences of the con-
sidered items of domain knowledge (again assuming p ≥ 0.9, q ≥ 0.3 and
Base ≥ 20). All the atomic consequences are constructed similarly to the
atomic consequences of Age ↑+ Hypertension.

The following basic Boolean attributes are used in Tab. 3:

• Age(ωAge), which is explained above
• Hypertension(yes), Hypertension(no), and Obesity(yes), which are obvious
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Table 3 Atomic Consequences of Items of Domain Knowledge

No. Item of Domain Knowledge Atomic Consequences
1 Age ↑+ Hypertension Age(ωAge) ⇒p,Base Hypertension(yes)

Age(ωAge) ⇔p,Base Hypertension(yes)
Age(ωAge) ≡p,Base Hypertension(yes)
Age(ωAge) ⇒+

q,Base Hypertension(yes)
2 Age ↑↑ BMI Age(ωAge) ⇒p,Base BMI(ωBMI)

analogously for ⇔p,Base, ≡p,Base, and ⇒+
q,Base

3 Education ↑↓ BMI Education(ωEducation) ⇒p,Base BMI(δBMI)
analogously for ⇔p,Base, ≡p,Base, and ⇒+

q,Base

4 Beer ↑+ Obesity Beer(ωBeer) ⇒p,Base Obesity(yes)
analogously for ⇔p,Base, ≡p,Base, and ⇒+

q,Base

5 Wine ↑− Hypertension Wine(ωWine) ⇒p,Base Hypertension(no)
analogously for ⇔p,Base, ≡p,Base, and ⇒+

q,Base

6 Obesity →+ Hypertension Obesity(yes) ⇒p,Base Hypertension(yes)
analogously for ⇔p,Base, ≡p,Base, and ⇒+

q,Base

• BMI(ωBMI) and BMI(δBMI ), which are explained below
• Education(ωEducation), which is explained below
• Beer(ωBeer) and Wine(ωWine) which are similar, see below.

The basic Boolean attribute BMI(ωBMI) should be understood as BMI is high.
Remember that ωBMI = {ai1 , . . . , aiK} ⊂ {a1, . . . , aL} and a1, . . . , aL are in-
tervals of rational numbers. Let us denote IωBMI =

⋃K
j=1 aij , then the sets

ωBMI can be defined e.g. such that we require that r ∈ IωBMI implies r ≥ 30.
The basic Boolean attribute BMI(δBMI ) should be understood as BMI is

low. Let us denote IδBMI =
⋃K

j=1 aij , then the sets δBMI can be defined e.g.
such that we require that r ∈ IδBMI implies r ≤ 20.

The basic Boolean attribute Education(ωEducation) should be understood as
Education is high. Remember that the attribute Education in the ADAMEK
data matrix has the categories basic, secondary, and higher. Thus we define
ωEducation such thatωEducation = {secondary, higher} orωEducation = {higher}.

The basic Boolean attribute Beer(ωBeer) should be understood as Beer
consumption in liters per week is high. The attribute Beer has categories
very low, low, medium, high, and very high. Thus we define ωBeer such
that ωBeer = {high, very high} or ωBeer = {high} or ωBeer = {very high} .

The basic Boolean attribute Wine(ωWine) should be understood as Wine
consumption in liters per week is high. It is defined similarly to Beer(ωBeer).

6.2 Logical Consequences of Atomic Consequences

Our goal is to filter out all association rules that can be understood as logical
consequences of the items Age ↑+ Hypertension, Age ↑↑ BMI, Education ↑↓
BMI, Beer ↑+ Obesity, Wine ↑− Hypertension, Obesity →+ Hypertension of



194 J. Rauch

domain knowledge. Our approach is to consider such logical consequences as
logical consequences of the atomic consequences listed in Tab. 3.

For each association rule ϕ ≈ ψ that is an output of the 4ft-Miner proce-
dure,we have to decide if it will be filtered out or not. This means that we
have to decide if the association rule ϕ ≈ ψ logically follows from at least one
of the atomic consequences ϕA ≈ ψA listed in Tab. 3. In other words we have
to decide if the deduction rule ϕA≈ψA

ϕ≈ψ is correct or not. It can be decided
however using the criteria introduced in Section 3.

1. Introduction

Formulation of the analytical question, i.e.
”What strong unknown relations among attributes in the groups Personal Char-
acteristics and Health Status are valid in the data matrix ADAMEK?”
Explanation of how to answer the question and description of the structure of the
report.

2. Analyzed Data

Overview of basic statistics of the used attributes.

3. Answering the Analytical Question

Explanation of association rules, basic Boolean attributes and 4ft-quantifiers, the
possibilities of the 4ft-Miner procedure and of dealing with known items of domain
knowledge.

4. Domain Knowledge

Explanation of known items of domain knowledge used (i.e. Age ↑+ Hypertension,
. . . ) and their consequences in the form of association rules.

5. Results Overview

Statistics of all unknown relations found, suitable statistics on particular attributes
occurrences, assertions of ”second order” such as there is no unknown rule
concerning Age, description of suitable groups of unknown relations (e.g. new
strong relations, exceptions from known relations, etc.).

6. Detailed Results

Detailed results structured in the way described in Chapter 5.
6.1 New Strong Relations

6.2 Exceptions from Known Relations

6.3 ...

7. Conclusions

Conclusions and suggestions of additional analytical questions.

Fig. 4 Outline of the Analytical Report
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7 Resulting Analytical Report

The data mining process starts with the formulation of an analytical question
which is interesting from the user’s point of view. The result of data mining is
understood here as a well written analytical report answering given analytical
question. A detailed discussion of such reports exceeds the scope of this paper.
Some remarks on this topic can be found in [20, 21, 22] Here we only outline
the analytical report answering our analytical question, see Fig. 4.

Note that the structure of the report can be modified in various ways
depending on the detailed results of data mining procedures applied. It is
assumed that it will be possible to define a suitable skeleton (or family of
related skeletons) for each analytical report.

8 Logical Calculi for Analytical Questions and Reports

Both the GUHA 4ft-Miner procedure and the logic of association rules pre-
sented in this paper are closely related to the results presented in [5]. The
book [5] tries to give answers to the questions (i) Can computers formulate
and verify scientific hypotheses? and (ii) Can computers in a rational way
analyze empirical data and produce a reasonable reflection of the observed
empirical world? Can this be done using mathematical logic and statistics?,
see also Introduction. The answers given in [5] are based on the following
scheme of inductive inference:

theoretical assumptions, observational statement
theoretical statement

·

This scheme means that if we accept theoretical assumptions and verify a
particular statement concerning observed data then we accept the conclusion
- a theoretical statement. It is important that suitable statements about data
rather than observed data lead to the theoretical conclusions. The questions
L0 - L4 are formulated in [5]:

(L0) In what languages does one formulate observational and theoretical
statements? (What is the syntax and semantics of these languages? What
is their relation to the classical first order predicate calculus?)

(L1) What are rational inductive inference rules bridging the gap between
observational and theoretical sentences? (What does it mean that a theo-
retical statement is justified?)

(L2) Are there rational methods for deciding whether a theoretical state-
ment is justified (on the basis of given theoretical assumptions and
observational statements)?

(L3) What are the conditions for a theoretical statement or a set of theo-
retical statements to be of interest (importance) with respect to the task
of scientific cognition?
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(L4) Are there methods for suggesting such a set of statements, which is
as interesting, as possible?

Answers to questions (L0) - (L2) constitute a logic of induction, answers to
questions (L3) - (L4) constitute a logic of suggestion, and answers to questions
(L0) - (L4) constitute a logic of discovery. Observational calculi are defined
in [5] as the language in which observational statements are formulated. A
typical feature of observational calculi is the effective calculability of the
(true) value of each sentence in each observational structure. Theoretical
calculi developed in [5] are statistically motivated. Theoretical sentences refer
to systems of ”possible worlds” and probability is understood as a measure
on such a system of possible worlds. Observational and theoretical calculi
are interrelated by inductive inference on statistical hypothesis tests. It is
important that in many inductive inference rules hypotheses correspond one-
to-one with certain specific observational statements. The GUHA method is
formally defined in [5] as a tool for suggesting such a set of observational
statements which are as interesting as possible.

The LISp-Miner system contains six GUHA procedures [16, 17, 23] that
were recently applied to various data sets to solve numerous data mining
tasks. The 4ft-Miner procedure is a slightly enhanced ASSOC procedure de-
fined in [5], the additional five GUHA procedures in LISp-Miner are new
procedures. However the statistical features of the GUHA method developed
in [5] were not used in the aforementioned applications. We must emphasize
that this does not mean that the statistical features of the GUHA method
are not applicable, some information on their applications is included in e.g.
in [6, 7, 8, 9]. The statistical features of the GUHA procedures were not used
because of the analyzed data sets were not suitable for the application of sta-
tistical tests of hypothesis and/or the users of the GUHA method were not
able to apply the statistical features of the GUHA procedures. Despite these
limitations, these applications led to reasonable results that were appreciated
by the owners of data sets.

The applications also led to the following conclusions and actions aimed
at enhancing the possible applications of the LISp-Miner system.

• There are various important analytical questions that can be answered
using the six GUHA procedures implemented in the LISp-Miner system.
However it is not easy to identify all analytical questions that can be
answered in the given situation.

• Such analytical questions are often related to various items of domain
knowledge that can be easily formalized. Examples of such items of domain
knowledge are presented in Section 4. A special new part of the LISp-Miner
system called LM KnowledgeSource was implemented to store such items
of domain knowledge.

• Analytical questions related to items of domain knowledge stored in LM
KnowledgeSource can be easily formulated using patterns of analytical
questions, see Section 5.1.
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• We can distinguish two types of analytical questions. Analytical questions
of the first type concern one given data matrix. An example is the an-
alytical questions ”What strong unknown relations among attributes in
the groups Personal Characteristics and Health Status can be found in
the data matrix ADAMEK?”, see section 5. We call such questions local
analytical questions.

• The second type of analytical questions concerns several data sets. An ex-
ample is the analytical question ”What differences can be found between
the data sets ADAMEK and STULONG that concern generally accepted
knowledge?”. It is crucial that the structure of the data matrices can dif-
fer even in relation to the attributes in question (see e.g. the attribute
Education). We call such questions global analytical questions.

• The consumer of the results is not usually interested in particular patterns
related to the given analytical question. He requires a comprehensive re-
port dealing with all relevant aspects of the given analytical question. We
call such analytical reports local analytical reports and global analytical
reports depending on the corresponding analytical question.

• The preparation of the analytical report is not an easy task. The structure
of the report and its additional properties depend on the solved analytical
question. It is reasonable to implement a software tool that will assist
in the preparation of the analytical report answering a given analytical
question.

• The possibilities of dealing with both local and global analytical reports
led to considerations on the SEWEBAR system for the dissemination of
analytical reports through the Semantic web [20].

The considerations presented in Sections 4 - 7 show that logical calculi of
association rules introduced in Section 3 can be useful tools for dealing with
knowledge in the data mining process. However there are numerous open
related problems. We can formulate questions in a similar way to the way the
questions (L0) - (L4) are formulated:

(K0) Are there methods for the formulation of interesting analytical ques-
tions? How can domain knowledge be used in such methods?

(K1) In what languages does one formulate useful domain knowledge?
What is the syntax and semantics of these languages? What is their re-
lation to known observational and theoretical calculi and other languages
used to deal with domain knowledge (e.g. to ontologies and ILP)?

(K2) In what languages does one formulate and present analytical reports
as answers to analytical questions. What are the ways of bridging the gap
between observational statements produced by GUHA methods and the
statements used in analytical reports for the presentation of the results of
data mining?

(K3) Are there methods for producing good ”knowledge intensive” ana-
lytical reports?
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9 Conclusions and Further Work

We have presented an approach to data mining based on analytical questions
and analytical reports answering particular analytical questions. We have
demonstrated that GUHA procedures implemented in the LISp-Miner system
and logical calculi of association rules are useful tools for dealing with such
analytical questions and related reports. Their applications are closely related
to the formal representation of various items of domain knowledge. We have
introduced a new part of the LISp-Miner system called LM KnowledgeSource
whose goal is to maintain various types of domain knowledge. The stored
items of domain knowledge can be used to both formulate suitable analytical
questions and to answer formulated questions.

Logical calculi of association rules and GUHA procedures provide partic-
ular answers to questions formulated in [5] with the goal of developing an
approach to the logic of discovery. We have formulated similar questions that
could help to develop logical calculi for dealing with analytical questions, an-
alytical reports and domain knowledge. The goal of further work is to develop
and investigate such logical calculi.
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24. Svátek, V., Rauch, J., Ralbovský, M.: Ontology-Enhanced Association Mining.
In: Ackermann, M., Berendt, B., Grobelnik, M., Hotho, A., Mladenič, D., Se-
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A Study on Recent Trends on Integration of
Security Mechanisms

Paul El Khoury, Mohand-Saı̈d Hacid, Smriti Kumar Sinha,
and Emmanuel Coquery

Abstract. Business solutions and security solutions are designed by different au-
thorities at different coordinates of space and time. This engineering approach not
only makes the lives of security and the business solution developers easy but also
provide a proof of concept that the concerned business solution will have all the se-
curity features as expected. But it doesn’t provide a proof that the integration process
will not lead to conflicts between the security features in the security solution and
also between security features and the functional features of the business solution.
For providing a conflict-free secured business solution, both the developers of secu-
rity solution as well as of the secure business solution need a mechanism to identify
all possible cases of conflicts, so that the developers can redesign the correspond-
ing solutions and thus resolve the conflicts if any. Conflict arises due to different
authorities and configuration and other resource sharing among the solutions under
integration. In this chapter, we discuss conflicts during integration of security solu-
tions with business solutions covering the wide spectrum of social, socio-technical
and purely technical perspectives. The investigated recent approaches for automated
detection of conflicts are also discussed in brief. The ultimate objective of the chap-
ter is to discover the best suited approaches for detecting conflicts by software
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developers. It spans over approaches from cryptographic level to policy level weav-
ing over the feature interaction problem typically suited for software systems. The
assessment of these approaches is demonstrated by a remote healthcare application.

Keywords: Integration, Security Solutions, Conflicts.

1 Introduction

In general, companies talk about security products whereas all of them are
actually aiming at secure products. Far from being an afterthought, security is an on-
going requirement whose alignment with business goals and technologies through-
out the software application is critical to success. Security experts developed and
standardization bodies adopted several security solutions sufficient to satisfy se-
curity requirements for specific contexts. Although these security solutions cover
a wide spectrum of contexts for IT applications, best practices and researchers
[1, 4, 10, 15, 26, 28, 30, 32, 36, 41, 47, 69] showed that they are deficient in case
they are not combined properly. Combining (i.e. composing) and integrating secu-
rity solutions is an unavoidable requirement for secure products. First, one security
solution cannot secure a complete application. To be compliant with the authori-
tative’s regulations, several security requirements over a shared system have to be
covered through independent security solutions. Second, it is cheaper and easier to
combine security solutions rather than designing new ones, a fact that even security
experts tend to procreate. These two motivations clearly show the unavoidable sit-
uations where security solutions are to be integrated. Still integration becomes of a
greater challenge in cases where IT applications produced by competing companies
(including their security mechanisms) have to be integrated [75, 76]. Last but not
least, security solutions are now available as Commercial, Off-The-Shelf (COTS)
[50]. Providing security solutions in this friendly manner (through security patterns
[51, 52, 54] and the like) easiness the means for non security experts to combine
them inappropriately assuming that: combining security solutions is equivalent to
satisfying combined security requirements.

To better understand the nature for these conflicts we turned onto social science.
It is well known in social science that for resolving conflicts1 one has to trace them
back to their roots. These roots for conflicts are classified in three categories: (i)
Position as for an authority’s point of view on a certain topic, hence conflict is due
to opposed positions (ii) Interest as of strategic importance, hence conflict is caused
by conflict between two authority’s interest in a certain topic and finally (iii) Need
as the requirement/the necessity to persist, knowing that conflicts of this category
are caused by the authority’s need of a certain topic for survival [57]. Drawing the
parallel of social science to security solutions, it becomes clear that solving con-
flicts between integrated security solutions fall into category (iii) of social conflicts.
However the different strategies discussed in [57] are not relevant to this chapter.

1 Conflict management between humans, organizations and countries whether these latter
are self-authoritative or not.
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This chapter presents a survey on the available approaches for conflict manage-
ment in socio-technical and technical security solutions. It presents a variety of
methods used for analyzing and reasoning about integration of security solutions
[1, 4, 10, 15, 26, 28, 30, 32, 36, 41, 47, 69, 70, 87, 62]. Particularly for the technical
part it reviews most of the different conflict management approaches studied in the
literature for different application layers. Although security experts studied and de-
veloped different tools for conflict detection and management, the sound integration
of security solutions remained among the incomplete challenges [44, 36, 37] as we
will point out as well in our analysis for the remote healthcare case study. We will
first highlight the security requirements of the case study, second identify the re-
quired combinations, third map the combination of security solutions to the state of
the art approaches for conflict management and finally show the open challenges for
software developers in detecting conflict for the combination of security solutions.

The rest of this chapter is organized as follows: In Section 2 we introduce the
genesis of conflicts. Then in Section 3 we describe several approaches displaying
commonalities in addressing conflict detection and varying in dealing with conflicts
resolution. In Section 4 we present our case study and points out to the scalability
challenges for the adoption of the conflicts management approaches discussed in
Section 3. Finally in in Section 5 we conclude this chapter pointing out to future
directions.

2 Genesis of Conflicts

Security solutions have been considered as the non-functional or extra-functional
aspects of the system’s behavior. An environment where a security solution is hosted
in the system is called a context. As long as the security solutions under integration
share no context then no harm is possible. Many designs rely on this hypothesis
to lower the percentage of potential conflicts; those designs fall out the context of
this chapter. For the larger set of solutions under integration we consider set out the
shared context setting as a blueprint for all conflict detection approaches classifiying
their integration approaches from motivation until solution.

The analysis of security incidents and frauds has revealed that security is often
compromised by exploiting organizational vulnerabilities [17, 7]. The call to arms
for integrating security aspects during the entire development process overlooked
the importance of the socio-technical aspect. Attackers bypass such security mea-
sures by exploiting weaknesses of the socio-technical system as a whole. Obviously,
more than one socio-technical security solutions needed to be deployed for satisfy-
ing a certain security requirement for the system organizational structure. Integrat-
ing socio-technical security solutions have been tackled in the literature by focusing
on the human aspect. Particularly at this level, reasoning over the Interest discloses
potential conflicts of interest. The crossing of different interests is a shared Trust
common to the security solutions. Furthermore, the shared context among security
solutions under integration could coat technical aspects of the organization. Specifi-
cally, this technical context includes (i) functional and (ii) non-functional segments
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of the system. First, in (i)’s case potential conflicts are specific to typical depen-
dency types of conflicts. Sure we need to point out to an old debate over the ‘nature’
of security solutions in the research community, where the question was to con-
sidered as non-functional, extra-functional or as functional. In our case we can say
that integration of security solutions is not immune to dependency conflicts, that is
typical for the types of conflicts in functional systems, while surely considering its
non-functional nature. Second, the (ii)’s case requires further analysis especially at
more technical layers of the system where intruder models are introduced for each
security solution. The combination of security solutions, could enrich the intruder’s
strategies. This is typically the case of integration of multi party security solutions
such as security protocols.

This review chapter covers the integration solutions ranging from cryptographic
ones to organizational ones such as the access control. Our main guideline in
studying these integration methods is to try to classify the roots and the reason-
ing methodologies as much as possible. We aim at identifying approaches (and their
corresponding tools) useful for verifying the soundness of the integration of security
solutions in conventional applications such as remote e-Health assistance described
in the end of this chapter.

3 Composition of Security Solutions

We outline the review for this survey in Figure 1. The shared context as previ-
ously defined is the elemental root of the classification of causes for conflict. This
shared context can be leaning towards technical system managed by humans known
by Socio-Technical, or strictly Technical systems. The integration of security solu-
tions in Socio-Technical is presented in Section 3.1, whereas in Technical systems
it is presented in Section 3.2. Furthermore we identify two additional categories for
technical systems, Functional and Non-Functional. As shown in Figure 1 these two
categories are types of root causes for conflicts caused by security solutions un-
der integration. Based on the literature we identify three major technologies where
conflicts are studied, namely Policy-based Models, Security Protocols and Crypto-
graphic Solutions. In Figure 1 we showed the context of cryptographic solutions
taken from the security protocols, further details on the rational behind this classifi-
cation is provided in Section 3.2 where we review security protocols and in Section
3.2 where we review cryptographic solutions. The policy-based models are reviewed
in Section 3.2. As with regards to the functional category we identify Feature Inter-
action for conflict detection and resolution. Further details about this category are
shown in Section 3.3.

3.1 Composition of Socio-technical Security Solutions

Contracts establish trust between organizations and bound their parties, i.e. employ-
ees, and organizations, to deliver authentically the intended job. In order to enforce
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Fig. 1 Classification of the Common Context for Conflicts in Integration of Security Solutions

these contracts at the service level, several studies were pursued on discovering
correct organizational configuration. Such configuration require no improper act re-
sulting in undermining confidence in the organization. Conflicts of interest which
is solved through Separation of Duties constraints occurs when an individual or
organization has an interest that might compromise their reliability. Conflicts of in-
terest are often discussed in the context of role-based access control (RBAC) models
[4, 1, 2, 3] where the particular focus was for members (user/groups) belonging to
two or more roles. This type of conflict is denoted as role-role conflict that is also
studied as Separation of Duty (SoD). Advanced explanation based on user-roles
assignments given in [4] distinguished between static and dynamic SoD. They con-
ducted their study over a reference model that considers three distinct entities to
be combined: users, privileges, and roles. Privilege denotes an access mode on an
object, and a role denotes a set of privileges. They defined authorization relations
among User-Role, Role-Role and Role-Privilege. Their analysis for detecting SoD
violation was based on their previous work in [5] that analyzed role graph model
representation for these SoD constraints violation.

Additional studies dealt with situation where users are assigned to mutually
exclusive privileges [5, 1], i.e. privilege-privilege conflicts of interest. In addition
to the previous conflict of interest or the separation of duties enumeration they re-
ferred to the object-based separation of duty. An object-based SoD controls that a
user may perform two different operations on different objects, but may not per-
form these two operations on the same object. These works targeted more refined
vision on organization than the previous ones. Furthermore, in [11, 12, 13] authors
proposed to model, using UML-with-classes or UML-with-OCL, the RBAC models
for detecting conflicts of interest. These approaches use specific domain constraints
that will be checked statically or dynamically. However, they do not analyze orga-
nizational requirements to understand why such constraints should be introduced
and the effects of their introduction, so major constraints could be omitted or minor
constraints could affect system functionalities.

Indeed, security is often compromised by exploiting loopholes in the security
policies adopted by the organization rather than by breaking protection mecha-
nisms such as encryption or security protocols [77]. On the other hand, different
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approaches mainly targeting requirement engineering argue against this kind of
deeper analysis [6, 8, 10]. They consider a major source of system vulnerabili-
ties the presence of conflicts among requirements of the system prior to the ser-
vice level. The importance of all previous works is crucial but it is somehow true
that [11, 12, 13, 5, 1, 4] enumerated conflicts rather than understanding why and
when they occur. Specifically in [10] the authors described how those studies were
not driven by legal requirement2 which is the essence of ‘contract’ which makes
[11, 12, 13, 5, 1, 4]’s definitions intuitive, but not justified.

The approach presented in [10] extends those works by considering both
entitlements and objectives rather than only objectives. The Secure Tropos method-
ology adopts the SI*3 modeling language [10] for the acquisition of the require-
ments model. SI* employs the concepts of actor, goal, and resource: an actor is an
intentional entity that performs actions to achieve goals; a goal is a strategic interest
of an actor; a resource represents a physical or an informational entity. A graphi-
cal representation for SI* presents actors as circles, goals as ovals and resources as
rectangles. The Secure Tropos methodology allow for every actor a set of objec-
tives, entitlements, capabilities. The objectives are goals intended to be achieved or
resources required by the actor; The entitlements are goals and resources controlled
by the actor; and finally, the capabilities are goals and resources that the actor is able
to respectively achieve and furnish. Interesting and proper to this socio-technical
nature is that SI* adopts the notions of trust of permission and trust of execution
to model the expectation of one actor (the trustor) about the behavior of another
actor (the trustee) on a goal or resource (the trustum). It also employs the notion of
permission delegation to model the transfer of entitlements (the delegatum) from an
actor (the delegator) to another actor (the delegatee), and the notion of execution
dependency to model the transfer of objectives (the dependum) from an actor (the
depender) to another actor (the dependee).

Using the Secure Tropos methodology and ST-Tool formal framework, the au-
thors of [6] modeled the organization requirements with the corresponding relations
among actors and detected conflicts of interest during requirements analysis. They
classified conflicts of interest as Attorney-in-fact conflict, where some (possibly per-
sonal) interests of the delegatee interfere with the interests of the delegator; Role
conflict, where an agent is assigned a role whose interests collide with those of the
agent; and finally self-monitoring conflict, where an actor is responsible for mon-
itoring his own behavior. The tool was able to detect the presence of such models
inside the global organization model and highlight a conflict of interest.

These kind of conflicts are elemental to fulfill any methodology toward a secure
product. Nevertheless, as we will show in Section 4 we do not consider them funda-
mental for software developers in front of direct application of composable security
solutions provided as COTS. These approaches are to be used prior to when software
developers starts their work, in contrast to approaches we show hereafter.

2 The authors in [10] considered the study presented in [14] as their argument.
3 SI* is read as “see star”.
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3.2 Composition of Security Solutions Sharing Technical Context

The composed security solutions might overlap over some of their own data (i.e.
not the one belonging to the system, belonging to the solutions under integration).
Examples are key distribution and roles. Hereafter we go through known security
solutions starting by composition of security protocols in Section 3.2, then the com-
position of cryptographic solutions in Section 3.2 and finally with integration of
policy-based solutions in Section 3.2.

3.2.1 Composition of Security Protocols

Security protocols can be seen as multi-party algorithms. Their role is to provide
security requirements among several peers. The abstraction models used in this pro-
cess guided researchers to abstract cryptographic primitives [31] and consider them
as black boxes. Moreover, security experts identified intruders models (e.g. Dolev
Yao [31]) that could fail the fulfillment of these requirements. Using formal models
and theorem provers [33, 34, 35], security experts are able to prove whether a se-
curity protocol is correct. Although remarkable efforts have been devoted to these
issues, still they do not scale to bigger protocols; For instance, protocols specified
to run different instances concurrently over the web [33, 35]. Even when running a
complex protocol (composed from smaller protocols) in the same environment, it is
highly possible to unsatisfy the security requirements satisfied independently. New
and unpredicted behaviors for intruder can possbily take advantage of several data
of the protocol to act as adversary [37]. In [38] they established the multi-protocol
attack that requires more than one protocol to occur. This has been illustrated in [39]
using configurations that particularly increase the potential for this attack.

Divide and conquer is a typical strategy for complex protocols, particularly when
smaller protocols are already proved to be correct independently [32]. The works
presented in [42, 40, 41] provide sufficient conditions for composition. Furthermore,
they claimed a complex protocol to be secure when the correctness of all its smaller
protocols is guaranteed under shared context. The standard protocols found in liter-
ature usually do not meet these requirements, and thus the theoretical possibility of
multi-protocol attacks remains.

Still such an approach may not lead to fruitful results since the resulting protocols
could be large, and do not scale to current methods [36]. The conducted research in
that direction has shown two ways for composing security protocols, (i) sequentially
where they run one after the other and (ii) integrally where they run concurrently
while sharing different non-functional data such as encryption keys, session identi-
fiers [36]. In those directions we selected the works of Cremers [37] and Datta et al.
[43] in order to illustrate the major efforts.

In [37], the author redefined the multi-protocol attack and experimented on the
composition using the tool in [33] that uses a hybrid theorem-proving/model check-
ing algorithm. The experiment was conducted on a set of security protocols for three
security properties: secrecy and non-injective agreement as well as non-injective
synchronization that are two forms of authentications. Their conclusion showed the
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non-possibility to verify an environment with all these protocols in parallel. Instead,
they tested all possible combinations of two or three protocols from their set. When
such a test yielded an attack, it was verified automatically whether the attack actually
required multiple protocols, or could be mounted against a single protocol. During
this process the authors discovered 163 new multi-protocol attacks. Moreover they
discovered 23 out of 30 protocols, that had security correct claims separated but
for which multi-protocol attacks existed. The analysis of the behavior for these new
multi-protocol attacks led to two recurring behaviors: (i) Protocol updates and (ii)
Ambiguous authentication. (i) is present when a second protocol, shares the same
key structure of the initially deployed security protocol, which is very similar to the
first one. Such a situation makes multi-protocol attacks (e.g. to a man-in-the-middle)
very likely. Moreover, in (ii) the authentication protocol sets up session keys for
other follow-up protocols. The resulting composition consists of the authentication
protocol and the protocol that uses the session key. In this work the author showed
that there can be a multiprotocol attack involving different follow-up protocols. Fi-
nally the author showed possible prevention methods for the multi-protocol attacks
using context-aware tagging scheme that is ensuring that two protocols are different
using unique tagging schemes.

One of the recent significant developments in compositional protocol analysis is
Protocol Composition Logic (PCL) [43]. PCL provides support for compositional
reasoning, and has been applied in a number of case studies. While the PCL approach
is quite general, it cannot, in contrast to the previous approach, be easily automated
[44]. In PCL, a first notation is introduced to define terms, which in turn are used
to define protocols. For such protocols, an execution model is defined, assigning to
each protocol a set of possible execution histories, called runs. Then, a protocol logic
is defined in order to reason about (sets of) runs of a protocol. This logic is proved
sound with respect to the execution model. This means that if one proves a property
in terms of the protocol logic, such as Receive(. . ., m), then a similar property should
hold for the corresponding set of runs in the execution model, such as “receive . . ., m
has occurred in the protocol run”. While the authors proved several protocol compo-
sitions [45], lately Cremers [44] pointed out several weak points in the proof provided
by this composition language opening the scope for enhancements.

In general and as specified earlier the work on security protocols abstracted the
cryptography complexity by considering it as a black box, a claim that is not intu-
itively obvious. Actually in the cryptography community there have been big efforts
to discover whether it is possible to abstract sign, encrypt and other primitives as
one abstract type of signature (like its actual representation in the conducted formal
studies on security protocols through sign).

3.2.2 Composition of Cryptographic Solutions

Proofs of security protocols are independent of cryptographic details by abstracting
the cryptographic operations. This is typically the case of Dolev-Yao model, which
treats cryptographic operations as a specific term algebra. It may create issues when
specific security primitives are combined naı̈vely, for instance we consider Sign
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& Encrypt vulnerability to surreptitious forwarding in asymmetric cryptography.
Let Alice sign & encrypt ‘I love you’ to Bob, but Bob re-encrypts Alice’s signed
message for Charlie. In the end, Charlie believes Alice wrote to him directly ‘I love
you’, and can’t detect Bob’s subterfuge. Bridging the gap between formal methods
and cryptography received fare amount of attention in the literature [46, 64, 55, 65].

Starting with [46], the authors provided a crypto-library with cryptographic com-
posable operations where the abstract and the cryptographic versions are sound
within the context of arbitrary surrounding interactive protocols. They proved a
set of primitives for arbitrary, cryptographically secure public-key encryption and
signature systems, enhanced by additional operations like tagging and randomiza-
tion. Therefore the protocol designed via the abstraction of these primitives surely
won’t lead to efficiency problems. The presented primitives in the abstract library
consist of Dolev-Yao-style primitives that are safely realized by a cryptographic
implementation under different assumptions. The library provided works in a reac-
tive setting. It means that the library can provide cryptographic primitives for more
complex protocols with more powerful adversaries while preserving their security

Fig. 2 Cryptographic Design Patterns and their Purposes from [55]
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properties. Interestingly the PCL discussed in 3.2 was complemented with Com-
putational PCL, which is sound with respect to the complexity-theoretic model of
modern cryptography [43].

In contrast to security solutions, already the composition of cryptographic
function by non security experts is provided. Nevertheless, the composition of cryp-
tographic mechanisms has to comply to very strong constraints, particularly the or-
der in which the composition occurs.

Beyond best practice, the work in [55] presented more insight on the cryp-
tographic operations. They considered four requirements, i.e. confidentiality, in-
tegrity, authentication and non-repudiation, and their corresponding four solutions,
i.e. encryption/decryption, generation/verification of Modification Detection Code
(MDC), generation/verification of Message Authentication Code and digital sign-
ing/verification. While all the requirements are typical for most scenarios, the com-
position of their solutions is limited. Therefore the authors presented all possible
compositions as patterns using their Tropic pattern cryptographic language and
corresponding Cryptographic APIs. To summarize, figure 2 shows the resulting
composed cryptographic design patterns that are supported. Furthermore, in this
study the authors have shown how their Cryptographic API (whether standalone
or composed) can be used easier compared with other Cryptographic API pro-
vided by others, for example IBM (Common Cryptographic Architecture [66]), RSA
(Cryptoki [67]) and Microsoft (CryptoAPI [68]).

The work presented in this category can be considered exploitable by non-
security experts. Except that novice security users, such as software developers, are
unable to compare and contrast all these low level cryptographic solutions.

3.2.3 Composition of Policy Based Models

The right for privacy and the need to meet the confidentiality requirement of
sensible data are protected by laws and regulations spanning over the four conti-
nents [16, 18]. This motivation to research encouraged studies on access control
solutions varying from firewalls, to operating systems, database management sys-
tems, network routers, and lately web services. Different access control models and
frameworks were proposed [22, 21, 23, 24, 25]. In those models different kinds of
conflicts might occur. We already highlighted conflicts of interest in Section 3.1
which could violate the Separation of Duty constraints. Obviously, the specified ac-
cess control policies for these models could share some of the access control model
primitives, such as subject, role, resource. . . For as many models as there exist,
there is at least one corresponding approach for conflict management when different
evaluations are retrieved from different applicable policies [30, 29, 26, 27, 28, 15].
In [30] they presented an off-line, static analysis of authorizations and obligations
policies to determine modality conflicts (i.e. also known as clash) and application
specific conflicts that is specified by external constraints expressed as Meta-policies.

An emerging access control model for organization is Or-BAC4 [24]. Or-BAC
is based on Rule based access control (Rule-BAC) where access control policies

4 Organization Based Access Control.
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are centered around the concept of organization. In these models access control
policies are defined as set of rules, i.e. Condition→ Authorization where Condition
is a set of constraints over the subjects, actions and objects. In [27, 28] the authors
analyzed conflict management for Rule-BAC Model and pointed out several failures
, e.g. Rule-BAC is only capable of detecting actual conflicts not potential ones as
the required computation is shown to be undecidable. Later, they showed how to
manage conflicts in Or-BAC where the concepts of role, activity and view are used to
specify the policy independently from concrete implementation of subjects, actions
and objects in the system. Similarly to Rule-BAC, they assigned priorities to access
control rules for managing conflicts in Or-BAC. Nevertheless, they overcame the
difficulties of Rule-BAC using inheritance mechanisms and separated constraints
specification [28] with tractable problems computable in polynomial time. They
also described a tool called MotOrBAC, for managing conflicts.

eXtensible Access Control Meta Language (XACML) [19] is nowadays a stan-
dard for fine grained authorization for Web Services (WS). Underlying this language
there is an access control model that supports several enforcement points connected
to one or more centralized decision points. While this is the major benefit for spec-
ifying distributed access control policies in companies with distributed architec-
tures [20], it could ends up as a major drawback. Subjects, Resources, Roles and
other RBAC primitives might be shared in specific XACML policies applicable to
requesters. Internally to XACML, the standard provides rules and policies combina-
tion algorithms (Deny-overrides, Permit-overrides, First-one-applicable and Only-
one-applicable) with different strategies (based on priorities) for solving clashes
between XACML policies sharing RBAC primitives5. Nevertheless, in some cases,
administrators prefer to highlight the clashes between the access control policies
prior to the application of any combination algorithm. In [29] the authors pro-
posed a conflict analysis approach using Free Variable Tableaux. Using this ap-
proach they were able to detect modality, propagation, separation of duties and time
constraint conflicts. Furthermore, they provided a friendly representation of the con-
flict’s cause. With a different motivation, [15] studied the potential access control
conflicts in virtual organizations (VO). They motivated their approach by using two
possibly conflicting decision makers, i.e. the resource owner and the data owner.
Even if regulations are firm toward the decision that have to be taken in those cases,
still at the service level these conditions have to be verified. On contrary to previous
approaches, this approach allows parties of the VO to specify their preferences to
the administrator concerning the integration approaches for their policies with the
policies of the other parties.

Policy based security at the network layer had its share of attention [69, 70].
Configuring security policies for firewalls that provide flexible traffic control and
data protection schemes for IP networks, is a critical task. The thousands of poli-
cies that exist in different devices of the network have to be checked for intra- and
inter-policy conflicts. In [70] they indicated that 30% of expert system administra-
tors made configuration mistakes that lead to serious policy conflicts. In this work

5 Technically in the target tag of XACML language.
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the authors classified conflicts through filtering network security policies. They pre-
sented guidelines for identifying and rectifying conflicts in traffic flow control and
protection. Specifically, they highlighted shadowing and spuriousness conflicts in
traffic flow control, as well as for nested/overlapping security sessions in traffic pro-
tection. In another work [69] the author presented the Firewall Policy Advisor for
filtering and protecting firewall policy from rule anomalies. They defined a number
of firewall policy anomalies in both centralized and distributed firewalls and then
proved that these are the only conflicts that could exist in firewall policies. They
provided a tool that alarms administrators to change conflicting policies.

The composition of security solutions might not occur on security shared data
in all cases. Interestingly an old, but still tickling, area of research enlightened us
on such contexts. In Section 3.3 we show how conflicts are managed in feature-
interaction approaches.

3.3 Composition of Security Solutions Sharing Technical and
Functional Context

It is obvious that a functional resource could be the data to be secured by a com-
posed security solution. This part of conflicts have been tackled mainly through the
feature interaction community, initially dedicated for Telecommunication [87, 71].
The typical scenario for feature interaction is the following telephony one that we
show briefly for clarity (taken from [87]).

A subscribes to originating call screening (OCS), with user C on the screening
list, and user B subscribes to call forwarding (CF) to user C. If A calls B, and the
call is forwarded to C, as prescribed by Bs feature CF, then As feature OCS is com-
promised. Clearly, if the call is not forwarded, then the CFB feature is compromised.
These kinds of interactions can be very difficult to detect (and resolve), particularly
since different features may be activated at different stages of the call cycle, and
indeed at different locations both outside and within the network.

In a software system, functionality can be thought of as a feature. In order to
make the complexity of modern software systems manageable their functionality is
increasingly being decomposed into features. A survey dedicated to feature interac-
tion is presented in [71]. In [71] we find an intuitive definition for feature as a set of
logically-related requirements and their specifications, intended to deliver a partic-
ular behavioral effect. A feature often delivers tangible end user value [78, 79]. In
contrast to security requirements, in this case a requirement is an expected func-
tional behavior from the system. Adding up features or subtracting them in the
system might conduct to unpredicted situations. This is logically sound to our earlier
outline presented all along this chapter. The system in this case is the shared context
and each feature is similar to a security solution that is added. Hence, if more than
one feature share the same resource(s) then they can influence each others behavior.
This interaction could be good in the sense when the modification of the system
behavior is functionning as the planned desired one. Nevertheless if it results in
undesired behavior then it is a bad interaction. This problem is known as feature



A Study on Recent Trends on Integration of Security Mechanisms 215

interaction problem [80, 71, 82, 81]. Feature interactions which lead to conflicts are
obviously bad ones and are generally the subject matter of feature interaction prob-
lem. Undesirable means that there won’t exist a system that can run properly with
the integrated features mutually available and running. Feature interaction problem
is one of the major challenges of feature-based software development. Research
in feature interaction deals with the avoidance, detection and resolution of feature
interactions [83, 80, 82, 81, 84, 85].

Manual detection of all conflicts and dependencies is inefficient and error-prone.
Automatic detection of conflicts and dependencies is the requirement of feature-
based software engineering today. There are different formal approaches, like logic-
based, state-based, graph-based, etc. [87]. Graph transformation is an approach
supported by available tools like AGG [86] to study feature interaction problem
and detect conflicts and dependencies automatically. Graph is used as an abstract
representation of many problems in Computer research. We select such a common
approach to describe it based on a special type of directed graph called attributed
graph.

An attributed graph G = (V,E,s,t) is a directed graph consisting of a set V of
vertices and a set E of edges.
Source and target functions s,t : E → V respectively return the initial node and the
final node of an edge. Moreover, both the vertices and the edges of G are decorated
by a number of attributes, i.e. names with a value and a type.

The graph defined above is basically a multigraph which allows multiple edges
between two given vertices. Graph transformation is a rule-based modification of a
Graph G into a graph H. The rules are the production of the graph grammar. Graph
grammar approaches transform attributed graphs using graph grammars. There are
different graph grammar approaches, mainly matrix graph grammars [88] and cate-
gory theory-based graph grammars [88]. The second one is supported by practical
tools such as AGG [86] based on graph transformation. For conflict and dependency
detection for our problem it is sufficient.

In a graph transformation two kinds of non-determinism are observed: for each
production several matches may exist and several rules might be applicable in dif-
ferent orders. Considering the case where two graph transformations can be applied
to the same host graph, the result might be the same, regardless of the application
order. Otherwise, if one of two alternative transformations is not independent of the
second, the first will disable the second. In this case, the two rules are in conflict.
Conversely, two transformations are said to be parallel independent if they modify
different parts of the host graph and ultimately end up to the same graph. This situa-
tion can be described by the mathematical property called confluence in the parlance
of general rewriting system. It is known that graph transformation can be thought of
as a graph rewriting system [87].

In brief, confluence can be defined using reduction sequence that terminates to
an element after several reduction steps6. This can be illustrated as follow: Let a,b,

6 A reduction sequence that terminates for wn, is written as: W →∗
I Wn.
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c ∈ S, with a→∗ b and a→∗ c. If a is confluent, there exists a d ∈ S with b→∗ d
and c→∗ d.

There are different variants of confluence, like local confluence, semi-confluence,
strong confluence, etc. Interested readers may refer to [87] for more details.

If a system is not confluent, it gives rise to conflicting situations. Detection of the
conflicting situations can be done by Critical Pair Analysis (CPA). CPA is known
from term rewriting and used there to check if a term rewriting system is confluent.
It has been generalized to graph rewriting. Critical pairs formalize the idea of a
minimal example of a conflicting situation. From the set of all critical pairs we
can extract the objects and links which cause conflicts or dependencies. We invite
readers to consult the short manual provided by [53] for deeper understanding of
AGG and CPA.

Conflicting and depending rules are called critical pairs. AGG (Attributed Graph
Grammar) tool provides all the graph transformation steps discussed above. Using
AGG we can find out conflicts and dependencies using CPA. The CPA GUI gives
clear and sufficient information about critical pairs [86].

Nevertheless, as feature is an abstract concept that represents the functional be-
havior of part of a system, several other approaches conducted different kind of
analysis. In software engineering, for instance, they are represented in requirement,
static and dynamic views of UML [83]. UML is one of the common means for
representing static and dynamic views through case, sequence and state diagrams.
Moreover, in Aspect Oriented Programming support for Separation of Concerns in
software development was modeled as features. Research studies were conducted to
discover undesirable interactions between different concerns or aspects using fea-
ture interactions[48, 49]. These feature interaction based approaches are not appro-
priated to security solutions rather only used as means for checking a consistent
combination. Scalability could be the burden for such research direction. There-
fore they are incapable of handling our requirement for the integration of security
solutions.

4 Smart Items Case Study

We have introduced the necessity for conflict management approaches earlier in
this chapter, then we have detailed several approaches targeting different application
layers. Specific assessments were provided correspondingly to these approaches. A
realistic assessment should position all these approaches (in addition to their own
objectives) with respect to the industrial needs in developing secure products.

This section discusses these approaches with respect to an industrial case study
(simulating real life applications) developed to promote remote healthcare assis-
tance to elderly people. This application extends traditional Tele-Cardiology appli-
cations using the facilities of a domestic house7 and other intelligent devices. This

7 The domestic house, or smart home, is provided by the Domus Labo-
ratory at the University of Sherbrooke, online description is available at
http://domus.usherbrooke.ca/?locale=en.

http://domus.usherbrooke.ca/?locale=en
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system should support the discovery, interaction and collaboration among doctors,
pharmacists, patients, social workers and emergency medical teams in the health
care realm and, in particular, during emergency situations. Obviously, in our quest
toward secure applications we need to combine security requirements, possibly
conflicting ones.

Briefly, patient’s health condition can be monitored through various wearable
medical sensors worn as washable smart T-shirts. All these sensors form the Body
Sensor Network (BSN). The measured data are collected and pre-processed by a per-
sonal mobile hub such as Smart Phones. Similarly, the patient’s house is equipped
with a sensor network and a local server, which centrally processes the sensor data
for monitoring the activity of the patient and the environmental setting. In the re-
mainder, we refer to it as the smart home [73, 72]. The information collected by the
BSN and smart home are sent to the Monitoring and Emergency Response Centre
(MERC), the organization responsible for the maintenance and storage of patient
medical data, such as the Electronic Health Record (EHR). MERC processes such
data to have a constant snapshot of the patients’ health status so as to promptly ini-
tiate proper healthcare procedures when a potential emergency alert is identified.
Each actor (e.g., doctors, social workers, etc.) is provided with an eHealth termi-
nal, i.e. a PDA, which runs eHealth software designed to support medical requests
and reports in compliance with MERC. In this setting, MERC and the other actors
within the system have to process collected data and protect them from unauthorized
access along the lines set by the actual data protection regulations, like the Directive
95/46/EC [16] of the EU.

Among the possible application scenarios in the remote healthcare system, we
focus on an emergency situation. In the case of alert, the rescue request with patient’s
location is sent by MERC to the emergency team asking for assisting the patient.
The assigned rescuers are granted access to the patient’s EHR and last medical data
collected by the BSN. When the patient is found and rescued, the emergency team
sends a notification to MERC with comments regarding medicines administrated
to the patient. The details of this scene are depicted in Figure 3 through the Web
Services and clients’ Graphical User Interfaces orchestrated by MERC.

The prototype is implemented using the Service Oriented Architecture paradigm
(SOA). SOA is a blueprint for an adaptable, flexible, and open IT architecture for
developing service-based, enterprise-scale business solutions. An enterprise service
is typically a set of Web Services combined with business logic that can be accessed
and used repeatedly to support a particular business process. In our implementa-
tions, Business Process Execution Language (BPEL) is used for orchestrating the set
of Web services involved in an enterprise service. The emergency scene8 presents
strong security, dependability and privacy requirements. We reported few of them
in Table 1. We highlight the security requirements for one particular actor in one
act of this scenario, namely Req 4 and Req 6. The MERC shall keep the EHR data
confidentially stored, the communication with any of the other actors guaranteeing
integrity and confidentiality of the data exchanged.

8 The emergency scene is one of the two scenes demonstrated at Information and Commu-
nication Technologies (ICT) 2008 [74].
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Fig. 3 Emergency Situation of the Smart Items Case Study

Table 1 Some sample security, dependability and privacy requirements for the Emergency
scene

Req 1 The Smart T-Shirt data should be kept confidential for all requesters except the
MERC.

Req 2 The doctor discovery process shall successfully terminate in 1 minute (i.e., one
and only one doctor shall proceed in assisting the patient). Beyond one minute,
the MERC shall manage the situation as an emergency and invoke the rescuers.

Req 3 The system shall guarantee that the commitment of actors (e.g., doctors, rescue
teams) to actions cannot be later repudiated.

Req 4 Each communication between MERC and the e-health terminals of the selected
doctor and of the medical team shall guarantee integrity and confidentiality of
the data exchanged.

Req 5 Similarly, each communication between the e-health terminal of the selected
doctor, the medical team and the patient e-health terminal shall guarantee in-
tegrity and confidentiality of the data exchanged.

Req 6 The selected doctor and the medical team using the e-health terminal shall re-
motely be identified, authenticated and granted access to the patient’s Electronic
Health Record to retrieve his health status.

Technically, the MERC has to orchestrate between all the actors of the scenario.
The means used relies on different architectures such as client− server, e.g. when
the doctor is consulting the patient’s diagnostics or the MERC agents localizing the
patient, peer− to− peer, e.g. in cases where the Web Service (WS) firing the pa-
tient’s assistant request is invoking the emergency WS that initiates the activeBPEL
workflow of the MERC, and others such as publish−&− subscribe that falls into
our other scenes.
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To satisfy these requirements we adopted the security patterns approach where
it is possible to deploy security solution as COTS with easy to use implementa-
tion [9, 74]. Still our aim is to apply much more security solutions from different
layers captured as security patterns9. We deployed (i) fine grained authorization
with XACML implementation [51], (ii) Brokered authentication using WS Trust
implementation [9], (iii) Secure Channel using SSL with client certificate [9], (iv)
Trusted Platform Module [89] and still need much more. The approach we have
demonstrated in our previous work showed how easily software developers can ap-
ply security solutions by means of easy-to-use implementations of security patterns
[74]. Nevertheless these solutions still without any proof that their integraton over
shared context is still correct as it was independently. Actually this isn’t feasible be-
cause it challenges the scalability of all the approaches presented in Section 3. As a
matter of fact the security solutions/patterns listed from (i) to (iv) can be verified, in
some cases, separately by the conflict management approaches shown in this chap-
ter. From Section 3.1 experts can detect if the policies administrated at the MERC
level violate SoD constraints, from Section 3.2 experts can check whether the com-
bined communication channels still provide their corresponding requirements, and
as a final example experts can borrow approaches from 3.2 to provide tools for
security administrators to correctly configure the access control policies. It is true
that combining security protocols might not be required in our scenario but it is of
use in online video store application and the like. Our work on security patterns
bridge the gap between experts and novice security users and provide security to
software developers. Still such an approach can not be adopted without correspond-
ing approaches for managing conflicts of combined security solutions suitable for
software developers. Eventually, feature interaction problems and their approach in
handling conflicts from the integration of security solutions seems the most reason-
able starting point toward conflict management approaches for security patterns.

5 Conclusion and Future Work

Today’s pioneer organizations recognize that performance accelerates when infor-
mation security is driven into the very framework of a business. Business applica-
tions are moving from standalone systems to Service-Oriented Architectures. This
collaboration can use Information Technology to achieve a closer integration and
better management of relationships between internal and external parties. How-
ever, the current practice of security engineering is hampered by the fact that it
is not considered as an integral part of system engineering. As a result, imple-
mented security solutions often need to be integrated. In this chapter we reviewed
the main approaches regarding integration of security mechanisms. We classified
and then described the types of conflicts that may arise when integrating secu-
rity mechanisms. We reviewed several approaches and outlined their commonalities

9 A security pattern describes a particular recurring security problem that arises in specific
contexts, and presents a well-proven generic solution for it [52, 51, 54]. Our approach for
security patterns adopts the SERENITY approach [9].
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regarding their ways of addressing conflict detection and their differences regarding
their ways of dealing with conflicts resolution. We’ve already started the work on
our new approach based on features interaction which is also scalable to other secu-
rity solutions including security protocols. We consider to improve it by considering
the support of intruder models for analysing and comparing existing approaches.
Furthermore we plan on considering also the integration of security solution over
modelling languages such as UML, particularly UMLsec ans SecureUML to allow
reasoning mechanisms for software developers adopting those kind of approaches.
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Monitoring-Based Approach for Privacy Data
Management�

H. Meziane, S. Benbernou, F. Leymann, and M.P. Papazoglou

Abstract. This chapter addresses the problem of managing private data in ser-
vice based applications ensuring end-to-end quality of service(QoS) capabilities.
The proposed approach is processed through monitoring the compliance of privacy
agreement that spells out a consumer’s privacy rights and how consumer private in-
formation must be handled by the service provider. A state machine based model is
proposed to describe the Private Data Use Flow (PDUF) toward monitoring which
can be used by privacy analyst to observe the flow and capture privacy vulnera-
bilities that may lead to non-compliance. The model is built on top of (i) properties
and timed-related privacy requirements to be monitored that are specified using LTL
(Linear Temporal Logic) (ii) a set of identified privacy misuses.

1 Introduction

The huge recent increase in web-based applications carried out on the Internet has
accompanied by an exponential amount of data exchanged by the interacting enti-
ties through web-services and the growth of consumer awareness of their lack of
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privacy. Web services are available for banking, shopping, learning, healthcare, and
government online. In the beginning, the interest of researchers and practitioners
has converged on the functional aspects of those software services and their descrip-
tion. Because of the increasing agreement on the implementation and management
of the functional aspects of those services, the interest of researchers is shifting
toward the ’non-functional’ or quality aspects of web-enabled services including
security, privacy, availability, accessibility, etc. Most of these services require the
consumer’s personal information in one form or another which makes the service
provider in the possession of a large amount of consumer private information along
with the accompanying concerns over potential loss of consumer privacy. In fact, as
the amount of exchanged information exponentially grows, the number of inappro-
priate usage and leakage of personal data is increasing, privacy has emerged and is
becoming one of the most important and the most crucial concerns and challeng-
ing issues. It is today one of the major concerns of users exchanging information
through the web, including service requesters, service providers and legislators. Ev-
eryone who has purchased anything from the Internet had led the experience of
pausing and wondering if is ”safe” to enter one’s credit card information. Clearly,
the more one is exposed to new services on the Internet and the varied personal
information that is demanded, by theses services, the more one wonders whether
the personal information that ones enters would be kept safe. The search problem
faced by Internet users today is not the lack of information from searches, but the
challenge is how the web-based applications are more trustworthy to control the pri-
vate data usage to keep more confidentiality. Such a need, leads to built and manage
service-based systems which provide desired end-to-end QoS awareness. Tradition-
ally, access control to any kind of data (e.g.private) has dealt only with authorization
decisions on a subject’s access to target resources. Obligations are requirements that
have to be fulfilled by the subject for allowing access. Conditions are subjects and
object-independent environmental requirements that have to be satisfied for access.
In today’s highly dynamic, distributed environment, obligations and conditions are
also crucial decision factors for richer and finer controls on usage of data resources.
More precisely, the challenge of private data management is how to do usage con-
trol, knowing that the private data is already used. In fact, while access control
aspect of security and privacy is well understood, it is unclear of how to do usage
control.

The need is to assess the health of systems that implement Web services. We
investigate the self-protecting service management. We are sensitive to build system
which anticipates, detects hostile activities dealing with the private data, identifies,
and protects against threats.

In response to the privacy concerns quoted above, in [5] we proposed a privacy
agreement model that spells out a set of requirements related to consumer’s pri-
vacy rights in terms of how service provider must handle privacy information. The
properties and private requirements can be checked at a design time prior to execu-
tion, however, the monitoring of the requirements at run-time has strong motivations
since those properties can be violated at run time. Thus, checking at run-time the
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compliance of the requirements defined in the privacy agreement is a challenging
issue. That issue must be properly addressed otherwise it could lead to agreement
breaches and to lower service quality. Indeed, the private data use flow must be
observed which means monitoring the behaviour of the privacy agreement. From
the results of the observations, analysis can be done to come up to an understanding,
why the non-compliance took place and what remedy will be provided enhancing
the privacy agreement.

The common approach developed to support requirements monitoring at run-time
assumes that the system must identify the set of the requirements to be monitored.
In fact, as part of the privacy agreement model, the set of privacy requirements to be
monitored are needed from which monitoring private units are extracted and their
occurrences at run-time would imply the violation of the requirements. Besides the
functional properties (e.g operations of the service), the time-related aspects are
relevant in the setting of the privacy agreement. In addition, the non-compliance or
failing to uphold the privacy requirements are manifested in terms of vulnerabilities
must be identified.

In this chapter, we propose an approach for the management of privacy data terms
defined in the privacy agreement at run-time. The approach features a model based
on state machine which is supported by abstractions and artifacts allowing the run-
time management. Our contribution articulates as follows:

1. From the privacy requirements defined in the privacy agreement, we extract a
set of monitoring private units specified by the means of Linear Temporal Logic
(LTL) formulas,

2. The set of privacy misuses is most likely met throughout the private data use is
provided. That set is not limited and can be enriched by those promptly revealed
when they occur in run-time and captured by the analysis,

3. A state machine based model is provided in order to describe the activation of
each privacy agreement clauses, that is, it spells out the Private Data Use Flow
(PDUF). The state machine supports abstractions and by the means of previous
artifacts, the behaviour observations are expressed. It will observe which and
when a clause is activated, or which and when a clause is violated and what
types of vulnerabilities happened, or which clause is compliant and etc. Such
observations lead to do reasoning to enhance the privacy agreement and enrich
the knowledge on misuses.

The remainder of the chapter is structured as follows. We start by presenting an
overview of the privacy agreement developed in our previous work in Section 2. In
Section 3, we describe the architectural support for privacy data use flow monitor-
ing. Section 4 proposes an LTL-based approach to specify the monitoring private
units and presents a set of privacy misuses. In Section 5, we present the private data
use flow model. In Section 6,7 we present the architecture of the framework and
we discuss the prototype that we have developed to implement this framework. We
discuss related work in Section 8 and conclude with a summary and issues for future
work in Section 9.
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2 Privacy Agreement Model

To make the chapter self containing, in this section we recall the privacy agreement
model specified in our previous work [5, 7]. We proposed a framework for privacy
management in Web services. A privacy policy model has been defined as an agree-
ment supporting a lifecycle management which is an important deal of a dynamic
environment that characterizes Web services based on the state machine, taking into
account the flow of the data use in the agreement. Hence, WS-Agreement has been
extended including privacy aspects. In this setting, the features of the framework are:

• The privacy policy and data subject preferences are defined together as one ele-
ment called Privacy-agreement, which represents a contract between two parties,
the service customer and the service provider within a validity. We provided ab-
stractions defining the expressiveness required for the privacy model, such as
rights and obligations.

• The framework supports lifecycle management of privacy agreement. We defined
a set of events that may occur in the dynamic environment, and a set of change
actions used to modify the privacy agreement. An agreement-evolution model is
provided in the privacy-agreement.

• An agreement-negotiation protocol is provided to build flexible interactions and
conversations between parties when a conflict happens due to the events occur-
ring in the dynamic environment of the Web service.

Informally speaking the abstraction of privacy model is defined in terms of the fol-
lowing requirements:

• data-right, is a predefined action on data the data-user is authorized to do if he
wishes to.
We distinguish two types of actions (i) actions used to complete the service activ-
ity for the current purpose for which it was provided (ii) actions used by a service
to achieve other activities than those for which they are provided.

• data-obligation, is the expected action to be performed by service provider or
third parties (data- users) after handling personal information in data-right. This
type of obligation is related to the management of personal data in terms of their
selection, deletion or transformation.

Let us illustrate the motivations through the following example dealing with a pur-
chase service where the transactions between the customer and the service is not
considered in the chapter. Let us assume that the privacy policy of the service
provider accepted by the customer is defined as follows: the service has the autho-
rization to collect email address (email) and credit card number (ccn) to complete
its activity for the current purpose i.e. the email is used to send invoices and credit
card number for the payment of the invoices. Furthermore, the service provider can
also use email address to achieve an extra activity for instance marketing purpose
i.e. the email is used to send the available products and their prices.
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Formally speaking, we define data-right and data-obligation as follows :

Definition 1. (data-right.) A data-right rd is a tuple (u,d, p,μrd), with u⊆U and
d ⊆ D and p ⊆PO and Rd = {{ri

d} j / i > 0 j > 0} , where U is the ontology of
data users and D is the ontology of personal data and PO is the set of authorized
operations identifying purposes of the service and μrd is the period of data retention
(the data-right validity), and Rd is the set of data-rights.

Example 1

1. r1
email(sp,email,send Invoice,μr1email),

specifies that the service provider sp has the right to use email for sending in-
voices during the period μr1email .

2. r2
email(sp,email,send O f f er, [ds,ds + 1 month]),

specifies that the service provider sp has also the right to use email for sending the
available products and their prices during the period μr2email which is 1 month
after both sides have signed the agreement at ds date.

3. rccn(sp,ccn, payment Invoice,μrccn),
specifies that the service provider sp has the right to use ccn for the payment of
the invoices during the period μrccn.

Definition 2. (data-obligation.) A data-obligation od is a tuple (u,d,ao,μod) with
u ⊆U and d ⊆ D and ao ∈ Ao and Od = {{oi

d} j / i > 0 j > 0}, where U is the
ontology of data users and D is the ontology of personal data and Ao a set of actions
that must be taken by the data user and μod is an activated date of the obligation,
and Od is the set of data-obligations.

Example 2

1. occn(sp,ccn,crypt, [dpay + 1 day]),
specifies that the service provider sp must crypt the ccn for a given data subject
at the end of each payment process, for instance, at dpay+1 day (μoccn).

2. oemail(sp,email,hide,μoemail)
specifies that the service provider sp must hide the email for a given data subject
at μoemail i.e. when the authorization of email retention time is elapsed.

Based on those requirements, we formalized a privacy data model as follows :

Definition 3. (A privacy data model.) A privacy data model Pd is a couple
< Rd,Od >, where Rd is the set of data-rights and Od is the set of data-obligations.

By means the proposed privacy model, we extended current WS-Agreement specifi-
cations which do not support the privacy structure and do not include the possibility
to update the agreement at runtime. In fact, a guarantee is not fulfilled because of
an event occurring in the service behavior and may change the personal data use.
The proposed extension is reflected in a new component in a WS-Agreement called
privacy-agreement.
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A privacy-agreement structure is represented in two levels:

1. policy level, it specifies the Privacy-Data term defined as a set of clauses of the
contract denoted by C between the provider and the customer. The description
of the elements defined in the privacy-data model is embedded in this level, in-
cluding guarantees dealing with privacy-data model.

2. negotiation level, it specifies all possible events that may happen in the service
behavior, thus evolving the privacy guarantee terms defined in the policy level.
Negotiation terms are all possible actions to be taken if the guarantee of privacy
terms is not respected, then a conflict arises. They are used through a negotiation
protocol between the service provider and the customer.

We also defined in this level the validity period of the privacy agreement and a set
of penalties when the requirements are not fulfilled.

In the rest of the chapter, we are interested in the first level. We will present a way
to observe the use of the private data throughout the run time, and how to capture
the compliance of the agreement related in the privacy data terms.

3 Overview of the Monitoring Framework

We devise a privacy-compliance architecture for monitoring. It incorporates three
main components discussed in this chapter, they are depicted in Fig. 1 and are
namely a private requirements specification, a PDUF Observer, a monitor. The fig-
ure assumes the web service executes a set of operations using private data. While

Fig. 1 Monitoring framework
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executing the operations of the service, the process generates events stored in a
database as logs.

In order to check the privacy compliance, the monitoring private units are ex-
tracted from the private requirements specification defined in the privacy agreement.
Monitoring private units are specified by the means of LTL formulas taking into ac-
count the privacy time-related requirements using a set of clocks.

The monitor collects the raw information to be monitored regarding the monitor-
ing private units from the event logs database. The collected data and private data
misuses stored in a database are fitted together in the PDUF Observer component
in order to check the non-compliance.

The PDUF observer observes the behavior of the private data use flow. The pri-
vacy agreement clauses are observed, which means, when a clause is activated, or
which and when a clause is violated and what types of vulnerabilities happened, or
which clause is compliant etc. A model to represent such behavior is provided. At
the end of the observations the observation results report is generated to the Analy-
sis process depicted in the figure.

From the previous observed results and reasoning facilities, the analysis pro-
cess will provide diagnosis of violations, for instance understanding why the non-
compliance took place and what remedy will be provided enhancing the privacy
agreement. It can also enrich the database of misuses by those promptly revealed
when they occur at run-time. Finally, the detection misuses component consumes
the misuses recorded in the database and identify the violation types from compli-
ant usage behavior. We will not give more details about the analysis and detection
components, they are out of the scope of this chapter.

4 Requirements for Monitoring Privacy

One of the key aspects for the reliability of the service is the trustworthiness of the
compliance of its collected private data use to the agreement. To ensure the privacy
agreement compliance, the observation of the service behaviour and its private data
use becomes a necessity. For making the compliance happen, keep track of all uses
is a fact, that is, from the result of the observations, if needed when violations are
detected, the revision of the agreement can be held and relaxed. Indeed, to make
the observation effective, two essential ingredients are required, we need to define
what kind of knowledge must be monitored and the knowledge which makes the
agreement not compliant. In this section we discuss the two aspects.

4.1 Monitoring Units for Privacy

We distinguish four types of unit to be monitored: private data unit, operation unit,
temporal unit and role unit.
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• Private data unit. The private data unit d is the core of our monitoring framework.
In fact, from the log, we need to observe only the private data and its behavior.
• Operation unit. We distinguish two types of actions (i) actions used to complete
the service activity for the current purpose for which it was provided and are denoted
by Opcurrent (ii) actions used by a service to achieve other activities than those for
which they are provided, called Opextra−activity . Those two kinds of operations are
proposed in order to know when a compliance is compromised, while the service is
running for which it was provided or for some operations else. The set of the oper-
ations is denoted Op.
• Role unit.We need to observe who will use the private data.
• Temporal unit. The analysis of time-related aspects of the privacy monitoring re-
quires the specification of operation durations and timed requirements. The instance
monitor i.e. temporal unit is defined as a temporal formula using Linear Tempo-
ral Logic (P,S,H, operators) [14]. We identify four types of temporal units, and we
denote the set of temporal units by T :

Definition 4. (Right triggering time). For each collected private data d, the right
triggering time denoted εrd is the activation time of the operation associated to the
right:
∀Ri

d ∈ C →∃ ε i
rd ∈ T | (opi

d .R
i
d)

ε i
rd is activated, where i is the i th right associated

to the private data d, C is a set of clauses in the agreement, and T is a domain of
time values. We need to satisfy the LTL formula |=ε i

rd
P opi

d.R
i
d, by means the past

temporal operator P i.e., in the past at ε i
rd time the operation is true.

Definition 5. (Right end time). For each collected private data d, the right end time
denoted βrd is the end time of the data use (operation) associated to the right :
∀Ri

d ∈ C → ∃ β i
rd ∈ T | (opi

d.R
i
d)

β i
rd is finished, and the LTL formula is |=β i

rd

P¬opi
d.R

i
d at βrd time the operation is not valid.

Definition 6. (Obligation triggering time). For each collected private data d, the
obligation triggering time denoted μod is the activation time of the action associ-
ated to the obligation: ∀Od ∈ C → ∃ μod ∈ T | (ad .Od)μod is activated. We need to
satisfy the LTL formula |=μod (ad.Od)S(¬opd .Rd), by means the since operator S
i.e., ad.Od is true since ¬opd .Rd (The formula is valid when each right associated
to the obligation is achieved).

Definition 7. (Obligation end time). For each collected private data d, the obliga-
tion end time denoted αd is the end time of the action associated to the obligation:
∀Od ∈ C →∃ αd ∈ T | (ad.Od)αd is ended, the LTL formula is |=αd P ¬ad .Od at αd

time the action is not valid.

4.2 Privacy Misuses

In this section, we identify the non-compliance or failing to uphold the agreement
manifested in terms of vulnerabilities or misuses. We provide a privacy misuses
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Table 1 Misuses identification through privacy data use flow

Requirement Compliance
Category

Misuses Type of
misuses

Data-right Use no-authorized operation opd [wrong-use];
the misuse happens when the following
formula is not valid: �|= Hopd .Rd ,

Explicit

in all the past opd is not admitted.
Retention time violation of data retention period: the mis-

use happens when the formula
Explicit

|= P ((βrd− εrd) > μrd) is valid.
Disclose-To a [wrong collector] as third party; the fol-

lowing formula is not valid: �|= Hu.Rd ,
Explicit

in all the past u is a wrong user.
Data-obligation Obligation Activa-

tion date
violation of the obligation activation, the
misuse happens when the formula

Explicit

|= P(βrd > μod) is valid.
Security on data
(delete, update,
hide, unhide,...)

Lack or failure of mechanism or proce-
dure.

Implicit

Security / 1)Loss of confidentiality and integrity of
data for flows from the Internet, 2) exter-
nal attacks on the processes and platform
operating systems since they are linked
to the Internet, 3) external attacks on the
database,...

Implicit

which is most likely met throughout the private data use. We have classified them
into two classes explicit and implicit misuses. The former one can be visualized in
our private data use flow model whereas the latter can not be identified. For instance,
security on data, accountability can not be identified in our model, so it is not in
the scope of this chapter. We classified three types of explicit misuses, temporal
misuses, operation misuses and role misuses. Table 1 summarizes such misuses.
However, the listed misuses are not unique, while run-time, some new misuses can
be detected and come to enrich the misuse database. How to detect such misuses is
not discussed in this chapter.

5 Monitoring Private Data Use Flow

In order to describe the lifecycle management privacy data terms defined in the agree-
ment, we need to observe the data use flow. Such observations will allow us to make
analysis, diagnosis and to provide reasoning on violations, for instance why the vi-
olations happen, what we can improve in the agreement for making the compliance
of the agreement happens etc. The analysis aspect is not handled in this chapter.
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Fig. 2 Private Data Use Flow (PDUF)

We propose to express the Private Data Use Flow (PDUF) as a state machine
because of its formal semantic, well suited to describe the activation of different
clauses of the privacy agreement. It is an effective way to identify privacy vulnera-
bilities, where a service ’s compliance to privacy regulations may be compromised.
It will show which and when a clause is activated toward the monitoring or which
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and when a clause is violated. The time-related requirement properties set in the
agreement are depicted explicitly in the state machine. It will specify the states of
each activated clause in the policy level. The semantic of the state machine is to
define all the triggered operations involving private data from the activation of the
agreement (initial state) to the end of the agreement (final state) . We need to keep
track of all private data use with or without violations. Fig. 2 shows an example of
the privacy data term activation for the purchase service provider.

We have identified several abstractions in relation to private data flow, private
data use abstractions and authorization abstractions. The first abstractions describe
the different states in which the agreement is -which private data is collected and
when it is used and for what and who use it- . The authorization abstractions provide
the conditions that must be met for transitions to be fired.

In this formalism, the fact that the private data has a time retention for a right
(respectively the activation time of an obligation) called fixed guard time, the pri-
vate data use time is represented by time increment in the state, followed by the
end of the right (respectively obligations) with success or a violation of that time.
Intuitively, PDUF is a finite state machine for which a set of clock variables is as-
signed denoted by Δ . A variable is assigned for each activation of the clauses (rights
and obligations). The values of these variables increase with passing the time. The
transition will take place when an operation is activated or monitoring time units
are triggered. If the temporal units are compliant to the guard times, it will happen
the transition will take place with success and no violation is recorded in that state.
However, if non-compliance is detected, the transition will take place with violation,
then the state is marked as violated.

Definition 8. (PDUF.) A PDUF is a tuple (S ,si,s f ,M ,R,Q)

• S is a set of states;
• si ∈S is the initial state, and s f ∈S is the final state ;
• M is a set of monitoring private units: set of triggered operations and/or set of

temporal units, M = {OP,T };
• R ⊆ S 2×M × 2Δ is a set of transitions with a set of operations or a set of

triggering time and a set of clocks to be initialized δd−init ∈ Δ ;
• Q : S →{δi | δi ∈ Δ , i≥ 1} assigns a set of clocks to the states.

The effect of each transition R(s,s
′
,m,c) from the source state s to the target state

s
′
is to set a status of the clauses in the agreement which means to perform an oper-

ation op ∈ OP using a private data or a monitoring time unit t ∈T is activated.
Let’s define the semantic of PDUF through the following example for the agree-

ment with a set of clauses (rights and obligations).

Example 3. Let us consider the example of a purchase service without giving de-
tails about transactions between the customer and the service. An agreement has
been signed between them setting up a set of clauses with a validity period de-
noted by validity-date. Those clauses are specified as follows: at the date date()
the agreement is activated and the service collects email address (email) and credit
card number (ccn). Those private data are used for two types of operations (1)
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to complete the service activity for the current purpose i.e. the email is used to
send invoices and credit card number for the payment of invoices. The operations
are expressed by the following rights r1

email(role,email,send invoice,μr1email) and
rccn(role,ccn, payment invoice,μrccn) (2) to achieve other activities than those for
which they are provided, for instance marketing purpose i.e. the email is used to
send the available products and their prices, that clause is expressed by the right
r2

email(role,email,send o f f er,μr2email).
When the retention times of the private data email and ccn (βr1email ,βr2email ,βrccn)

are elapsed, the corresponding obligations are triggered, Oemail(role,email,hide,μoemail )
and Occn(role,ccn,delete,μoccn). Those obligations specifying the role must hide
(respectively delete) as soon as the activation date μoemail (respectively μoccn) is
reached.

In what follow, due to the space limitation we will not comment on all the state
machine, and for the sake of clarity, we omit some details about it, such as the
clocks on the states and all the misuses etc.
States: we define four types of states:

• The initial state si represents the activation of the agreement where the first pri-
vate data of the customer is collected. In Fig. 2, si is defined by A.

• The intermediary states represent the flow of the collected private data use. By
entering a new state, a private data is used.

• to complete the activity of the service for which it was provided, identified in
Fig. 2 by Opcurrent . In the state B, the current operations are SendInvoice and
payment. In this state, the clocks δ1email and δccn are activated respectively to
r1

email and rccn and incremented passing the time.
• and/or to achieve an extra activity as depicted in Fig. 2 by Opmarketing. The

right r2
email is activated in the state C as soon as the marketing operation is

triggered. The same operation can be activated as many times as the data time
retention μr2email is valid. It is represented by a loop in the state C. The privacy
agreement remains in the same state.

• and the data use is finished (the right). For instance, the agreement will be in
the state C1 since the data retention guard time is reached, which means the
finishing time of the right is over and is denoted by βrccn.

• and/or to activate an operation dealing with the security (e.g. obligations)
when the retention time of the private data defined as a fixed time in the right
is elapsed and the time for triggering the obligations starts. For instance, such
case is depicted in Fig. 2 in the state C2, where occn is activated when the us-
age time of the date βrccn is reached and the obligation time starts defined in
the transition by μoccn.

• The virtual state labeled Failure agreement will be reached when a private data
is used to achieve the operation misuse, and/or role misuse and/or time misuse
happens regarding the clock variable values and fixed times. For instance, the
first type of misuse is identified by Opwrong−use/Forward[email] between state B
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and Failure agreement state. We call this state as a virtual state because it is
considered only like a flag of misuses.

• The final state s f represents the end of the agreement which means the validity of
the agreement is over, and either the data use in all its shapes is compliant to the
agreement or the agreement is not respected due to the misuses. The best case is
to reach the end of the agreement without any misuses as depicted in the figure
from the state E to the end-agreement state.

Transitions: Transitions are labeled with conditions which must be met for the tran-
sition to be triggered. We have identified three kinds of authorization abstractions:

• Activation conditions. We define two types of activation (i) an operation has the
authorization to collect private data to achieve the current aim of the service, for
instance, opcurrent condition on the transition from the state A to the state B, an
operation dealing with an extra activity of the service has the authorization to be
triggered. For instance, the operation opmarketing from the state B to the state C.

• Temporal conditions. The transition is called timed transition. Regarding the tem-
poral monitoring unit, we define four types of timed transitions (1) right trigger-
ing time εrd , for instance from the state B to the state C the timed transition is
labeled by εr2email along with the activation of the clock δ2email assigned to the
right r2

email (2) Right end time βrd , from the state C to state C1 the transition is
labeled βrccn, which means the ccn use is over (3) Obligation triggering time
μod , the authorization to keep the private data is finished and the obligation is
triggered, for instance from the state C1 to C2, the transition is labeled μoccn, the
operation of security must be fired (4) Obligation end time αd , the obligation is
over, for instance from the state E to the end-agreement state, we calculate the
maximum of the two end times αemail and αccn, in our case it is the best way to
finish the compliance of the agreement.

• Misuse Conditions. The transition can be labeled by all the misuses identified
in Sect. 4.2. For the misuse dealing with the operations , the target state of the
transition is failure-agreement and Back to the previous state, for instance, the op-
eration opwrong−use/ f orward on the transition between the state B and the failure-
agreement state, and back to the state B. For the temporal misuse the target state
of the transition is failure-agreement and no back to the previous state rather to
the next state, for instance, a time violation happens in D2 and the system passes
to the next state E.

6 Architecture and Implementation

Architecture
The architecture described in this section incorporates a set of components depicted
in Fig. 3, namely a Web service simulator, a requirement extractor, an event filter,
a monitor and a PDUF Observer.
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Fig. 3 Architecture of the Framework

Fig. 4 (a) private data table (b) rights private units table (c) Obligation private units table
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• Web service simulator is an environment simulating web services interactions. It
includes two sub-components, the operation execution process and a collector.
The former executes a set of operations defined in the system to fulfill the service
requirements. The collector is an editing interface, allows the provider to collect
the private data from the attached operation while it is executed. The private
data collection and the execution of the operations are considered as the events
provided by the simulator. It is important to stress that there is an assignation of
a clock variable for each activated operation and for each collected data . The
values of these variables increase with passing the time.

• Requirement extractor takes as input privacy agreement represented in an XML-
based language and extracts the monitoring private units to be monitored from the
requirements specification (rights , obligations). Theses private units are recorded
in right and obligation tables (see Fig. 4).

• Event filter, while executing the operations of the service or an invocation of the
client for providing private data, the process generates events which are sent to
the event filter. After reception, the event filter identifies its type and its relevance
to the privacy data term of the agreement being monitored, and records it in the
event log database of the framework. All the non relevant events are not tackled.

• Monitor collects the raw information to be monitored regarding the monitoring
private units from the event logs in the order of their occurrence. The collected
data and the monitoring private units stored in requirement database are fitted
together in the PDUF Observer component in order to check the compliance.

• PDUF Observer observes the behavior of the private data use flow by using two
components Compliance checker and visualization process. The checker checks
the compliance of the recorded events with the monitoring private units stored
in the requirements tables. In case of non compliance with privacy data term of
the agreement, the compliance checker stored the deviation in the violation event
database. The visualization process visualizes the result of the checking process.
Thus, we can see the behavior of private data use flow and identify the violations
and the details of the events that have caused it. The observations and violations
are reported in a report which can be viewed as an XML document.

To provide and generate the events that will be used during the monitoring frame-
work, we simulate an execution of different operations by web services, which are,
service client, service provider and partners services (Bank service, delivery service
and maintenance service). In this simulator we specify two kinds of operations, (1)
internal operations (2) external operations. The former are executed by the service
provider while the latter are executed by the partner services. It is important to note
that both kinds of operations can use or not the private data. Table 2 summarizes
such operations .

Implementation
A prototype of the framework is written in Java. We have developed an execu-
tion operation engine to simulate the collaboration between the different services of
the system by the activation of the aforementioned operations. Figure 5 (A) shows
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Table 2 Specification of operations and activities used in the simulator

Status operation Type operation Description Example

Collect activity
Col-A

Internal operation Collection of the private data Collection of data email, ccn,
address.

Invocation cur-
rent operation
I−OPcurrent

Internal operation Activation of the current operation Execution of send invoices by
using email

Invocation ex-
tra operation
I−OPextra−A

Internal operation Activation of the extra operation which
can be executed concurrently with cur-
rent operation

Execution of send offer by us-
ing email

Receive operation
Rec-OP

External operation Partner waits for the invocation of cur-
rent or extra-activity by the provider

Request invocation of the pay-
ment with the transfer of the
private data ccn

Reply operation
Rep-OP

External operation The partner service responds to a request
for the execution of an operation previ-
ously accepted through a receive opera-
tion

Execution of the payment op-
eration using the transfered
ccn

End operation
End-OP

External operation The partner service informs the provider
the end of the operation execution

Send invoices operation is
over

Invoke security
action Sec-A

Internal/External
operation

Activation of the security action (obliga-
tion) by the provider or/and the partner
service when the retention time of data
is over

Hide email

Other operation
Other

External/Internal
operation

The provider and/or the partner can ac-
tivate the operations which are not spec-
ified in the agreement. Such operations
may use or not the private data

Statistic, Maintenance process

Clock assignation
activity

Assignment of clock variable for each
activated operation (activation time, end
time) or for each collected data

different operations that can be activated by the system, while Figure 5 (B) shows
the execution of the receive operation between service provider and bank service.

The engine generates logs of the events during the execution process. This event
log is fed into our framework in order to provide the runtime information that is
necessary for monitoring. The events can be the activity of data collection, the exe-
cution of the internal operation by the provider, or the activation of external opera-
tion through the exchanged messages between the services partner and the provider.
Each operation has two clock variables, the activation time and the end time(during
the simulation we use the minute and second unit). The events are described by the
attributes that have the following form :

• Event is a unique identifier of the event.
• oper is the signature of the operation or the collect activity.
• status represents the type of the operation (see Table 2) (e.g. Col − A, I −

OPcurrent , I−OPextra−A, Rec-OP, Rep-OP, End-OP, Other,Sec-A)
• data-user is the identifier of the service executing an operation.
• data-ref is the identifier of the used private data.
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Fig. 5 (A) List of operations of the Simulator (B) Execution of the receive operation (Pay-
ment operation with the transfer of ccn)

• data-value is the value of the private data.
• clock is the triggering time or end time assigned to the event.

An example of event structure and instances is depicted in Fig. 6.
According to the model presented in section 5, a set of paths representing the

possible usage flow of all private data from the initial state (activation agreement)
to the end state (end agreement) is provided. We identify a sequence of execution
events stored as the event log (green row related to email of Fig. 6) with one of
expected behavior path. However, if an event of the sequence is deviated from the
expected behavior, then the violation is detected. For illustration, in Figure 7 is
depicted three usage flow paths of the email private data with specific colors, (1) the
black identifies the flow A-B-C-C1-C2, path,(2) the pink path A-B-C

′
-D-C

′
2 (3) green

path A-B-C“
2.

To visualize the paths of private data use flow, we used OpenJGraph which is a
Java library to create and manipulate graphs. The events are classified into two cat-
egories: (1) State event : SEvent = {I−OPcurrent, I−OPextra−A,Rep−A,Sec−A}
(2) Transition events: T Event = {Col−A,End−A,clock−Sec−A}.
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Fig. 6 Event log of a purchase service

Fig. 7 PDUF related to the private data email

Figure 8 keeps track of the behavior related to email data from the sequence of
event stored in the log. It identifies the black path A-B-C-C1-C2. It also shows tree
types of violations discussed in section 4.2. These violations are characterized by
[wrong-collector and wrong-use], violation of data retention period and the viola-
tion of the obligation activation. The corresponding notations in the graph are re-
spectively (OPwrong-use[email]/Maintenance [email,wrong-user]),(error in reten-
tion right time [right current : send invoice, retention 226>120]),(error in triggering
obligation time[obligation email activation= 247>240]). Figure 9 shows the usage
flow of all the private data manipulated in the system.
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Fig. 8 Data use flow related to the private data email

Fig. 9 Generation of the global PDUF including all private data collected in thesystem
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7 Related Work

The literature is very scarce on works dealing with monitoring the privacy compli-
ance in web service. However, the problem of web services and distributed business
processes monitoring is investigated in the works [12, 19, 13, 3, 4, 2, 9, 17, 6].
The research in [12, 19] is focusing on monitoring of service-based software (SBS)
systems specified in BPEL. They use event calculus for specifying the require-
ments that must be monitored. The run-time checking is done by an algorithm
based on integrity constraint checking in temporal deductive databases. In [13],
the authors present a framework to support the monitoring of service level agree-
ments. The agreements that can be monitored are expressed in an extension of WS-
Agreement.The main characteristic of the proposed extension is that it uses an event
calculus based language, called EC-Assertion, for the specification of the service
guarantee terms in a service level agreement that need to be monitored at runtime.

Barezi et al in [3, 4] developed a tool that instruments the composition process of
an SBS system in order to make it call external monitoring services that check asser-
tions at runtime. The work in [2] is close to the previous works, the authors present a
novel approach to web services described as BPEL processes. The approach offers
a clear separation of the service business logic from the monitoring functionality.
Moreover, it provides the ability to monitor both the behaviours of single instances
of BPEL processes, as well as behaviours of a class of instances.

In [17], the authors propose an approach to the automated synthesis and the run-
time monitoring of web service compositions. Automated synthesis, given a set of
existing component services that are modeled in the BPEL language, and given a
composition requirement. The latter expresses assumptions under which compo-
nent services are supposed to participate in the composition, as well as conditions
that the composition is expected to guarantee. Run-time monitoring matches the ac-
tual behaviors of the service compositions against the assumptions expressed in the
composition requirement, and reports violations.

Beeri et al in [6] present BP-Mon, a novel query language and system for moni-
toring BPs. BP-Mon offers a high level intuitive design of monitoring tasks. A novel
optimization technique exploits available knowledge on the BP structure to speed up
computation.

Lazovik et al. [11] propose an approach based on operational assertions and actor
assertions. They are used to express properties that must be true in one state before
passing to the next, to express an invariant property that must be held throughout all
the execution states, and to express properties on the evolution of process variables.
While providing facilities for the verification of processes these approaches do not
take privacy requirements into account.

In terms of privacy compliance, there exist few works including [8, 16, 21, 15,
20, 10]. In [8], the authors examine privacy legislation to derive requirements for
privacy policy compliance systems. They propose an architecture for a privacy pol-
icy compliance system that satisfies the requirements and discuss the strengths and
weaknesses of their proposed architecture.
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In [16], the authors introduce the concept of an ’information transfer registry’ as
a mechanism to track compliance in a business to business network. The registry
stores signed contracts specifying the consent an individual has given for informa-
tion transfers for specific business purposes. Organizations register all information
transfers from individual to business or business to business against the appropriate
contract to document their compliance.

In [21] the author proposes a graphical visualization notation to facilitate the
identification of private information vulnerabilities that can lead to privacy legisla-
tion non-compliance. In [15], the authors automate the management and enforce-
ment of privacy policies (including privacy obligations) and the process of checking
that such policies and legislation are indeed complied with. This work is related
to enterprise. While providing tools for privacy compliance in the previous works,
however, these approaches do not take private data use flow into account and no for-
mal method along with reasoning and also no time-related properties are discussed.

In order to provide better protection for personal data, the authors in [18] propose
PRMF, a privacy rights management framework which enforces personal data pro-
cessing compliance with privacy policies related to organizational, legislative, and
regulatory needs. PRMF can satisfy many aspects of privacy legislation, including
security, transparent processing, lawful basis, and finality - purpose limitation.

In [20], the authors propose an approach for compliance checking of agreed pri-
vacy policies and preferences in a federated identity management context. They
introduce mechanisms and algorithms for policy compliance checking between fed-
erated service providers, based on an innovative policy subsumption approach.

In [10], the author focus their attention on the discovery of private data. Their ob-
jective for private data discovery is to develop ways to extract private data efficiently
and effectively from unstructured and semistructured content soas not to interfere
with work activities. The private data may emerge from any type of computer-based
activity, whether it is collaborative or not.

In terms of privacy analysis, there exist few works including [1]. This work has
proposed a straightforward method for visual analysis of privacy risks in web ser-
vices, focusing the analysts attention at locations that hold personal information at
one time or another. The method only identifies possible privacy risks and does not
evaluate the likelihood of a risk being realized.

8 Conclusion

In this chapter we pointed out the challenge of privacy in web service based ap-
plications ensuring the end-to-end non functional QoS awarness. We proposed an
effective and formal approach to observe and verify the privacy compliance of
web services at run-time. We have emphasized private data use flow monitoring
of privacy-agreement requirements, which is an important issue to date has not been
addressed. It is a state machine based approach, that allows to take into account
the timed-related properties of privacy requirements and to facilitate the identifi-
cation of private information misuses. The privacy properties to be monitored are
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specified in LTL. The monitored units are extracted from the privacy agreement re-
quirements. The approach supports the monitoring of a set of identified misuses that
lead to non-compliance, and which can be enriched from the observation diagno-
sis. The approach is still under development. Our ongoing work and a promising
area for the future include: (1) The development of reasoning facilities to provide
a diagnosis of misuses, (2) The development of tools for detecting the misuses (3)
The development of tools along with metrics for enhancing the privacy-agreement
from the observations (4) Expanding the approach to handle the composition of the
services.
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Achieving Scalability with Schema-Less 
Databases 

David A. Maluf and Christopher D. Knight* 

Abstract. Large enterprises continue to struggle with information and critical  
decision-making data being widely distributed, stored in a number of proprietary 
and heterogeneous formats, and remaining inaccessible for mining of critical in-
formation that spans the collected knowledge of the organization. NETMARK is 
an easy to use, scalable system for storing, decomposing, and indexing enterprise-
wide information developed for NASA enterprise applications. Information is 
managed in a contextualized form, but one that is schema-less for immediate  
storage and retrieval without the need for a schema manager or database adminis-
trator. NETMARK is accessed via the WebDAV (HTTP) standard protocol  
for remote document management and a simple HTTP query algebra for immedi-
ate retrieval of information in an XML structured format for processing by  
applications such as Web 2.0 (AJAX) systems. 

1   Introduction 

This paper describes the conceptualization, design, implementation and applica-
tion of an approach to scalable and cost-effective information integration for 
large-scale enterprise information management applications. Our work was moti-
vated by requirements in the United States National Aeronautics and Space  
Administration (NASA) enterprise where many information and process manage-
ment applications demand access to and integration of information  from large 
numbers of information sources (in some cases up to as many as 50 different 
sources) across multiple divisions and with information of different kinds in dif-
ferent formats. An example is the application of assembling an agency level  
annual report that requires information such as project status, division updates, 
budget information, personnel progress etc. from different data sources in different 
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departments, divisions, and centers within NASA. In the early 2000s which is 
when we started considering technology solutions to address such information 
access and integration challenges, data integration technology was already quite 
well-developed with commercial off-the-shelf solutions as well. Major intelligent 
information integration research projects such as SIMS, TSIMMIS, HERMES, 
InfoMaster, Information Manifold [1,4] to name a few, that were concerned with 
building data integration systems based on a mediator architecture had reached 
considerable maturity. We had solutions to challenging problems such as provid-
ing efficient query processing over multiple distributed data sources, schema 
mapping and integration tools, wrapper technology for legacy data sources and 
also Internet data sources, and technologies for entity resolution and matching 
across multiple sources. There were also a slew of vendors including spin-offs 
such as Nimble [5], Junglee, Mergent, Enosys [6] and Fetch,  and bigger compa-
nies such as IBM touting off-the-shelf data integration technology that could  
address the required information integration needs. While functionally meeting the 
requirements, none of these technologies could provide scalable and cost-effective 
information integration solutions for large scale applications. The basic problem 
was that such middleware based technology being offered became rather “heavy-
weight” in the face of large scale applications. A significant amount of investment 
was required in assembling new integration applications. Particularly the effort in 
managing models and meta-data i.e., in describing the many sources being  
integrated and also in providing an integrated view over the various sources  
became formidable, to the extent that this became one of the key impediments to 
the widespread adoption of EII technology in general. A testament to this is articu-
lated in a review of EII technology [3] where a CTO of (a then prominent) EII 
start-up observes “A connected thread to this (key impediments for EII) is to  
address modeling and metadata management, which is the highest cost item in  
the first place”.   

The above problems carried over to the area of the “Semantic-Web” [7], where 
most applications demand a heavy investment in creating various ontologies and 
further providing semantic linkages across such ontologies. The substantial effort 
and complexity in ontology creation and maintenance continues to be a major  
impediment in realizing practical semantic-web applications.  

 

Fig. 1 Intelligent Information Integration (III) 
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The lack of scalable and cost-efficient data integration technologies was how-
ever not because this was something that could not be achieved, but rather because 
the original vision of intelligent information integration had gone awry. The origi-
nal vision of intelligent information integration (or I3) research sponsors such as 
DARPA 1 was a nimble and flexible approach where clients could at will select 
and integrate information from different sources in a manner suited to their  
particular applications and the complexity of each new application was confined 
to the application itself (Fig 1(a)). In practice however this degenerated to a situa-
tion where the complexity of all applications was added on to the mediation layer 
(Fig 1(b)).  The reason this happened was due to some flawed assumptions about 
how enterprise data should be managed and integrated. These assumptions, along 
with our alternative solutions are presented below, namely: 

“Data must always be stored and managed in DBMS systems” Actually,  
requirements of applications vary greatly ranging from data that can well be stored 
in spreadsheets, to data that does indeed require DBMS storage. 

“The database must always provide for and manage the structure and seman-
tics of the data through formal schemas” Alternatively, the “database” can be 
nothing more than intelligent storage. Data could be stored generically and impo-
sition of structure and semantics (schema) may be done by clients as needed. 

“Managing multiple schemas from several independent sources and interrela-
tionships between them, i.e., “schema-chaos” is inevitable and unavoidable”  
Alternatively, any imposition of schema can be done by the clients, as and when 
needed by applications. 

The above philosophy in our opinion captures the original vision of intelligent 
information integration which is what we present here. The centerpiece of this 
entire effort, arguably, is the realization of the NETMARK information integra-
tion and management system. NETMARK offers some key advantages as a sys-
tem that significantly differentiates it from other alternative technologies in its 
general category. These are:  

•  The system is easy-to-use. NETMARK can be accessed in simple Web-
accessible fashion where for both “providing data” (i.e., we wish to make a 
source or data in source accessible to some application) or querying data is done 
using simple desktop drag-and-drop or simple Web URL arguments as we shall 
see shortly. For most other COTS data integration systems a relatively higher 
level of expertise is required to be able to use the integration technologies.   

•  The system supports large-scale applications of different kinds. Contextual 
access to a wide variety of enterprise data ranging from text reports in formats 
such as Word, PDF, or files to presentations (PowerPoint) to spreadsheets and 
tables (Excel) is provided. Also as we shall demonstrate, query processing per-
formance in NETMARK is an order of magnitude faster than other (XML) data 
management systems for large datasets.  

•  The system is cost-effective. There is little procurement cost beyond basic 
COTS hardware for the deployment of the NETMARK system. The configura-
tion and system management requirements are minimal.  

                                                           
1 The United States Defense Advanced Research Projects Agency. 
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Fig. 2 Theory to System Realization to Practice 

Our work in realizing such a system has involved all aspects of the spectrum 
from theoretical concepts to an efficient implementation to real-world deployment 
(Fig 2), and which is what we present in this paper. We start in the next section 
(Section 2) with describing a theory of flexible knowledge sharing which is  
the basis for making integration applications scalable. We also present a context 
sensitive query paradigm which we offer and validate as a simple yet powerful 
paradigm for querying enterprise data. In Section 3 we describe the architecture 
and system details on the NETMARK data management and integration system 
which is based on the above flexible knowledge sharing and context sensitive que-
rying paradigm. In Section 4 we present performance evaluation results showing 
the significant advantage we have with NETMARK over other semi-structured 
and XML data management systems in the domain of enterprise data. Section 5  
presents case studies of the use of NETMARK in actual NASA applications and 
also the realization and usage of other more expansive systems for tasks such as 
process management that employ NETMARK as an integration engine. Section 6 
describes API access and also the availability of NETMARK as open-source  
software. Finally in Section 7 we describe ongoing work and a conclusion.   

2   Articulation Management and Ontology Algebra 

Any information source is basically a knowledge source in more general terms. 
Thus information sharing and integration is, more generally, a problem of knowl-
edge sharing and integration [8]. The complexity of the knowledge can vary from 
something as simple as a list i.e., data in a single column, to a more structured 
associated representation such as a relational database to a richer representation 
such as an object-oriented database, or a more complex knowledge representation 
such as LOOM [9], Classic [10], or an ontology [11]. The theory of information 
integration is built upon general theories of how knowledge should be shared and 
integrated. This is achieved through 2 fundamental constructs 1) Representation of 
knowledge – in each information source, as well as the “global” view of the inte-
grated knowledge, and 2) Articulations – defining linkages across information 
sources and between any information source and the global view of knowledge 
[12]. For instance the articulation associated with application A1 illustrated in  
Fig 3 states that the concept permanent-employees in the JPL information source 
is the same (ist) as the concept full-time-employees in the Ames information  
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Fig. 3 Knowledge Representation and Articulation 

source. Literally all of the major information integration systems proposed [1] are 
based on the above constructs of describing and linking knowledge across sources, 
albeit the particular knowledge representation schemes may vary. 

This approach is functional but not scalable to large applications as the knowl-
edge and articulations in the mediator simply add on as new applications are 
added. Our approach generalizes the notion of articulations and provides a more 
flexible framework for the integration of knowledge, specifically knowledge and 
articulations are incorporated on only an application specific and as-required  
basis. Consider a configuration where an information integration system i.e.,  
mediator or other system provides integrated access to a certain (fixed) set of  
information sources. We refer to this as an integration configuration, for instance 
as illustrated in Fig 3 we have an integration configuration across 3 information 
sources (in reality of course the number of sources is typically larger). An integra-
tion configuration serves a number of applications, for instance the configuration 
in Fig 3 serves 2 applications A1 (say an employee payroll application) and  
A2 (say an agency wide project management application). The capabilities we 
incorporate in our approach are: 

(i) The capability of selecting relevant articulations. For any integration  
configuration, the existing approach is to maintain all articulations for all its asso-
ciated applications at the mediator. We advocate a more scalable approach which 
is to maintain articulations associated with clients i.e., with applications [13]. For 
example as shown in Fig 3, application A1 may require only the articulations  
between Ames and JPL budgets or application A2 may require only the articula-
tions between JPL personnel and HQ personnel. Our framework provides the  
capability to create and select articulations that are relevant to a new application 
and on as as-required basis, also articulations are maintained at each client per 
application and not centralized for all applications at the mediator. Quantitatively, 
if a1,…, an are applications and if N(ai) is the number of articulation rules (an as-
sessment of complexity) for application ai, then with existing approaches we have 
a total of Σ all i N(ai) articulation rules at the mediator whereas with the application 
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specific approach we have a maximum of MAX(N(ai)) rules associated with any 
application. For large applications typically MAX(N(ai))  <<  Σ all i N(ai); thus a 
large complexity at the mediator is now shifted to each client with the complexity 
at each client being much smaller than what would have been at the mediator.  

(ii) Algebra for Knowledge Selection and Manipulation. In existing approaches 
the knowledge required for all applications is maintained at the mediator for a 
particular configuration. Applications however require only the knowledge that is 
relevant to that application. For example application A1 in Fig 3 may really  
require only the knowledge of BUDGETs from the Ames and JPL sources and 
other available knowledge such as that related to PERSONNEL may be irrelevant 
to this application.  

We incorporate an ontology algebra [18] that enables us to systematically select 
and combine and define the knowledge for each application. The primary concepts 
in the algebra are: 

Intersection: The intersection is the first concept of the domain algebra since it al-
lows the algebra to bring together two domains. It is equivalent to an AND  
operator. The intersection of two knowledge sources (ontologies) results in an ontol-
ogy that contains (only) the concepts that have been articulated as being the same 
concepts. For instance the intersection of the EMPLOYEES ontologies from the 
JPL and Ames sources i.e., K1 and K2 would be an ontology with the concept 
PERMANENT-EMPLOYEE (or FULL-TIME EMPLOYEE) as these are (all) 
the concepts that have been determined to be semantically the same by the articula-
tion rules.  

Union: The union concept allows the algebra to bring together two domains to 
form a new one. It is equivalent to an OR operator. However the algebra lacks a 
formal approach to eliminate redundant knowledge that is common to both. This 
leads to several ways of establishing the unions of multiple domains. It is conven-
ient to think of knowledge as not being redundant if not explicitly specified by the 
articulation rules. Similarly to the natural join in relational databases, the domain 
algebra union joins knowledge sources when they link through shared articulation 
rules. The union is restricted only to the knowledge that the rules relate to. For 
instance the union of the EMPLOYEES ontologies in K1 and K2 would be the 
shared concept PERMANENT-EMPLOYEE (or FULL-TIME EMPLOYEE) 
plus all the other concepts such as INTERNS, CONTRACT-EMPLOYEES etc. 

Difference: The difference concept completes the algebra and its presence com-
pensates for the absence of negation. The difference operation retrieves the  
elements in domains that are NOT covered by another. Hence, the difference  
operation results in asymmetrical results and is not commutative. 

The above algebraic constructs arms us with a systematic and comprehensive 
mechanism to select and manipulate knowledge specific to an application need. As 
with articulations the complexity is thus confined to the application. 

(iii) Context. The 3rd fundamental construct we use to bring scalability is the 
notion of context.  The notion of context provides a way to define the validity of a 
sentence relative to a situation [14,16]. Context logic provides the capability of 
translating encoding knowledge relative to its context and hence relates the 
knowledge to its domain. For instance one may specify the term “vision” as query 
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with the intent of the use of the term vision on the context of program manage-
ment and future planning or in an entirely different sense of vision related equip-
ment for astronauts. We provide for the ability of situating knowledge in particular 
contexts. When searching or querying information over large numbers of sources 
it is context, as we shall demonstrate, that is a simple but powerful enabler in 
achieving the relevance and scalability that is required.  

We refer the reader to [13,17,18] where the above summarize theories of articula-
tion management and ontology algebra are discussed in more detail. The ontology 
algebra and articulation management capabilities are essentially tools for the inte-
gration configuration assembler in forming the knowledge sharing and integration 
required for a new application. The notion of context results in a context sensitive 
querying capability for the end user that we shall elaborate on now.  

2.1   Document Querying Based on Articulation and Algebra 

The notion of context is practically realized as a simple yet powerful primitive for 
querying and searching heterogeneous, distributed document collections in a con-
text sensitive fashion in NETMARK. Any document is essentially comprised of 
various sections and sub-sections; for instance the project summary document  
in Fig 4 above is comprised of a PROJECT SUMMARY section, and Background 
and Purpose sub-sections etc. These fragments such as the project summary  
section, background sub-section etc., are referred to as context. The information 
within the context, in this case the text within the fragment is referred to as content.  

 

 

Fig. 4 Document Sections 
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Fig. 5 Context and Content 

These notions extend to documents beyond text documents as well, for instance 
a spreadsheet is also comprised of different fragments i.e., cells, rows and col-
umns, and associated groups thereof, a (PowerPoint) slide comprises of a slide 
title (context) and the associated slides content (content), or an email message can 
be considered as comprising of the context of its subject and content as the actual 
email message text. 

Querying 
Such fragmentation, into context and associated content permits context sensitive 
search and querying. A key capability is that of context search.  A context search 
query, such as “Context=Procurement” 2 will return the content portion in the ‘Pro-
curement’ sections (the text in the Procurement section) in all the documents in a 
document collection, as illustrated in Fig 6. A context query thus extracts the 
specified context (section) from all documents and returns it to the user. Users can 
also specify content searches, which are essentially keyword searches that return 
all documents containing the specified search terms. For instance, a content query 
such as “Contract” will return all documents that contain the term ‘Contract’ any-
where in the document. One can combine context and content searches, for  
instance a query such as “Context=Procurement Comment&Content=Contract” returns 
the “Procurement” contexts (sections) of all documents where the term ‘Contract’ 
occurs within the Procurement context (section) as shown in Fig 6. 

Essentially NETMARK provides keyword-based search over large (originally) 
unstructured document collections but with an added powerful capability of con-
text sensitiveness, i.e., the user is able to ground the search terms in a particular 
context of interest. XDB Query is the query language for NETMARK. We will 
not go into the query syntax details here but the key features are that context and 
content search specifications are appended to a URL that is sent to NETMARK. 
An example of a formal XDB query, and also the XDB query syntax is illustrated 
in Table 1 below.  
 

                                                           
2 We are using an informal syntax for illustration and will describe the actual query syntax 

shortly. 
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Fig. 6 Context Sensitive Querying and Retrieval 

Table 1 XDB Query Syntax 

https://<server_address>/xslt/xdbquery/{[context=<context_keys>]|[&content=<content_keys>]}|
[&scope=<relative_url_to_folder>]|[&syntax={html, xml, ascii}]|[&sxslt=<relative_url_to_xslt_file>]
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Context and content parameters can be specified in the query parameters aspect 
of the XDB query. One can also specify additional parameters which can control 
the maximum number of documents returned, the (tree) depth of the result items, 
we refer to [19,21] for details.  

3   NETMARK: Technical Details 

We first briefly illustrate how integration applications are built using NETMARK 
and then describe the design and implementation of the NETMARK system itself. 
As regards how information integration applications are assembled NETMARK 
makes a significant departure from other such systems. Consider having to create 
an integration configuration across the three information sources illustrated in Fig 
3. We first create a unique resource, a URI, corresponding to this configuration. 
This URI corresponds to the virtual integrated source across all three sources. 
Next, we load information i.e., enterprise documents corresponding to employee, 
project etc information into this URI. This is done by a simple drag-and-drop 
desktop operation at source (JPL, Ames, and HQ) where the desktop folder is ac-
tually a remote desktop folder corresponding to the URI. Now the information 
across all three sources can be simply queried by issuing XDB queries to the inte-
gration URI.  For example a context query requesting EMPLOYEE fragments 
will return EMPLOYEE fragments in data (originally) from both JPL and Ames 
sources. Should any articulations be required they are created and attached to the 
specific application as needed.  We refer to the system documentation [28,29] for 
more details.  

3.1   NETMARK System Design 

As a data management engine, NETMARK is based on a “schema-less” paradigm 
that provides high efficiency and throughput in retrieval. Before describing the  
architecture and technical details we wish to highlight some additional features that 
we have incorporated that address key tasks in the information pipeline. These are: 

(i) Capability of ingesting information “as-is”. No data preparation or mark-up 
whatsoever is required from any user that wishes to provide data for incorporation and 
integration into NETMARK. Enterprise data in a multitude of formats ranging from 
Word or PDF documents to Excel spreadsheets to PowerPoint presentations is  
provided to the system as is which then structures the data as we shall describe shortly. 

(ii) Information composition and presentation capabilities. XDB Query also 
provides for associating XSLT style-sheets with a query, the query result thus gets 
presented in the desired format. Integrated data collected from multiple sources is 
often composed (back) into common business, documents; for instance project 
information integration from multiple divisions and departments would be  
composed and presented in business document format such as report or a slide 
presentation. Commonly used business documents can thus be used as the  
interface to integrated data.  



Achieving Scalability with Schema-Less Databases 259
 

Fig. 7 NETMARK System 
Architecture 

 
The NETMARK system architecture is outlined in Fig 7 below. All data is (ul-

timately) stored in a single data store which is an XML data store, implemented on 
top of an underlying relational database.  

Clients i.e., data producers and providers and data consumers (or both) access 
NETMARK through a Web interface, which we illustrated in the examples in 
Section 2. Any data, such as say a folder of several PDF or Excel documents can 
be provided to NETMARK by a simple drag and drop operation (into a “NET-
MARK Folder” on the users desktop). The NETMARK Daemon and the SGML 
Parser provide functionality for loading data (documents) into NETMARK i.e., a 
continual process (the daemon) reads in any new documents inserted into a 
NETMARK folder and then invokes an SGML parser for structuring it and load-
ing it into the NETMARK XML data store.  

3.2   Data Storage 

Data with varying degrees of structure ranging from data that originates from a 
well structured database to unstructured data that is in documents and spread-
sheets, is integrated into and supported by NETMARK. For data that is unstruc-
tured, some structure is automatically imposed based on fragments, sections and 
sub-sections in the documents. The approach to data storage is to keep the under-
lying representation simple, yet expressive enough to store fragment and section 
oriented properties and relationships in documents.  

Data Fragmentation, Structuring, and Storage 
Any data to be stored into NETMARK, whether originally structured or unstruc-
tured, is first fragmented into sections and sub-sections which are then marked in 
XML, the XML data is then stored as a tree of “nodes”, finally the nodes are 
stored in relational tables. This pipeline is illustrated in Fig 8, where we begin  
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Fig. 8 Data Storage Pipeline 

with the (originally unstructured) document in Fig 4. As a first step this is frag-
mented into different sections and sub-sections and marked up in XML as  
shown in Fig 8. 

Such fragmentation is done by a suite of converters that are part of NET-
MARK.  These converters have been built on top of (text extraction) frameworks 
such as Apache Jakarta POI 3 and JPedal for PDF 4 and employ heuristics to 
automatically fragment an unstructured document into various sections which are 
then marked up in XML. We next introduce the concept of a node which is the 
fundamental unit of data storage in the system. A node essentially captures the 
information in each context and content fragment in the document. Thus there is a 
node corresponding to each context or content fragment in the document. Every 
node carries in it certain information as described in Table 2 (a). As we see this is 
information such as a unique identifier for that node, or  a type corresponding to 
the particular fragment it is capturing, for instance nodes of type ‘TEXT’ typically 
capture information in content fragments and nodes of type ‘CONTEXT’ capture 
information in context fragments.  

Table 2 (b) illustrates a node of type ‘TEXT’ corresponding to a particular con-
tent fragment (encircled in Fig 8) where we see that the NODEDATA element of 
the node contains the text in that fragment.  

                                                           
3 http://jakarta.apache.org/poi/ 
4 http://www.jpedal.org/ 
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Table 2 Nodes 

DOCID: A unique number assigned to the document. 
NODEID: A unique identifier for each node. 
NODENAME: A descriptive name for the node 
NODETYPE: Identifies the node type, which is one of a small list of 
mutually exclusive node types.  
NODEDATA: The actual content of the node. 
PARENTROWID: Contains the ROWID of a parent of the node (if 
any).  
SIBLINGID: Contains the ROWID of a sibling of the node (if any). 

 

DOCID:  234 
NODEID: 1025 
NODENAME: An example node 
NODETYPE: TEXT 
NODEDATA: This plan provides the … 
PARENTROWID: 100222786767676  
SIBLINGID: 198985565768787 

Hierarchical parent-child relationships are also maintained across certain nodes, 
specifically the following relationships are maintained: 

(i) Any node of type ‘TEXT’ i.e., capturing a content fragment is placed as a 
left child of the node capturing its corresponding context.  

(ii) Any node of type ‘CONTEXT’ is placed as a right child of the node corre-
sponding to a context immediately preceding it in the document.  

For the running example, some of the nodes and their parent-child relationships 
according to (i) and (ii) above are illustrated in Fig 9, the sharp-edged boxes rep-
resent context nodes and the rounded-edge boxes represent content nodes.  

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 9 Tree Structure 
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The rationale for this organization is that we wish to maintain adequate struc-
turing information such as the association of content with particular context and at 
least immediate precedence relationships amongst different contexts, however we 
also wish to keep the hierarchy of relationships simple.  In the nodes these rela-
tionships are captured by the ‘PARENTROWID’ and ‘SIBLINGID’ elements 
which maintain pointer relationships across nodes.  

As regards the storage of XML data, in general it is ultimately stored as either 
tree-structures in XML databases that provide “native” XML implementations 
[30], or another popular approach is to store it in an underlying relational database 
and a variety of “shredding” algorithms exist to meaningfully convert the XML 
data to underlying relational tables. The number of such underlying relational  
tables and complexity of organization is dependent on the actual XML data in 
existing approaches. However in NETMARK we use just two relational tables to 
represent and store the data in any semi-structured document, these tables remain 
the same for any document or application. This is possible given the restrictions 
we have made on the hierarchical relationships across nodes above. As shown in 
Fig 8, these two tables are called “XML” and “DOC”, the XML table contains all 
the nodes and the DOC table contains information about all the documents.  

To summarize the above information processing pipeline from unstructured  
input data to storage in relational tables, we (i) Fragment  an unstructured docu-
ment into various sections and sub-sections and convert to XML, this results in 
context and content blocks defined in XML, (ii) Create nodes corresponding to 
each context or content block, (iii) Capture hierarchical structure, i.e., parent-child 
relationships between nodes (including that of associated context and content) 
through pointers across nodes, and (iv) Store node and document information in 
two relational tables, namely XML and DOC 

3.3   Efficient Query Processing 

Given an XDB query, query processing in NETMARK basically involves locat-
ing the relevant nodes and composing the requested result for these nodes. We 
have exploited the availability of the ROWID which is a data type available in 
Oracle 9i and later versions which store either physical or logical row addresses or 
each record in a table.  A physical ROWID is the actual (absolute) address of a 
record through which we have the fastest access to any record in a table, with a 
guaranteed single-block read access. We refer to [19] for more details on the 
ROWID format details but would like to emphasize here that the use of ROWID 
s is a key to efficient query processing in NETMARK. The physical ROWID 
based technology is now patented [20]. 

Context and content search is performed by first querying the text index for the 
search key. Several matching nodes may be returned. For each such node we trav-
erse the tree structure (through the node’s parent or sibling nodes) until the first 
context node is found. Once a particular CONTEXT is found, traversing back 
down the tree structure via the sibling node retrieves the corresponding content 
text. The search result is then rendered and displayed appropriately. Accessing a 
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record based on its physical address ROWID provides an efficient, constant access 
time C (machine dependent; normally in the millisecond range) that is independ-
ent of the number of records or nodes in the database and regardless of maximum 
node depth within a node structure. The time to respond to a context or content 
query is thus approximately proportional to log(N) (first search time) plus a sum 
of the Cs for each successive search where N is the number of records or nodes. 

3.4   The Schema-Less Aspect 

A traditional i.e., an object-relational mapping from XML to a relational database 
schema models the data within the XML documents as a tree of objects that are 
specific to the data in the document. In this model, element type with attributes, 
content, or complex element types are generally modeled as classes. Element 
types with parsed character data (PCDATA) and attributes are modeled as scalar 
types. This model is then mapped to the relational database using traditional  
object-relational mapping techniques or via SQL3 object views. Therefore, classes 
are mapped to tables, scalar types are mapped to columns, and object-valued prop-
erties are mapped to key pairs (both primary and foreign). This mapping model is 
limited since the object tree structure is different for each set of XML documents. 
On the other hand, the NETMARK SGML parser models the document itself 
(similar to the DOM), and its object tree structure is the same for all XML docu-
ments. Thus, NETMARK is designed to be independent of any particular XML 
document schemas and is termed to be “schema-less”. 

4   Performance 

For any data management system, we want an assessment of its performance in 
query evaluation in absolute terms as well vis-à-vis other systems in its category. 
As emphasized, NETMARK is a really a semi-structured data management system 
targeted towards context and content kinds of queries and with support for XML 
as a representation and exchange mechanism. Despite this distinction, carefully 
designed (and now considerably widely used) benchmarks for XML query proc-
essing evaluation deserve consideration for the evaluation of NETMARK. We 
have employed XMARK [22] in particular, albeit with considerations about some 
aspects. First, the XMARK framework generates test data in the form of an XML 
document in a domain of transactions, people, and auctions using a data generator 
called xmlgen. Such generated data is indeed reasonable for evaluating NET-
MARK as it is representative of the kind of semi-structured data that NETMARK 
is designed to manage. Next however is the issue of test queries; XMARK in-
cludes a suite of 19 test queries, Q1-Q19, that are designed to evaluate a whole 
range of XML querying aspects ranging from aggregation to structural joins to 
handling of complex path expressions. NETMARK however is not designed or 
even intended to support such capabilities. We thus pick a relevant subset of these 
test queries, specifically ones that directly correspond to contextual search that  
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NETMARK supports. We have also added some additional contextual search  
test queries, at various levels of depth in the XMARK test document, for more  
exhaustive test coverage. 

The evaluation below presents query response times for queries that correspond 
to context and content kinds of queries. In addition to absolute numbers, we also 
provide a comparison with (Oracle) Berkeley DB (which we refer to as BXML), 
an XML over relational system, under the same configuration. The results are pro-
vided for a single XML document with sizes ranging from 50MB all the way to 
1GB. These evaluations were conducted on an i686 machine with 4 Intel Pentium 
(R) 2.8 GHz processors running GNU/Linux. We refer to [22] for details about the 
XMARK benchmark and associated data generator and test query suite.  

4.1   Performance Results 

We selected a subset of queries from the original test queries suite of the XMARK 
benchmark and also added some queries of our own for more exhaustive testing of 
relevant aspects. These queries are listed in Table 3 below, we provide the syntax 
for expressing these queries in both XDB Query (used for NETMARK) and 
XQuery (that we use for BXML).  

Table 3 Test Queries 

NQ1 context=country //country/string() 12716 
NQ2 context=payment //payment/string() 21750 
NQ3 context=country & content=Tonga //country[dbxml:contains(., “Tonga”)] 12 
NQ4 context=payment & content=cash //payment[dbxml:contains(., “cash”)] 10933 
NQ3’ context=country & content=Tonga //country[. = "Tonga"] 12 
NQ4’ context= payment & content= Cash //payment[. = "Cash"] 10933 

Query XDB Query Equivalent XQuery Result 
Size Ŧ 

Q1 context=id & content=person0 /site/people/person/[@id=’person0’] 1 
Q6 context=item /continents//items/String()  
Q14 content=gold //site[dbxml:contains(./*, “gold”)]  

 
Ŧ Number of XML elements in 100M XML document. 

There are a few points we wish to highlight regards the selection of queries in 
Table 3.  

(i) As mentioned above, queries in the original XMARK benchmark that relate 
to functionality not in XDB Query (such as complex path expressions, joins,  
aggregation, etc.) are not selected. We have thus selected only queries Q1, Q6, and 
Q14 from the original XMARK test suite.  

(ii) Some additional queries relating to context and content have been added 
(NQ1-NQ4) that perform context and content searches on XML elements at  
various depths. 
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(iii) In XDB query for a content match we only provide the semantics of con-
tainment of which an exact match is a special case. This is different from XQuery 
where we make a distinction between requiring an element to exactly match a 
given string vs the element containing that string. Thus for the contextual search 
queries NQ3 and NQ4 we have considered both interpretations (i.e., exact match 
and containment) when expressing them in XQuery (NQ3’ and NQ4’)  

Table 4 Performance Results 

 50M 100M 250M 500M 1G 
BXML NM BXML NM BXML NM BXML NM BXML NM 

Q1  0.08*  0.91  2.4  6.9   
Q6  24.9  65.1  108.1  276.5   
Q14 21.3 0.01 40.2 0.02 240.0 0.32  0.74   
NQ1 25.5 21.0 60.2 61 102.1 105.4  300.1   
NQ2 23.4 18.1 30.9 29 110.3 109.7  236.4   
NQ3 12.2 0.1 23.0 0.83 105.6 3.8  8.4   
NQ4 11.1 2.9 21.7 3.4 97.0 6.7  13.3   
NQ3’     †      
NQ4’            

* All response times are in seconds. 
† No response for over 1 hour.  

Table 4 provides the query response times for the test queries (Table 3) for both 
BXML and NETMARK for varying benchmark document sizes under the same 
configuration. There are two important observations to be made. (i) For context 
only queries, the performance of NETMARK appears to be comparable to that of 
BXML. For this class of queries NETMARK appears to perform “as good as” a 
representative XML database system. (ii) For context+content queries (i.e., 
XQuery queries involving a text search within an XML element) NETMARK is 
significantly faster compared to BXML, in fact as much as 25 times faster in some 
cases as demonstrated.  

What we can claim to have achieved with NETMARK is a system that for the 
kinds of (context and content) queries it is designed to support is, depending on 
the type of query, comparable to or significantly faster than state-of-the-art XML 
database systems for the same functionality. Note also that such performance has 
been achieved with relatively much simpler query processing algorithms given the 
simple schema-less nature of the underlying relational database.  

In Fig 10 we demonstrate how the query response time for NETMARK scales 
with document size for the various test queries (divided into 2 sets based on the 
actual response times). There is one other aspect to performance in NETMARK 
besides query response times, which is the time taken for loading documents into 
the system. Note that NETMARK automatically fragments and structures input 
data before storing it in the system and for large applications it is important that 
this document loading be efficient. Our earlier work [19] benchmarks this aspect 
as well demonstrating high-throughput rates for loading new input documents into 
the system. 
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Fig. 10 Response Time and Document Size 

5   Application, Case-Studies 

Recall the key hypotheses on which this work is based. In essence we claimed that 
(i) a more flexible and application specific knowledge sharing approach and (ii) 
context-sensitive querying would result in an integration system that is both effec-
tive and scalable. Further the system is expected to be easy-to-use with minimal 
training and expertise through the use of desktop and Web-based system interac-
tion. Such claims are best, and perhaps only, validated by actual system use and 
deployment in real-world applications, which is what we have done extensively in 
the NASA enterprise and beyond in the last few years. NETMARK has been  
deployed in several information integration applications in the NASA enterprise, 
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further it has been incorporated as the information integration engine for other 
information and process management systems that have a broader functionality. 
Specifically NETMARK has been integrated with the XEROX Docushare system 
which has resulted in a content and document management system called “NX”. It 
has also been enhanced with several capabilities to support information flow in a 
project management lifecycle, resulting in the NASA Program Management Tool 
or what is referred to as “PMT”. We provide a description of some of these  
systems and their enterprise application use. Literally all of the applications served 
are over thousands of enterprise documents of various kinds from multiple differ-
ent NASA departments, centers and organizations.  
NETMARK NETMARK has been deployed for many information integration 

applications within NASA and other organizations. As an example one of the 
NASA applications is the analysis of mishap reports as part of aviation safety 
analysis. Such analysis reports are (typically) text reports describing the analysis 
of a range of accidents involving NASA and non-NASA aircraft. The use of 
NETMARK permitted the abstraction and selection of particular sections of inter-
est from reports and also the integration of information across multiple reports. 
The structured data was then fed to data analysis and visualization tools for tasks 
such as multi-dimensional analysis.  

We must mention that a minimal effort and time was expended in the assembly 
of this particular application with required zero investment in additional software 
development and required just  2 man days for system setup and application as-
sembly. Several hundreds of thousands of such reports from different sources have 
been integrated. Apart from several installations at NASA, NETMARK has been 
licensed to various public and private organizations including Black Tulip, 
XEROX, the State of Pennsylvania, NXAR Inc., Jumpstart Inc., and the Univer-
sity of California, Irvine.  

NX The NX system is the result of a strategic collaboration between NASA and 
XEROX Corp, where NETMARK has been integrated with many XEROX Do-
cushare capabilities for text and document management. NX offers a suite of  
capabilities in 1) Content management, including capabilities for content and 
document management and sharing, distribution and collaborative sharing, and 2) 
Content process management, i.e., business process activities such as tracking and 
compliance. The key benefit is the existing documents and applications get seam-
lessly incorporating into newly automated systems with NX. NASA has imple-
mented the NX technology at six centers and in various programs, including the 
following 1) The International Space Station (ISS) which uses NX to mine infor-
mation for historical decisions and safety assurance information, 2) NASA  
Program Analysis and Evaluation (PA&E) which adopted NX in 2005 and which 
led to adoption by the NASA’s strategic management council, and 3) Most NASA 
centers use the NX platform, including Ames, LaRC, GSFC, Dryden, JPL, JSC 
and NASA Headquarters.  There are over ten different kinds of applications that 
have been realized using NX, ranging from automated report generation to contex-
tualized enterprise search to knowledge sharing and groupware applications. The 
number of seat licenses for NX at the NASA JPL, Ames, Langley and Dryden 
centers are currently 6000, 3500, 1400 and 1200 respectively.  
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Fig. 11 PMT Applications 

PMT Another key system that has NETMARK as the information integration 
engine is the Program Management Tool (PMT), which is a custom-built business 
intelligence solution developed at NASA to successfully manage large programs 
[24]. It enables program and task managers to communicate success critical  
information on the status and progress of all program levels in an efficient and  
always current manner by keeping track of project goals, risks, milestones and  
deliverables, and assisting with the proper allocation of financial, material,  
and human resources. PMT also provides integrated access to multiple distributed 
resources across the NASA agency, namely the “ERASMUS” reporting system 
(ERASMUS is an executive reporting system and project performance dashboard 
that includes performance metrics of all NASA centers, programs, projects, and 
safety and health activities), the NASA Technology Inventory Database (an inven-
tory of technologies developed by or under development at NASA), and the Inte-
grated Financial Management System IFMP (an agency-wide information system 
supporting NASA financial management activities).  PMT has been used for proc-
essing of over a 1000 WBS at the NASA Chief Engineer’s office and at various 
NASA mission directorates.   

A comprehensive overview of PMT or a description of the development and re-
alization of this system merits a separate discussion and we refer the reader to 
[24].  What we wish to emphasize here is that the system has been used exten-
sively for key NASA technical management and financial management tasks such 
as program and project WBS5 definition, resource planning and tracking, risk 
management, schedule management, periodic project status reports, performance 
reporting, budget formulation, phasing plans, financial roll-up reports, and guide-
line and funds received tracking. All the above applications are data intensive and 
it is NETMARK that is the information integration engine achieving the required 
information integration for all these applications. Given the wide acceptance and 
deployment of NETMARK within NASA and also beyond, positive feedback on 
                                                           
5 A WBS i.e., Work Breakdown Structure is a plan associated with each NASA which 

breaks down each project into manageable pieces of work to facilitate planning and  
control of cost, schedule and technical content. 
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easy of use and configuration, the reduction of application assembly time from 
several months to a matter of days, and the near elimination of the requirement for 
expert consultants for assembling each application, it is fair to claim that the driv-
ing hypotheses in our work have indeed been validated.  We refer to [25,26,27] for 
more detailed descriptions of the NASA applications of  NETMARK. 

6   System Interface and Availability 

NETMARK includes an AJAX-SQL library [29] that provides an interface to the 
NETMARK XDB query server. The primary purpose of this library is to provide 
enterprise users i.e., at present NASA personnel, the capability of easily querying 
unstructured information in multiple NASA repositories based on both context and 
context and further recompose documents based on the results of the queries. A 
standard browser is all that is required for accessing the information in the many 
different proprietary information sources. The following Table 5 illustrates the 
fundamental features of an AJAX-SQL query. 

The types of searches that AJAX-SQL enables over unstructured data include 
Context only search, Content only search, Combined context and content search, 
Combination search, XML data search, Unique value search, and Post Processing 
the query options. 

Table 5 AJAX-SQL 

Term Description 
Select Select data from a table  

Content Explained above 

Context Explained above 

From Address location of NETMARK XDB 
server 

Where Conditions select for type of data   

Distinct Conditions unique data results 

 

 

Fig. 12 Embedding AJAX-SQL in Javascript 
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Fig 12 above provides a simple example of how AJAX-SQL can be embedded 
in Javascript for an application that accesses the NETMARK XDB server and 
displays the results on a Web page. Instead of XDB query we see the use of SQL 
like primitives, the above example for instance requests the src_number (a 
source number) and pvcs_id (a parts id of some sort) elements from fragments 
of an XML document (tinfyft2.xml) where ‘shuttle’ appears in the ‘title’ context. 
The parameters such as cache, offset etc. are configuration parameters.    

System Availability Building upon and continuing the prior history of NASA in 
contributing to open-source software for the community, the NETMARK system 
has been made available for non-commercial research or academic uses under an 
open-source license from the NASA Ames Research Center. The available im-
plementation is in Java with versions for both Linux and Windows. It requires 
either Oracle (9i or later) or MySQL as the underlying database. Interested groups 
may contact any of the chapter author on obtaining a copy of the software.  

7   Related Work 

As a comprehensive system with many aspects, the NETMARK work relates to 
work in several areas such as knowledge sharing, XML data management and 
query processing, XML and text search, and information integration technology in 
general. All of the above have been actively investigated by academia and indus-
try. In comparison, the distinguishing features of our work can be summarized in 
the following contributions. 

1) The flexible and scalable approach provided to knowledge sharing and  
integration. Our approach has made knowledge sharing and management for  
information integration more scalable, by keeping this application specific and 
making it a client (application) responsibility as opposed to a mediator responsi-
bility. Articulation management and an ontology algebra are the formal tools  
provided to do this.  

2) A significantly optimized data management system based on a schema-less 
approach. Implementing XML over relational systems has been an active area of 
research. In all such work the underlying relational representations are document 
dependent and complex as they must capture the full XML structure of the docu-
ment. Efficient query processing of XML queries over these underlying relational 
tables is then a challenge, for which there is now an impressive array of efficient 
algorithms and solutions [32,35,36,37] for efficiently processing even rather com-
plex queries. In NETMARK by keeping the document structuring of enterprise 
data adequate yet simple, we are able to translate the XML representations to a 
document independent simple representation in just 2 tables. Coupled with  
relational database features (i.e., the availability of physical ROWID s) we are 
able to provide very efficient query processing for XDB queries with a relatively 
much simpler query processing algorithm. The performance evaluation results 
presented validate the significantly better performance NETMARK has as com-
pared to other XML database systems. The area of full-text search in XML [33,39] 
has also been investigated actively in recent years. Many solutions have also  
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advocated and developed capabilities for XML text search in context. Such work 
[33,39] is focused on determining meaningful fragments in XML in response to a 
text search, for instance based on the least-common-ancestor (LCA) and other 
criteria. Again, given our simpler representation we are able to provide high-
performance text searches in context (although our notion of context is in some 
sense more straightforward than as investigated for more nested XML).  At this 
point we should perhaps emphasize that the spirit of our work is not that we 
should not use formal and nested structuring of documents when required,  
but rather that structuring in a simple fragment oriented manner is adequate for  
a large class on enterprise applications and that then we should use simpler  
representations and query mechanisms given the scalability benefits as a result. 

3) An end-to-end information integration system with easy desktop drag-and-
drop and Web-based information ingest and retrieval capabilities. While this is 
mostly an engineering issue, our experience is that such capabilities have a) 
Helped alleviate the ‘resistance’ on behalf of an owner of a particular information 
source to provide data to and join an integration configuration.  Such resistance is 
often largely due to additional investment required in brining his or her particular 
data to a right or agreed upon format before integration which in our case is ad-
dressed by the system. b) The information composition capabilities have further 
providing cost and time savings in that integrated data can quickly be composed 
into reports and presentations that it is ultimately intended for.     

 

Fig. 13 Business Documents to Business Documents 

8   Conclusions and Current Work 

In this paper we described the conceptualization, design, and development of the 
NETMARK “schema-less” information integration system. We provided experi-
mental results demonstrating the efficiency of schema-less data management sys-
tems and then through application case-studies demonstrating the effectiveness of 
the system in real-world information integration applications. There are active 
areas of ongoing work in both research and application of the system. In research 
and system development we are currently investigating incorporating secure ac-
cess features in the system. An equal emphasis in this effort is on the application 
of NETMARK in real-world applications. Beyond domains such as project and 
personnel management, aviation safety data management etc., that we have  
applied the system to in NASA, we have begun investigating applicability in other 
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significantly different domains such as medical informatics. In fact the integration 
requirements in the medical and clinical informatics domain appear to pose many 
of the very problems that NETMARK is designed to efficiently address. As ex-
emplified in [41], clinical data too is present in many different kinds of sources 
ranging from databases to text files (notes) to spreadsheets and applications often 
require integrated access to all the data. The UC-Irvine Center for Medical Infor-
matics has recently obtained a NETMARK installation and is conducting a pilot 
information integration study with the system in this domain. Finally, we wish to 
re-emphasize our commitment to making this available as open-source software 
for research and/or non-profit use and welcome queries regards getting a license 
for the software.    

References 

[1] Halevy, A.Y., Rajaraman, A., Ordille, J.: Data Integration: The Teenage Years. In: 
Proc of VLDB (2006) 

[2] Litwin, W., Mark, L., Roussopoulos, N.: Interoperability of Multiple Autonomous 
Databases. ACM Computing Surveys 22(3), 267–293 (1990) 

[3] Halevy, A.Y., Ashish, N., Bitton, D., Carey, M.J., Draper, D., Pollock, J., Rosenthal, 
A., Sikka, V.: Enterprise information integration: successes, challenges and contro-
versies. In: SIGMOD Conference 2005, pp. 778–787 (2005) 

[4] Halevy, A.Y.: Data Integration: A Status Report. In: BTW 2003, pp. 24–29 (2003) 
[5] Draper, D., Halevy, A.Y., Weld, D.S.: The Nimble XML Data Integration System. 

In: ICDE 2001, pp. 155–160 (2001) 
[6] Papakonstantinou, Y., Borkar, V.R., Orgiyan, M., Stathatos, K., Suta, L., Vassalos, 

V., Velikhov, P.: XML queries and algebra in the Enosys integration platform. Data 
Knowl. Eng. 44(3), 299–322 (2003) 

[7] Berners-Lee, T., Hendler, J., Lasilla, O.: The Semantic-Web. Scientific American 
(May 2001) 

[8] Neches, R., Fikes, R., Finin, T., Gruber, T., Patil, R., Senator, T., Swartout, W.R.: 
Enabling Technology for Knowledge Sharing. AI Magazine 12(3), 36–55 (1991) 

[9] MacGregor, R.M.: Inside the LOOM Description Classifier. SIGART Bulletin 2(3), 
88–92 (1991) 

[10] Brachman, R.J., McGuinness, D.L., Patel-Schneider, P.F., Borgida, A.: "Reducing" 
CLASSIC to Practice: Knowledge Representation Theory Meets Reality. Artif. In-
tell. 114(1-2), 203–237 (1999) 

[11] Gruber, T.R.: The Role of Common Ontology in Achieving Sharable, Reusable 
Knowledge Bases. In: KR 1991 (1991) 

[12] Collet, C., Huhns, M., Shen, W.: Resource Integration Using a Large Knowledge 
Base in Carnot. IEEE Computer 12(24) (December 1991) 

[13] Maluf, D.A., Tran, P.: Articulation Management for Intelligent Integration of Infor-
mation. IEEE Systems Man and Cybernetics (2001) 

[14] Guha, R.V.: Context: A Formalization and Some Applications, Doctoral Disserta-
tion, Stanford University (1991) 

[15] Lenat, D., Guha, R.: The Evolution of CycL, The Cyc Representation language; Spe-
cial Issue on Implemented Knowledge Representation System. ACM SIGART 2(3), 
84–87 (1991) 

[16] McCarthy, J.: Notes on Formalizing Context. In: Proceedings of the Thirteenth In-
ternational Joint Conference on Artificial Intelligence (1993) 



Achieving Scalability with Schema-Less Databases 273
 

[17] Maluf, D.A., Wiederhold, G.: Abstraction of Representation for Interoperation. In: 
Tenth International Symposium on Methodologies for Intelligent Systems. LNCS, 
pp. 441–455. Springer, Heidelberg (1997) 

[18] Mitra, P., Wiederhold, G.: An Ontology-Composition Algebra. In: Handbook on On-
tologies 2004, pp. 93–116 (2004) 

[19] Maluf, D.A., Bell, D.G., Ashish, N., Knight, C., Tran, P.B.: Semi-Structured Data 
Management in the Enterprise: A Nimble, High-Throughput, and Scalable Approach. 
In: IDEAS 2005, pp. 115–124 (2005) 

[20] Gawdiak, Y., La, T., Lin, Y., Maluf, D., Tran, P.: US Patent 6,968,338, Extensible 
database framework for management of unstructured and semi-structured docu-
ments, Awarded November 22 (2005) 

[21] Maluf, D., Tran, P.: NETMARK: A Schema-Less Extension for Relational Data-
bases for Managing Semi-structured Data Dynamically. In: Zhong, N., Raś, Z.W., 
Tsumoto, S., Suzuki, E. (eds.) ISMIS 2003. LNCS, vol. 2871, pp. 231–241. 
Springer, Heidelberg (2003) 

[22] Schmidt, A.R., Waas, F., Ketersen, M.L., Florescu, D., Manolescu, I., Carey, M.J., 
Busse, R.: The XML Benchmark Project. In: CWI (2001) 

[23] Paparizos, S., Al-Khalifa, S., Chapman, A., Jagadish, H.V., Lakshmanan, L.V.S., 
Nierman, A., Patel, J.M., Srivastava, D., Wiwatwattana, N., Wu, Y., Yu, C.: TIM-
BER: A Native System for Querying XML. In: SIGMOD Conference 2003, p. 672 
(2003) 

[24] Maluf, D.A., Bell, D.G., Ashish, N., Putz, P., Gawdiak, Y.: Business Intelligence in 
Large Organizations: Integrating Which Data? In: Esposito, F., Raś, Z.W., Malerba, 
D., Semeraro, G. (eds.) ISMIS 2006. LNCS, vol. 4203, pp. 248–257. Springer, Hei-
delberg (2006) 

[25] Maluf, D., Tran, P.: Managing Unstructured Data With Structured Legacy Systems. 
In: IEEE Aerospace Conference, Montana (2008) 

[26] Maluf, D.: Searching Across the International Space Station. In: IEEE Aerospace 
Conference, Montana (2007) 

[27] Maluf, D.: Knowledge Mining Application in a IVHM Testbed. In: IEEE Aerospace 
Conference, Montana (2006) 

[28] NETMARK XDB guide 
[29] NETMARK API 
[30] Jagadish, H.V., Khalifa, S., Chapman, A., Lakshmanan, L., Nierman, A., Paparizos, 

S., Patel, J., Srivastava, D., Wiwatwattanna, N., Wu, Y., Yu, C.: TIMBER: A Native 
XML Database. VLDB Journal 11, 274–291 (2002) 

[31] Ives, Z., Halevy, A., Weld, D.: An XML query engine for network-bound data. 
VLDB Journal 11, 380–402 (2002) 

[32] Funderbunk, J.E., Kiernan, G., Shanmugasundaram, J., Shekita, E., Wei, C.: 
XTABLES: Bridging relational technology and XML. IBM Systems Journal 41, 
616–641 (2002) 

[33] Li, Y., Yu, C., Jagadish, H.V.: Enabling Schema-Free XQuery with meaningful 
query focus. VLDB Journal (2008) 

[34] Botev, C., Shanmugasundaram, J.: Context-Sensitive Keyword Search and Ranking 
for XML. In: WebDB 2005, pp. 115–120 (2005) 

[35] Grust, T., Rittinger, J., Teubner, J.: Why off-the-shelf RDBMSs are better at XPath 
than you might expect. In: ACM SIGMOD Conference, pp. 949–958 (2007) 

[36] Georgiadis, H., Vassalos, V.: Xpath on Steroids: Exploiting Relational Engines for 
Xpath Performance. In: ACM SIGMOD Conference, pp. 317–328 (2007) 

[37] Boncz, P.A., Grust, T., van Keulen, M., Manegold, S., Rittinger, J., Teubner, J.: 
MonetDB/XQuery: a fast XQuery processor powered by a relational engine. In: 
ACM SIGMOD, pp. 479–490 (2006) 



274 D.A. Maluf and C.D. Knight
 

[38] Vagena, Z., Moro, M., Tsotras, V.: Twig Query Processing over Graph Structured 
XML Data. In: Workshop on Web and Databases WebDB 2004, Paris, France 
(2004) 

[39] Xu, Y., Papakonstantinou, Y.: Efficient LCA based keyword search in XML data. In: 
EDBT 2008, pp. 535–546 (2008) 

[40] Madhavan, J., Cohen, S., Dong, X.L., Halevy, A.Y., Jeffery, S.R., Ko, D., Yu, C.: 
Web-Scale Data Integration: You can afford to Pay as You Go. In: CIDR 2007, pp. 
342–350 (2007) 

[41] Anderson, N., Lee, E., Brockenbrough, J.S., Minie, M., Fuller, S., Brinkley, J., Tar-
czy-Hornoch, P.: Issues in Biomedical Research Data Management and Analysis: 
Needs and Barriers. Journal of the American Medical Informatics Association 14(4) 
(August 2007) 

[42] Xalan, http://xml.apache.org/xalan-j/ 
[43] XML, http://www.w3.org/XML/ 
[44] Docushare, http://docushare.xerox.com/ds/ 
[45] Oracle 
[46] MySQL 
[47] Apache  
[48] WebDAV 



 

 

 
 
 
 
 
 
 
 
 

Part IV 
Intelligent Agents 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



Managing Pervasive Environments through
Database Principles: A Survey

Yann Gripay, Frédérique Laforest, and Jean-Marc Petit

Abstract. As initially envisioned by Mark Weiser, pervasive environments are the
trend for the future of information systems. Heterogeneous devices, from small sen-
sors to framework computers, are all linked though ubiquitous networks ranging
from local peer-to-peer wireless connections to the world-wide Internet. Managing
such environments, so as to benefit from its full potential of available resources pro-
viding information and services, is a challenging issue that covers several research
fields like data representation, network management, service discovery. . . However,
some issues have already been tackled independently by the database community,
e.g. for distributed databases or data integration. In this survey, we analyze cur-
rent trends in pervasive environment management through database principles and
sketch the main components of our ongoing project SoCQ, devoted to bridging the
gap between pervasive environments and databases.

Keywords: Pervasive environments, Databases, Continuous queries, Data streams,
Services.

1 Introduction

As initially envisioned by Mark Weiser [61], pervasive environments are the trend
for the future of information systems [43]. Heterogeneous devices, from small sen-
sors to framework computers, are all linked though ubiquitous networks ranging
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from local peer-to-peer wireless connections to the world-wide Internet. Managing
such environments, so as to benefit from its full potential of available resources pro-
viding information and services, is a challenging issue that covers several research
fields like data representation, network management, service discovery.

In order to cope with the development of autonomous devices and location-
dependent functionalities, an abstraction of device functionalities as distributed ser-
vices allows the pervasive system to automate some of the possible interactions
between heterogeneous devices. As devices may be sensors or effectors, services
may represent some interactions with the physical environment, like taking a photo
from a camera or displaying a picture on a screen. These interactions bridge the gap
between the computing environment and the user environment, and can be managed
by the pervasive system through such services. Many projects of pervasive systems
have been devised, e.g. [8, 13, 45, 46, 57, 58].

In this setting, even data tend to change their form to handle information
dynamicity. The relational paradigm widely adopted in DataBase Management Sys-
tems (DBMS) for many years is too restrictive to manage pervasive environments
with emerging data sources such as data streams and services. Queries in traditional
DBMS are “snapshot queries” expressed in SQL: a query is evaluated with the cur-
rent state of the database, and the result is a static relational table. The “snapshot”
term expresses that the result represents only the state of the database at the moment
of the query, and is never updated. With dynamic data sources, “snapshot queries”
may be not sufficient as it would be computation-expensive to periodically execute
them and obtain up-to-date results.

Data streams open new opportunities to view and manage dynamic systems,
such as sensor networks. The concept of queries that last in time, called continu-
ous queries [17], allows to define queries whose results are continuously updated
as data “flow” in the data streams. This kind of data sources has drawn the atten-
tion of the database community for many years. Data Stream Management Systems
(DSMS) have been studied in many works, e.g. [3, 7, 14, 18, 26, 55, 63].

From a data-centric point of view, traditional databases [28, 44] have to be used
alongside with non-conventional data sources like data streams and services to deal
with new properties such as dynamicity, autonomy and decentralization. Query lan-
guages and processing techniques need to be adapted to those data sources. Data
management systems tend to evolve from DBMS (DataBase Management System)
or DSMS (Data Stream Management System) to a more general concept of DataS-
pace Support Platform (DSSP) [25]. A DSSP is intended to deal with “large amount
of interrelated but disparately managed data”. However, many issues have already
been tackled in the field of databases to extend databases in this new setting, like
distributed databases or data integration.

In this survey, we study pervasive computing from a data-centric point of view.
Current trends in pervasive environment management can be related to, and en-
hanced by, current research in the database community. In this setting, we set up an
ongoing project, called SoCQ, as our attempt to bridge the gap between pervasive
computing and database principles.



Managing Pervasive Environments through Database Principles: A Survey 279

In Section 2, we first give an overview of pervasive systems and of the many
issues in this field. We then show how database principles have been leveraged to
answer to new constraints in those environments in Section 3. In Section 4, we
tackle enabling technologies for pervasive systems. We then discuss our approach
to manage pervasive environment through database principles in Section 5. Finally,
we conclude this survey and discuss some open issues in Section 6.

2 Overview of Pervasive Systems

Pervasive computing, or ubiquitous computing [61], is “a paradigm for the 21st cen-
tury” [50] that tackles “connecting the physical world” [23] to a ubiquitous network
and discovering available resources [64] in the environment. With such settings, ap-
plications like “Data Space” [38, 25] or “Programmable Pervasive Space” [34] can
be realized.

Pervasive information systems can be analyzed as the interaction of three layers,
each one interacting with the “individual layer” representing the user [41]:

1. the infrastructure layer, that represents the technical part for supporting pervasive
systems inducing capabilities (and limitations) for the second layer;

2. the service layer, that represents applications that can be built in pervasive sys-
tems to answer to user expectations;

3. the social layer, that imposes some restrictions upon the behavior of applications
to enforce social rules, like legal aspects and user privacy.

In this overview, the focus is put on the infrastructure layer and the service layer
through the presentation of the principles of pervasive systems and the description
of some projects of pervasive systems. The social layer is tackled in the conclusion
of this section.

2.1 Principles of Pervasive Systems

Most important, ubiquitous computers will help overcome the problem of information
overload. There is more information available at our fingertips during a walk in the
woods than in any computer system, yet people find a walk among trees relaxing and
computers frustrating. Machines that fit the human environment instead of forcing hu-
mans to enter theirs will make using a computer as refreshing as taking a walk in the
woods. Mark Weiser [61]

The idea of ubiquitous computing, or pervasive computing, was initiated by Mark
Weiser in his famous article “The Computer for the 21st Century” [61] in 1991.
His vision of computers fully integrated in the human environment and gracefully
providing information and services to users is still an open issue in computer science
and computer engineering.

Pervasive computing results from the evolution of the computing paradigm from
centralized mainframe computers with “dummy” terminals at an organizational
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level to more decentralized networks of personal computers at a user level, and
toward the multiplication of “smart” small-scale appliances, e.g. hand-held devices
like smart phones or PDAs, or embedded devices integrated in the surrounding envi-
ronment, like autonomous sensors and actuators. In so-called pervasive information
systems [42], those smart objects can benefit from wireless and wired networks to
remotely access to powerful computing and large distributed databases, and to be
remotely accessed by other smart objects, thus creating what could be called the
“Internet of Things” [56].

This integration of “computerized artifacts” blurs the distinction between com-
puters and other electronic devices [43], leading to new application models. From a
user point of view, applications can be mobile, localized and personalized: new in-
teraction possibilities can make applications go “off the desktop”, i.e. applications
can run in the background, using the user environment itself as an ubiquitous in-
terface. From a system point of view, sensors and actuators can be distributed in
the environment and autonomously gather data and execute actions with no or few
human interactions.

As presented in [10], developing applications in such complex computing
environments leads to the need for middlewares. Middlewares offer a unified repre-
sentation and access to those distributed resources. The following requirements are
detailed:

1. abstraction of devices (sensors, actuators, etc.);
2. loosely coupled communications, including discovery mechanisms;
3. context management;
4. application developer support.

Abstraction of Devices

Pervasive systems are distributed systems of devices able to communicate with oth-
ers through network links. Devices may range from isolated sensors to mainframe
computers, including smart phones, PDAs, desktop computers, and may be embed-
ded in the environment, mobile, handheld, or stationary. At an abstract level, devices
can be viewed as entities providing some of the following functionalities:

• sensor: it can report one or more environment parameters or events;
• actuator: it can modify the environment through its actions;
• computation: it can compute some information given some input data;
• storage: it can store data and answer to queries about it.

Those devices are mainly represented by services distributed in the pervasive net-
work. This abstraction enables interoperability between heterogeneous devices. The
service representation tends however to be divided in two categories: reactive ser-
vices and autonomous components. Reactive services can be invoked and composed
by a supervision system in order to create applications [9, 29, 12]. On the other
hand, autonomous components [32] can decide themselves to collaborate with some
others in order to create coherent processes.
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As devices may be sensors or actuators [23], services may represent some interac-
tions with the physical environment, like taking a photo from a camera or displaying
a picture on a screen. These interactions bridge the gap between the computing en-
vironment and the physical environment, that can both be managed by the pervasive
system.

In summary, the set of devices in pervasive systems can be abstracted as an envi-
ronment of distributed services providing sensor, actuator, computation and storage
functionalities, where some services may be autonomous. We call such an environ-
ment a pervasive environment.

Loosely Coupled Communications

A common representation for data and services is required for services to understand
each others. Tuple representations like for databases or standardized languages such
as XML are commonly used for data exchange between services. Services are rep-
resented by their interface: it provides a list of methods that can be invoked and
potentially the types of events that the service may publish.

At a lower level, system functionalities are often accessed through proxies and
wrappers that translate commands and data between platform-independent and
platform-specific representations.

Service discovery is a common issue [64] in distributed systems (pervasive
systems, grids, or even Internet). As services may enter or exit the pervasive en-
vironment at any time (e.g. services provided by mobile devices), the discovery
should be dynamic in order to reflect the currently available services.

Remote invocation, or more generally communication between services, can not
always rely on a stable network infrastructure in pervasive systems. Asynchronous
messaging is then preferred to synchronous communications: asynchronous mes-
saging can handle more gracefully network latency and failures in this dynamic
setting.

Asynchronous messaging also enables event mechanisms through publish/
subscribe systems: a service can subscribe to some events provided by another ser-
vice, and the expected events are sent asynchronously when they occur.

Context Management

Context management is a key element for dynamic adaptation of applications to
their environment. As devices and services are spatially distributed in the envi-
ronment and may be mobile, a strong need for localization appears in pervasive
systems. A spatial indexation of the entities in the environment is necessary to
allow location-aware processes.

In a more general way, the notion of context can be defined as “any informa-
tion that can be used to characterize the situation of entities (i.e., whether a person,
place, or object) that are considered relevant to the interaction between a user and an
application, including the user and the application themselves. Context is typically
the location, identity, and state of people, groups, and computational and physical
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objects.” [22]. From [22], three layers of components are required to capture the
context: widgets that acquire low-level information from sensors, interpreters ab-
stracting this information and aggregators gathering information by entity. Applica-
tions can then use these components in order to provide context-aware behaviors.

A common representation for the context is also a requirement to enable in-
teroperability. Whereas simple forms of context can be expressed using key-value
pairs (e.g.[name="carla",location="elysee"]), more elaborate context
models need graph-model representation like RDF (Resource Description Frame-
work) or the more general concept of ontology (e.g. the Context Ontology Language
(CoOL) [54]). Ontologies allow independent services to reason about the same con-
cepts with a shared ontology or to agree about concepts with ontology alignments.

Application Developer Support

Distributed functionalities in a pervasive environment may appear or disappear dy-
namically. In order to make the development of applications easier, applications
can be defined using abstract functionalities and dynamically linked to actual im-
plementations at runtime, depending on the available resources. For instance, the
OSGi “whiteboard pattern” [49] works as follows: service consumers use a given
service interface and, at runtime, can search registered services that implement this
interface, and then invoke their methods.

Middlewares like OSGi [48], combined with network protocols like UPnP [59] or
DPWS [60], implement an abstraction of pervasive systems by providing a catalog
of available services that are dynamically discovered, and by hiding communica-
tions details through unified interfaces to access to those services.

Interfaces with users or other software components try to hide the complexity of
the pervasive system organization. Explicit interactions (reactivity) are often made
with a declarative language using an abstract view of the environment, while implicit
interactions (proactivity) provide useful automatically configured services to users
depending on their context.

2.2 Projects of Pervasive System

Giant research projects on pervasive systems have been conducted in the greatest uni-
versities throughout the world. Among them, we quote the Oxygen project [46] of
the MIT, the EasyLiving project [45] at Microsoft Research or the Aura project [13]
of the Carnegie Mellon University. The examples they provide concern mainly in-
telligent workspaces and enhanced spaces (e.g. elderly homes). These projects en-
compass many research teams of different specialties (from hardware to software,
including artificial intelligence, speech recognition and synthesis, multimodal and
plastic user interfaces, local area networks, middleware, etc.), and have shown am-
bitious objectives in particular on the user interface.

In the Oxygen project [46, 27, 40], they have defined new devices for the end-
user (called H21s) that include computing and communication facilities as well as
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multimodal user interfaces. They have designed a dedicated network technology.
They have also studied the software level by defining a technique for the adaptation
of software to the ever changing pervasive environment using a goal-oriented pro-
gramming technique [51]. It decomposes applications in two levels: the goal level
abstracts the end-user task, and the software components (called pebbles) level con-
tains effective code realization. Pebbles are platform-independent software compo-
nents, capable of being assembled dynamically by the goals planning mechanism in
response to evolving system requirements. A subsystem of the Oxygen environment
concerns the management of user knowledge. It is based on a RDF representation
and a learning system gathers information on the user habits and preferences. Col-
laborative tools have also been proposed, like the annotation of web documents.

The EasyLiving project [45, 12] also works on intelligent environments (in-home
or in-office). The context sensing and modeling has been highly studied (combina-
tion of multiple sensor modalities, automatic sensor calibration) as well as the inter-
action with the end-user (computer vision and visual user interaction, adaptation of
user interfaces. . . ). They have also defined device-independent protocols for com-
munication and data. Like Oxygen, adaptation is based on an abstraction of users’
tasks and on the discovery and composition of effective services in the environment.
The originality of this project comes from their geometric model of the world. This
model represents objects (of the real world or of the software world) as entities,
and geometric relationships between entities as measurements. A measurement is
a polygon that represents the object physical expanse, and can be associated with
uncertainty values. The precise and complete geometric model allows to specify
precise situations involving different objects (e.g. an object in a certain area, close
to a certain software component).

The Aura project [13, 29] aims at providing each user with an invisible halo
of computing and information services that persists regardless of location. They
have deployed efforts at every level: from the hardware and network layers, through
the operating system and middleware, to the user interface and applications. Their
project ambition goes one step further compared to the others, as they want the user
not to be restricted to classical devices, but should be able to interact continuously
with his “aura” that follows him everywhere and at every time, using any available
appliance, even the coffee maker while the user stands in front of it (as the video
available on their web site [13] shows it).

Other big projects could be described. One can cite the following ones:

• The Portolano project [58] at the Washington University focuses on sensors man-
agement, networking, transparency to the end-user and trust. They have stud-
ied an infrastructure based on mobile agents that interact with applications and
users. Data-centric routing automatically migrates data among applications on
the user’s behalf. Data thus becomes ”smart” and serves as an interaction mech-
anism within the environment.

• The Endeavour project [57] at Berkeley University has studied a planet-scale,
self-organizing, and adaptive Information Utility. Their main objective is to ar-
bitrarily and automatically distribute data among Information Devices”. Data are
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seen as software components that can advertise themselves, provide their own
adaptable user interface and their own negotiation process for their integration in
applications.

• The Sentient project [8] at AT&T Laboratories Cambridge is based on a device
called a bat with a unique id, an ultrasound transmitter and a radio transceiver,
2 buttons and a beeper. It is located by a central controller, and the world model
stores the correspondence between bats and their owners, applying algorithms
to the bat location data to determine the location of the person or object which
owns it.

All these projects focus on services and consider the environment as a halo of avail-
able services. The notion of data is not present in the front: data are embedded in
software components. All information interesting the user or describing his way of
working are represented in objects or services; the paradigm for the manipulation of
artifacts are services or components. With the advent of the DataSpace notion [25],
another vision has appeared, placing data at the centre of the pervasive system. Some
projects have tried to focus on a data-like representation of the environment, includ-
ing databases and data streams but also services. They have resulted in hybrid SQL-
like systems that include remote services calls in queries (e.g. [31, 62]). They will
be detailed in section 3.

2.3 Summary

In the previous section, we emphasized that pervasive systems need a certain degree
of abstraction of devices about hardware, software and network capabilities. Mid-
dlewares and layered architectures are mainly used to achieve this level of abstrac-
tion, through a common representation of resources as services. Communications
between services are often implemented as asynchronous messages that are inde-
pendent of the underlying platform and network protocol. Context management is
also a key element for dynamic adaptation of applications to their environment.

Among the restrictions imposed on pervasive applications by the social layer [41],
a strong issue is to enforce security policy. As sharing of data and services among
devices is one of the main point of pervasive systems, security is needed to protect
access to resources and to ensure some level of user privacy. Despite many works
on security for distributed systems, it remains an open issue in such complex envi-
ronments. Other restrictions may come from usability issues, aesthetics issues and
environmental issues, in particular in term of energy consumption.

3 Related Database Research

Current trends in pervasive environment management can be analyzed as the lever-
aging of database principles, applied to a more dynamic and distributed setting. We
first tackle the representation and management of streaming data sources. We then
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tackle data integration problems that occur in pervasive environment settings and
describe the interplay between data and services.

3.1 Data Streams

Pervasive systems often include services that periodically or occasionally gener-
ate data, be it events or sensor readings. Managing such data sources in programs
(e.g. in a supervision system) can be complex as it implies asynchronous data han-
dling. In order to cope with this complexity, database principles can be applied: data
sources are represented in a way similar to relations in databases, and queries can be
formulated in a declarative way using a SQL-like query language from which query
optimization techniques can be applied.

Furthermore, data streams and relations may be handled in a homogeneous way
so as to enable queries combining both types of data sources. Data streams represent
the integration of dynamic data sources in databases, leading to the definition of con-
tinuous queries providing dynamic results that are continuously updated. Queries
may also still be one-shot as standard SQL queries, i.e. their results are evaluated
once and not updated.

Many projects have been launched on data streams, among which we quote Ni-
agaraCQ, TelegraphCQ, Cougar, TinyDB, STREAM, the Global Sensor Network
and Cayuga.

NiagaraCQ [17] introduces some definitions of continuous queries over XML
data streams. Queries are defined as triggers and produced event notification in real-
time. The TelegraphCQ system [14] proposes adaptive continuous query processing
over streaming data and historical data.

Cougar [63, 11] and TinyDB [30] handle continuous queries over sensor net-
works with a focus on the optimization of energy consumption for sensors using
in-network query processing. STREAM [7] defines a homogeneous framework for
continuous queries over relations and data streams.

In those systems, continuous queries are defines using a SQL-like language. An-
other approach is tackled with Borealis [37, 3, 18]: a Distributed Stream Processing
System (DSPS) enables to define dataflow graphs of operators in a “box & arrows”
fashion, making distributed query processing easier.

Continuous queries can be used to define some parts of pervasive applications in a
declarative way: in [26, 39], the progressive cleaning process for data retrieved from
numerous physical sensors is defined by a pipeline of continuous queries declara-
tively defined in SQL. A complex event-processing using state-machine operator
producing data streams is also proposed. In [4, 5], the Global Sensor Network, a
middleware for sensor networks, enables to specify continuous queries as virtual
sensors whose processing is specified declaratively in SQL, with a subquery for
preprocessing each input stream.

Cayuga [20, 19] is a stateful publish/subscribe system for complex event monitor-
ing where events are also defined by SQL-like continuous queries over data streams.
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3.2 Data and Services Integration

In this section, we discuss the interplay between data and services, and possible
optimizations for queries involving both types of data sources.

Data integration has been a long standing theme of research over the past 30
years. Now, the broader notion of dataspaces [25, 38] has appeared to provide base
functionality over all data sources and applications, regardless of how integrated
they are and without having a full control over the underlying data [25]. For exam-
ple, to answer a query when some data sources are unavailable, the data accessible
at the time of the query have to be used to propose the best possible results.

In the setting of data integration, the notion of binding patterns appears to be
quite interesting since they allow to model a restricted access pattern to a relational
data source as a specification of “which attributes of a relation must be given values
when accessing a set of tuples” [24]. A relation with binding patterns can represent
an external data source with limited access patterns in the context of data integra-
tion [24]. It can also represent an interface to an infinite data source like a web site
search engine [31], providing a list of URLs corresponding to some given keywords.
In a more general way, it can represent a data service, e.g. web services providing
data sets, as a virtual relational table like in [53].

The SQL standard itself supports some forms of access to external functionalities
through User-Defined Functions (UDF). UDFs can be scalar functions (returning a
single value) or table functions (returning a relation). UDFs are defined in SQL or
in another programming language (e.g. C, Java), enabling to access to any exter-
nal resources. Table functions are a way to implement the notion of virtual tables,
however limited to having only one binding pattern determined by the function in-
put parameters. UDFs are also tagged as deterministic or non-deterministic: query
rewriting may not change the number of invocations for non-deterministic UDFs.
Abstract Data Types can also be used to get an object-oriented view of sensors, like
in the Cougar project [11, 63].

Optimization of queries involving expensive functions or methods leads to the
redefinition of cost models to integrate the estimated cost of computation. This issue
has been studied for standard databases [15, 16, 35, 36], and also for continuous
query processing [21].

In a similar way to binding patterns, the ActiveXML language [1] allows to de-
fine XML documents containing extensional data, i.e. data that are present in the
document, and intensional data, representing service calls that provide data when
needed. Intensional data is close to the notion of virtual tables and binding pat-
terns. ActiveXML is also a “framework for distributed XML data management” [6]
and defines an algebra to model operations over ActiveXML documents distributed
among peers, that enables query optimization.

In Aorta [62], continuous queries can implicitly interact with devices through an
external function call. However, the relationship between functions and devices,
as well as the optimization criteria, are not explicit and cannot be declaratively
defined.
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In [5], the Global Sensor Network allows to define virtual sensors abstracting
implementation details of data sources, and provides continuous query processing
facilities over distributed data streams.

3.3 Summary

Database research that can be related to pervasive environments span across
several issues. From a data-centric point of view, the management of pervasive en-
vironments is the management of distributed dynamic data sources and services that
should be accessed through declarative queries: therefore, there is a need for in-
tegration of data streams, external methods and services, into relational or XML
databases. Continuous or one-shot queries over such extended databases need to be
declaratively defined, for example using a SQL-like language, optimized for this
new setting, and processed (in real-time for continuous queries).

4 Enabling Technologies

A pervasive environment is full of functionalities, but a user may be lost and not
able to comprehend and optimally use all available data sources and services the en-
vironment can provide. Furthermore, applications are not easy to develop and main-
tain because of the heterogeneity and the dynamicity of the environment. Typically,
low-level technical code using programming languages (Java, C#...) and network
protocols has to be devised to come up with some pervasive applications.

In this section, we detail some technologies that enable to build pervasive envi-
ronment systems. Those technologies tackle system problems like service discovery
and remote invocation in a heterogeneous setting, but also some higher-level issues
like a common data and service representation.

CORBA [47] (Common Object Request Broker Architecture) is an open architec-
ture and infrastructure that enables applications to interoperate over network links.
It can be defined as an object bus: applications can access to local or remote objects
without worrying about underlying network issues (including serialization issues).
A lookup allows to search objects by name and get object references. Objects are
defined using the platform-independent IDL (Interface Description Language) that
can be used to generate stub and/or skeleton in many programming languages.

Some systems tackle the same issues, but are more platform- or language-
dependent, like Microsoft DCOM (Distributed Component Object Model) or Java
RMI (Remote Method Invocation).

Whereas those systems are a sort of object bus, other systems focus on a messag-
ing protocol between services to achieve interoperability. Those protocol are more
data-oriented. The open standard XML (eXtended Markup Language) is often used
as the message format for such protocols, like for the simple yet efficient XML-RPC
(XML - Remote Procedure Call) or its more complex but powerful evolution SOAP
(Simple Object Access Protocol) for Web Services. REST (REpresentational State
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Transfer) relies on the HTTP API to transfer messages, but do not define a message
format: it is rather an architecture style using the well-established HTTP protocol to
simplify communications. For those protocols, service discovery needs to be done
by external registries, like UDDI (Universal Description, Discovery and Integration)
for Web Services.

UPnP [59] (Universal Plug and Play) and the more recent DPWS [60] (Device
Profile for Web Services) are based on some messaging protocols and include auto-
matic discovery mechanisms, using network broadcast facilities. UPnP/DPWS enti-
ties are devices that host several services providing methods and events.

JMX (Java Management eXtension) and OSGi [48] are two Java framework that
can host some (potentially active) java objects as services and enable a local and
remote access to them through various network protocols like RMI, Web Services,
or even UPnP and DPWS if dynamic discovery is needed.

Nowadays, these relatively recent technologies have become mature, some of
them being used in the industry (in particular for application servers). Focused on
interoperability issues in a heterogeneous setting, they can be re-used in the context
of pervasive environment management systems.

5 SoCQ: A Comprehensive PEMS

Managing pervasive environments, in particular heterogeneous devices, remains a
complex task: a certain level of abstraction and loosely coupled communications
can be achieved with current middlewares, but application developer support still
can not hide resource heterogeneity. However, with the adoption of a data-centered
point of view, this heterogeneity can be further abstracted: devices can be repre-
sented as distributed data sources providing data, data streams and services that are
manageable in a homogeneous way.

The Service-oriented Continuous Query project, or SoCQ project [33, 52], is de-
voted to making the development of pervasive applications easier through database
principles. It aims at contributing in the area of Dataspaces [25, 38] through a unified
view of data and service spaces mandatory in pervasive environments.

We are currently working on the definition of an approach to homogeneously
represent such pervasive environments through database principles. The basic idea
is to present to application developers a database-like view of the environment re-
sources, so that they can visualize this environment as a set of tables and launch
declaratively-defined continuous queries involving available data sources and ser-
vices. This approach is built on an extension of the relational model and uses a
SQL-like query language.

DBMSs (DataBase Management Systems) provide a homogeneous view as well
as storage and query facilities for relational data. DSMSs (Data Stream Management
Systems) also provide a homogeneous view and query facilities for both relational
data and data streams. We then call PEMS, for Pervasive Environment Management
System, a system that manages in a similar way an environment containing data
relations, data streams and services.
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Fig. 1 Overview of a PEMS environment

In this project, we tackle the following challenges:

• definition of a homogeneous representation for databases, data streams and ser-
vices from the pervasive environment,

• definition of a query language over pervasive environments allowing to easily
develop pervasive applications,

• design of a Pervasive Environment Management System (PEMS) supporting
both the homogeneous representation and the query processing facilities.

In Figure 1, the different elements of a PEMS are shown. A distributed resource
manager handles service discovery and remote invocations, with local resource
managers as proxies for local devices that provide data, streams and services. An
extended table manager builds a homogeneous representation of non-conventional
data sources, and the query processor allows to define, optimize and execute queries.

5.1 Example Scenario

In the example scenario, we monitor temperatures in an office building: when a
temperature exceeds some threshold in a room, an alert message is sent to the man-
ager of this room. A photo of the room can be joined to the message. We simulate
an environment, illustrated in Figure 2, containing the following data sources and
services:

• two data relations: one containing some information about the rooms (manager,
temperature threshold. . . ), the other one being a list of contacts (including con-
tacts of the managers),

• some temperature sensors distributed in several rooms, providing data streams,
• some cameras installed in the rooms, providing photo services,
• some messenger services (by mail, instant message, SMS).
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Fig. 2 Illustration of the scenario environment

This environment can be represented homogeneously with relations and streams
extended with virtual attributes and binding patterns. Virtual attributes are attributes
that do not have a value and may be provided a value through a query, due to binding
patterns that indicate their relationship with method prototypes from services. We
call such relations XD-Relations, standing for eXtended Dynamic Relations, and
such environments relational pervasive environments. For the example scenario, we
can view a DDL representation of the schema of this environment in Table 1.

With such environments, the use of distributed functionalities provided by ser-
vices is declaratively specified in SQL-like queries by the virtual attributes that
need to be realized, i.e. that need to be provided a value. In order to realize those
attributes, the corresponding binding patterns are invoked for every involved tuples,
leading to several service invocations. We call these queries SoCQ, for Service-
oriented Continuous Queries.

Over this environment, many different SoCQ queries could be launched. For ex-
ample, the temperature monitoring can be declaratively defined as a continuous query.
The three XD-Relations are joined (the stream “temperature” must be windowed) on
the manager name and the area, the threshold is checked and the message body is
set. The binding pattern “sendMessage” will be invoked in order to fetch a value for
the virtual attribute “sent”. The SQL-like query in Table 2 is a typical example of a
pervasive application that is defined at the declarative level, without worrying about
low-level technical considerations (programming languages, network protocols).

The role of a PEMS is to manage a relational pervasive environment, with its
dynamic data sources and set of services, along with the execution of the continuous
queries over this environment. In the following sections, we first sketch the data
model that supports XD-Relations, and the algebra that enables SoCQ queries. We
then give an overview of our PEMS implementation.
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Table 1 DDL description of prototypes and XD-Relations for the environment of the exam-
ple scenario

PROTOTYPE sendMessage( address STRING, text STRING ) :
(sent BOOLEAN) ACTIVE;

PROTOTYPE takePhoto( ) :
( photo BLOB );

RELATION surveillance (
area STRING,
manager STRING,
threshold REAL,
alertMessage STRING

);

RELATION employees (
name STRING,
address STRING,
messenger SERVICE,
text STRING VIRTUAL,
sent BOOLEAN VIRTUAL

)
USING BINDING PATTERNS (

sendMessage[messenger] ( address, text ) : ( sent )
);

RELATION cameras (
camera SERVICE,
area STRING,
photo BINARY VIRTUAL

)
USING BINDING PATTERNS (

takePhoto[camera] ( ) : ( photo )
);

STREAM temperatures (
area STRING,
temperature REAL

);

Table 2 SoCQ query for the example scenario

SELECT surveillance.area, surveillance.manager, employees.sent
FROM temperatures [now], employees, surveillance
WHERE surveillance.manager = employees.name

AND surveillance.area = temperatures.area
AND surveillance.threshold < temperatures.temperature
AND employees.text IS surveillance.alertMessage

5.2 Modeling of Pervasive Environments

In order to homogeneously represent data sources and other resources from perva-
sive environments, we propose a model that integrate distributed functionalities of
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resources within data sources. Our model, based on the relational model, is built
on the following notions: prototypes, services and extended relations with virtual
attributes and binding patterns.

Distributed functionalities can be represented as services implementing proto-
types. For example, a webcam and an IP camera are two services from the envi-
ronment that implement a prototype takePhoto():(photo) that takes zero
input attribute and provides one output attribute photo; a mail server, an instant
messaging server and a SMS gateway are three services that implement a proto-
type sendMessage(text,address):(sent) that takes two input attributes
text and address and provides one output attribute sent. Invoking a proto-
type on a service realizes the implied actions, like taking a photo for a camera and
sending a message to the given address for the mail server.

As service invocations can have an impact on the physical environment, e.g.
invoking a service that sends a message, we need to consider two categories of
prototypes: active prototypes and passive prototypes. Active prototypes are proto-
types having a side effect on the physical environment that can not be neglected
(e.g. in Table 1, sendMessage is tagged as active). On the opposite, the impact
of passive prototypes is non-existent or can be neglected, like reading sensor data
(e.g. takePhoto).

Prototypes can be integrated into data relations schemas through virtual attributes
and binding patterns. Virtual attributes are attributes from the relation schema that
do not have a value at the tuple level. They represent input and output attributes
of prototypes. A binding pattern is associated with a relation schema and specifies
one non-virtual attribute as the service reference attribute, the prototype and which
attributes are linked with the prototype input and output attributes. For example, the
employees relation (see Table 1) is associated with one binding pattern that uses
the prototype sendMessage, the service reference attribute messenger and that
links the attributes address and text with the prototype input attributes, and the
attribute sentwith the prototype output attribute. Output attribute should be virtual
attributes, whereas input attributes can also be real (i.e. , non-virtual) attributes, like
the attribute address in this example.

We call such relations, X-Relations, standing for eXtended Relations. Virtual
attributes represent possible interactions with services: when a query needs the
virtual attribute sent, a value is required for the virtual attribute text due to
the binding pattern (the attribute address being real), and it implies an invoca-
tion of the prototype sendMessage. The required value should be provided by
the query itself. The services on which the prototype is invoked are defined by
the value of the service reference attribute (here, attribute messenger), at the
tuple level.

In the following table, an example of content for the X-Relation employees
is presented. The constants “mailer” and “jabber” are two service references, the
former for the mail server, the latter for the instant messaging server. The star (*)
symbol reminds that virtual attributes do not have a value.
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name address messenger text sent

nicolas nicolas@elysee.fr mailer * *
carla carla@elysee.fr mailer * *

françois francois@im.gouv.fr jabber * *

Pervasive environments being dynamic, data sources may include streaming data.
We extend our model to integrate data sources like data streams. We call XD-
Relations, for eXtended Dynamic Relations, X-Relations that are time-dependent:
XD-Relations can be either finite (relations where tuples can be inserted and deleted)
or infinite (append-only relations, i.e. data streams). An environment represented by
a set of XD-Relations is defined as a relational pervasive environment.

5.3 Service-Oriented Continuous Queries

Queries over relational pervasive environments allow to define interactions between
dynamic data sources and services, i.e. pervasive applications. Such queries are
defined to be continuous queries, i.e. queries that are executed continuously to main-
tain their results up-to-date, like in the example scenario. They are called Service-
oriented Continuous Queries, or SoCQ queries. However, some queries may be
snapshot queries, i.e. queries executed once that produce their results and do not
maintain them, like standard SQL queries in DBMS.

SoCQ queries are based on the so-called Serena algebra (Service-enabled alge-
bra) that defines query operators over XD-Relations. Standard relational operators
are redefined over finite XD-Relations, and new operators are defined. Realization
operators handle the transformation of virtual attributes either by providing them a
value (a constant or the value of another attribute) or by invoking a binding pattern.
Window operators and streaming operators handle infinite XD-Relations: window
operators transform an infinite XD-Relations into a finite XD-Relations (e.g. a re-
lation that contains the tuples inserted during the last 5 minutes into the stream
operand), and streaming operators transform finite XD-Relations into infinite XD-
Relations (e.g. a stream of the tuple inserted into the relation operand).

A SQL-like query language has been defined to declaratively express SoCQ
queries. For example, for the example scenario, the query in Table 2 involves sev-
eral operators: windows (the [now] is a window of size 1 applied on the stream
temperatures), selections, joins, realizations, streaming. This query produces a
stream of alerts (when a threshold is exceeded) while invoking the sendMessage
prototype when needed (to actually send messages to area managers).

5.4 Implementation of PEMS

The PEMS core is composed of three logical layers (see Figure 1). A global
resource manager handles service discovery and remote invocations, with local re-
source managers as distributed proxies for local devices that provide services. An
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Fig. 3 Internal modules of the PEMS core

Fig. 4 The PEMS GUI

extended table manager builds a homogeneous representation of non-conventional
data sources, and the query processor allows to define, optimize and execute
Service-oriented Continuous Queries. These layers are composed of several internal
modules sketched in Figure 3.
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The PEMS prototype is developed in the Java/OSGi framework [48]. Each mod-
ule of the PEMS is an OSGi bundle and communicates with each other through
the OSGi service life cycle management. The chosen network protocol for service
discovery and remote invocations is UPnP [59]: the prototype uses the dedicated
standard OSGi bundles for this protocol.

The PEMS GUI, shown in Figure 4, is also developed in the Java/OSGi frame-
work, as an Eclipse RCP Plugin, i.e. the GUI is integrated in the Eclipse platform. It
communicates remotely with the PEMS core through a JMX interface. It enables to
visualize existing XD-Relations and their content, to add/alter/delete XD-Relations,
and to launch/stop SoCQ queries.

6 Conclusion

Pervasive systems intend to take advantage of the evolving user environment so as
to provide applications adapted to the environment resources. As far as we know,
bridging the gap between data management and pervasive applications has not been
fully addressed yet. A clear understanding of the interplays between databases, data
streams and services is still lacking and is a major bottleneck toward the declarative
definition of pervasive applications.

Pervasive environments are complex environments that raise issues in several
research domains. Studying pervasive computing from a data-centric point of view
raises some similarity with current database research like data streams, data and
services integration, or distributed databases.

In this setting, the SoCQ project is our attempt to bridge the gap between perva-
sive computing and the database domain. It demonstrates the following points: 1)
a homogeneous database-like view on pervasive environments containing dynamic
data sources and services is possible as a set of XD-Relations, through the notions
of virtual attributes and binding patterns; 2) Service-oriented Continuous Queries
(SoCQ queries) over relational pervasive environment allow to define pervasive ap-
plications combining data sources and services. A formal algebra has been devised
allowing to apply query optimization techniques in pervasive environments. Such
declarative definitions of SoCQ queries make the definition and the evolution of
pervasive applications easier.
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Toward a Novel Design of Swarm Robots Based
on the Dynamic Bayesian Network

Einoshin Suzuki, Hiroshi Hirai, and Shigeru Takano

Abstract. In this chapter, we describe a novel design method of swarm robots based
on the dynamic Bayesian network. Recently, an increasing attention has been paid
to swarm robots due to their scalability, flexibility, cost-performance, and robust-
ness. Designing swarm robots so that they exhibit intended collective behaviors is
considered as the most challenging issue and so far ad-hoc methods which heavily
rely on extensive experiments are common. Such a method typically faces a huge
amount of data and handles them possibly using machine learning methods such as
clustering. We argue, however, that a more principled use of data with a probabilis-
tic model is expected to lead to a reduced number of experiments in the design and
propose the fundamental part of the approach. A simple but a real example using
two swarm robots is described as an application.

1 Introduction

Swarm robots are autonomous agents each of whom interacts with their environment
locally based on a relatively simple program but as a system they exhibit complex
collective behaviors. Recently, swarm intelligence [2] has emerged as a scientific re-
search field for studying such systems from various viewpoints including computer
science, engineering, and biology. The main advantages of a system composed of
swarm robots are scalability, flexibility, cost-performance, and robustness.

Designing swarm robots, however, is prone to several difficulties which stem from
the limited capabilities of individual robots and the nature of the system. A swarm
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robot must cope with uncertainties in its perception and its action with its relatively
simple program, its limited hardware (e.g. motors, wheels, sensors, actuators, on-
board computer), and its limited information (e.g. signals from sensors, images, com-
munication). Designing individual robots so that they exhibit intended behaviors as a
swarm is recognized as one of the most important research issues. Currently, most so-
lutions may be classified as ad-hoc methods which heavily rely on simulation and/or
real experiments. Such a method typically faces a huge amount of data and handles
them possibly using machine learning methods such as clustering. Clearly a system-
atic approach based on a solid theoretical foundation with essential data and less
experiments is desirable.

Recently, statistical machine learning [1] has been successfully used in design-
ing autonomous vehicles [5]. Especially, autonomous vehicles which succeeded in
running a 131-mile course which is most along narrow, unpaved desert trails in
a competition called the DARPA Grand Challenge have validated the usefulness
of statistical machine learning in designing a complex autonomous agent [5, 11].
Another notable example is an application of the dynamic Bayesian network to
planning problems of a manipulator robot [12]. The approach returns the joint prob-
ability distribution of all possible trajectories based on a probabilistic model and
thus provides a novel method for designing an individual robot.

In this chapter, we explain our ongoing work toward a novel design of swarm
robots based on the dynamic Bayesian network. It makes use of data in a more prin-
cipled way with a probabilistic model and the number of experiments in the design
is expected to be highly reduced. In section 2, we explain issues in designing swarm
robots. Section 3 briefly introduces the dynamic Bayesian network and we pro-
pose our novel approach for designing swarm robots in section 4. Section 5 shows
an example of two real swarm robots which are designed to patrol around with a
small probability of collision with the principled method. Section 6 gives concluding
remarks.

2 Designing Swarm Robots

2.1 Swarm Robots

Swarm robotics is a new approach to the coordination of multi-robot systems [9]. It
adopts a decentralized approach in which the intended collective behaviors emerge
from the local interaction between robots and their environment. The main advan-
tage lies in its robustness and applications are found in any task in which distributed
robots need to explore, survey, collect, harvest, rescue, or assemble into structures.

Interesting applications including a path formation of swarm robots [7] have
been presented. In the work, the task of the swarm robots is to form a path from
a home location to objects. The robot is equipped with two external wheels, a
camera, a semispherical mirror for the camera, and several LEDs in one of three
colors used for communication. The basic data is collected in experiments using
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the real robots but the experiments for the path formation is done by computer
simulation. The system is shown to be scalable, robust, and fault-tolerant. Though
we admire the work, we are concerned about its rather artistic nature for designing
swarm robots to produce the desired collective behaviors. Especially the number of
simulations is considered to be huge otherwise a sufficient level of confidence is not
guaranteed.

Studying complex collective behaviors of social insects gives useful hints in
designing swarm robots [3]. One of the most important keywords here may be stig-
mergy: simple interactions of social insects with its environment produce complex
collective behaviors such as a nest construction by wasps. Other issues such as a
categorization of collective behaviors of social insects, modulation of self-organized
behaviors, and their management of uncertainty and complexity are considered as
precious sources of ideas for designing swarm robots. We, however, consider that a
systematic method for the design is necessary to use the ideas in practice.

2.2 Difficulties in the Design

A hardware of a swarm robot is relatively simple due to its size and its design prin-
ciple. A swarm robot obtains limited information since the quality of the signals
from sensors and communication is relatively low. It has a limited capability to pro-
cess information due to its simple program and its on-board computer. Its actions
are highly uncertain as its actuators such as motors and wheels are of low quality.
Therefore, a typical swarm robot has to cope with uncertainties in its perception and
its action under an unfavorable condition in terms of computing.

The design of a complex system which consists of many elements is more dif-
ficult than that of a simple system with one element. The case of swarm robots
belongs to the former and it is generally agreed that a large number of experiments
are necessary. Such experiments produce a huge amount of data and so far they
are processed in an ad-hoc manner. Clearly a systematic approach based on a solid
theoretical foundation with essential data and less experiments is desirable.

3 Dynamic Bayesian Network

3.1 Expressing Probabilistic Knowledge

We assume that the state of a system at time t is described with a set St of probabilis-
tic variables which cannot be observed i.e., state variables that are latent. We denote
the set of probabilistic variables which can be observed, i.e., evidence variable, with
Et . Following a common assumption [10], we assume that the state variables begin
at t = 0 i.e., S0,S1, . . . while the evidence variables begin at t = 1 i.e., E1,E2, . . ..
A specific assignment St = st of values st to St may be denoted with st . Likewise a
specific assignment Et = et of values et to Et may be denoted with et .
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A Bayesian network (V,L) is a directed graphical representation of conditional
dependencies, where V and L are sets of nodes and links (i.e., edges), respectively.
A node of a Bayesian network represents a probabilistic variable Z with a condi-
tional table which describes the conditional probability P(Z = z|Π(Z,V,L)) of Z
taking an arbitrary value z given its parent nodes Π(Z,V,L) in (V,L). The joint
distribution of the set Z of all variables in (V,L) is given as follows.

P(Z) = ∏
Z∈Z

P(Z = z|Π(Z,V,L)) (1)

In the rest of the chapter, we denote the probability distribution P(Z = z) of a set Z
of variables taking an arbitrary value z with P(Z).

A dynamic Bayesian network is a kind of Bayesian network in which time t is
explicit. Each of the hidden Markov model and the Kalman filter is known to be
a kind of the dynamic Bayesian network. Details of the Bayesian network can be
found in [1, 6, 10].

3.2 Inferencing the Joint Probability Distribution

The most popular kinds of inference with the dynamic Bayesian network are filter-
ing, prediction, and smoothing [10]. The filtering computes the a posteriori proba-
bility distribution of the states of the present (t = T ) given all evidences until the
present i.e. it computes P(ST |e1:T ) given e1:T , where e1:T is the set of values of Et

for t = 1,2, . . . ,T . The prediction, on the other hand, computes the a posteriori prob-
ability distribution of the states in the future (t = T +k) given all evidences until the
present i.e., it computes P(ST+k|e1:T ) given e1:T , where k is a positive integer. The
smoothing computes the a posteriori probability distribution of the past (t = h) given
all evidences until the present i.e., it computes P(Sh|e1:T ) given e1:T , where h is an
integer which satisfies 0≤ h < T .

It is common to assume that the system is a first-order Markov process: the cur-
rent state St depends only on the previous state St−1 i.e., P(St |S0:t−1) = P(St |St−1)
for any t. With this assumption, the kinds of inference are significantly simplified.
For instance the filtering becomes the following recursive estimation known as the
forward message passing.

P(ST |e1:T ) = β P(eT |ST ) ∑
sT−1

P(ST |sT−1)P(sT−1|e1:T−1), (2)

where β represents the regularizer [10].
The recursive estimation such as that of (2) is efficient when the shape of the dy-

namic Bayesian network is simple such as a chain. In other cases, one has to resort
to an approximate inference method such as various sampling methods, Markov
Chain Monte Carlo methods, variational methods, and loopy belief propagation
methods [4, 10].
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In this chapter, we, as designers, are interested in the observable evidences of
swarm robots in the future. Therefore the objective of our prediction is to compute
the joint probability distribution P(ETfin |e1) of the evidences in the future (t = Tfin)
given the initial evidence e1. The computation of the prediction can be treated
similarly to the smoothing: it is an iterative application of the following equation
from t = 1,2, . . . ,Tfin−1.

P(Et+1|et) = ∑
st

P(Et+1|et ,st)P(st |et) (3)

3.3 Application to Robot Control

In a robot control planning problem, the desired target STfin at t = Tfin may be given in
addition to the initial state s1. Toussaint et al. have shown that the planning problem
can be solved by expressing knowledge on the structure of the robot as a dynamic
Bayesian network and calculating the optimal intermediate states s1:Tfin under given
constraints [12, 13]. In [12], they demonstrated an example of a single humanoid
robot with the angles of its multiple joints as the state variables and the positions
of its end-effector as the observations. Unfortunately, we think that the model is too
simple to be applied to the design of the swarm robots.

Pfeffer and Tai have proposed a model based on the dynamic Bayesian networks
for autonomous agents that interact with each other in a distributed, asynchronous
manner [8]. Their model mainly assumes as its application a sensor network for
monitoring a dynamic system, where message transmissions among agents play a
central role. A swarm system, however, is not necessarily a monitoring system thus
we think that the model is limited for our purpose.

4 Toward a Novel Design of Swarm Robots

Suppose we are designing autonomous swarm robots each of which has a determin-
istic controller C(θ ) with a set θ of parameters. We assume that the environment is
dynamic and all robots and the environment are synchronized i.e., they act simulta-
neously at time slices t = 1,2, . . .. The sets of the latent and observable variables of
a robot i at time t are denoted with σ t,i and εt,i, respectively. Since we are design-
ers, σ t,i and εt,i represent the internal state such as its sensor values and hence its
actuator values, and the physical evidence such as its position, of the robot i at time
t, respectively. We assume that the corresponding sets of the dynamic environment
are denoted with σ t,0 and ε t,0, respectively. The corresponding variables of σ t,i and
εt,i are denoted with S′t,i and E′t,i, respectively.

The situation may be described with a dynamic Bayesian network where St =
{S′t,0,S′t,1, . . .} and Et = {E′t,0,E′t,1, . . .}. We assume that the state S′t,i of robot i at
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Fig. 1 Dynamic Bayesian network for the swarm robot design problem

time t depends on the current evidence et and thus try to obtain its conditional prob-
ability distribution P(S′t,i|et). Note that another possibility would be to assume that
S′t,i also depends on σ t−1,i, which corresponds to equipping the swarm robot with a
memory of the previous state. We do not take this possibility as we are interested in
analyzing reactive swarm robots.

For the evidence E′t+1,i of robot i at time t +1, we assume that it depends on the
previous evidence εt,i and the previous state σ t,i. We also try to obtain its conditional
probability distribution P(E′t+1,i|εt,i,σ t,i). We show the dynamic Bayesian network
in Figure 1. Note that P(S′t,i|et) and P(E′t+1,i|εt,i,σ t,i) may be called as a status
model and an evidence model of robot i, respectively. Each of them is a conditional
probability table used in the inference on the dynamic Bayesian network.

In this case, (3) may be written for each robot as follows.

P(E′t+1,i|et) = ∑st P(E′t+1,i|et ,st)P(st |et) (4)

A failure F(ETfin) at time Tfin is a proposition which is defined in terms of ETfin .
We may try to design C(θ ) so that the probability P(F(ETfin)) of the failure F(ETfin)
at time Tfin is minimized. This problem is difficult as the number of the possible
initial conditions is usually infinite. Thus we assume a specific initial condition e1,
which we call a critical case, and modify θ so that P(F(ETfin)|e1) is minimized.

To calculate P(F(ETfin)|e1), we obtain the probabilities of the states P(S2:Tfin |e1)
and the probabilities of the evidences P(E2:Tfin |e1) given the initial evidence e1. The
modification method of the swarm robot, especially its controller, for decreasing
P(F(ETfin)|e1) depends on the application problem and thus is not given in a general
form in this chapter.
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5 Example of Two Swarm Robots with a Static Environment

5.1 Collision Avoidance Problem and Our Swarm Robot

We consider the design of C(θ ) of two swarm robots in a room with fixed obstacles
i.e., the number of robots is two and the environment is static so St = {S′t,1,S′t,2}
and Et = {E′t,1,E′t,2}. The failure F(ETfin) is defined as a collision between a robot
with the other robot, an obstacle, or the wall. Two examples of an initial evidence
(i.e., critical case) e1 are shown in Figure 2. Each robot has a sensor to detect obsta-
cles in front of it and thus a robot i has one variable st,i which represents whether
it has detected an obstacle at time t. The corresponding values of st,i are true and
false, respectively. We assume that the controller of a robot is deterministic and thus
its action depends on the value of st,i so σ t,i = {st,i}.

We show a picture of our robot swarm in Figure 3. The robot kit is called Robo
Designer and is commercially available from Japan Robotech ltd. We have placed
three distance measurement sensors in front of each robot. Here the distance mea-
surement sensor emits an infra-red signal and if it detects a reflection of the emitted
signal it returns an electric signal to the on-board computer. The sensor is capable
of detecting objects in the range of approximately 20 cm - 80 cm in a range of
5 degrees.

We assume that the velocity of a robot is constant. Therefore the evidence εt,i of a
robot i at time t consists of its 2-dimensional coordinate (xt,i,yt,i) on the surface and
its orientation αt,i i.e., εt,i = {xt,i,yt,i,αt,i}. Xt,i,Yt,i,At,i are defined as the respective
variables. We assume that a robot can either move forward or make a 90-degree
right-turn so the simplest form of a controller C(θ ) may be a decision list such as
“if st,i = true make a 90-degree right-turn, otherwise go straight”. We adopt this
controller in the rest of the chapter hence the parameter θ consists of the values
related with st,i = true and 90. For instance, the robot can sense 3 times in 0.1 second
then judge the existence of an obstacle with a threshold value for its electric signal
with the majority vote.

Fig. 2 Two examples of an
initial evidence (i.e., critical
case)
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Fig. 3 Our swarm robot

5.2 Prediction Based on a Dynamic Bayesian Network

In our problem, (4) may be rewritten as follows.

P(Xt+1,1,Yt+1,1,At+1,1,Xt+1,2,Yt+1,2,At+1,2|xt,1,yt,1,αt,1,xt,2,yt,2,αt,2)
= ∑

st,1

∑
st,2

P(Xt+1,1,Yt+1,1,At+1,1,Xt+1,2,Yt+1,2,At+1,2|xt,1,yt,1,αt,1,xt,2,yt,2,αt,2,

st,1,st,2)P(st,1,st,2|xt,1,yt,1,αt,1,xt,2,yt,2,αt,2) (5)

= ∑
st,1

∑
st,2

P(Xt+1,1,Yt+1,1,At+1,1|xt,1,yt,1,αt,1,st,1)P(Xt+1,2,Yt+1,2,At+1,2|xt,2,yt,2,

αt,2,st,2)P(st,1|D(xt,1,yt,1,αt,1,xt,2,yt,2,αt,2))P(st,2|D(xt,2,yt,2,αt,2,xt,1,yt,1,

αt,1)) (6)

where D(xt,i,yt,i,αt,i,xt, j,yt, j,αt, j) is a proposition which becomes true when at least
one of the other robot j, the wall, and the obstacle is located in the visible range of
the sensors of the robot i.

In (6), we assume that the new coordinates and the new orientations are indepen-
dent given the previous coordinates, orientations, and the states.

P(Xt+1,i,Yt+1,i,At+1,i|xt,i,yt,i,αt,i,st,i) = P(Xt+1,i,Yt+1,i|xt,i,yt,i,αt,i,st,i)
P(At+1,i|xt,i,yt,i,αt,i,st,i) (7)

We also assume that each of P(Xt+1,i,Yt+1,i|xt,i,yt,i,αt,i,st,i) and P(At+1,i|xt,i,yt,i,
αt,i,st,i) follows a Gaussian distribution when st,i = false. The former Gaussian has
a mean (Lcos(αt,i) + xt,i,Lsin(αt,i) + yt,i), where L represents the average length
that the robot moves in one time slice, and a two-dimensional covariance matrix.
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Fig. 4 Our environment of the experiments

The latter Gaussian is one-dimensional and has a mean αt,i. The number of the
parameters is 1+4+1=6 and if the covariance matrix has non-zero elements only in
its diagonal it is 4. These parameters may be estimated by a sufficient number of
experiments with a single swarm robot, which makes forward moves.

We take similar assumptions when st,i = true. The difference to those in the case
of st,i = false is that P(Xt+1,i,Yt+1,i|xt,i,yt,i,αt,i,st,i) is a Gaussian with a mean (M +
xt,i,M+yt,i), where M represents the average length that the robot moves in one time
slice when it makes a 90-degree right-turn and the Gaussian for the orientation has
a mean of αt,i + 90 degree. The number of the parameters is again 6 in the general
case or 4 with the specific type of the covariance matrix. These parameters may be
estimated by a sufficient number of experiments with a single swarm robot, which
makes a 90-degree right-turn.

Note that we assume that L and M are independent of the position on the surface.
The time slice should be adjusted so that the velocity of a robot becomes stable
in reality.

We assume that P(st,i|D(xt,i,yt,i,αt,i,xt, j,yt, j,αt, j)) is identical for i = 1,2. There-
fore, the probabilities may be represented by a 2×2 confusion matrix i.e., the degree
of freedom is 2 and it suffices to estimate the probabilities of the false positive and
the false negative. Again these parameters may be estimated by a sufficient number
of experiments with a single swarm robot, which tries to detect objects in front of it
and not to mis-detect non-existent objects.
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Fig. 5 Projection transformation of the field

Fig. 6 Calculation of the position and the orientation of the swarm robot

5.3 Measurement of Basic Statistics

We are currently measuring the basic statistics of our swarm robot. Figure 4 shows
our environment of the experiments. We use a USB camera (Logicool Qcam Orbit)
of 300,000 pixels and we set it on a position of 160 cm height with a 45-degree
angle to the ground. The frame rate of the movie is 10 frames per second and the
size of each image is 640 pixels (W) × 480 pixels (H).

The size of the field in which the swarm robot moves is 70 cm (W)× 200 cm (H).
We have performed a projection transformation to the camera image of resolution
140 pixels (W) × 400 pixels (H). Figure 5 shows our projection transformation of
the field. A move of a robot of 0.5 cm in reality corresponds to its move of 1 pixel
on the camera image.
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To measure the current position and the orientation of a swarm robot, a color-
based image processing has been used. We have colored the robot as shown in Figure
6 and assume that the center of gravity of red pixels corresponds to the position of
the robot. The orientation is estimated as the direction to which the length of the
blue line segment is longest.

6 Concluding Remarks

We have proposed a method for interpreting the behavior of swarm robots for their
efficient design. The method provides the joint probability distribution of the future
evidences, which is based on the basic statistics of a single swarm robot. Since the
joint probability distribution of the future evidences may be used for computing the
probability of the failure, the number of real experiments is significantly reduced.
Our approach is based on statistical theories and is thus considered to be superior to
ad-hoc approaches relying on easily-available methods.

We have made a very general assumption on the swarm robots and the environ-
ment. The price that we pay is the combinatorial explosion of the future states but
most of the combinations may be eliminated if we assume some confidence level
for an approximate reason. Another direction of research is to assume constraints
on the form of the collective behaviors of the swarm robots such as aligning them
in one line. This kind of constraints typically reduces the numbers of possible states
and evidences, allowing us to simulate behaviors of longer periods compared to the
general case.
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Current Research Trends in Possibilistic Logic:
Multiple Agent Reasoning, Preference
Representation, and Uncertain Databases

Henri Prade

Abstract. Possibilistic logic is a weighted logic that handles uncertainty, or pref-
erences, in a qualitative way by associating certainty, or priority levels, to classical
logic formulas. Moreover, possibilistic logic copes with inconsistency by taking ad-
vantage of the stratification of the set of formulas induced by the associated levels.
Since its introduction in the mid-eighties, multiple facets of possibilistic logic have
been laid bare and various applications addressed: handling exceptions in default
reasoning, modeling belief revision, providing a graphical Bayesian-like network
representation counterpart to a possibilistic logic base, representing positive and
negative information in a bipolar setting with applications to preferences fusion
and to version space learning, extending possibilistic logic for dealing with time,
or multiple agents mutual beliefs, developing a symbolic treatment of priorities for
handling partial orders between levels and also improving computational efficiency,
learning stratified hypotheses for coping with exceptions. The chapter aims primar-
ily at offering an introductory survey of possibilistic logic developments. Still, it
also outlines new research trends that are relevant in preference representation, or
in reasoning about epistemic states.

1 Introduction

Possibilistic logic has been developed for about twenty-five years [49]. Possibilis-
tic logic has been first introduced in artificial intelligence as a tool for handling
uncertainty in a qualitative way in a logical setting. Each classical logic formula is
associated with a certainty level. Later on, it has appeared that possibilistic logic can
also be used for representing preferences [62]. Then, each logic formula represents
a goal to be reached with its priority level (rather than a statement that is believed
to be true with some certainty level). An interesting feature of possibilistic logic is
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its ability to deal with inconsistency. Indeed a possibilistic logic base B, i.e. a set of
possibilistic logic formulas, is associated with an inconsistency level inc(B), which
is such that the formulas associated with a level strictly greater than inc(B) form a
consistent subset of formulas.

These are the basic features of standard possibilistic logic, which are especially
at work for encoding non monotonic reasoning and belief revision. However, there
exist further extensions that this chapter more particularly addresses. The intended
purpose of this introductory survey is to provide a broad overview of possibilistic
logic developments, lying bare the basic ideas and the main mechanisms. For the
technical details and examples, the reader is referred to the rich bibliography that is
provided.

The chapter is organized in four main parts. The representational framework of
possibilistic logic is briefly restated in Section 2, emphasizing the existence of dif-
ferent representation formats, including the use of constrained symbolic levels for
the handling of partially ordered levels. Then in Section 3, two further represen-
tation issues, which have been more recently considered, are presented. First, the
bipolar representations that handles both classical logic-like information that delim-
its a (fuzzy) set of models where the actual world may be (which correspond to
non impossible interpretations), and so-called positive information expressing that
subsets of interpretations are actually possible to some extent. Second, extensions
of possibilistic logic for handling nested formulas and dealing with multiple agent
situations are discussed, including some hints for reasoning about epistemic states.
Section 4 suggests further developments in preference representation. Lastly, Sec-
tion 5 outlines a possibilistic logic-like treatment of uncertainty in databases.

2 Background

A possibilistic logic base is semantically equivalent to a possibility distribution that
restricts the set of interpretations (w. r. t. the considered language) that are more or
less compatible with the base. Instead of an ordinary subset of models as in classi-
cal logic, we have a fuzzy set of models, since the violation by an interpretation of a
formula that is not fully certain (or imperative) does not completely rule out the inter-
pretation. Moreover, there exists two other noticeable representation frameworks that
are equivalent to a possibilistic logic base (and are also semantically associated to
a possibility distribution), which explicitly refer to contexts: i) a conditionals-based
representation that expresses default statements, and ii) a Bayesian-like network rep-
resentation that provides a graphical counterpart to a possibilistic logic base.

2.1 Standard Possibilistic Logic

Standard possibilistic logic [41] has been essentially developed as a formalism for
handling qualitative uncertainty and preferences with an inference mechanism that
is a simple extension of classical logic. Then a possibilistic logic formula is a pair
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made of i) any well-formed classical logic formula, propositional or first-ordered,
and ii) a weight expressing its certainty or priority. Such classical logic formulas can
be only true or false, and fuzzy statements with intermediary degrees of truth are not
allowed in standard possibilistic logic (although extensions exist for handling fuzzy
predicates [52, 2, 3]).

A standard possibilistic logic expression is a pair (φ ,α), where φ is a classical
logic formula and α ∈ (0,1] is interpreted as a lower bound of a necessity measure
N, i.e., (φ ,α) is semantically interpreted as N(φ)≥ α , where N is a necessity mea-
sure. Formulas of the form (φ ,0), which do not contain any information (N(φ) ≥ 0
always holds), are not part of the possibilistic language. The interval [0,1] can be
replaced by any linearly ordered scale, and even by distributive lattice structures (as
in [39], where a logical formula is associated with the fuzzy set of time instants
where the formula is more or less certainly true). A possibilistic logic base is a set
of possibilistic logic formulas.

Necessity measures N are monotonic functions w. r. t. entailment, i.e. if φ |= ψ
then N(φ)≤ N(ψ), and they characterized by the decomposability property

N(φ ∧ψ) = min(N(φ),N(ψ)),

and are dual of possibility measures Π (namely N(φ) = 1−Π(¬φ)). Mind that we
only have N(φ ∨ψ)≥max(N(φ),N(ψ)). This goes well with the idea that one may
be certain about the general statement φ∨ψ , without being really certain about more
specific statements such as φ and ψ . In the same spirit, the min decomposability
property of necessity measures N w. r. t. conjunction expresses that to be certain
about φ ∧ψ , one has to be certain about φ and to be certain about ψ . Thanks to this
decomposability property, a possibilistic logic base can be always put in a clausal
equivalent form.

Dual possibility and necessity measures Π and N are based on the same pos-
sibility distribution that essentially encodes a preorder that rank-orders interpre-
tations. A possibility measure Π is defined from a possibility distribution π as
Π(p) = maxω|=pπ(ω) [77].

A propositional possibilistic logic base B = {(pi,αi)|i = 1,n} is semantically
associated with the possibility distribution

πB(ω) = min
i=1,n

π(pi,αi)(ω)

with π(pi,αi)(ω) = 1 if ω |= pi, and π(pi,αi)(ω) = 1−αi if ω |= ¬pi.
Thus, πB is obtained as the min-based conjunctive combination of the represen-

tations of each formula in B. Moreover, an interpretation ω is all the more possible
as it does not violate any formula pi with a high certainty level αi (since if ω vio-
lates pi, π(pi,αi)(ω) = 1−αi and then the possibility πB(ω) of ω would be small, as
1−αi is).

The basic inference rule in possibilistic logic put in clausal form is the following
resolution rule, here written in the propositional case:
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(¬p∨q,α);(p∨ r,β ) |= (q∨ r,min(α,β )).

Using this rule repeatedly, a refutation-based proof procedure that is sound and
complete w. r. t. the semantics exists for propositional possibilistic logic [41]. Al-
gorithms and complexity evaluation (similar to the one of classical logic) can be
found in [63]. It is worth pointing out that a similar approach with probability lower
bounds would not ensure completeness [42]. Indeed the repeated use of the prob-
abilistic counterpart of the above resolution rule, namely (¬p∨ q,α);(p∨ r,β ) |=
(q∨ r,max(0,α + β − 1)) (where (φ ,α) now means Probability(φ) ≥ α), is not
always enough for computing the best probability lower bounds on a formula, given
a set of probabilistic constraints of the above form.

Moreover, a formula such as (¬p∨q,α) can be rewritten under the semantically
equivalent form (q,min(t(p),α)), where t(p) = 1 if p is true and t(p) = 0 if p is
false. This latter formula now reads “q is α-certain, provided that p is true” and can
be used in hypothetical reasoning in case (p,γ) is not deducible from the available
information (for some γ > 0) [12, 46].

Lastly, an important feature of possibilistic logic is its ability to deal with in-
consistency. The level of inconsistency inc(B) of a possibilistic logic base B (i.e.
a set of possibilistic logic formulas) is defined as inc(B) = max{α | B |= (⊥,α)}.
All formulas whose level is strictly greater than inc(B) are safe from inconsistency.
It can be shown that 1− inc(B) is nothing but the height h(πB) of πB, defined by
h(πB) = maxωπB(ω). All formulas in B whose level is less or equal to inc(B) are
ignored in the standard possibilistic inference process; they are said to be drawn.
However, other inferences that salvage formulas that are below the inconsistency
level but are not involved in some inconsistent subsets of formulas, have been de-
fined and studied [17].

Remark: Representing ignorance. In standard possibilistic logic, formulas of the
form (p,0) are ignored, since they correspond to the trivial piece of information
N(p)≥ 0. The piece of information (p,α) stating that N(p)≥ α is compatible with
any possibility distribution π such that π ≤ π(p,α). Then, the information is rep-
resented by the largest possibility distribution compatible with the constraint, i.e.,
π(p,α) by virtue of the minimal specificity principle, which privileges the less restric-
tive distributions, i.e. those that keep the levels of possibility as large as possible tak-
ing into account the constraints. Thus, N(p)≥ 0 would be represented by π(p,0) = 1.
Thus, the semantics underlying a possibilistic logic base B = {(pi,αi)|i = 1,n} is
that an empty base leaves all the interpretations equally possible and that any new
non trivial piece of information (pi,αi) cannot but reduce the levels of possibility of
the interpretations.

Besides, formulas associated with lower bounds of possibility measures (rather
than necessity measures) have been also introduced [41, 44] and can be used for ac-
knowledging partial ignorance, where fully ignoring p amounts to write that Π(p)=
1 = Π(¬p). This is another form of ignorance, which might be termed “alleged
ignorance” and corresponds more generally to the situation where Π(p) ≥ α > 0
and Π(¬p)≥ β > 0. This expresses that both p and ¬p are somewhat possible, and
contrasts with the type of uncertainty encoded by (p,α), which in turn is equivalent
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to Π(¬p) ≤ 1−α , which expresses that ¬p is rather impossible. Alleged igno-
rance can be transmitted through equivalences. Namely from Π(p) ≥ α > 0 and
Π(¬p)≥ β > 0, one can deduce Π(q)≥ α > 0 and Π(¬q)≥ β > 0 provided that
we have (¬p∨q,1) and (p∨¬q,1) [44, 69]. This form of alleged ignorance is dif-
ferent from the idea of “unawareness” about p, which corresponds to the absence of
any formula involving p in the possibilistic base B.

2.2 Default Reasoning, Causality and Belief Revision

Such an ability to deal with inconsistency is exploited in default reasoning. A de-
fault rule “generally, if p then q” is represented by the conditional Π(p∧ q) >
Π(p∧¬q) ⇐⇒ N(q|p) > 0 (where Π denotes a possibility measure, and N(q|p)
= 1−Π(¬q|p) and Π(q|p) = 1 if Π(p∧ q) ≥ Π(p∧¬q) and Π(q|p) =
Π(p∧ q) if Π(p∧ q) < Π(p∧¬q) ). Thus, N(q|p) > 0 expresses that in the
context where p is true, having q true is strictly more possible than q false. Then by
laying bare the largest possibility distribution underlying a consistent set of defaults
Π(pi∧qi) > Π(pi∧¬qi) for i = 1,n, it is possible to stratify the set of defaults ac-
cording to their specificity (roughly speaking the most specific defaults receive the
higher levels), and then to encode them by possibilistic logic formulas [13]. This en-
coding takes advantage of the fact that when new certain information is received, the
level of inconsistency of the base cannot decrease, and if it strictly increases, some
inferences that were safe before are now drawn in the new inconsistency level of the
base and are thus no longer allowed, hence a non monotonic consequence mecha-
nism takes place. Such an approach has been proved to be in full agreement with the
Kraus-Lehmann-Magidor [61] postulates-based approach to nonmonotonic reason-
ing [15]. Moreover, a default rule maybe itself associated with a certainty level (in
such a case each formula will be associated with two levels, namely a priority level
reflecting its relative specificity in the base, and its certainty level) [53].

Let us also point out that since N(q|p) > 0 expresses that in context p, q is true in
the normal course of things, qualitative necessity measures may be used for describ-
ing how (potential) causality is perceived in relation with the advent of an abnormal
event that precedes a change. Namely, if an agent has the two following beliefs rep-
resented by N(q|p) > 0 and N(¬q|p∧ r) > 0 about the normal course of things,
and that it has been reported that we are in context p, and that q, which was true,
has become false after r takes place, then the agent will be inclined to think that
“p caused ¬q”. See [32] for a detailed presentation and discussion of this model
(both from a formal and from a cognitive psychology point of view).

Besides, qualitative necessity relations (which can be encoded by necessity mea-
sures) are nothing but the epistemic entrenchment relations [45] that underly well-
behaved belief revision processes [57]. This enables the possibilistic logic setting
to provide syntactic revision operators that apply to possibilistic knowledge bases,
including the case of uncertain inputs [47, 18]. Note that in possibilistic logic, the
epistemic entrenchment of the formulas is explicit.
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2.3 Possibilistic Bayesian Networks

A possibilistic logic base can be also changed into a possibilistic directed acyclic
graph and vice-versa [7]. Such a graph exhibits a conditional independence structure
just like for Bayesian nets. There exist two types of possibilistic Bayesian nets, de-
pending on the conditioning that is used. Indeed conditioning may be defined qual-
itatively through the equation Π(p∧ q) = min(Π(q|p),Π(p)) (which gives birth
to the definition of Π(q|p) already mentioned), or quantitatively using the product
in place of ‘min’ in the previous equation. They are counterparts of probabilistic
Bayesian nets with specific computational procedures that take advantage of the
idempotency of the combination operation in possibility theory [5, 20]. Tools for
computing “interventions” for causality assessments have been recently introduced
in this setting [25]. Such graphical structures may be also of particular interest for
representing preferences [14].

An important feature of the possibilistic logic setting is the existence of equiv-
alent representation formats: set of prioritized logical formulas, preorders on inter-
pretations (possibility distributions) at the semantical level, set of conditionals (of
the form Π(p∧q) > Π(p∧¬q)), graphical nets, for which there are algorithms for
translating one format in another [8]. Recently, hybrid representations formats have
been introduced where local possibilistic logic bases are associated to the nodes of
a graphical structure [26].

2.4 Fusion

The fusion of information can take place in the different representation formats
of the possibilistic setting. In particular, the combination of possibility distributions
can be equivalently performed in terms of possibilistic logic bases. Namely, the syn-
tactic counterpart of the pointwise combination of two possibility distributions π1

and π2 into a distribution π1⊕π2 by any monotonic1 combination operator ⊕ such
that 1⊕ 1 = 1, can be computed, following an idea first proposed in [31]. Namely,
if the possibilistic logic base B1 is associated with π1 and the base B2 with π2, a
possibilistic base that is semantically equivalent to π1⊕ π2 can be obtained in the
following way [16]:

B1⊕2 = {(ϕi,1− (1−αi)⊕1) s.t. (ϕi,αi) ∈ B1},
∪ {(ψ j,1−1⊕ (1−β j)) s.t. (ψ j,β j) ∈ B2},

∪ {(ϕi∨ψ j,1− (1−αi)⊕ (1−β j)) s.t. (ϕi,αi) ∈ B1,(ψ j,β j) ∈ B2}.

For ⊕= min,we get B1⊕2 = B1∪B2 with πB1∪B2 = min(π1,π2)

1 ⊕ is supposed to be monotonic in the wide sense for each of its arguments: α⊕β ≥ γ⊕δ
as soon as α ≥ γ and β ≥ δ .
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as expected (conjunctive combination). For ⊕ = max (disjunctive combination),
we get

B1⊕2 = {(ϕi∨ψ j,min(αi,β j)) s.t. (ϕi,αi) ∈ B1, and (ψ j,β j) ∈ B2}.

With non idempotent ⊕ operators, some reinforcement effects may be obtained.
Moreover, this approach has been also applied to the syntactic encoding of the Ham-
ming distance-based merging of classical logic bases (where distances are computed
between each interpretation and the different classical logic bases, thus giving birth
to the counterparts of possibility distributions) [9]. Besides, fusion can be applied
directly to qualitative or quantitative possibilistic networks [27, 28].

2.5 Partially Ordered Priorities

When possibilistic logic formulas are coming from different sources, it is not always
possible to stratify them according to a complete preorder. Only partial information
may be available about the ordering between the levels associated to the formulas
[21]. This partial information can be represented by classical logic formulas pertain-
ing to symbolic levels. Thus, the formula (p,α) can be reinterpreted as a two-sorted
classical formula p∨ A (expressing that if the situation is not abnormal (¬A), p
should be true). The possibilistic formulas with their symbolic levels together with
the partial ordering information between levels can then be encoded in a classi-
cal two-sorted logic [22]. For instance, a constraint such as α < β translates into
formula ¬A∨B. The possibilistic logic inference machinery can be recast in this
symbolic setting, and efficient computation procedures can be developed taking ad-
vantage of the compilation of the base in a dNNF format [22], including the special
case where the levels are totally ordered [23].

3 Further Representation Issues: Bipolarity and Agentivity

Possibilistic logic is a form of labelled deductive systems [55]. Indeed, classical
logic formulas are associated with levels (or labels). Different types of labels may be
associated to formulas, provided they belong to a lattice structure. In the following,
we focus on two recently developed extensions. In the first one, a new type of lower
bound is associated to formulas, which no longer assesses the certainty that the
interpretations violating the formulas are excluded as possible worlds, but rather
expresses to what extent the models of the formulas are actually possible in the
real world. In the second extension, formulas are not only associated with certainty
levels, but also with sets of agents who entertain the corresponding beliefs. These
labels can be also seen as different kinds of modalities, which are however handled
in a way that remains close to classical logic. See [54] for an early study of the links
between modal logics and possibility theory; see also [37].
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3.1 Bipolar Possibilistic Representations

The representation capabilities of possibilistic logic can be enlarged in the bipolar
possibilistic setting [50, 11, 48, 37]. This setting allows the representation of both
negative and positive information. Negative information reflects what is not (fully)
impossible and thus remain potentially possible. It induces (prioritized) constraints
restricting where the real world may be (when expressing knowledge), or delimit-
ing the potentially satisfactory choices (when dealing with preferences). Negative
information can be encoded by necessity-based possibilistic logic formulas. Indeed,
(p,α) encodes N(p) ≥ α , which is equivalent to Π(¬p) ≤ 1−α , and thus reflects
the impossibility of ¬p, which is all the stronger as α is high. Positive informa-
tion expressing what is actually possible, or what is really desirable, is encoded by
a new type of formula based on a set function called guaranteed (or actual) possi-
bility measure (which is to be distinguished from “standard” possibility measures
that rather express potential possibility (as a matter of consistency with the avail-
able information). This bipolar setting is of interest for representing observations
and knowledge, or for representing positive and negative preferences.

Positive information is represented by formulas denoted [q,δ ], which expresses
the constraint Δ(q) ≥ γ , where Δ denotes a measure of actual possibility de-
fined from a possibility distribution δ by Δ(q) = minω|=qδ (ω). As a consequence,
measures of actual possibility satisfy the following characteristic decomposability
property: Δ(p∨q) = min(Δ(p),Δ(q)). Indeed, all the models of p∨q are actually
possible, if both all the models of p and all the models of q are actually possible.
Consequently, Δ is decreasing with respect to logical entailment, which contrasts
with necessity (or potential possibility) measures.

In other words, the piece of positive information [q,δ ] expresses that any model
of q is at least possible with degree δ . Let P = {[q j,γ j]| j = 1,k} be a positive pos-
sibilistic logic base. Its semantics is given by the possibility distribution

δP(ω) = max
j=1,k

δ[q j ,γ j ](ω)

with δ[q j ,γ j ](ω) = 0 if ω |= ¬q j, and δ[q j ,γ j ](ω) = γ j if ω |= q j.

Note that δP is obtained as the max-based disjunctive combination of the representa-
tion of each formula in P. Indeed more positive information increases δ by making
more interpretations more actually possible, while more negative information de-
creases π (in the sense of Section 2) by restricting more the possible worlds.

Fusion operations can be defined at the semantic and at the syntactic level in
the bipolar setting [19, 10]. The fusion of the negative part of the information is
performed by using the formulas of section 2.4. Their counterpart for positive infor-
mation is

P1⊕2 =

∣∣∣∣∣∣
{[ϕi,αi⊕0] s.t. [ϕi,αi] ∈ P1},

∪ {[ψ j,0⊕β j] s.t. [ψ j,β j] ∈ P2},
∪ {[ϕi∧ψ j,αi⊕β j] s.t. [ϕi,αi] ∈ P1, [ψ j,β j] ∈ P2},



Current Research Trends in Possibilistic Logic 319

while δP1⊕2 = δP1 ⊕ δP2 . This may be used for aggregating positive (together with
negative) preferences given by different agents who state what would be really satis-
factory for them (and what they reject more or less strongly). This may also be used
for combining positive (together with negative) knowledge. Then positive knowl-
edge is usually made of reported cases that testify what is actually possible, while
negative knowledge excludes what is (more or less certainly) impossible.

A consistency condition is natural between positive and negative information,
namely what is actually possible should be included in to what is not impossible.
Since positive information is combined disjunctively, and negative information con-
junctively in a fusion process, this consistency condition should be enforced in the
result. This can be done by a revision step that gives priority either to the negative
side (in general when handling preferences where rejections are more important),
or to the positive side (it may apply for knowledge when reliable observations are
conflicting with general beliefs). Besides, it has been shown that this double revision
mechanism in the bipolar setting enables a stratified extension of the version space
approach for learning concepts from examples (positive information) and counter-
examples (negative information) [70].

3.2 Multiple Agent Possibilistic Logic

Possibilistic logic has been recently extended by allowing formulas to be associated
with subsets of agents and to be nested in order to encode the beliefs of different
agents and their mutual beliefs [51]. Let U denote the set of all agents.

Beliefs of a subset of agents. In particular in this extension, it is possible to express
that (at least) all the agents in a subset A ⊆U have some belief p, denoted (p,A ),
or that there is at least one agent in A believes p denoted (p, [A ]). It can be checked
that the following rules are valid

(¬p∨q,A );(p∨ r,B) |= (q∨ r,A ∩B)

(¬p∨q,A );(p∨ r, [A ]) |= (q∨ r, [A ])

Note that the first rule takes advantage of the lattice structure of power sets, and
parallels the standard possibilistic logic resolution rule. The above rules apply to
all-or-nothing beliefs and can be easily extended to the handling of multiple agent
graded beliefs of the form “all the agents in A believes p at least at level α” denoted
(p,α/A ). Namely, the following inference rule is valid

(¬p∨q,α/A );(p∨ r,β/B) |= (q∨ r,min(α,β )/A ∩B)

When α = 1 = β , we retrieve the above resolution rule, identifying (p,A ) with
(p,1/A ). When A = U = B, we retrieve the standard possibilistic resolution rule.
The idea of associating formulas with agents may be found in many works nowa-
days. For instance, in [75], the agents are ranked according to their credibility, which
is used for consistency maintenance when incoming information conflicts with
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current agent’s beliefs in a collaborative multi-agent system. A somewhat similar
idea was initially developed in multiple source possibilistic logic [40].

Expressing mutual beliefs. Besides, the Booleanization of possibilistic formulas
gives us the capability of embedding them inside other possibilistic formulas, and
then to express mutual agent beliefs. Indeed, since (p,α) is semantically interpreted
as N(p)≥ α , a possibilistic formula can be manipulated as a formula that is true (if
N(p) ≥ α) or false (if N(p) < α). Then possibilistic formulas can be put inside
possibilistic formulas, as in, e.g. ((p,α/A ),β/B) (for expressing that agents in
B believe at least at level β that the agents in A believe p at least at level α),
or be combined with propositional connectives as, e.g. in the following expression
(¬(p,A )∨ (q,γ/B),α) (stating that it is α-certain that if the agents in A believe
p (at level 1), those in B believe q at least at level γ). Inference from such nested
formulas should be handled as a two-layer process (assuming for simplicity that
nestedness is not iterated, i.e. the insertion of standard possibilistic logic formulas
inside possibilistic logic formulas is not iterated). More precisely, possibilistic reso-
lution may be applied “externally” to the possibilistic logic formulas of the highest
level (regarding the possibilistic logic formulas inside (if any) as classical formulas),
or “internally” to the possibilistic logic formulas inside, once the “context” has been
properly uniformized (by weakening) as illustrated on the two following examples.

Suppose we have the two following formulas:

((p,α/A ′),ρ/C )

(¬(p,β/A )∨ (q,γ/B),δ/D)

Assume α > β and A ′ ⊃A . Then from the first premise, we get by weakening

((p,β/A ),ρ/C );

then by “external” resolution with the second expression, we obtain

((q,γ/B),min(ρ ,δ )/C ∩D).

Suppose now we have
((p,α/A ′),ρ/C )

((¬p∨q,β/B),δ/D)

Assume ρ > δ and C ⊃D . By weakening, we get

((p,α/A ′),δ/D);

by inside resolution, we obtain

((q,min(α,β )/A ′ ∩B),δ/D).
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It is clear that the above weakening steps can be always applied by taking the min-
imum of the certainty levels, and the intersection of the sets of agents, even if the
first statement does not involve higher certainty levels and larger sets of agents.
Mind that getting an empty set of agents after intersection makes the result trivial.

Semantical issues and ignorance. The semantics of a possibilistic formula of the
form (p,α), where p can be true or false only, is given by the possibility distribution
π(p,α) (see Section 2.1). The semantics of (p,α/A ), where A ⊆ U is given by a
collection of possibility distributions πa

(p,α), where a∈U (namely, πa
(p,α) = π(p,α) if

a∈A , and πa
(p,α) = 1 if a �∈A ). The semantics of a formula of the form ((p,α),β ),

viewing (p,α) as a true or false statement, will be given in terms of a possibil-
ity distribution over the possibility distributions π such that π ≤ π(p,α) (that makes
N(p) ≥ α true) and the other possibility distributions, with respective weights 1
and 1− β . This may be then reduced to one possibility distribution correspond-
ing to the semantics of (p,min(α,β )), via the disjunctive weighted aggregation
max(min(π(p,α),1),min(1,1− β )), which expresses that either it is the case that
N(p) ≥ α with a possibility level equal to 1, or one knows nothing with possibility
1−β [51]. Similarly, the semantics of ((p,α/A ),β/B), is obtained by associating,
to each agent b ∈B, a possibility distribution over a set of possibility distributions
πa (such that πa ≤ πa

(p,α) or not) for each a ∈U . In case a = b, the above reduction
may be applied.

Mind that while the formula ((p,1/A ),α/A ) may be regarded as equivalent
to (p,α/A ), the formula (¬(p,1/B),α/A ) should not be confused with formula
((¬p,1/B),α/A ). The former focuses on the eventuality that N(p) < 1 for agents
in B according to agents in A (with certainty α), while the latter is about the be-
lief of agents in A (with certainty α) that N(¬p) = 1 for agents in B. Clearly,
N(¬p) = 1 which expresses the complete certainty that p is false, is much stronger
than N(p) < 1 that expresses the absence of complete certainty that p is true, thus
opening the possibility that p is false (since equivalently Π(¬p) > 0). Such a dif-
ference is exemplified by the two following valid inferences :

(¬(p,1),α);((p,1)∨q,β ) |= (q,min(α,β )).

(¬p,α);(p∨q,β ) |= (q,min(α,β )).

Although they look quite similar, their respective meaning is different. Indeed the
second premise of the first one expresses that if one is not fully certain of p then
q is true is at least β -certain, while the corresponding premise in the second rule
requires that it is at least β -certain that if p is false then q is true. Clearly, p is false
entails that it is not fully certain that p is true, but the converse is wrong.

The two above inferences are instances of the possibilistic resolution rule. How-
ever, other inference rules may be introduced, such as

(¬(p,1),α);(p∨q,β ) |= (¬(¬q,1),min(α,β )),
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which means that if it is α-certain that it is possible that p be false (since ¬(p,1)
means Π(¬p) > 0), and one is β -certain that p or q holds, then it is min(α,β )-
certain that it is possible that q be true. Thus, through the negation of standard
(necessity-based) possibilistic logic formulas of the form ¬(p,1−α), which are se-
mantically equivalent to Π(¬p) > α), one captures something close to the alleged
ignorance discussed in the final Remark of Section 2.1, which is expressed by con-
straints of the form Π(¬p)≥ α .

4 Representation of Preferences

The possibilistic logic setting applies to the representation of both knowledge and
preferences. In case of preferences, the level α associated to formula p in (p,α)
should be understood as a priority (rather than a certainty level). Thus, a piece of
preference such as “I prefer a to b and b to c” (where a, b, c are not mutually
exclusive) can be represented by the possibilistic base B = {(a∨b∨c,1),(a∨b,1−
γ),(a,1− β )} with γ < β < 1, by translating the preference into a set of more or
less imperative goals. Namely, B states that a is somewhat imperative, that a∨ b is
more imperative, and that a∨b∨c is still more imperative (in fact here compulsory,
assuming that my choice is between a, b, and c). Note that the preferences are here
expressed negatively: “nothing is possible outside a, b, or c ”, “nothing is really
possible outside a, or b ”, and “nothing is strongly possible outside a ”.

The possibilistic base B is associated with the possibility distribution πB (follow-
ing the definition of Section 2.1), which rank-orders the alternatives: πB(abc) = 1,
πB(a¬bc) = 1, πB(ab¬c) = 1, πB(a¬b¬c) = 1, πB(¬abc) = β , πB(¬ab¬c) = β ,
πB(¬a¬bc) = γ , πB(¬a¬b¬c) = 0.

From this possibility distribution, one may compute the associated measure of
actual possibility for some events of interest:

Δ(a) = min(πB(abc),πB(a¬bc),πB(ab¬c),πB(a¬b¬c)) = 1

Δ(b) = min(πB(abc),πB(¬abc),πB(ab¬c),πB(¬ab¬c)) = β

Δ(c) = min(πB(abc),πB(¬abc),πB(a¬bc),πB(¬a¬bc)) = γ.

It gives birth to the positive base

P = {[a,1], [b,β ], [c,γ]},

itself associated with a possibility distribution as defined in 3.1:

δP(abc) = 1, δP(a¬bc) = 1, δP(ab¬c) = 1, δP(a¬b¬c) = 1,
δP(¬abc) = β , δP(¬ab¬c) = β , δP(¬a¬bc) = γ , δP(¬a¬b¬c) = 0.

It can be observed that πB = δP. This shows that the preferences here can be
equivalently encoded under the form of the positive base P, or of the negative base
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B. Thus, the preferences are here conveniently expressed as a “weighted” disjunc-
tion of the three choices a, b and c, stating that a is fully satisfactory, b is less
satisfactory, and that c is still less satisfactory. Let us mention the representational
equivalence [6] between qualitative choice logic [35, 24] and actual (guaranteed)
possibility logic, which can be viewed itself as a DNF-like counterpart of stan-
dard (CNF-like) possibilistic logic at the representation level. More generally, it
has been shown [60] that contextual preferences can be conveniently expressed by
possibilistic logic formulas with symbolic weights, and can be favorably compared
with the CP-net [34] approach. Such preferences are also of interest for flexible
querying [58].

In the above example, the three choices a, b and c might be mutually exclusive
or not. If they are not, satisfying both a and b is not better than just satisfying a. Let
us briefly examine how preferences with additive structure could be represented in
a possibilistic setting. Let us consider a choice situation where it may be possible to
satisfy a collection of non-mutually exclusive requirements r1, ..., rm, where satisfy-
ing ri alone provides a satisfaction degree equal to ρi, and the respective satisfaction
degrees are added in case of satisfying several ri. For instance, if one satisfies r j and
rk, the satisfaction degree is ρ j +ρk. For normalization purpose, we assume, that for
all i, ρi > 0 and that ρ1 + ... + ρm = 1. Such a kind of preference will be denoted
r1(ρ1)∨ ...∨ rM(ρm). How can it be represented in the setting of possibilistic logic?

Let us consider an example: a(0.5)∨b(0.3)∨c(0.2). Let δ (ω) denotes the satis-
faction level of interpretation ω . We have here

δ (ω) = Σi:ω|=ri
ρi = 1−Σi:ω|=¬ri

ρi,

i.e., δ (abc) = 1, δ (a¬bc) = 0.7, δ (ab¬c) = 0.8, δ (a¬b¬c) = 0.5, δ (¬abc) = 0.5,
δ (¬a¬bc) = 0.2, δ (¬ab¬c) = 0.3, δ (¬a¬b¬c) = 0.

It is worth noticing that the distribution δ can be obtained as the pointwise com-
bination of the three elementary pieces of information [a,0.5], [b,0.3], [c,0.2], ex-
pressing that if a, b, c are satisfied respectively, the satisfaction level is at least
equal to 0.5, 0.3, 0.2 respectively. Let δ[a,0.5], δ[b,0.3], δ[c,0.2] denote the distributions
representing [a,0.5], [b,0.3], and [c,0.2] respectively in the sense of Section 3.1.
Then, we have δ[a,0.5](abc) = δ[a,0.5](a¬bc) = δ[a,0.5](ab¬c) = δ[a,0.5](a¬b¬c) = 0.5
and δ[a,0.5](ω) = 0 otherwise. Similarly, we have δ[b,0.3](abc) = δ[b,0.3](ab¬c) =
δ[b,0.3](¬abc) = δ[b,0.3](¬ab¬c)
= 0.3, and δ[b,0.3](ω) = 0 otherwise; δ[c,0.2](abc) = δ[c,0.2](a¬bc) =
δ[c,0.2](¬abc) = δ[c,0.2](¬a¬bc) = 0.2, and δ[c,0.2](ω) = 0 otherwise.

Then one can easily check that

δ (ω) = δ[a,0.5](ω)⊕ δ[b,0.3](ω)⊕ δ[c,0.2](ω),

where ⊕ is the associative operation x⊕ y = min(1,x + y).
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The syntactic counterpart of δ (ω) can be directly obtained from [a,0.5], [b,0.3],
[c,0.2], as

KΔ = {[a∧b∧ c,1], [a∧b,0.8], [a∧c,0.7], [b∧ c,0.5], [a,0.5], [b,0.3], [c,0.2]}.

by applying the syntactic fusion operation of section 3.1. It can be shown that the
construction illustrated by the above example is general.

5 Handling Uncertainty in Possibilistic Databases

For already a long time, there has been an interest for dealing with incomplete,
uncertain or fuzzy data in database management systems [64]. A variety of repre-
sentation frameworks have been proposed including modal logic-based approaches
[59], probabilistic models [76], and possibilistic representations [68]. In the recent
years, there has been a renewal of interest motivated by the fact that indeed data
may be quite often in practice pervaded with uncertainty. This has led to proposals
using either a probabilistic setting [71], [29], [73], or a possibilistic setting [33].

In these works, the available information on the value of some attribute a for an
item x is usually represented by a distribution disA (x) defined on an attribute domain
DA . This may be a probability distribution pA (x), or a possibility distribution πA (x).
The use of a possibility distribution is slightly easier due to a normalization condi-
tion that is easier to handle. Indeed, it is only supposed that maxx∈DA

πA (x) = 1,
while we should have ∑x∈DA

pA (x) = 1, which makes the assessment of probabili-
ties more constrained. However, in both cases, it seems advisable to use a possible
worlds semantics that leads to take into account all the possible extensions of the
database. This makes the things tricky. For instance, for some basic relational oper-
ations such as the join of two relations, it becomes necessary to keep track that some
uncertain values should remain equal in any extension. Methods based on lineage
have been proposed to handle such problems in the probabilistic case [29], or in the
possibilistic case [33]. Their computational cost remain heavy in practice.

It seems however that if we drastically restrict the type of distributions that is al-
lowed, and we use the possibilistic setting, important types of uncertain data could
be processed at a more affordable computational cost. Moreover, an additional ben-
efit of the possibilistic setting is an easier elicitation of the possibility degrees. In
the following, we explain why and outline the main ideas underlying the approach.

In possibility theory, given a possibility distribution π , we can associate to any
event A, its possibility Π(A) = maxx∈A π(x) and its necessity N(A) = 1−Π(Ā) =
minx�∈A 1−π(x), where Ā denotes the opposite event. N(A) represents the certainty
of A. Conversely, a piece of information (A,α) encoding the constraint N(A) ≥
α , and expressing that A is at least certain at the degree α , can be represented by
a possibility distribution π(A,α)(x) = max(A(x),1−α). This is the basic building
block of the semantics of possibilistic logic, as recalled in Subsection 2.1. The idea
that we discuss in the following is to only handle pieces of information of the form
(A,α), in a relational database framework.
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Let us consider an ordinary n-tuple x = (a1(x), . . . ,an(x)), where ai(x) denotes
the value of attribute Ai for the item x. In the following, we first discuss the handling
of pieces of uncertain data of the form ((a1(x),α1), . . . ,(an(x),αn)), before consid-
ering the more general case of uncertain disjunctive information. First, it is worth
noticing that the degree of certainty αi does not need to be assessed individually
for each cell of a relational table. Indeed, a level of uncertainty may be uniformly
associated to an attribute if its value is provided by a not fully reliable source, or
is subject to change. Then this level of uncertainty will apply to any of the value
of this attribute for any item. Besides, if a whole tuple x = (a1(x), . . . ,an(x)) is
naturally associated with a level of uncertainty α , since for example the tuple is
coming from a source having a level of reliability α , this level can be distributed
to each component of the tuple, leading to the equivalent uncertain piece of data
((a1(x),α), . . . ,(an(x),α)). This is justified by the characteristic property of neces-
sity measures, namely, N(p1∧ . . .∧ pn) = mini N(pi), which leads to the equivalence
N(p1∧ . . .∧ pn)≥ α ⇐⇒ ∀i,N(pi)≥ α . However, it is not allowed that the value
of the key attribute(s) of the relation to which the tuple belongs be uncertain.

Let us consider a database example with two relations R and S containing uncer-
tain pieces of data. If we look here for the persons who are married and leave in a

R Name Married City
1 John (yes,α) (Toulouse,μ)
2 Mary (yes,1) (Albi,ρ)
3 Peter (no,β ) (Toulouse,φ)

S City Flea Market
1 Albi (yes,γ)
2 Toulouse (yes,δ )

city with a flea market, we shall retrieve John with certainty min(α,μ ,δ ) and Mary
with certainty min(ρ ,γ). Generally speaking, such databases can be seen as a lay-
ered set of classical databases which gather all attribute values whose certainty is at
least equal to some threshold, replacing the values that are not sufficiently certain by
null values. Then, the answers to a query, whose certainty is at least equal to some
threshold are the answers that can be obtained from the classical database gathering
the pieces of information whose certainty is greater than this threshold. This is the
counterpart of the well-known fact that the consequences from a possibilistic logic
base that are least α-certain can be obtained from the classical logic base made of
the formulas whose certainty is greater or equal to α .

It seems also possible to accommodate some cases of disjunctive informa-
tion in this setting. Assume for instance that the third tuple of relation R is now
(Peter,(no,β ),(Albi∨Toulouse,φ)). Then, if we look for persons who are not mar-
ried and leave in a city with a flea market, one should retrieve Peter with cer-
tainty min(β ,φ ,γ,δ ). Indeed we have in possibilistic logic that (¬Married,β ) and
(Albi∨Toulouse,φ), (¬Albi∨Flea Market,γ), (¬Toulouse∨Flea Market,δ ) entail
(¬Married,β ) and (Flea Market,min(φ ,γ,δ )).
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The above observations and remarks suggest to further investigate the potentials
of a necessity measure-based approach to the handling of uncertain pieces of infor-
mation, for precisely identifying the different types of queries that are computation-
ally tractable (in particular in case of disjunctive information). Clearly, the limited
setting of certainty-qualified information is less expressive than the use of general
possibility distributions, but seems to be expressive enough in practice for deserving
further studies.

6 Concluding Remarks

The chapter attempts at offering a broad overview of the basic ideas underlying the
possibilistic logic setting, through the richness of its representation formats, and
suggesting applications to many AI problems, in relation with the representation
of epistemic states and their handling when reasoning from and about them. This
framework can be compared to other approaches including nonmonotonic logics,
Bayesian nets, modal and hybrid logics [30], and Markov logic [72].

Possibilistic logic has been developed in various other directions in the last past
years, including possibilistic inductive logic programming. Indeed learning a strati-
fied set of first-order logic rules as an hypothesis in inductive logic programming has
been recently shown of interest for learning both rules covering normal cases and
more specialized rules that handle more exceptional cases [74]. Let us also point
out other applications to decision [43], logic programming [3, 65, 67], to possibilis-
tic influence diagrams [56], to argumentation [36, 1, 66, 4], and to paraconsistent
reasoning [38].

Acknowledgements. The author thanks Salem Benferhat, Patrick Bosc and Olivier Pivert
for useful remarks and discussions.
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Atherosclerosis Risk Assessment Using
Rule-Based Approach

Petr Berka and Marie Tomečková

Abstract. A number of calculators that compute the risk of atherosclerosis has been
developed and made available on the Internet. They all are based on computing
weighted sum of risk factors. We propose instead to use more flexible rule-based
approach to estimate this risk. The used rules were created using machine learning
methods and further refined by domain expert. Using our rule-based expert system
NEST, we built a consultation module AtherEx, that helps (via Internet) a non-expert
user to evaluate his atherosclerosis risk.

1 Introduction

Atherosclerosis is a slow, complex disease that typically starts in childhood and
often progresses when people grow older. In some people it progresses rapidly, even
in their third decade of age. Many scientists think it begins with damage to the in-
nermost layer of the artery. Atherosclerosis involves the slow buildup of deposits
of fatty substances, cholesterol, body cellular waste products, calcium, and fibrin
(a clotting material in the blood) in the inside lining of an artery. The buildup (re-
ferred as a plaque) with the formation of the blood clot (thrombus) on the surface
of the plaque can partially or totally block the flow of blood through the artery. If
either of these events occurs and blocks the entire artery, a heart attack or stroke or
other life-threatening events may result. People with a family history of premature
cardiovascular disease (CVD) and with other risk factors of atherosclerosis have
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an increased risk of the developing of atherosclerosis. Research shows the bene-
fits of reducing the controllable risk factors for atherosclerosis: high blood choles-
terol (level of LDL cholesterol over 100 mg/dL), cigarette smoking and exposure
to tobacco smoke, high blood pressure (blood pressure over 140/90 mm Hg), dia-
betes mellitus, obesity (BMI over 25), physical inactivity. Atherosclerosis-related
diseases are a leading cause of death and impairment in the United States, affecting
over 60 million people. Additionally, 50% of Americans have levels of cholesterol
that place them at high risk for developing coronary artery disease. Similar situation
can be observed in other countries. So the education of patients about prevention of
atherosclerosis is very important.

The chapter describes step-by-step the process of building a rule-based system
for classifying patients according the atherosclerosis risk. We build the set of rules
in two steps. At first, we create the initial set of rules from data (described in sec-
tion 2) using machine learning algorithm KEX (section 3). The machine learning
experiments are reported in section 4. Then we refine this set of rules according to
suggestions of domain expert and according to further testing (see section 5). Sec-
tion 6 describes the rule based expert system shell NEST we use to implement the
front-end for classification of new patients and section 7 gives a comparison with
cardiovascular diseases risk calculators.

2 The STULONG Study

In the early seventies of the twentieth century, a project of extensive epidemio-
logical study of atherosclerosis primary prevention was developed under the name
”National Preventive Multifactor Study of Hard Attacks and Strokes” in the former
Czechoslovakia. The aims of the study were:

1. to identify atherosclerosis risk factors prevalence in a population considered to be
the most endangered by possible atherosclerosis complications (i.e. middle-aged
men),

2. to follow the development of these risk factors and their impact on the examined
men health, especially with respect to atherosclerotic cardiovascular diseases,
(CVD),

3. to study the impact of complex risk factors intervention on their development and
cardiovascular morbidity and mortality,

4. 10-12 years into the study, to compare risk factors profile and health of the se-
lected men, who originally did not show any atherosclerosis risk factors with a
group of men showing risk factors from the beginning of the study.

Following risk factors were defined at the beginning of the study: arterial hyper-
tension (BP ≥ 160/95 mm Hg), cholesterol (level ≥ 260mg%) triglycerides (level
≥ 200mg%), smoking (≥ 15 cig./day), overweight (Brocka index > 115%), posi-
tive family case history. Later, further laboratory examinations were included: blood
sugar level, high density cholesterol, low density cholesterol and uric acid.
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Table 1 Prevalence of risk factors

Risk factor n %
hypercholesteromia 290 34.2

hypertension 287 34.0
smoking 543 63.3
obesity 196 23.0

positive family history 216 25.3

Table 2 Numbers of men in different groups

Group n %
normal 277 19.5

risk 861 60.8
pathological 114 8.0

non classifiable 165 11.6
total 1417 100

The study included data of more than 1400 men born between 1926-1937 and
living in centre of Prague. The men were divided according to presence of risk
factors (RF), overall health conditions and ECG result into following three groups:
normal (a group of men showing no RF defined above), risk (group of men with at
least one RF defined above - the prevalence of risk factors for this group is shown in
Table 1) and pathological (group of men with a manifested cardio-vascular disease).
Long-term observation of patients was based on following the men from normal
group and risk group (randomly divided into intervened risk group - RGI and control
risk group - RGC). The men from the pathological group were excluded from further
observation. Table 2 shows the distribution of men in the initial groups.

STULONG is the data set concerning this longitudinal study of the risk factors
of the atherosclerosis. Four data files have been created when transforming the col-
lected data into electronic form 1:

• the file ENTRY contains values of 224 attributes obtained from entry examina-
tions; these attributes are either codes or results of measurements of different
variables or results of transformations of the rest of the 244 attributes actually
surveyed for each patient,

1 The study was realized at the 2nd Department of Medicine, 1st Faculty of Medicine of
Charles University and Charles University Hospital, U nemocnice 2, Prague 2 (head. Prof.
M. Aschermann, MD, SDr, FESC), under the supervision of Prof. F. Boudk, MD, ScD,
with collaboration of M. Tomečková, MD, PhD and Ass. Prof. J. Bultas, MD, PhD. The
data were transferred to the electronic form by the European Centre of Medical Informat-
ics, Statistics and Epidemiology of Charles University and Academy of Sciences (head.
Prof. RNDr. J. Zvárová, DrSc).
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Fig. 1 Mortality in different groups

• risk factors and clinical complications of atherosclerosis have been followed dur-
ing the control examination for the duration of 20 years. The file CONTROL
contains results of observation of 66 attributes recorded during these control ex-
aminations (10572 records),

• additional information about health status of 403 men was collected by the postal
questionnaire. Resulting values of 62 attributes are stored in the file LETTER,

• there are 5 attributes concerning death of 389 patients who died during the study.
Values of these attributes are stored in the file DEATH.

The STULONG data were analyzed using some statistical methods: descriptive
statistics, logistic regression and survival analysis. The long term observation shows
clear distinctions between the three groups (Figure 1, Figure 2).

Anyway, the domain experts were curious about applying data mining methods
to this data. They made therefore the data available for the Discovery Challenge
workshops held at the ECML/PKDD Conferences 2002, 2003, 2004. A number of
analyses of the STLULONG data has been performed, focused on:

• analytic questions related to the entry examination (what are the relations be-
tween social factors, or physical activity, or alcohol consumption and the risk
factors),

• analytic questions related to the long-term observation (are there any differences
between men of the two risk subgroups RGI, RGC, who came down with the
observed cardiovascular diseases in the course of 20 years and those who stayed
healthy),
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Fig. 2 Causes of death

• analytic questions concerning postal questionnaire,
• analytic questions concerning entry examination, long-term observation and

death.

For details see the Discovery Challenge web site (http://sorry.vse.cz/ berka/challenge)
or the summarization paper [3]. The STULONG data are also the basics for the work
reported in this chapter. We used these data to build a set of rules that can be used
to classify persons according to their atherosclerosis risk. To do so, we applied our
machine learning algorithm KEX.

3 The KEX Algorithm

KEX [11] performs symbolic empirical multiple concept learning from examples,
where the induced concept description is represented as a set of weighted decision
rules in the form

Ant ⇒C(w),
where Ant is a conjunction of attribute-value pairs, C is the class attribute, and w is
weight of the rule (from the interval [0,1]).

This set of rules is compositional, i.e. more rules can be applied simultaneously
to classify an unseen example. This example is thus classified by combining weights
of rules that cover the example. To combine weights we use a pseudobayesian
(Prospector-like) combination function [4]:

w⊕ = w1⊕w2 =
w1 ·w2

w1 ·w2 +(1−w1) · (1−w2)
.
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KEX algorithm

Initialization
1. forall category (attribute-value pair) A add A⇒C to OPEN
2. add empty rule to the rule set KB

Main loop
while OPEN is not empty do
1. select the first implication Ant ⇒C from OPEN
2. test if this implication significantly improves the set of rules KB build so far (we

test using the χ2 test the difference between the rule validity and the result of
classification of an example covered by Ant) then add it as a new rule to KB

3. for all possible categories A

a. expand the implication Ant ⇒C by adding A to Ant
b. add Ant ∧A⇒C to OPEN so that OPEN remains ordered according to de-

creasing frequency of the condition of rules

4. remove Ant ⇒C from OPEN

Fig. 3 Simplified sketch of the KEX rule learning algorithm

The resulting (soft) classification is done by assigning the example to the class
with highest value of w⊕.

The basic idea of the KEX machine learning algorithm is a top-down refinement
of set of rules. A simplified description of the algorithm is shown in Figure 3. KEX

works in an iterative way, in each iteration testing and expanding an implication
Ant ⇒ C(w). This process starts with an ”empty rule” weighted with the relative
frequency of the class C and stops after testing all implications Ant ⇒C(w) created
according to the user given values2 for maximal length of Ant, minimal frequency
of Ant, and minimal validity of Ant ⇒C(w).

During testing, the validity i.e. the conditional probability

P(C|Ant) =
||Ant ∧C||
||Ant||

of an implication Ant ⇒C is computed (in the formula above, ||A|| denotes number
of examples covered by A). If this validity significantly differs from the composed
weight w⊕(Ant) (value obtained when composing weights of all sub-rules of the
implication Ant ⇒ C), then this implication is added to the knowledge base. To
test the difference between validity and composed weight, we use the chi-square
goodness-of-fit test. We thus compute the value

2 KEX offers several standard settings for these parameters. In the default setting, all im-
plications with single category in the Ant are evaluated. In the maximal setting, all im-
plications up to the maximal length of Ant are evaluated. In the strong setting, only the
implications with minimal validity close to 1 are evaluated.
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χ2 =
T

∑
i=1

(||Ant||i − ||Ant||×w⊕(Ant))2

||Ant||×w⊕(Ant)

and test it against the value of χ2 distribution at given significance value α (by
default, α = 0.05) with T −1 degrees of freedom. T denotes the number of classes
(remind, that KEX performs multiple class learning), and ||Ant||i denotes the number
of examples of class i covered by Ant. If the computed value is greater than the value
of χ2 distribution, we add the implication Ant ⇒C as a new rule into the resulting
rule set. The weight w of this rule is computed from the validity P(C|Ant) and from
the composed weight w⊕(Ant) in such a way, that

w⊕(Ant) ⊕ w = P(C|Ant).

We compute the weight w using inverse composing function, so

w =
u

1−u

where

u =
P(C|Ant)

1−P(C|Ant)
w⊕(Ant)

1−w⊕(Ant)

When expanding, new implications are created by adding single attribute-value
pair to Ant. New implications are stored according to the frequencies of Ant in
an ordered list. Thus, for any implication in question during testing, all its sub-
implications have been already tested.

We will clarify the step 2 of the main loop of the KEX algorithm using the fol-
lowing simple example. Let the implication in question be 7a11a⇒ 1+ with the
four-fold contingency table shown in Table 3.

Table 3 Contingency table for 7a11a⇒ 1+

C non C
Ant 11 14

non Ant c d

So, the validity of this implication is 11/(11+14) = 0.44. Suppose, there are the
following rules in the KB, which are applicable for the Ant combination:

==> 1+ (0.6800)
11a ==> 1+ (0.2720)
7a ==> 1+ (0.3052)

From these three rules, we can compute the composed weight w⊕ = 0.6800⊕
0.2720⊕0.3052 = 0.2586. Since this composed weight significantly (according to
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the chi-square test) differs from the validity, we must add the implication 7a11a⇒
1+ into KB with weight w such, that w⊕0.2586 = 0.44. So w = 0.6926.

When comparing KEX with divide-and-conqueralgorithms (like C4.5) or set cov-
ering algorithms (like CN2), we can observe, that:

• KEX creates more rules (because KEX does not remove covered examples),
• the set of rules can contain both a rule and its sub-rule (the redundancy of rules

is evaluated using statistical test),
• examples are assigned to class with uncertainty.

KEX thus creates more rules which allows different views on the given task and
enables to classify new example even if not all values of the input attributes are
known.

4 KEX Applied to the STULONG Study

Using KEX we analyzed the data concerning examination of patients when entering
the STULONG study - the ENTRY file. These data contain the information about
life style, personal history, family history, some laboratory tests and about classifi-
cation w.r.t atherosclerosis risk (non risk, risky, pathological group). Table 4 shows
summary of the attributes in this file. We performed several analyses for different
subsets S1 - S4 of input attributes.

1. S1: classification based only on already known risk factors (this rule base should
confirm the initial classification of patients in the analyzed data),

2. S2: classification based on attributes concerning life style, personal and family
history (but without the laboratory tests),

3. S3: classification based on attributes concerning life style and family history,
4. S4: classification based only on attributes concerning life style.

Table 4 Summary of the ENTRY data table

Group of attributes no. of attributes
identification data 2

social characteristics 5
physical activity 4

smoking 3
drinking of alcohol 10
sugar, coffee, tea 3

family history 160
personal history 18

chest pain, lower limbs pain, asthma 3
physical examination 8

biochemical examination 3
risk factors 5
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Table 5 Rule bases created from the STULONG data

Rule base
no.input
attributes no.rules

overall
accuracy

accuracy for
non-risk group

accuracy for
other groups

S1 13 19 0.87 0.83 0.88
S2 35 35 0.83 0.70 0.86
S3 28 32 0.77 0.63 0.83
S4 18 27 0.73 0.48 0.83

Table 6 Classification accuracies for Weka algorithms

System
overall

accuracy
accuracy for

non-risk group
accuracy for
other groups

C4.5 0.79 0.64 0.87
Random Forrest 0.76 0.64 0.80

JRip 0.80 0.64 0.87
naiveBayes 0.78 0.65 0.84
Bayes net 0.81 0.70 0.86

multilayer perceptron 0.77 0.62 0.82
logistic regression 0.78 0.65 0.83

SVM 0.81 0.67 0.86
k-NN 0.70 0.50 0.77

The classification accuracies (computed using 10 fold cross-validation) of the
rule bases resulting from these analyses are summarized in table 5. As a final output
from this first (machine learning) step of building the knowledge base, we selected
the result of the second type of analyses. The reason for this choice was twofold: the
rules have reasonable high classification accuracy and they do not use any ”special”
attributes concerning laboratory tests.

Table 7 shows the created rules. Notice, that the rules are created only for the
patients belonging to non risky group, as the rules for patients belonging to risky
or pathological groups are complementary to these rules (there is always a pair of
rules with the same Ant, one rule for each of classes ”no-risk” and ”others”, and the
weights of these two rules sums up to 1). If the weight of a shown rule exceeds 0.5,
then this rule contributes to classification to the class ”non risky group”, otherwise
it contributes to classification to the class ”other groups”.

Similar classification accuracies can be reached by other algorithms as well.
Table 6 shows the classification results for the S2 subset obtained by some algo-
rithms from the Weka system. Again, the testing is based on 10 fold cross-validation.
We applied a variety of methods including decision trees (C4.5, random forest), de-
cision rules (JRip), naive Bayes, bayesian network, multilayer perceptron, logistic
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Table 7 Rules created by KEX

no. rule weight
1 ⇒ Class(norisk) 0.2889
2 Hypertension(no) ⇒ Class(norisk) 0.5566
3 Ictus-Dead-parents(no) ⇒ Class(norisk) 0.5352
4 Tea(1 to 2 cups/day) ⇒ Class(norisk) 0.5447
5 Bmi(21.000-26.000)) ⇒ Class(norisk) 0.5433
6 Years-smoking(10.000) ⇒ Class(norisk) 0.2659
7 Tea(no) ⇒ Class(norisk) 0.4039
8 Coffee(no)⇒ Class(norisk) 0.6046
9 Education(apprentice school) ⇒ Class(norisk) 0.4299

10 Education(university) ⇒ Class(norisk) 0.6099
11 Smoking(15 to 20 cig/day)⇒ Class(norisk) 0.1948
13 Years-smoking(0.000) ⇒ Class(norisk) 0.7206
12 Smoking(non-smoker) ⇒ Class(norisk) 0.7206
14 Smoking(21 and more cig/day) ⇒ Class(norisk) 0.1995
15 Coffee(3 and more cups) ⇒ Class(norisk) 0.3288
16 Myocardial-infarction-Dead-parents(yes) ⇒ Class(norisk) 0.3232
17 Hypertension(yes) ⇒ Class(norisk) 0.0434
18 Ictus-Dead-parents(yes) ⇒ Class(norisk) 0.2591
19 Smoking(5 to 14 cig/day) ⇒ Class(norisk) 0.7071
20 Asthma(grade I.)⇒ Class(norisk) 0.2909
21 Hypertension-Dead-parents(yes) ⇒ Class(norisk) 0.2652
22 Beer(more than 1 litre/day)⇒ Class(norisk) 0.3282
23 Education(basic school) ⇒ Class(norisk) 0.3066
24 Physical-activity-after-job(great)⇒ Class(norisk) 0.6196
25 Marital-status(divorced)⇒ Class(norisk) 0.3695
26 Physical-activity-in-job(carries heavy loads) ⇒ Class(norisk) 0.3507
27 Bmi(31.000-46.000) ⇒ Class(norisk) 0.3745
28 Angina-pectoris-Dead-parents(yes) ⇒ Class(norisk) 0.2007
29 Chest pain(angina pectoris) ⇒ Class(norisk) 0.0233
30 Years-smoking(8.000) ⇒ Class(norisk) 0.7111
31 Smoking(1 to 4 cig/day) ⇒ Class(norisk) 0.7547
32 Myocardial-infarction(yes) ⇒ Class(norisk) 0.1333
33 Diabetes(yes)⇒ Class(norisk) 0.0782
34 Lower-limbs-pain(claudication) ⇒ Class(norisk) 0.1333
35 Transport-to-work(by bike) ⇒ Class(norisk) 0.8807

regression, SVM, and instance based methods (3-NN). As can be seen from the
table, the results are roughly comparable with k-NN slightly worse than the other
algorithms.

The fact, that KEX performs soft classification allows us to analyze the relation
between the weight of class assigned to an example and the correct (according to
the testing data) classification. As expected, the higher the weights assigned to the
class, the more reliable results we get. But, of course, if we classify only examples
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Fig. 4 KEX reliability

weight of which exceeds some threshold, then with increasing threshold the number
of classified examples decreases. This is illustrated on Figure 4.

5 Rule Base Modifications

The set of rules obtained using KEX has been revised by the domain expert who
suggested following improvements:

• add the attribute ”total cholesterol” and respective rules,
• add rules for remaining values of an attribute, if at least one value of this attribute

occur in rules obtained from data,
• use the goals ”no risk”, ”low risk”, ”medium risk” and ”high risk” instead of

original groups taken from data.

Further testing has then been performed on new patients’ data currently collected for
the purpose of evaluating the Minimal Data Model for Cardiology. This model has
been developed in cooperation between the European Centre for Medical Informat-
ics, Statistics and Epidemiology in Prague (EuroMISE Centre), General University
Hospital in Prague and Municipal Hospital in Caslav. We obtained the total accu-
racy 0.70, the accuracy for normal group 0.54 and the accuracy for other groups
0.88 in these tests. The most severe errors (that cause the relative small accuracy
for normal group) were misclassifications of patients with high risk as normal ones.
When analyzing these errors we found, that this usually happened for patients that
were out of the scope of the original STULONG study (they were either too old or
too young). After taking this into account by adding new rules (considering the age
of the patients), we further improved the classification accuracy.
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6 Implementation Using NEST

To allow user friendly access to consultations with the rule base, we use our
rule-based expert system shell NEST [1]. This system follows the compositional
paradigm of the early expert systems like MYCIN [13] and PROSPECTOR [4], but
in its design we attempted to partially overcome the problem that represented the
most severe hindrance to compositional system deployment: limited expressiveness
of proposition-rule networks for real-world modeling purposes.

6.1 Basic Principles of NEST

NEST uses attributes and propositions, rules, integrity constraints and contexts to
express the task-specific (domain) knowledge.

Four types of attributes can be used in the system: binary, single nominal, mul-
tiple nominal, and numeric. According to the type of attribute, the derived proposi-
tions correspond to:

• values True and False for a binary attribute,
• each value for a nominal attribute (the difference between single and multiple

nominal attribute is apparent only when answering the question about value of
the attribute - single attribute can have only one value, multiple attribute can have
more values),

• fuzzy intervals for a numeric attribute. Each interval is defined using four points;
fuzzy lower bound (FL), crisp lower bound (CL), crisp upper bound (CU), fuzzy
upper bound (FU). These values need not to be distinct; this allows to create
rectangular, trapezoidal and triangular fuzzy intervals.

Rules are defined in the form

condition⇒ conclusion(weight),

where condition is disjunctive form (disjunction of conjunctions) of literals (propo-
sitions or their negations), conclusion is a list of literals, and weight from the interval
[−1,1] expresses the uncertainty of the rule. We distinguish three types of rules:
• compositional - each literal in conclusion has a weight which expresses the un-

certainty of the conclusion if the condition holds with certainty. The term com-
positional denotes the fact, that to evaluate the weight of a proposition, all rules
with this proposition in the conclusion are evaluated and combined.

• apriori - compositional rules without condition; these rules can be used to assign
implicit weights to goals or intermediate propositions,

• logical - non-compositional rules without weights; only these rules can infer the
conclusion with the weight true or false. One activated rule thus fully eval-
uates the proposition in conclusion.
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When comparing this syntax with the syntax of rules created by KEX, we can
see that the rules in KEX are subsumed by rules in NEST. This allows us to easily
import rules from KEX to NEST.

During consultation, the system uses the rules to compute weights of goals from
the weights of questions. This is accomplished by (1) selecting relevant rule during
current state of consultation, and (2) applying the selected rule to infer the weight
of its conclusion.

1. The selection of relevant rule can be done using either backward or forward
chaining. The actual direction is determined by the user when selecting the con-
sultation mode (see later).

2. For rules with weights (compositional and apriori ones), the system combines
uncertain contributions of rules using compositional approach described bellow.
For rules without weights, the system uses non-compositional approach based
on (crisp) modus ponens – to evaluate the weight of a conclusion, and (crisp)
disjunction – to evaluate a set of rules with the same conclusion.

Uncertainty processing in NEST is based on the algebraic theory of P. Hájek [6].
This theory generalizes the methods of uncertainty processing used in the early ex-
pert systems like MYCIN and PROSPECTOR. Algebraic theory assumes that the
knowledge base is created by a set of rules in the form shown above. During a
consultation, all relevant rules are evaluated by combining their weights with the
weights of conditions. Weights of questions are obtained from the user, weights of
all other propositions are computed by the inference mechanism. Five combination
functions are defined to process the uncertainty in such knowledge base:

1. NEG(w) - to compute the weight of negation of a proposition,
2. CONJ(w1,w2, ...,wn) - to compute the weight of conjunction of literals,
3. DISJ(w1,w2, ...,wn) - to compute the weight of disjunction of literals,
4. CTR(a,w) - to compute the contribution of the rule to the weight of the con-

clusion (this is computed from the weight of the rule w and the weight of the
condition a),

5. GLOB(w′1,w
′
2, ...,w

′
n) - to compose the contributions of more rules with the same

conclusion.

Algebraic theory defines a set of axioms, the combination functions must fulfill.
Different sets of combination functions can thus be implemented. NEST uses three
such sets:

1. standard, where the combination functions are based on classical approach of
MYCIN and PROSPECTOR,

2. logical, where the combination functions are based on an application of the com-
pleteness theorem for Lukasiewicz’s many-valued logic; the modus ponens in-
ference rule in this logic assigns the degree of truth to a conclusion of a rule
according to the formula

α,α =⇒ β
β

(
x,y

max(0,x + y−1)

)
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3. neural, where the combination functions are inspired by active dynamics of arti-
ficial neural networks.

The respective formulas for computing values of CT R and GLOB for these different
approaches are shown in table 8, the values for the remaining functions are the same,
namely:

• NEG(w) =−w
• CONJ(w1,w2) = min(w1,w2)
• DISJ(w1,w2) = max(w1,w2)

Table 8 Functions CTR and GLOB for different inference mechanisms

inference
mechanism

CT R(a,w)
for a > 0 GLOB(w′1,w

′
2, ...,w

′
n)

standard a ·w w′1+w′2
1+w′1·w′2

logical sign(w) ·max(0,a+ |w|−1) min(1, ∑
w′>0

w′)−min(1, ∑
w′<0

|w′|)

neural a ·w min(1,max(−1,
n
∑

i=1
w′i))

Again, the method of combining rules in KEX is a special case of uncertainty
processing available in NEST.

During consultation with the system, the user answers the questions concerning
the input attributes. According to the type of attribute, the user gives the weight
(for binary attributes), the value and its weight (for single nominal attributes), list of
values and their weights (for multiple nominal attributes), or the value (for numeric
attributes).

Questions not answered during consultation are not known. Two different notions
of this answer are introduced in NEST. First notion, ”irrelevant”, is expressed by the
weight 0; this weight will prevent a rule having either a proposition or its negation
in conditional part from being applied. Second notion, ”unknown”, is expressed
by the weight interval [−1,1]; this weight interval is interpreted as ”any weight”.
Uncertainty processing has thus been extended to work with intervals of weights.
The idea behind is to take into account all values from the interval in parallel. Due
to the monotonicity of the combination functions, this can be done by taking into
account the boundaries of intervals only.

Two versions of NEST have been implemented, stand-alone and web-based client
server one. Stand-alone version is implemented as one program running under MS
Windows, client-server version is implemented as web server that uses any web
browser as the client. In the client-server version, different page layouts can be de-
fined for different knowledge bases to customize the system.
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Fig. 5 Screenshot of the system

6.2 Implemented Consultation Module

We used the client/server version of NEST to implement the consultation module
(we call AtherEx). To make the consultation module user-friendly for users who are
neither experts in expert systems, nor experts in medicine, we built a front-end, that
hides the details about inference and uncertainty processing. The system works in
dialogue mode, showing one question on a single page. The questions (their number
is 22) are grouped into following groups:

• questions concerning personal data (marital status, education, body mass index,
cholesterol),

• questions concerning life style (smoking, physical activity in job and in leisure
time, consumption of alcohol, coffee or tea),

• questions concerning personal history (hypertension, diabetes, myocardial in-
farction, stroke),

• questions concerning family history (hypertension, diabetes, myocardial infarc-
tion, stroke, angina pectoris for parents).

The user can answer the questions using predefined values (buttons) ”certainly yes”,
”maybe yes”, ”maybe no”, ”certainly no”, or ”unknown” (i.e. ”any value”). Figure
4 shows as an example the question about hypertension.

7 Comparison with Atherosclerosis Risk Calculators

A number of calculators that compute the risk of atherosclerosis, cardio-vascular
disease (CVD) or myocardial infarction (IM) has been developed and made avail-
able on the Internet. These systems usually ask questions about life style (typically
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Table 9 Calculators of CVD Risk

system
knowledge

source
no. of

questions suitable for results

NCEP ATP III ATP III Guidelines 11 + 2 all patients
CVD risk

in 10 years
Risk assesment

tool Framingham study 4 + 2 all patients
IM risk

in 10 years
Framingham Risk

Assessment Framingham study 5 + 2 all patients
IM risk

in 10 years
PROCAM Risk

Calculator PROCAM study 6 + 3
middle-aged

men
IM risk

in 10 years
PROCAM Risk

Score PROCAM study 7 + 4
middle-aged

men
IM risk or death

on CVD in 10 years
PROCAM
Neural Net PROCAM study 11 + 5

middle-aged
men

IM risk
in 10 years

Heart Score
European Society

of Cardiology 4 + 2
middle-aged

patients
death on CVD

in 10 years

about smoking habits) and about results of examination and laboratory tests (typi-
cally about blood pressure and cholesterol level) and then compute a risk (in percent-
age) that given person will suffer from cardiovascular disease (CVD) in 10 years.
The computation has a form of weighted sum of used risk factors.

The exact formula is based on different knowledge sources: the NCEP ATP III
system [8] is based on the Adult Treatment Program III guidelines issued by the US
National Heart, Lunge and Blood Institute (NHLBI) within the National Choles-
terol Education Program (NCEP), the Risk Assessment Tool [12] also from NHLBI
is based on the data collected within the Framingham Heart Study performed in the
U.S.A. - the same study is behind the Framingham Risk Assessment calculator [5].
The Prospective Cardiovascular Muenster Study (PROCAM) is the background for
the PROCAM Risk calculator [9] and the PROCAM Risk score [10] systems devel-
oped in Germany. The Heart Score system [7] developed by the European Society
of Cardiology is based on data from 12 European cohort studies covering a wide
geographic spread of countries at different levels of cardiovascular risks. Table 9
summarizes some further information about these systems (the column no. of ques-
tions gives the number of questions on life style (first number) and the number of
lab. tests (second number)).

We empirically compared the Risk Assessment Tool developed by NIH [12]
(further reffered to as NIH), PROCAM Risk calculator [9] (further reffered to as
ProCam) and Heart Score [7] (further reffered to as Heart) on the data used to test
our rule-based approach (see section 5). Figure 6 shows the results of evaluating
CVD risk of the testing set of patients. We can observe, that Heart Score systemati-
cally assigns lower values, while the values assigned by the remaining two systems
were roughly the same.

To compare results of the CVD risk calculators with our system as well with the
opinion of domain expert, we turned the numerical risk score into binary values Risk
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Fig. 6 CVD risk computed by different risc calculators

Table 10 Classification accuracy

system
overall

accuracy
accuracy

Risk
accuracy
NoRisk

NIH 0.76 0.84 0.63
ProCam 0.69 0.95 0.52

Heart 0.67 1.00 0.50
AtherEx 0.70 0.88 0.54

or NoRisk respectively. The threshold 5% was taken from the Heart Score system.
This allows us to express the performance of the calculators in the terms of classi-
fication accuracy (Table 10). The NIH system outperforms all the other systems in
both overall accuracy and in accuracy for non risk patients (thus making less errors
by classifying risky patients as non risky ones), our approach was comparable with
the remaining two calculators. Anyway, none of the systems makes reliable clas-
sifications of non risky patients and an interesting trade-of between classification
accuracies of both groups can be observed.

8 Conclusions

The described system AtherEx should help non-expert users to determine their
atherosclerosis risk. We acquired knowledge for this system in two steps: at first,
we created an initial set of rules from data using machine learning techniques. In
the next step, the set of rules was refined according to suggestions of domain expert
and results of further experimental evaluation.
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We see the main advantages of our system (when compared with the CVD risk
calculators) in its ability to infer a conclusion from incomplete and/or uncertain
input information (the user need not to answer all questions). This is especially
important for an non-expert user, who do not know the results of his laboratory tests.

Our experiments have shown that the information about life style can be used
instead of laboratory tests. AtherEx is now tested by domain expert and other physi-
cians from the EuroMISE center in Prague with similar results (system is available
at http://www.euromise.cz). Anyway, the resulting classification does not substitute
a diagnosis done by a specialist, it is rather a recommendation that should by con-
sulted with a physician.
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Interpretation of Imprecision in Medical Data 

Mila Kwiatkowska, Peter Riben, and Krzysztof Kielan1 

Abstract. Imprecision is an intrinsic part of all data types and even more so of 
medical data. In this paper, we revisit the definition of imprecision as well as 
closely related concepts of incompleteness, uncertainty, inaccuracy, and, in general, 
imperfection of data. We examine the traditional hierarchical approach to data, 
information, and knowledge in the context of medical data, which is characterized 
by heterogeneity, variable granularity and time-dependency. We observe that (1) 
imprecision has syntactic, semantic, and pragmatic aspects and (2) imprecision has 
its spectrum from most precise to most imprecise and unknown. We argue that 
interpretation of imprecision is highly contextual, and, furthermore, that medical 
data cannot be decoupled from their meanings and their intended usage. To address  
the contextual interpretation of imprecision, we present a framework for knowl-
edge-based modeling of medical data, which comprises a semiotic approach, a 
fuzzy-logic approach, and a multidimensional approach.  

Keywords: imprecision, medical data, fuzzy logic, semiotics. 

1    Introduction 

Vagueness, inexactness and imprecision, as well as imperfection of information in 
general, have been studied for many years in the context of computer-supported 
decision making, knowledge engineering, and artificial intelligence. Although 
imprecision is intrinsic to information and knowledge in the real world, often-
times, the models of reality created for computational purposes are oversimplified, 
and they represent isolated fragments of the complex systems present in our lives. 
A simplified representation of reality is often necessary in order to design and 
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develop feasible information systems. On the other hand, such simplified models 
may create a false assurance that they are themselves complete and precise and 
that they reflect a complete and precise reality. This caution is especially impor-
tant in complex disciplines such as medicine and health care. Often, in medical 
care, the decisions are made based on subjective, uncertain, multidimensional, and 
imprecise information. Thus, the computerized models in order to represent real 
life data, information, and knowledge used in diagnosis, prognosis, and treatment, 
must represent various forms of imprecision and must provide reasoning methods 
which tolerate imprecision. As it was emphasized by Zadeh [32] and Parsons [19] 
imperfections must be studied and accounted for in the models of reality. In this 
paper, the authors concentrate on the term imprecision, its definition, classifica-
tion, and interpretation in context of medical data and medical decision making.   

This paper is structured as follows. Section 2 surveys various classifications of 
imprecision, and it makes distinctions between imprecision and other aspects of 
imperfect information such as uncertainty, incompleteness, inconsistency, and 
vagueness. Section 3 presents the characteristics and structure of medical data. 
Section 4 presents a framework for analysis of imprecision in medical data. This 
framework considers the nature and the sources of imprecision and uses three ap-
proaches for modeling and reasoning with imprecise information: fuzzy logic, 
semiotics, and multidimensional representation.   

2    Definition and Classification of Imprecision 

For many years, mathematicians, linguists, and philosophers have studied impreci-
sion and have recognized its importance in the modeling of real-world concepts 
and decision-making processes. They have presented a number of definitions, 
classifications, and formal representations [15,16,30]. In this section, we limit  
our discussion to three aspects: the most significant works pertaining to formal 
representation of imprecision, an overview of different approaches to defining 
imprecision, and a short description of our interpretation of imprecision.   

2.1   Formal Representation of Imprecision 

The first step towards creation of a formal mathematical representation of vague-
ness was the work of Jan Łukasiewicz, who in the 1920’s introduced multi-valued 
logic. Łukasiewicz extended the traditional two-valued logic (values: true and 
false) to a closed real interval [0,1] representing the possibility that a given value 
is true or false. While in traditional logic and set theory, an element either belongs 
to a set or not, in fuzzy set, an element may belong to a set “partially” with some 
degree of membership. At the same time, Emil Post introduced similar ideas  
in logics which are more general than two-valued logic. In 1937, Max Black  
published the paper, “Vagueness: an exercise in logical analysis,” in which he 
introduced “vague sets” and operations. In 1965, Lotfi Zadeh published a paper 
“Fuzzy sets” [32]. Zadeh introduced the term “fuzzy set,” extended the fuzzy set 
theory, and created fuzzy logic as a new field of study. In 1982, Zdzislaw Pawlak 



Interpretation of Imprecision in Medical Data 353
 

presented a rough set theory [20] for the mathematical representation of vague-
ness. Whereas Zadeh’s theory is based on a “fuzzification” of quantitative meas-
ures, Pawlak’s approach is based on a more “qualitative” concept of a set  
approximation by a pair of sets: the lower approximation (set of concepts that be-
long to the approximated set) and an upper approximation (set of concepts that 
probably belong to the approximated set) [20]. These approximations are the posi-
tive and negative extensions of a vague concept. However, the fuzzy set theory 
and the rough set theory are not mutually exclusive; they can be combined  
together to create a fuzzy-rough set representation. Fuzzy set theory has been used 
for the representation of imprecision in the fuzzy databases. Other approaches to 
the explicit representation of imprecision in databases have been used. For exam-
ple, Barga and Pu extended traditional relational database model to handle quanti-
tative imprecision and proposed an interval-based model for imprecise data [2].  

The concept of imprecision has been also studied in the context of imprecise 
probability which is concerned with mathematical models of chance and uncer-
tainty without sharp numerical probabilities.   

2.2   An Overview of Approaches to the Definition of 
Imprecision 

Imprecision has been defined using various approaches and classifications. How-
ever, there is no unanimous definition. We organize the many approaches to the 
definition of imprecision and its classification into five groups as follows:  

1. Conceptual vagueness and imprecision: Skala [28] distinguishes between 
two sources of imprecision: conceptual vagueness (fuzziness) and imprecision 
due to inexact measurement. The vague concepts are represented using Zadeh’s 
fuzzy logic approach. The inexact measurements are modeled by Skala using 
subjective probabilities.  

2. Imperfect information and imprecision: Bonnissone and Tong [3] describe 
the imperfect information using three characteristics: uncertainty, incomplete-
ness, and imprecision. Uncertainty is defined as inherently subjective – an indi-
vidual estimate of the truth of some fact. On the other hand, incompleteness 
and imprecision are defined as having a more objective quality. Incompleteness 
arises from the nonexistence of a value, whereas imprecision arises from the 
existence of a value which cannot be measured with suitable precision. Fur-
thermore Bonnissone and Tong describe four types of imprecision according to 
specific categories of values: interval (age between 25 and 30), fuzzy (“quite 
young”), disjunctive (age is either 25 or 30), and induced (value induced from a 
negation, for example, “not old”). Bosc and Prade [4] describe imperfection us-
ing four categories: uncertainty, imprecision, vagueness, and inconsistency. 
Their classification is somewhat different from classification presented in [3]. 
Inaccuracy arises from a lack of information about specific value. Imprecision, 
on the other hand, arises from the granularity of the language and is viewed as 
having a more subjective quality. Vagueness is a category similar to the fuzzy-
valued imprecision in [3]. Inconsistency arises from the existence of two  
contradicting values. 
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3. Inaccuracy and imprecision: Smets [29] makes a distinction between impre-
cision (data with errors and data without errors) and data without errors (fuzzi-
ness, deficient, vagueness). A measurement may be expressed precisely but 
may not be accurate. Accuracy is conforming to a standard or a true value. Ac-
curacy is distinguished from precision in this way: a measurement or statement 
can reflect or represent a true value without detail. The temperature reading of 
37°C is accurate, but it is not precise if a more refined thermometer registers 
the temperature of 37.543°C. 

4. Incompleteness and imprecision: Medical decisions often involve incomplete 
data. The records may have missing values for several reasons: limited number 
of tests required for diagnoses, logical exclusion of not applicable data (e.g., 
data specific to female gender is omitted from a record of a male patient),  
intentional omission of sensitive data, lack of information omission, or discon-
tinuation (drop-out) of study. In our discussion, we make a distinction between 
incomplete or missing data and imprecise data. 

5. Uncertainty and imprecision: Niskanen [17] makes a clear distinction  
between imprecision and uncertainty. Uncertainty is associated with probabil-
ity, whereas imprecision is described as being independent from uncertainty. 
Niskanen defines imprecision in a broad context of human sciences, and classi-
fies imprecision into three types: ontological, epistemological and linguistic 
imprecision. Ontological imprecision relates to imprecise object of the reality. 
Epistemological imprecision relates to imprecision of human (agent’s) knowl-
edge about the object. Linguistic imprecision relates to verbal expression, 
which inherently is imprecise and ambiguous.  

2.3   Interpretation of Imprecision  

In this subsection, we present two approaches to the term “imprecision.” First, we 
examine the word “imprecision” from a linguistic perspective: its etymology and 
semantics. Then, we define various aspects of imprecision. 

In the Oxford English Dictionary (OED) [18] the noun “imprecision” is defined 
as “want of precision, inexactness” and the adjective “imprecise” as “not precise.” 
Imprecision, thus, has the opposite meaning to “precision:” -im is an assimilated 
form of the Latin negative prefix –in and “precision” has its origin in French noun 
précision (action of cutting off) and Latin praecision-, praecisio (act of cutting 
off). The OED describes several uses of the word “precision.” In the general use, 
“precision” denotes “the fact, condition, or quality of being precise.” In philoso-
phy, “precision” denotes “The action or an act of separating or cutting off” (men-
tal separation). In sciences, especially when referring to measurements, the word 
“precision” denotes “The degree of refinement in a measurement, calculation, or 
specification, esp. as represented by the number of digits given.” In statistics, the 
word “precision” is used to describe “the reproducibility or reliability of a meas-
urement or numerical result.”  

In medical dictionaries, the word “precision” is defined, for example, in two 
ways. Rothman and Greenland [23] define precision in epidemiology as the reduc-
tion of random error in measurement and estimation. Precision can be improved in 
two ways: by increasing the number of the subjects and by modifying the design 
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of the study. In the Dictionary of Epidemiology [12], the term precision is defined 
as "the quality of being sharply defined or stated. One measure of precision it is 
the number of distinguishable alternatives from which a measurement was  
selected, sometimes indicated by the number of significant digits in the measure-
ment. Another measure of precision is the standard error measurement, the stan-
dard deviation of a series of replicate determinations of the same quantity.”  

We describe imprecision as a concept with the following characteristics: 

1. Imprecision is distinct from incompleteness (absence of value), inaccuracy 
(value is not close to the “true” value), inconsistency (dissimilar values from 
several sources), and uncertainty (probability or belief that the value is the 
“right” value).  

2. Imprecision is highly contextual and interpretative, i.e., a statement “high body 
temperature” may be sufficiently precise in a specific situation or a more pre-
cise value such as “40.5oC rectal” is needed. Thus, imprecision is a quality of 
specific value used in a reference to a concept in a specific context. Often, im-
precise values are sufficient, since the precision may be not possible, impracti-
cal, expensive, or not needed.  Feinstein [10] describes a situation in which, pa-
tients with cancer should not be given “precise” prognosis, without considering 
specific clinical situation.  

3. Imprecision is not a binary concept. Each concept, its representation, and its 
interpretation have certain degree of imprecision, which can be ordered from 
the lowest level to the highest level. For example, the following values can be 
ordered in an order of an increasing precision: “high body temperature,” “body 
temperature above 38 oC,” and “40.5oC rectal.”  

We define two aspects of imprecision: qualitative and quantitative. The qualitative 
imprecision is a result of a vagueness of the concept (e.g., quality of life, health) 
and the lack of precise measures of the concept (e.g., measures of sleepiness). The 
quantitative imprecision is a result of a lack of precision in a measurement. We 
view these aspects of imprecision as pragmatic (vagueness of the concept), seman-
tic (lack of precise measures), and syntactic (lack of precision in a measurement).  

3   Medical Data Definition 

The word “data” is used by many disciplines in different contexts and with differ-
ent meanings, and sometimes it is used interchangeably with the word “informa-
tion.” Thus, the definition of the term “data” varies and often hinges upon the  
distinction or lack of distinction between data and information. Although a univer-
sal definition of data would be interesting, our purpose is not to provide a univer-
sal definition – such a definition probably is not attainable without oversimplifica-
tion – but to present important characteristics of data, in particular, medical data. 
First, we discuss the meaning of “data” from the perspective of database systems. 
Second, we present the various aspects of medical data.   
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3.1   General Data Definition 

The term “data” carries many meanings from general usage to specialized use in 
science and computing science. The word “datum” (from Latin past participle of 
“dare” meaning “to give”) and its plural form “data” have been used in English 
and other languages for hundreds of years. The term has also been used in a more 
specific meaning “given values” in context of mathematics and engineering, 
where calculations are performed based on given values. With the emergence of 
calculating machines (computers), the word data in its scientific meaning “given 
values” has become a part of computing science language. On the other hand, 
various forms of permanent computer-readable storage have been invented – from 
punched Hollerith cards and paper tapes through to file systems on magnetic tapes 
(in mid 1950s), to integrated indexed files and hierarchical database structures on 
magnetic disks (in 1960s) and to large multimedia databases stored on mass  
storage servers (1990s). Furthermore, with the development of the Internet and 
availability of Web servers, the data are distributed across the Web. This growth 
in usage of automated storage of data, data retrieval, and processing has been  
unmatched in history. With higher capacity for storage and developments in dig-
itization techniques, it became possible to store and process new types of data: text 
data (semi-structured or unstructured documents), spatial data, audio data, images, 
biomedical signals, and digital-video data. Thus, the data, in context of data man-
agement systems, encompass numerous sources of information available to  
humankind. Moreover, with the development of the Web, we are presented not 
only with a multitude of data modalities, but also with multitude of data sources. 
These different types of data have various granularities and abstraction levels. 
Thus, often it is difficult to distinguish between data and information. 

Traditionally, in the context of database and information systems, data have 
been distinguished from information. While data have been defined as numbers, 
characters, and recorded facts, information has been defined as structured, proc-
essed data used for decision making. In addition, some authors differentiate  
between raw data and processed data; however, this distinction is relative since 
processed data could be raw data for another level of analysis. Furthermore,  
the concept of data has been used as a base for a hierarchical structure built of 
data, information, and knowledge. This traditional hierarchy has been extended by 
Ackoff with an addition of two layers: understanding, and wisdom [1]. Ackoff’s 
hierarchical system is often referred to as DIKW or the Pyramid of Knowledge. At 
the lowest level, Ackoff defines data as raw data which have no significance  
beyond their existence, and have no meaning in themselves. At the higher level, 
Ackoff defines information as data that have been processed and that have mean-
ing. Although the DIKW hierarchy has been widely accepted in the field of data-
base systems, informatics, and in data mining, Fricke recently critically revised the 
Knowledge Pyramid from the perspective of information science [11]. Fricke 
pointed out that the data are contextual, thus the data must be described within 
their context.  
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3.2   Medical Data  

Data are crucial in a day to day medical practice. They are gathered in the form of 
the patient history, physiological data from a physical examination, biochemical 
data from tests, records of biosignals, medical images, and epidemiological data. 
Data are used in diagnosis, treatment, and prognosis, as well as in epidemiological 
studies, control trials, and medical research in general. The type and quantity of 
data stored depend on the overall purpose. Thus, medical data are often defined in 
terms of their functionality – Merriam-Webster’s Medical Desk Dictionary defines 
data as “factual information (as measurements and statistics) used as a basis for 
reasoning, discussion, or calculation” [13].  

We define medical data from the perspective of the data modeling for com-
puter-supported medical decision systems. In accordance with Shortliffe and Bar-
nett [27], we define a medical datum as a single observation about a patient and 
medical data as a set of multiple observations. A medical datum is composed of 
four elements: the reference to the patient, the parameter being observed, the value 
of the parameter, and the time of the observation. Moreover, a medical datum (ob-
servation) must record additional information called modifiers, such as the type of 
instrument, the type of measurement, and any additional relevant information. For 
example, the recording of a blood pressure should also include information about 
the instrument (manual sphygmomanometer or automatic cuff), placement (left or 
right arm, leg), patient’s position (standing, lying), and information about medica-
tion (antihypertensive medication), activity prior to the measurement, food and 
drink intake (alcohol, caffeinated drinks, etc.).  

Thus, we define medical datum (observation) as a tuple: 

><= =
n
iMTVPRumMedicalDat 1}{,,,,  

Where R represents a finite set of references to the patients, P represents a finite 
set of the parameters being measured, V represents a finite set of the values for the 
parameters, T represents a finite set of time points, and M represents a finite is a 
set of modifiers. The modifiers are represented by a set of attribute-value pairs. 

We define medical data as a set of observations: 

n
iumMedicalDataMedicalDat 1}{ ==  

For example, a single recording of the blood pressure for the patient p1 is repre-
sented by the following tuple: (p1, arterial blood pressure, 160/90 systolic/diastolic 
in mmHg, 2008/02/01 10:00, {instrument = automatic cuff, placement = left arm, 
position = sitting, food intake = no prior caffeine intake, antihypertensive medica-
tion = no}). A set of blood pressure recordings repeated over a period of time will 
constitute medical data for the patient p1 .   

3.3   Medical Data Characteristics 

Medical data are characterized by several aspects: heterogeneity, mixed granularity, 
imprecision, uncertainty, incompleteness, time-dependency, problem orientation, 
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standardization, acquisition cost, and confidentiality. We concentrate on three as-
pects relevant to imprecision: heterogeneity, granularity, and standardization.  

3.3.1   Medical Data Heterogeneity 

The heterogeneity of medical data can be described from two perspectives: data 
types and data sources. Medical practice uses wide-ranging data types: numerical 
measurements, recorded biosignals, qualitative and quantitative responses to ques-
tionnaires, images (MRI, X-Ray), coded data, narrative text data (doctors’ and 
nurses’ notes, referrals, and textual diagnosis), drawings (physicians’ hand-drawn 
sketches), medical history, clinical assessment, and, possibly, genetic information. 
With respect to the source, medical data can be divided roughly into objective 
measurements and subjective measurements. For example, snoring, one of the 
important predictors of obstructive sleep apnea, can be self-reported by the patient 
(subjective) or recorded as a sound signal during an overnight study (objective).  

3.3.2   Medical Data Granularity 

Medical data vary in their granularity and representational level from low level 
raw data (numerical values, biosignals) through processed data (features and pat-
terns) to knowledge represented by facts, rules and cases. Figure 1 illustrates three 
granularity types: data, information, and knowledge.  

Medical experts operate at several levels of granularity; they aggregate raw data 
into information, integrate information from several sources, and use knowledge to 
gain information. Whereas switching between levels of abstractions is typical for 

 

 
 

Fig. 1 The granularity spectrum for data, information, and knowledge 
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human reasoning, the same ability is extremely difficult for a computer-based  
system, which typically operates at one level of granularity. Thus, granularity and 
specific knowledge-based rules for data integration, aggregation, generalization and 
abstraction must be explicitly represented in the medical data models. For example, 
several blood pressure measurements (data) can be aggregated into information that 
a person has a hypertension. Furthermore, the evidence of hypertension can be used 
to determine that a patient is more likely to have a heart attack.  

3.3.3   Medical Data Standardization 

One of the main sources of vagueness in medical data is the lack of a standard and 
well defined terminology. On one hand, multiple systems have been created to cap-
ture and share clinical data, for example, Unified Medical Language System 
(UMLS), Generalized Architecture for Languages, Encyclopedias and Nomencla-
tures in Medicine (GALEN), systemized nomenclature of medicine (SNOMED 
CT), and ICD [22]. On the other hand, several medical concepts remain imprecise, 
for example, the concept of health [14]. The WHO, in 1946, defined health as “a 
state of complete physical, mental, and social well-being and not merely the  
absence of disease or infirmity.” While this definition appears to be generally ac-
cepted, there certainly is a lack of agreement of what might be considered complete 
physical, mental and social well-being. Since health cannot be measured directly, 
the measuring process builds a number of variables used as the indicators of health. 
The WHO has developed over 70 indicators to measure the state of the health of a 
population as well as individuals. Moreover, most countries have their own lists of 
health indicators. This multiplicity of indicators indicates that there is no unani-
mous definition of health or adequate set of health measures. Furthermore, some 
indicators, for example, consultations rates with physicians are ambiguous, since 
they may indicate better health in a population or they may indicate more illness 
requiring treatment. 

3.4   Medical Data and the Data-Information-Knowledge 
Spectrum 

In this section, we discuss the problems with the separation between data, informa-
tion, and knowledge in such a complex discipline as medicine. These three items of 
the traditional data-information-knowledge (DIK) hierarchy [1] are closely interre-
lated and require special modeling approaches. We identify three groups of prob-
lems: problems with the definition of terms, problems with the representation  
of DIK in data models, and problems with the “informational approach” as a para-
digm used for the representation and reasoning in medicine. 

3.4.1   Problems with the Terminology  

The traditional DIK hierarchy two inherent problems: the definition of the terms 
and the hierarchical (sequential) structure of the concepts. First, there is a lack of 
consensus among the researchers on the meaning of each of the layers: data, infor-
mation, and knowledge. In the data management field, data is typically defined as 
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raw facts, information is defined as data processed into a meaningful form, and 
knowledge is described as the capacity to use information [31]. However, we argue 
that each layer is not an isolated entity, but it is an entity created in the context of 
specific meanings and for a specific purpose. Second, the linear progression from 
data through information to knowledge in the DIK hierarchy is an oversimplified 
model for an iterative and bidirectional process of interpretation of data, creation of 
patterns, and synthesis of information. We emphasize that data as well as informa-
tion and knowledge are acquired, organized, stored, retrieved, and processed using 
pre-existing knowledge, information, and data. Thus, we claim that medical data 
acquisition, retrieval, and processing are knowledge-intensive processes. 

3.4.2   Problems with the Representation  

The definition of data as numbers, characters, and recorded facts separates the data 
from their contextual meaning. This decoupling of the data and the meaning could 
be only theoretical, since in practice in all database systems data are intrinsically 
connected with the metadata, which define the data at least in terms of their syn-
tactical properties – their domain (set of possible values). More realistically, a data 
model and its physical implementation must represent contextual information, for 
example, units of the measurement, time of the measurement, and the relationships 
with other characteristics of the object. For example, a number 150 used as a value 
for a weight of a human being has no meaning (cannot be interpreted) without the 
specification of the units: kilograms, grams, pounds, stones, or ounces. Even with 
the specified units, the value 150 is difficult to interpret without the contextual 
data, such as an age of the human being. While the weight of 150 kilograms is 
possible for an adult, it is impossible for a newborn baby. On the other hand, the 
weight of 150 stones is impossible for all human beings. In addition, the weight of 
a newborn baby requires more precision than the weight of a healthy adult. De-
pending on the clinical practice, the weight of a newborn is expressed in grams or 
pounds and ounces, and even small changes of 20 grams can be significant.  

Thus, the data collection presupposes en existence of information and knowl-
edge. The traditional database systems store the metadata in data dictionaries;  
however, data dictionaries are used to define explicitly only rudimentary knowl-
edge, but most of the knowledge is not represented and is used implicitly (as a part 
of the procedural specification) in the data processing. With the emergence of the 
distributed databases and the Web, the data and their metadata are stored in the 
stand-alone databases, in the semi-structured documents as a part of the XML, and 
in various specifications for the exchange of the data.  

The rapid development of vast repositories of data on the Web created a need for 
a standardized data description and universal description of Web resources. The 
XML schemas provide syntactical rules for the semi-structured data; however, the 
schemas are very limited in terms of semantics. Two Web languages provide a 
framework for the semantics: Resource Description Framework (RDF) and Web 
Ontology Language (OWL). Recently, the Semantic Web Health Care and Life 
Sciences Interest Group (HCLS) has been working on a RDF-based semantic  
description of the medical data and medical ontologies [22, 24]. The HCLS efforts 
are directed towards building universal models for the semantic exchange of data.  
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The structural specification (meta-data, abstract data types, objects, XML) and 
semantic specifications (RDF, semantic data modeling) are important steps towards 
data sharing. However, we believe that the meaning of the data and information  
is created as a part of the interpretation by the users and their usage for specific 
purposes. 

3.4.3   Problems with the Methodology 

The models of reality created by computing science and informatics are based on 
the information-processing paradigm, which assumes the existence of objective 
information and computational methods for processing data into information and 
measuring the amount of information in messages. However, the informational 
paradigm disregards the actual meaning of the message. Therefore, we argue that 
the quantitative approach must be balanced with a qualitative approach – a semi-
otic approach, which focuses on meaning and contextual interpretation.   

3.5   Imprecision in Medical Data  

In subsection 3.2, we have defined a medical datum as a structure (tuple) including 
a reference to the patient, a parameter measured, a value for the parameter, time, 
and a set of modifiers. Thus, imprecision may apply to each of the components: 
reference, parameter, value, time, and modifiers.  

For example, the following blood pressure (BP) recordings, Rec1 and Rec2, con-
siderably differ in their levels of precision: Rec1 = (p1, arterial blood pressure, 
160/90 systolic/diastolic in mmHg, 2008/02/01 10:00, {instrument = automatic 
cuff, placement = left arm, position = sitting, food intake = no prior caffeine intake 
within 3 hours, antihypertensive medication = no}); Rec2 = (adult patient, blood 
pressure, above normal, morning, {food intake = some coffee}). The first recording 
refers to a specific patient p1, gives the systolic and diastolic values, describes pre-
cise time, and defines four modifiers. The second recording refers to an adult  
patient (without any additional information, we can assume age > 18), gives the 
nominal value for BP “above normal,” (typically systolic BP > 119 and diastolic 
BP > 79; however, this value could be modified by age and gender), describes time 
as “morning” (we can assume early morning or any time before noon), and defines 
one modifier for prior coffee intake (it could be decaffeinated coffee).  

While the concept of “arterial blood pressure” is well defined and has its quan-
titative measures, many other medical concepts, for example, quality of life, 
health, sleepiness, and depression are difficult to define, measure, or quantify. 
Thus, the modeling of imprecision requires both: qualitative description and quan-
titative description.  

In addition, imprecision (or a specific level of precision) is an intrinsic part of 
all data models. The data is stored using a specific level of precision; however, it 
could be retrieved or processed using less precise (or nominal) values.  
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4   A Framework for Modeling Imprecision  

In this section, we present a conceptual framework for modeling imprecision  
in medical data. Our framework is based on semiotics, fuzzy logic, and multi-
dimensional data model. The semiotic approach provides a model for context-
dependent interpretation of imprecision. The fuzzy-logic approach provides explicit 
representation for fuzzy (imprecise) measurements, and the multi-dimensional  
approach provides modeling constructs for defining several dimensions.  

4.1   Semiotic Approach 

Originally, the term ‘semiotics’ (from a Greek word for sign “semainon”) was 
introduced in the second century by  the famous physician and philosopher Galen 
(129-199), who classified semiotics (the contemporary symptomatology) as a 
branch of medicine [25]. The use of term semiotics to describe the study of signs 
was developed by the Swiss linguist Ferdinand de Saussure (1857-1913) and the 
American logician and philosopher Charles Sanders Peirce (1839-1914). Origi-
nally, Saussure used the term “semiology” and Peirce “semeiotic,” but both terms 
correspond to today’s usage of the word “semiotics.”  

Semiotics is a discipline which can be broadly defined as the study of signs. 
Since signs, meaning-making, and representations are all present in every part of 
human life, the semiotic approach has been used in almost all disciplines, from 
mathematics through literary studies to ethnography, including information sys-
tems, and library and information sciences [26]. A semiotic paradigm is, on one 
hand, characterized by its universality and transdisciplinary nature, but, on the 
other hand, it is associated with different traditions and with a variety of empirical 
methodologies. The semiotic-based approach has inspired specialized fields such 
as cybersemiotics, biosemiotics, and computational semiotics.   

In this section, we briefly discuss the Peircean model of sign and semiosis as a 
process. Our intention is not to give an exhaustive history of semiotics; rather, our 
goal is to define the basic terminology needed to present two examples of the se-
miotic approach to modeling of medical concepts. The first example is an applica-
tion of Peircean Semiotics to medical interpretation of radiological images. This 
model, called Roentgen Semiotics, has been introduced by Cantor [5,6]. Roentgen 
Semiotics is a systematic approach to interpretation of medical images and can be 
generalized to visual diagnosis from other modalities. The second example is an 
application of Peircean Semiotics to the interpretation of vague concepts such as 
sleepiness. These examples illustrate that the meaning of a sign arises in its inter-
pretation or even multiple possible interpretations. Thus, the notion of imprecision 
is not universal and absolute, but should be studied in context of the interpreta-
tions of the sign.      

4.1.1   Peircean Semiotics 

Peirce defined “sign” as any entity carrying some information and used in a com-
munication process. Peirce, and later Charles Morris, divided semiotics into three  
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Fig. 2 Peircean semiotic triangle 

categories [25]: syntax (the study of relations between signs), semantics (the study 
of relations between signs and the referred objects), and pragmatics (the study of 
relations between the signs and the agents who use the signs to refer to objects in 
the world). This triadic distinction is represented by a Peirce’s semiotic triangle: 
the representamen (the form which the sign takes), object, and interpretant. The 
notion of “interpretant,” is represented in this paper by a set of pragmatic modifi-
ers: agents (for example: patients, health professionals, medical sensors, computer 
systems), perspectives (e.g., health care costs, accessibility, ethics), biases (e.g., 
specific subgroups of agents), and views (e.g., variations in the diagnostic criteria 
used by individual experts or clinics). Peirce’s semiotic triangle is illustrated  
in Figure 2.  

In the Peircean model, the relation between an object and its representation has 
three possible modes: symbolic, iconic, and indexical.  In a symbolic relation, the 
sign does not resemble the object and the relation is conventional or arbitrary, for 
example an answer in natural language to questions about the level of sleepiness. 
In an iconic relation, the sign is perceived as resembling the object, for example a 
recorded sound of snoring or a picture of a sleeping patient. In an indexical rela-
tion, the sign is directly connected with the object, for example, patient’s tempera-
ture or blood pressure. However, these modes may co-exist in the same sign, and 
the dominating mode is determined by the usage.  

4.1.2   Example 1: Interpretation of the Roentgen Images  

The Peircean model has been used by Cantor in diagnostic radiology [5,6]. Can-
tor’s Roentgen Semiotics models the interpretation of clinical x-ray images. A 
radiographic image represents a three-dimensional region of the body in two di-
mensions. Furthermore, a radiographic image is a transmission image formed by 
an x-ray beam, which has been transformed by different absorption levels of the 
human anatomy. In two-dimensional transmission images, the localization is 
based on differential brightness, sharpness, magnification, projection or displace-
ment. Cantor defines a Roentgen sign as a Peircean triad comprised of an image 
(the representamen), an anatomic event (the object) and an interpretation by an 
image reader (the interpretant). The interpretation of a Roentgen sign requires 
prior knowledge of the object: knowledge of normal anatomy, knowledge of hu-
man pathology, and knowledge of imaging conventions.  
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Fig. 3 Peircean semiotic triangle for sleepiness 

The imprecision in the interpretation of an x-ray image (e.g., lack of precise  
localization of an abnormal event) may result from three sources: (1) inadequate 
quality of the attributes of the image: brightness, sharpness, magnification, projec-
tion, and displacement, (2) the imperfection of the human interpreter’s knowledge 
and skills, and (3) plurality and mutability of interpreters (e.g., lack of consensus 
between several interpreters of the same image). 

4.1.3   Example 2: Concept of Sleepiness 

The symptom of excessive sleepiness is not easy to describe and to quantify since 
sleepiness can be measured only indirectly. However, the excessive daytime 
sleepiness is considered to be the most important indicator of sleep disorders. The 
measuring of sleepiness involves three aspects: conceptualization (what to meas-
ure), operationalization (how to measure), and utilization (how the measure is 
used). We map these three aspects to the semiotic triangle shown in Figure 3.  

In specialized medical usage, “sleepiness” is often called “somnolence” and is 
defined as the inability to maintain wakefulness or a strong sleep propensity. In 
sleep medicine, the concept of sleepiness is viewed from three perspectives: bio-
logical, behavioral, and psychological [9]. Thus, there are three categories of 
sleepiness: physiologic sleepiness (biological drive to sleep), manifested sleepi-
ness (decreased performance in motor activity, memory, cognition and observable 
behaviors such as head nodding, facial expressions, eye movement, blinking, and 
yawning), and introspective sleepiness (subjective feeling of being not alert and 
falling asleep). In addition, sleepiness has a temporal dimension – it can be cate-
gorized as transient (state sleepiness) or persistent (trait sleepiness). The state 
sleepiness is defined as an occasional sleepiness lasting for one or two days, as a 
result of occasional sleep deprivation or circadian rhythm disruptions (shift work 
or jet lag). The trait sleepiness is defined as a permanent sleepiness resulting from 
chronic sleep deprivation, sleep disorders, or other medical conditions.  

Sleep medicine has developed several measures for sleepiness [7]. The most of-
ten used are Epworth Sleepiness Scale (ESS), Stanford Sleepiness Scale (SSS), 
Multiple Sleep Latency Test (MSLT), and Maintenance of Wakefulness Test 
(MWT). We describe these tests in detail to illustrate the various levels of their 
precision or imprecision.  

In clinical practice, the most often used sleepiness measure is a self-
administrated questionnaire, the Epworth Sleepiness Scale (ESS). This subjective 
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questionnaire is composed of eight questions to measure the general level of day-
time sleepiness in terms of the probability of falling asleep during daily activities: 
(1) sitting and reading, (2) watching TV, (3) sitting inactive in public place (e.g. a 
theatre or a meeting), (4) riding as a passenger in a car for an hour without a 
break, (5) lying down to rest in the afternoon when circumstances permit, (6) sit-
ting and talking to someone, (7) sitting quietly after lunch without alcohol, and (8) 
sitting in a car, while stopped for a few minutes in traffic. Each item has a score 
between 0 – 3. The answers are never, slight chance, moderate chance, and high 
chance. The maximum score is 24. Typically a score of 11 and above is recog-
nized as excessive daytime sleepiness.  

The Stanford Sleepiness Scale (SSS) is a self-reporting instrument measuring 
state sleepiness. Patients grade their state of alertness on a scale from 1-7; 1 corre-
sponding to alert and 7 to falling asleep. The score above 3 indicates sleepiness.  

The objective measures, such as MSLT or MWT, are expensive and time con-
suming. Typically, they are used in cases of narcolepsy and unexplained daytime 
sleepiness. The MSLT and MWT tests are performed in a sleep disorders’ clinic 
after an overnight polysomnography (PSG). They last about 10 hours. In the 
MLST test, the patient is asked to have 4-5 naps every 2 hours in a quiet place. In 
the MWT test, the patient is asked to stay awake. In both tests, the sleep latency 
(the time a person takes to fall asleep) is measured using the PSG equipment. The 
average latency time is used for grading: 10-15 minutes (“mild degree”), 5-10 
minutes (“moderate”), and less than 5 minutes (“severe”). Although the MSLT 
and MWT are considered gold standards, their results may be influenced by a  
patient’s motivation, prior activity, or natural ability to fall asleep quickly. Table 1 
summarizes the four sleepiness measures.    

The imprecision in the representation of a vague concept such as sleepiness is 
related to three aspects of the semiotic triangle: the level of the precision in the 
definition of the object as trait, state, introspective, or physiologic sleepiness, the 
use of appropriate measure, and the interpretation of the measure for specific  
diagnostic purpose. 

 

 Table 1 Sleepiness measures used in clinical setting 

Object (concept) Operationalization Measure Instrument 

Trait Sleepiness       
Introspective  

Propensity to fall asleep        
in everyday situations  

Subjective  ESS Scale: 0–24 
Abnormal: >10 

State Sleepiness      
Introspective 

Current level of conscious Subjective SSS Scale: 1–7 
Abnormal: >3 

State/Trait Sleepiness    
Physiologic 

Ability (time) to fall asleep   
in a soporific environment 

Objective MSLT Scale: 0–20 
Abnormal: < 5 min 

State/Trait Alertness     
Physiologic 

Ability to stay awake (time)  
in a soporific environment 

Objective MWT Scale: 0–20 
Abnormal: < 5 min 
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4.2   Fuzzy Logic Approach  

One of the key concepts in fuzzy logic is the linguistic variable (fuzzy variable). A 
linguistic variable may be qualitative, for example sleepiness, fatigue, quality of 
life, or quantitative, for example, blood pressure, heart rate, and total sleep time. A 
linguistic variable is associated with terms. A set of terms describes the possible 
states of the variable. A linguistic variable can be formally represented as a quin-
tuple: L = <X, T(X), U, G, M>, where X is the name of the variable, T(X) is the set 
of terms for X, U is the universe of discourse (the set of all possible values of a 
linguistic variable), G is the set of grammar rules to generate T(X), and M is the set 
of semantic rules M(X).  

We use the fuzzy-logic approach to define sleepiness is terms of diagnostic 
grades: “normal,” “excessive,” and “severe” based on the ESS scale. We define 
sleepiness as a linguistic variable represented by a quadruple: <sleepiness, {nor-
mal, excessive, severe}, [0, 24], M>. Where sleepiness is the name of the variable, 
the set {normal, excessive, severe} represents the three terms, the scale [0, 24] is 
the universe of discourse corresponding to ESS scale, and M is a set of member-
ship functions defining the terms. The membership functions, shown in Figure 4, 
have been constructed based on the typically assumed values: an ESS score of 11 
and above is recognized as “excessive” daytime sleepiness, and a score above 20 
as “severe” sleepiness.  

 

 

Fig. 4 Membership functions for sleepiness 
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4.3   Multidimensional Approach  

The traditional relational data model does not provide a good support for the 
medical data multidimensionality and use of the Online Analytical Processing 
(OLAP) tools. To address these issues, a multidimensional data model has been 
used to represent the dimensions and, furthermore, to address various granularities 
and imprecision of the values [21, 8].  

Time is an inherent dimension in medical data. It represents the frequency of 
observations (time granularity). Frequency of observations depends on particular 
circumstances. Some observations may be collected on daily basis, some minute-
to-minute (patient in diabetic ketoacidosis), some continuous (continuous ECG 
monitoring of patients in clinical and ambulatory settings). The time dimension 
can be modeled by three temporal abstracts: a time-point, a time-measure, and a 
time-interval. A time-point describes a specific time, e.g., 2008/01/01 10:00. A 
time-measure described an amount (length of time), e.g., 3 hours. A time-interval 
denotes a segment of time, e.g., from 10:00 to 13:00.  

5   Conclusions and Future Work 

In this paper, we examined the definition of imprecision in the context of medical 
data. We demonstrated that (1) imprecision is intrinsic to medical data, (2) impreci-
sion applies to all components of medical data: the reference to the patient, the  
observed parameter, the value for the parameter, time, and the modifiers; and (3) 
imprecision has qualitative and quantitative aspects, which depend on the knowl-
edge-based interpretation of data. To address these issues, we presented a conceptual 
framework for explicit modeling of imprecision in medical data. Our framework has 
its theoretical foundations in semiotics, fuzzy logic, and multi-dimensional approach 
to data modeling. We observed that imprecision is highly contextual and has several 
interpretations, which led us to the application of a semiotic approach. Semiotics 
provides the modeling constructs for the description of the concept, its representa-
tion, and its interpretation. Furthermore, we required a formal framework to explic-
itly represent the imprecision and vagueness of various measures. To address this 
problem, we applied a fuzzy logic approach. Fuzzy logic provides representational 
constructs for transforming crisp numeric values into grades of membership func-
tions corresponding to nominal values (fuzzification), reasoning with fuzzy values, 
and producing quantifiable results (defuzzification). To address the multidimension-
ality of medical data, we used a multi-dimensional data model and applied it to the 
time dimension. We applied the semiotic and fuzzy logic approach to define a vague 
concept of “sleepiness.” We used the classical Peircean triangle to represent the  
concept of sleepiness, its measurements, and its interpretations.  

We are planning to integrate and formalize the proposed framework and to 
build a comprehensive data model for the medical concept of “depression.” We 
will apply the model of excessive daytime sleepiness and the model of depression  
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in a computer-supported clinical decisions system for the diagnosis and treatment 
of obstructive sleep apnea. The explicit modeling of imprecision will allow us to 
analyze and integrate patients’ data of varied granularity and heterogeneity.  
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Promoting Diversity in Top Hits for
Biomedical Passage Retrieval

Bill Andreopoulos, Xiangji Huang, Aijun An, Dirk Labudde,
and Qinmin Hu

Abstract. With the volume of biomedical literature exploding, such as BMC
or PubMed, it is of paramount importance to have scalable passage retrieval
systems that allow researchers to quickly find desired information. While
topical relevance is the most important factor in biomedical text retrieval,
an effective retrieval system needs to also cover diverse aspects of the topic.
Aspect-level performance means that top-ranked passages for a topic should
cover diverse aspects. Aspect-level retrieval methods often involve cluster-
ing the retrieved passages on the basis of textual similarity. We propose the
HIERDENC text retrieval system that ranks the retrieved passages, achiev-
ing scalability and improved aspect-level performance over other clustering
methods. HIERDENC runtimes scale on large datasets, such as PubMed and
BMC. The HIERDENC aspect-level performance is consistently better than
cosine similarity and Hamming Distance-based clustering methods. HIER-
DENC is comparable to biclustering separation of relevant passages, and
improves on topics where many aspects are involved. Converting textual pas-
sages to GO/MeSH ontological terms improves the HIERDENC aspect-level
performance.

1 Introduction

The body of biomedical literature is growing rapidly. PubMed, the main
biomedical literature database, holds over 17 million abstracts and over 2000
new abstracts are added a day (1). Information retrieval (IR) technology
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plays a vital role in biomedical data management, especially for users who
desire passages that are most relevant to a topic or question. A biomedical
information retrieval system is a computer system for browsing, searching and
retrieving passages from a large collection of biomedical literature. Methods of
information retrieval may utilize some method of adding metadata to the text,
such as ontological term annotations extracted via text mining, keywords or
descriptions; then retrieval is performed over the textual annotations (2).
Information retrieval is required to scale up efficiently to the quickly growing
body of biomedical literature.

1.1 Aspect-Level Performance: Promoting Diversity
in the Top Hits

For addressing users’ questions on a topic in competitions, such as in the
TREC 2007 Genomics Track (3; 4) or the ImageCLEF 2008 Photo Retrieval
Task (5), one of the main tasks is to extract ranked textual snippets from
documents (6; 7). The performance is considered better if the top-ranked
textual snippets are not only relevant to the topic, but also cover diverse
aspects. A biomedical researcher would like to avoid seeing similar or du-
plicated passages in the top hits, and redundant information is removed by
covering diverse aspects. A search engine that retrieves a diverse, yet rele-
vant set of textual passages at the top of a ranked list is more likely to satisfy
its users. Another reason why it’s a good idea to promote diversity is be-
cause often different people type in the same query but wish to see different
results. Aspect-level retrieval performance was previously studied in the con-
text of competitions such as TREC and ImageCLEF. Text-based clustering
was used to group passages, consequently promoting diverse topics in the top
retrieved hits.

The main difference of our work from previous work is to take a more
practical approach to the problem of aspect-level retrieval, making it scal-
able to large and quickly expanding biomedical literature. Our system pro-
motes diversity in the top hits through scalable text-based clustering. The
main contributions of our work include: a. We propose scalable aspect-level
retrieval that works with millions of documents as well as thousands of docu-
ments, and b. We convert passages to vectors of ontological terms, improving
aspect-level retrieval performance. Further benefits of our methodology as
far as the clustering method is concerned include: no re-clustering needed
when new text is presented, no user-specified input parameters required, and
insensitivity to ordering of passages.

This chapter is organised as follows. Section 2 discusses related work, in-
cluding document clustering algorithms for separating the relevant passages,
and ontology-based integration of biomedical information. Section 3 presents
the HIERDENC algorithm that ranks the passages through text-based clus-
tering. Section 4 presents the evaluation methods, experimental results and
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the corresponding discussions, demonstrating scalable HIERDENC runtimes
on large real world biomedical datasets. This section also demonstrates rea-
sonable aspect-level performance with ranking and after converting passages
to GO/MeSH ontological term vectors. Finally, section 5.1 gives our conclu-
sions and Section 5.2 describes future research directions.

2 Related Work

2.1 Clustering in Information Retrieval

Clustering is a common technique for statistical data analysis, which has been
used in biomedical question answering and aspect-level retrieval.

Goldberg et al. used a naive clustering for reranking passages; the results
were discouraging, resulting in worse aspect-level performance than the origi-
nal ranking, as well as lower document- and passage-level performance scores
(6). In particular, they used bag-of-words vector representations and cosine-
similarity based clustering. This differs from our work where we convert pas-
sages to ontological term vectors. While they interleaved results from clusters
to achieve aspect diversity, our method ranks the clusters by their coverage
in the entire dataset and keeps the most representative passage from each
cluster. They also used random walks on a graph over passages to promote
diversity, but our method considers which clusters are the most prominent in
the dataset and likely to represent different aspects of the topic.

Si et al. derive the MeSH representations for the top-ranked passages for
a user query, reflecting the topical aspects of passages. Then, they rerank the
passage retrieval result to construct a new ranked list. A document is selected
and added to the bottom of the current reranked list, by considering the
novelty information of the topical aspects with respect to the current reranked
list (8). While they extract representative MeSH terms for each passage,
we also extract Gene Ontology terms. Another difference from our work is
that they adopt a gradient-based search approach, while we consider globally
significant clusters in the entire dataset. Therefore, while their method is
sensitive to ordering of passage input, our method is not.

In this work, we will compare our HIERDENC clustering method to
three other clustering methods, presented next. We will evaluate these meth-
ods’ aspect-level retrieval performance: biclustering, cosine similarity and
hamming distance-based clustering. We will cluster both the original text
passages and the extracted ontological term vectors.

2.2 Biclustering of Passages

Biclustering allows simultaneous clustering of the rows and columns of a
matrix, where the columns are textual passages and the rows correspond to
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words (9; 10). In our biclustering approach, we produce only two clusters, since
we want to separate the passages that are relevant to the topic from the rest.
Another reason for producing only two clusters is that biclustering performance
is known to deteriorate for more clusters. We select the smallest cluster as
more likely to contain relevant passages, since usually the majority of passages
retrieved are irrelevant. Biclustering differs from our proposed HIERDENC
method that produces many clusters and then ranks them, keeping a represen-
tative passage from each cluster. Given an m × n word-by-document matrix,
the biclustering algorithm generates biclusters - a subset of rows which exhibit
similar behavior across a subset of columns, or vice versa. We find subgroups
in a binary matrix where entries are one or zero.

Let A denote the m×n word-by-document matrix, and D1 and D2 denote
diagonal matrices such that D1(i, i) = ΣjAij , D2(j, j) = ΣiAij . Then, the
following equations define the singular value decomposition (SVD) of the
normalized matrix An = D

−1/2
1 AD

−1/2
2 :

D
−1/2
1 AD

−1/2
2 v = (1− λ)u, and D

−1/2
2 AT D

−1/2
1 u = (1− λ)v.

In particular, u and v are the left and right singular vectors respectively, while
(1− λ) is the corresponding singular value σ. We compute the left and right
singular vectors corresponding to the second (largest) singular value of An,
Anv2 = σ2u2, AT

nu2 = σ2v2, where σ2 = 1− λ2. The right singular vector v2

will give a bipartitioning of documents while the left singular vector u2 will
give a bipartitioning of the words. Given the singular vectors u2 and v2 the
key task is to extract the optimal partition from these vectors. Biclustering
looks for a bi-modal distribution in the values of u2 and v2. Let m1 and m2

denote the bi-modal values that we are looking for. The second eigenvector
of the Laplacian matrix is given by z2 =

(
D

−1/2
1 u2 D

−1/2
2 v2

)
. One way to

approximate the optimal bipartitioning is by the assignment of z2(i) to the
bi-modal values mj(j = 1, 2) via the classical k-means algorithm:

1. Given A, form An = D
−1/2
1 AD

−1/2
2 .

2. Compute the second singular vectors of An, u2 and v2; form the vector z2.
3. Run the k-means algorithm on the 1-dimensional data z2 to obtain the

desired bipartitioning.

This algorithm runs k-means simultaneously on the reduced representations
of both words and documents to get the co-clustering. Thus, the biclustering
algorithm co-clusters words and documents.

2.3 Cosine Similarity Textual Clustering

Cosine similarity is a measure of similarity between two vectors of words by
finding the angle between them, often used to comparedocuments (or passages)
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in text mining (11). Cosine similarity is typically used for bags-of-words rep-
resentations of textual passages, and is significantly slower than our proposed
method depending on all-by-all comparisons. Given two vectors of words, A
and B, the cosine similarity, θ, is represented using a dot product and magni-
tude as θ = arccos AB

|A||B| . In the cosine similarity based approach that we used
in our experiments, each passage is matched to its nearest passage according to
θ; in graph terms this is conceptualized as a directed edge from the former pas-
sage to the latter. Then, every connected component is considered as a cluster.
Passages that are not connected via a path are separate clusters.

2.4 Hamming Distance Textual Clustering

The Hamming Distance is used as a measure of dissimilarity between two
vectors of words, by counting the number of words that are contained in one
vector but not the other (12; 13). The HD-based clustering depends on the
ordering of passage input, and exhibits quadratic complexity unlike our pro-
posed method. Given two vectors of words, A and B, the Hamming Distance,
HD, is computed as HD = |(A−B)∪ (B−A)|. The clustering iterates over
all passages from the smallest to the largest; a passage π is matched to clus-
ter cπ with which it has the most words in common, considering the union
of all words appearing in the cluster. The passage π is clustered in cπ if the
HD between them does not exceed a threshold φ. Threshold φ represents the
maximum HD, determining if π is clustered or not; the φ value starts from 1
and is progressively relaxed, thus producing layers in clusters. Layered clus-
ters have an “onion”-layered structure, such that the least dissimilar passages
are placed in the initial-created layers and affect subsequent clustering deci-
sions. The iteration through passages continues until all passages have been
clustered.

2.5 Query Term Expansion

Query expansion is a popular and commonly used strategy to improve the
passage-retrieval performance. Our ontological term extraction on retrieved
passages resembles query term expansion, in the sense that ontological terms
and potentially their ancestors are also associated with passages. In the
past, expansion was done on queries, but nobody tried expansion on re-
trieved passages. Through extracting ontological terms from passages, our
proposed method has potential to outperform methods that expand queries
for improved retrieval performance. Moreover, previous work which applied
query expansion based on hand-crafted thesaurus is often limited in im-
proving the performance (14; 15). For example, Voorhees (15) expanded
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queries with synonyms manually selected from WordNet and achieved only
limited improvements (around −2% to +2%) on some queries. Recently a
lot of work on biomedical information retrieval appeared in the TREC Ge-
nomics Track (16; 17; 3). Huang and others (18) achieved notable perfor-
mance improvements by manually processing the gene name variants from
gene databases. Zhou et al (19) proposed their effective conceptual retrieval
model by incorporating five types of domain knowledge including synonyms.

2.6 Ontology-Based Data Integration in
Bioinformatics

Individually developed ontologies often support the annotation of online
databases for information retrieval purposes. Significant work has been done
in the past two years to make the ontologies interoperable and support inte-
gration of information from different sources. These efforts aim to facilitate
ontology interoperability and automated reasoning. We leverage our ontolog-
ical term extraction for ontology linking, which differs from other ontology-
based data integration methods through its automation and simplicity of
use. We rely solely on the notion of term extraction from documents and co-
occurring terms in the same passage (or image caption). Our ontology linking
method is likely to appeal to biomedical practitioners and researchers better
than RDF and semantic web-based methods that exhibit low usability and
appeal.

Burek et al. (2006) (20) present a top-level ontological framework for rep-
resenting knowledge about biological functions. This framework provides a
means to capture existing functional knowledge in a principled way.

Garcia-Sanchez et al. (2008) (21) propose an ontology-based framework
for seamlessly integrating intelligent agents and semantic web services. Agent
technology can assist users in discovering services available on the Internet.
This allows integrated access to biomedical information.

Smith et al. (2007) (22; 23) leverage the structure of the semantic web to
enhance information retrieval for proteomics. They use an RDF graph that
inter-relates documents through their associated biological identifiers (e.g.,
protein ID). In related work, they built a software system called LinkHub
using semantic web RDF that manages the graph of identifier relation-
ships. LinkHub facilitates cross-database queries and information retrieval in
proteomics.

Ruttenberg et al. (2007) (24) discuss advancing translational research with
the semantic web. They present a scenario that shows the value of the seman-
tic web technologies for aiding biomedicine researchers. They conclude that
semantic web technologies present promise and current tools and standards
are already adequate for translational research.
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3 Methods

The previous section discussed how clustering is used in the information
retrieval process. In this section we will examine our HIERDENC system,
which differs from previous work as follows: a. For aspect-level retrieval per-
formance, it provides a scalable clustering method for ranking textual pas-
sages, and b. We use Go/MeSH ontological term vectors as caption-based
term expansion. In this section we first present our textual retrieval system.
Then, we present our test datasets, and the TREC evaluation measures used
to compare performances of all methods.

3.1 Workflow of HIERDENC Text Retrieval System

Figure 1 shows the workflow of HIERDENC text retrieval. The objects to be
clustered are the textual passages and snippets, which may be captions of im-
ages. HIERDENC applies text-based clustering in combination with ontolog-
ical term extraction on text. Each passage is represented as a “word vector”,
whether it is the original passage or the one converted to ontological terms.

Automatic annotation of biomedical passages can be an important step
when searching for information from a database. We used the GoPubMed
term extraction algorithm for converting each passage to a vector of ontolog-
ical terms. This vector describes each passage on an ontological basis.

Users search via keywords and the retrieved passages are clustered into
groups of topics. Retrieved passages are clustered based on the original text,
or extracted ontological term vectors. The HIERDENC retrieval system clus-
ters the passages to achieve good aspect-level performance. The clustering
imposes a ranking of retrieved passages, such that top ranked passages re-
flect different topics for the query. Top ranked passages are similar to many
other passages in the database, but any two top ranked passages are likely
to be different.

Text-based clustering can also be applied to biomedical image databanks,
where images have textual captions or comments associated with them. Fig-
ure 2 shows a snapshot of HIERDENC retrieval as applied to image captions;
caption-based clusters are represented on the right-hand side bar and clicking
on a cluster takes the user to the corresponding cluster of images.

A final capability of our system is to link different ontologies (or vocabular-
ies) if two extracted ontological terms co-occur in the same passage or caption.
Linked ontologies support reasoning over the vast biomedical knowledge.

3.2 Ontological Term Extraction from Passages

After standard stop word removal in the data preparation step, we converted
each passage to a vector of ontological terms extracted via the GOPubMed
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Fig. 1 The workflow of the HIERDENC image retrieval system. The system starts
by converting passages (or image captions) to vectors of ontological terms. In con-
tinuation, the HIERDENC index is updated with the processed passages. User
queries in the form of one or more keywords result in clusters of passages

text mining algorithms (2). The ontologies used for this purpose included
MeSH and Gene Ontology (GO). The term extraction algorithm uses local
sequence alignment of words of the passage and the words of GO terms.
First we applied a tokenizer to the GO terms. The words of each term are
then aligned against the passage text. Figure 3a shows an example of how we
might extract ontological terms from a passage, in this case an image caption.
The image caption contains terms from the Gene Ontology, MeSH, as well as
a gene name. The ontological terms extracted from passages can be useful for
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Fig. 2 a. A screenshot shows the results of passage retrieval for protein “rab” query.
The HIERDENC system allows a user to search passages and retrieve clusters. In
this example, the passages are image captions converted to ontological terms. The
blue right-hand sidebar denotes clusters derived by text-based clustering, and click-
ing on a cluster name takes the user to the corresponding images. In this example,
the clusters are defined by Gene Ontology and MeSH terms such as “mouse”, “pro-
tein”, “humans”, “localization” and “binding”. b. A zoom-in shows the clusters
better. Columns denote classifications of images via image feature analysis done by
an expert



380 B. Andreopoulos et al.

b)

Fig. 3 Image caption ontological term extraction via text mining. a. An image
caption on the Rab protein contains ontological terms from Gene Ontology, MeSH,
and gene names. b. The co-occurrences of terms in the same caption can imply links
between ontologies
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clustering the passages more effectively and improving aspect-level retrieval
performance. Figure 3b shows further how the ontological term extraction
can be used to link different ontologies and vocabularies; terms that co-occur
in the same passage imply a link between different ontologies, such as a gene
contributing to a GO biological process which contributes to a MeSH medical
condition.

For biclustering we used only the Gene Ontology/MeSH annotations of
passages, transformed to boolean matrices, since the original passages would
result in huge matrices. We tested the other clustering methods on both the
original passages, as well as the ones converted to GO/MeSH ontological
terms.

3.3 HIERDENC: Density-Based Clustering for
Reranking Passages

We adapt the HIERDENC algorithm which was previously presented for
efficient density-based clustering of categorical data (13; 25). The goal of this
clustering adaptation is to rank the passages, such that: a. A highly ranked
passage is representative of an aspect, identified in clustering as a relatively
large group of similar passages. b. Top ranked passages cover many different
aspects of the topic.

Basics. Let Π denote the set of all passages in our dataset. We define the
cluster Π0(π0, σ) ⊂ Π , centered at passage π0 with radius σ, as follows:

Π0(π0, σ) = {π : π ∈ Π and sim(π, π0) = σ}.

The sim(·) is a similarity function representing the number of common words
in two passages, defined as follows:

sim(πα, πβ) = |πα ∩ πβ |

The density of a cluster ΠX ⊂ Π , where ΠX equals ΠX(πX, σ) ⊂ Π ,
involves the number of passages that are included in ΠX : density(ΠX) =
|ΠX |, where |ΠX | is the size of ΠX . This density can also be viewed as the
likelihood that cluster ΠX ⊂ Π contains a random passage from Π .

HIERDENC seeks the densest cluster Π0(π0, σ) ⊂ Π . This is the clus-
ter centered at π0 that has the most other passages from Π with a similarity
of σ.

HIERDENC Ranking Algorithm and Discussion. The ranking is per-
formed on the representative central passages of clusters; our goal is to rank
higher passages that are centers of larger and more dense clusters, repre-
senting big distinct groups of passages. Every passage π ∈ Π is the center
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of a cluster with the maximum radius for which at least one other passage
exists, MaxSimπ. We retrieve the clusters in order using the HIERDENC
index, which supports finding the densest cluster of passages efficiently. The
HIERDENC index is updated fast when a new passage is introduced.

For each passage π, the HIERDENC index stores three values determining
the rank of the cluster centered at π: MaxSimπ is the maximum similarity
(cluster radius) found between π and any other passage; PassSizeπ is the
length of π in terms of words; NumSimPassπ is the number of passages that
are cluster members with MaxSimπ similarity to π, i.e., the size of the cluster
centered at π. Figure 4 shows two clusters, which differ in terms of MaxSim,
PassSize, and NumSimPass. The retrieved passages are ranked by decreas-
ing MaxSim, increasing PassSize, and decreasing NumSimPass. The top-
ranked passages are those retrieved for the highest value of radius MaxSim,
the lowest PassSize value, and the highest NumSimPass, capturing the
centers of large clusters with similar passages. The decreasing NumSimPass
will give priority to larger clusters. The decreasing MaxSim and increasing
PassSize are motivated by the Jaccard Index similarity measure; the Jaccard
Index of two word vectors, πα and πβ , results in a higher similarity for more
common words and fewer overall words: Jaccard Index(πα, πβ) = |πα∩πβ|

|πα∪πβ| .
Figure 5 shows the pseudocode of the HIERDENC ranking process. For

ranking the passages, we retrieve the passages using the HIERDENC index
in the order described above. Then, we maintain a set Υ of the central and
member passages of all clusters that were considered previously. We print
the central passage under consideration if there is null intersection between
its cluster members and Υ . Therefore, we print the central passages for the
densest clusters, which are most likely to be representative of different aspects
of the topic. If there is non-null intersection, then we put the central passage
instead in a special ordered list Λ, which can be printed out after all passages
have been iterated through if a user desires further results.

The HIERDENC index updating and cluster retrieval are efficient, achiev-
ing runtime scalability on the number of passages. For a new passage π, its
most similar previous passages are found; this is done fast by maintaining each
non-stop word’s previous passage occurrences. Then the HIERDENC index
is updated with the passages’ MaxSim, NumSimPass, and PassSize in-
formation. The first time the HIERDENC index is updated with N passages,
the average runtime is O(Nm), where m is the number of words (usually
m << N). When n new passages are introduced, the updating of the index
has a runtime of O(nm). For the passages to be ranked by retrieving the
centers of densest clusters, the worst-case runtime is O(N); the ranking it-
erates until a maximum of N passages that are cluster centers are retrieved.
The worst-case space complexity is O(N2), since for each passage informa-
tion regarding the maximum similarity MaxSim found to any other passage
is stored; however, for large datasets, most pairs of passages have little simi-
larity, significantly reducing the space requirement.
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Fig. 4 HIERDENC indexing overview. Newly introduced passages involve updat-
ing the index. There are three fields involved in determining the rank for each
passage: MaxSim (descending), PassSize (ascending), NumSimPass (descend-
ing). The passages are records that are ordered accordingly in the HIERDENC
index

function HIERDENC() {
Π = retrieve list of ordered passages from HIERDENC index;
Υ = empty set; //Holds passages already considered;
Λ = empty list; //Holds remaining ordered passages;

for passage π in Π :
C = clusterCenteredAt(π, Π , MaxSimπ);
if |C ∩ Υ | = 0:

print π;
Υ = Υ ∪ C;

else: Λ = Λ ∪ π;
print Λ;

}

function clusterCenteredAt(π, Π , MaxSimπ) {
return {πβ ∈ Π |sim(π, πβ) = MaxSimπ};

}

Fig. 5 HIERDENC algorithm for retrieving passages in a ranked ordering, such
that top-ranked passages include different aspects. Clusters C are retrieved in se-
quence based on their density, and the center π of each cluster C is printed if it
does not overlap with any previous clusters. If there is overlap, then the center
π is added to list Λ, which is printed out in the end after all passages have been
considered

4 Evaluation: Results and Discussions

In the remainder of this chapter, we will discuss our evaluation: a. Passage re-
trieval scalability to very large datasets, b. Aspect-level retrieval performance,
or how many aspects are represented by the top ranked passages.
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a) b) c)

Fig. 6 HIERDENC index updating and passage reranking runtimes: a. HIER-
DENC index updating cumulative runtimes for a set of 11,000 PubMed passages
containing human gene mentions, and b. Ranking cumulative runtimes, c. HIER-
DENC index updating cumulative runtimes for a set of 30,000 BMC biomedical
image captions. In comparison, k-Means did not finish on clustering such a large
image captions dataset

4.1 Scalability of HIERDENC to Large Image
Datasets

Figure 6a shows the cumulative runtimes for updating HIERDENC with
11,000 documents that mention human genes in PubMed. Figure 6b shows
the cumulative runtimes for clustering and returning all of the documents
in a ranked ordering. To assess scalability further, we clustered the image
captions of 30,000 BMC images published in the period 2000-2007. Fig-
ure 6c shows that the HIERDENC index updating runtimes scale with the
number of image captions. These runtimes highlight the potential of HI-
ERDENC as a text retrieval system that can deal with growing biomedical
databanks.

4.2 Aspect-Level Retrieval on TREC 2007 Genomics
Track

We evaluated HIERDENC’s aspect-level retrieval performance on textual
passages from the TREC 2007 Genomics track. To evaluate the HIERDENC
aspect-level retrieval performance, we compare to separating the most rel-
evant images using document clustering approaches: biclustering (9; 10),
Hamming-distance (12; 13) and cosine-similarity (11) clustering.

TREC 2007 Genomics Track Topics and Evaluation. To evaluate
aspect-level retrieval performance, we used the 36 topics from the TREC
2007 Genomics track. The topics are in the form of questions asking for lists
of specific entities; these entities are based on controlled terminologies from
different sources, with the source of the terms depending on the entity type.
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Given a question, we initially retrieved 1,000 passages using the well-known
OKAPI question answering system (26; 27; 28). Then, we updated the HIER-
DENC index with the passages and we retrieved clusters. Suppose that the
information needed is: “What is the genetic component of alcoholism?” This
is transformed into a question of the form: “What [GENES] are genetically
linked to alcoholism?” Answers to this question will be passages that relate
one or more entities of type GENE from MeSH terminology to alcoholism.
For example, the following would be a relevant answer: “The DRD4 VNTR
polymorphism moderates craving after alcohol consumption.” The GENE
entity supported by this statement would be DRD4.

The TREC results are evaluated based on how well they provide relevant
information at three levels for a user trying to answer the given topic ques-
tions: passage retrieval, aspect retrieval, and document retrieval. The TREC
statistic of Mean Average Precision (MAP) is the average precision at each
point a relevant document or passage is retrieved. The evaluation measures
for the TREC 2007 Genomics track are also called gold standard measures
and have the following levels of retrieval performance (16):

Aspect-level MAP: A question could be addressed from different as-
pects. For example, the question “what is the role of gene PRNP in the
Mad cow disease?” could be answered from aspects like “Diagnosis”, “Neu-
rologic manifestations”, or “Prions/Genetics”. This measure indicates how
comprehensively the question is answered. Aspect retrieval was measured
using the average precision for the aspects of a topic, averaged across all
topics given their retrieved passages. The precision for the retrieval of each
aspect was the fraction of relevant passages for the retrieved passages of a
topic, up to the first passage in the ranked list that has the aspect assigned.
These fractions at each point of first aspect retrieval were then averaged
together to compute the average aspect precision. A relevant passage may
have associated with it multiple aspects. Relevant passages that did not
contribute any new aspects to the aspects of higher ranked passages were
removed from the ranking, since the utility for a user of the same aspect
occurring again further down the list is uncertain. Taking the mean over
all topics produced the final aspect-based MAP (3).

Document-level MAP: This is the standard IR measure. The precision
is measured at every point where a relevant document is obtained and
then averaged over all relevant documents to obtain the average precision
for a given query. For a set of queries, the mean of the average precision
for all queries is the MAP of that IR system.

Passage-level MAP: As described in (17), this is a character-based pre-
cision calculated as follows: for each relevant retrieved passage, precision
will be computed as the fraction of characters overlapping with the gold
standard passages divided by the total number of characters included in
all nominated passages from this system for the topic up until that point.
Similar to regular MAP, relevant passages that were not retrieved will be
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Table 1 2007 topic#1: “What serum [PROTEINS] change expression in associa-
tion with high disease activity in lupus?”. Frequent words and two-word phrases for
the top 100 HIERDENC-ranked articles in increments of 10. These show different
frequent contents for every 10 passages, and the contents indicate different aspects

Top word frequency Two-word phrases frequency

Ranked Word Occ. Expr. Count
1-10 plasminogen 25 peptide elongation 10
11-20 purpura 9 anemia hemolytic 6
21-30 rickettsia 6 myocardial infarction 2
31-40 hepatitis 6 bone marrow 2
41-50 hepatitis 9 hepatitis evaluation 3
51-60 nervous 6 nervous system 6
61-70 thrombosis 7 thrombosis arteries 3
71-80 immune 10 immune response 10
81-90 contraceptive 3 postmenopause contraceptives 3
91-100 system 13 system development 2

added into the calculation as well, with precision set to 0 for relevant
passages not retrieved. Then the mean of these average precisions over all
topics will be calculated to compute the mean average passage precision”.

Table 1 shows for the 2007 topic#1 the most significant words in the top
100 ranked passages, examined in increments of 10 passages. The significant
words change between increments, showing that the top ranked passages
cover several different aspects of the topic. Next, we compare HIERDENC’s
passage ranking to other clustering-based separation of relevant passages. To
make the comparison meaningful, we evaluate all methods with the same
TREC performance measures.

HIERDENC vs. Other Clustering Aspect-level Performance. We
compare the aspect-level performance of HIERDENC on each topic to
Hamming-distance and cosine-similarity based clustering methods that re-
turn two or more clusters. For Hamming-distance and cosine-similarity clus-
tering, one can select the relevant passages based on cluster sizes: we prefer
the smallest clusters (size ≤ 4) because they are more likely to correspond to
diverse aspects of the topic in question. We produce results for the GO/MeSH
ontology-converted passages and the original passages.

Table 2 shows the results. For all topics, HIERDENC ranking of retrieved
passages improved the aspect-level performance over the Hamming-distance
and cosine-similarity clusterings. The main reason for this is that HIER-
DENC considers all similarities found between passages in the dataset, and
therefore can separate groups of passages considering whether their similari-
ties are significant relative to the other similarities found. On the other hand,
Hamming-distance and cosine-similarity clusterings do not consider the sig-
nificance of a similarity relative to other similarities found elsewhere in the
dataset. HIERDENC ranks all passages retrieved for a topic, while the latter
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Table 2 Average aspect-level performance results over 36 TREC 2007 topics. We
used HIERDENC clustering of passages for aspect-level performance, and three
clustering methods to separate the relevant passages. We used the original passages
as well as those converted to extracted GO/MeSH terms, except for biclustering
where the original passages were too large for matrix computations. Small clusters
have size ≤ 4 and are more likely to contain relevant passages than large clusters.
HIERDENC ranking gives overall better aspect-level performance than Hamming-
distance and cosine-similarity based clustering. Extracting ontological terms from
passages results in improved apsect-level performance over using the original pas-
sages. Biclustering for separating the relevant passages gives better results on some
topics. These results are also consistent across the other TREC evaluation mea-
sures that are summarised here: document-level, passage-level and passage2-level
performance

Clustering Aspect Document Passage Passage2

HIERDENC GO/MeSH terms 0.073 0.129 0.054 0.019
HIERDENC original passages 0.034 0.127 0.049 0.013
Cosine-sim. GO/MeSH terms - LARGEST
cluster

0.0167 0.0287 0.0012 0.00046

Cosine-sim. GO/MeSH terms - SMALL
clusters

0.0449 0.0906 0.026 0.0098

Cosine-sim. original passages - LARGEST
cluster

0.00562 0.01194 0.00084 0.00029

Cosine-sim. original passages - SMALL
clusters

0.0458 0.1012 0.0303 0.0119

Hamming-distance GO/MeSH terms -
SMALL clusters

0.02960 0.05902 0.01614 0.00565

Hamming-distance original passages -
SMALL clusters

0.0231 0.07093 0.0206 0.00401

Biclustering GO/MeSH terms - SMALL
clusters

0.0749 0.1238 0.0591 0.0225

consider the smallest clusters (size ≤ 4) to be the most relevant passages;
however the smallest clusters may still exhibit insignificant similarity relative
to the similarities found between other passages in the dataset. This suggests
that one should consider a similarity in relation to the overall similarities
found in a dataset.

Table 2 shows that for the Hamming-distance and cosine-similarity clus-
terings, taking the small clusters as relevant passages improves the results
over taking the larger clusters. The reason is that in the smallest clusters the
prominent words are more relevant to the topic than in the largest cluster.
This especially holds true for topics with many aspects, where the small-
est clusters are more likely to cover different aspects. For Hamming-distance
clustering we notice a better result than for cosine similarity clustering, which
can be explained by the gradually relaxing threshold making objects in small
clusters to be similar to one another. Nevertheless, Hamming-distance clus-
tering performance was not better than HIERDENC passage ranking.
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Fig. 7 All results for HIERDENC and biclustering across the 2007 topics (x-axis);
a. Aspect-level, b. Document-level, c. Passage-level, and d. Passage2-level retrieval
performance
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Fig. 8 Ontological terms that co-occur in the same passage (or image caption) in-
dicate that both “Lung cancer” and “Bronchitis” involve the “Hemoptysis” symp-
tom. Hemoptysis could be a symptom of lung cancer or bronchitis and in the former
case there could be several causes (29). Serious hemoptysis often occurs in patients
with lung cancer when treated with chemotherapy and Avastin. In this case, the
incidence of hemoptysis is relatively high in patients receiving chemotherapy and
Avastin, as compared to no cases in patients treated with chemotherapy alone. This
figure shows that hemoptysis could also be a symptom of bronchitis; in this case
it is mild and self-limited. Bronchitis is often a viral or bacterial disease which
follows a cold or infection. A physician who diagnoses hemoptysis as a symptom of
bronchitis may be wrong, since the patient could suffer from lung cancer instead.
In fact, physicians who work long hours frequently make such errors. How can a
physician tell which of all possible conditions holds for a patient with hemopty-
sis? With a unifying framework to integrate hemoptysis information online for fast
lookup and analysis, a physician could make more informed decisions concerning
the underlying cause of hemoptysis in a patient

Table 2 shows that in all cases converting passages to GO/MeSH ontologi-
cal terms improved the result. Clustering the GO/MeSH terms extracted from
passages has a significant effect, since stop word removal eliminated phrases
like “of the” and “in the” that were considered prominent in the original top-
rankedpassages. Extracting ontological terms helps us to keep the semantically
meaningful words for each passage that are more representative of the aspects.
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We noticed more meaningful phrases in the top-ranked passages for GO/MeSH
extracted terms than for the original passages.

HIERDENC vs. Biclustering Aspect-level Performance. We compare
the performance of HIERDENC on each topic to biclustering that returns
two clusters separating the relevant passages; for biclustering we use only
extracted ontological terms from passages because of the huge sizes of the
resulting matrices for the original passages.

Figure 7 shows all results for HIERDENC and biclustering on the various
topics. The results often differ by topic. HIERDENC outperforms bicluster-
ing on topics with many aspects of retrieved passages. For topics with few
(one or two) aspects, biclustering often outperforms HIERDENC, because of
its focus on returning two clusters that are dissimilar. Therefore, biclustering
succeeds in separating the relevant from the irrelevant passages, resulting in
higher aspect-level retrieval performance values. The tradeoff between using
HIERDENC vs. biclustering is that the former ranks all passages, while the
latter returns only a subset of the passages predicted to be relevant; for some
topics biclustering resulted in < 50 passages predicted to be relevant. For ex-
ample, HIERDENC gave high aspect-level performance on the 2007 topic#10
(209) “What [BIOLOGICAL SUBSTANCES] have been used to measure tox-
icity in response to etidronate?”. For this topic, the top 5 ranked passages
by HIERDENC covered the diverse aspects of women, tumors, surgery, re-
sponses, and detoxification.

For some 2007 topics, HIERDENC gave significantly improved aspect-level
performance over the original passage retrieval without using any clustering
(4). An example is the topic#25 (224) “What [GENES] are involved in the
melanogenesis of human lung cancers?”. These topics request identifiers, al-
lowing HIERDENC to use the surrounding terms of the identifiers to find the
aspects.

5 Conclusions and Future Work

5.1 Conclusions

We complemented the HIERDENC clustering algorithm with an index that
supports scalable ranking of textual passages, such as image captions. The top-
ranked passages cover diverse aspects of a question on a topic. HIERDENC
is useful for ranking passages for presentation to the user assuming several
aspects exist, improving upon the results of other clustering methods. For top-
ics with diverse aspects, HIERDENC results in improved aspect-level perfor-
mance. HIERDENC is scalable to large and quickly growing datasets, such as
the PubMed biomedical literature databank and biomedical image captions.
Further benefits ofHIERDENC include: no re-clustering needed when new text
is presented, no user-specified input parameters required, and insensitivity to
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ordering of passages.Othermethods such as biclusteringmaybe more useful for
separating a subset of passages that are believed to be relevant for a topic. For
all methods, using the GO/MeSH ontological term vectors extracted from text
is likely to improve the aspect-level performance. This work provides guidelines
for using clustering to improve aspect-level performance.

5.2 Future Work

Our methodology has potential to be extended to large biomedical image
databanks, by using the textual image captions as passages. We are currently
putting online a system for retrieving BMC biomedical images based on their
captions http://www.hierdenc.com or http://141.30.193.12/HIERDENC/
images.html.

Figure 3b showed that the ontological term extraction can also serve an-
other purpose besides clustering and aspect-level performance: ontology link-
ing if a pair of ontological terms from two different ontologies that co-occur
in the same passage (or image caption). The main idea is to link ontological
terms α and β from different ontologies or vocabularies if α and β co-occur in
the same passage. We capture the following relations described in biomedical
text, as shown in Figure 3b: a protein or drug contributes to a Gene Ontology
biological process occurring over time; the GO biological process contributes
to a MeSH medical condition; consequently the proteins contribute indirectly
to the MeSH medical condition. The ultimate purpose of linking ontologies
on the basis of co-occurring terms in passages is to reason over the informa-
tion contained in biomedical text in a simpler manner than current semantic
web-based integration frameworks would allow (22; 23; 24). Figure 8 shows a
case of finding which medical condition is the most probable cause of a symp-
tom. Suppose a patient is observed with the symptom hemoptysis, the act
of coughing up blood (Figure 8). Hemoptysis is often a sign of lung cancer,
but it may be caused by different underlying events in lung cancer patients.
Hemoptysis also occurs in patients with acute or chronic bronchitis, as well as
tuberculosis and pneumonia (29). Determining the cause of hemoptysis is of-
ten not a trivial matter. Figure 8 shows that a physician could use the linked
ontologies over passages to find if the cause of hemoptysis in a patient is likely
to be bronchitis or lung cancer. Linking ontologies is a step towards reason-
ing over existing medical knowledge, which may allow a physician to relate
observed symptoms to a known medical condition, or find likely side-effects
of a drug (30; 31; 32).
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