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Preface

The book at hand reflects on the increasing convergence of Social Media
and Semantic Web technologies. It was the editors’ intention to collect up-
to-date and high quality contributions that illustrate various approaches to
this young and emerging technology area. To guarantee this we invited best-
of authors from the international conferences I-SEMANTICS and I-KNOW
from the years 2007 & 2008 that took place in Graz / Austria to prepare ex-
tended contributions that illustrate this agile and fast-evolving development
and hint at trends that might accompany us for the years to come. More
than 60 authors from 12 countries with either academic or industrial back-
ground provided us with 20 articles covering a broad range of topics related
to frameworks, applications and concrete use cases.

After more than a year of preparation we would like to thank all authors
for sharing their experiences and insights with the reader. We also would like
to thank them for their motivation, dedication and creativity uncomplain-
ingly including our feedback into their contributions thereby ensuring the high
quality of the book. Special thanks also go to Gisela Granitzer from the Know
Center in Graz who accompanied the editorial process with valuable com-
ments and contributions and helped us to finally bringing this volume to you.

Have an inspiring reading!

Vienna, March 23, 2009 Tassilo Pellegrini
Sören Auer

Sebastian Schaffert
Klaus Tochtermann
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Networked Knowledge - Networked
Media: - Bringing the Pieces Together

Tassilo Pellegrini, Sören Auer, Sebastian Schaffert, and Klaus Tochtermann

The book title Networked Knowledge - Networked Media reflects on the con-
vergence of Social Media and the Semantic Web. When these developments
became popular a few years ago it was a simple co-existence between the two,
but in the meantime they have increasingly melted making it impossible to
think of knowledge technologies without thinking of the Semantic Web.

Semantic Web principles have not only proven applicable at the technolog-
ical level solving problems such as data integration and data quality manage-
ment, but have also proved their applicability at the service level networking
knowledge and people across diverse media, supporting search and retrieval,
recommendation, collaboration and even trust and accountability issues. Al-
though basic frameworks and infrastructures are essential prerequisites for
this, it is not the technology per se but the added value derived from it that
convinces about the practical relevance of the Semantic Web. But how good
can networked knowledge be without people creating, using and sharing it?

Since the emergence of the Web 2.0 actively generating and sharing knowl-
edge has become a common practice. The technological enabler to this are
Social Media including Wikis, Weblogs or Social Networks. Initially almost
exclusively used by experts and geeks, today Social Media are widely accepted
and common in educational, research and business contexts. However, as we
can witness at the moment only the combination of Social Media and the
Semantic Web brings both developments to their full potential.

Conceptual Foundations

The term “networked knowledge” exemplifies several important facets of
knowledge: first, in a “knowledge society” knowledge needs to be connected
in order to generate new knowledge or innovation, which can be realised
by Semantic Web technologies. Second, knowledge also needs to be shared
among people in order to be used effectively, and much of this sharing is based

S. Schaffert et al. (Eds.): Networked Knowledge - Networked Media, SCI 221, pp. 1–6.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009



2 T. Pellegrini et al.

on collaboration, social software, and social networks. And third, knowledge
is never isolated but always embedded in a context, connected with other
information.

Where “networked knowledge” mostly describes networks on a conceptual
level, the corresponding term “networked media” addresses the technological
feasibility of integrated information and communication environments that
connect and explore knowledge distributed over several systems and loca-
tions. Additionally the term also indicates that nowadays, we are not only
speaking about connecting textual content but about connecting different
media like video and audio content, images, documents, and facts to create
novel software applications that support diverse knowledge processes.

Both notions are deeply rooted in the understanding of the computer as a
medium and its multiple connotations. Networked media refers to several epis-
temological concepts that have accompanied the evolution of the computer as
an information and communication device. First, pioneers like Vanevar Bush
(1945), Douglas Engelbart (1962) or J.C.R. Licklider & Robert W. Taylor
(1968) created the idea of the ”scientific workplace”, where the computer aids
complex workflows and enhances the cognitive capabilities of its users. Second,
thinkers like Sherry Turkle (1984), Donna Haraway (1991) and Howard Rhein-
gold (1993)drove the attention to the human-computer-interface and the role a
networked computer plays in constructing identities and virtual communities.
Third, theoreticians like Manuel Castells (1996) created the vision of a net-
worked society, in which connected computers provide the viral infrastructure
- the Information Superhighway (Al Gore 1994) or the European Information
Society (Martin Bangemann 1994) - for all sorts of social transactions. And
finally we can witness a new branch of discourse that reflects on the ongoing
integration and transformation of private and public life in terms of normative
changes of privacy, property, labour and social relations by authors like Yochai
Benkler (2006) or Rishab Ayer Gosh (2005).

Given this vast richness of theoretical reflexivity it is interesting to observe
that one of the still dominating notions in contemporary computer science is
rooted in the ”scientific workplace” tradition. It seems that with the ongoing
technological progress old ideas finally become technologically feasible and
ready for the masses, opening new challenges of technological, political and
economic nature. This trend is best exemplified by the discourse about the
Semantic Web, where proponents like Tim Berners-Lee (2009) regularly refer
to aspects of knowledge media and cognitive enhancement through human-
computer-interaction to explain the practical value of it.

Contributions of This Book

The volume aims at supplying practitioners as well as academic and indus-
trial researchers with fundamental knowledge about technologies, methodolo-
gies and tools for building networked knowledge applications. Consequently,
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contributions of the book are grouped into the chapters Frameworks and
Infrastructure, Application Areas and Use Cases.

In the first part of the book on Frameworks and Infrastructure the individ-
ual chapters present tools and technologies, which lay the foundation for the
implementation of networked knowledge and media applications. RDF and
RDF-based knowledge representation techniques evolved into industry stan-
dards for developing networked knowledge and media applications. Hence,
Orri Erling and Ivan Mikhailov present current developments of one of the
most advanced RDF knowledge stores - Virtuoso. A framework, which uses
Virtuoso as a persistence layer is the Semantic Task Management Frame-
work (STMF) presented in a paper by Ernie Ong, Uwe V. Riss, Olaf Grebner
and Ying Du from SAP research. It represents a platform for establishing a
task-oriented ecosystem for desktop applications built on top of it. A frame-
work which addresses the heterogeneity and diversity of networked knowl-
edge representations is the AUTOMS-F framework for the synthesis of on-
tology mapping methods as presented by Alexandros G. Valarakos, Vassilis
Spiliopoulos, and George A. Vouros. AUTOMS-F facilitates rapid prototyp-
ing and adapts some well established programming design patterns for the
development of synthesized mapping methods. The OntoWiki framework for
the development of Semantic Web applications is presented in a chapter by
Norman Heino, Sebastian Dietzold, Michael Martin, and Sören Auer. Be-
sides being a Semantic Wiki it supports the rapid development of customized
Web applications based on Semantic Web standards such as RDF, RDFa and
SPARQL. ARS/SD: An Associative Retrieval Service for the Semantic Desk-
top aims at improving retrieval performance in a setting where resources are
sparsely annotated with semantic information and is introduced in a chapter
by Peter Scheir, Chiara Ghidini, Roman Kern, Michael Granitzer and Ste-
fanie N. Lindstaedt. The first part of the book is concluded by a chapter on
GRISINO - an infrastructure integrating Semantic Web Services, Grid Com-
puting and Intelligent Objects. GRISINO aims at facilitating next generation
distributed, networked applications and is presented by Tobias Bürger, Ioan
Toma, Omair Shafiq, Daniel Dögl, and Andreas Gruber.

In the second part on Application Areas selected applications of net-
worked knowledge and networked media are introduced. In the first chap-
ter of this part Rico Landefeld and Harald Sack discuss how collaborative
Web-Publishing can be realized using a Semantic Wiki. They showcase their
Maariwa architecture and implementation, which particularly aims at dra-
matically simplifying the semantic annotation and textual Wiki content. In
the next chapter Milorad Tosic and Valentina Nejkovic present an approach
how Wiki technology can be employed for collaborative semantic tagging.
The use of semantic representations for facilitating the collaboration of com-
munities of practice is discussed in a chapter by Amira Tifous, Adil El Ghali,
Alain Giboin and Rose Dieng-Kuntz from INRIA. The problem of explain-
ing modeling errors in description logic ontologies is addressed by a chap-
ter by Petr Kremen and Zdenek Kouba. The quality of instance data is
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addressed by a contribution from Stefan Brüggemann and Fabian Grüning,
which uses ontologies providing domain background knowledge. Tatiana von
Landesberger, Viktor Voss and Jörn Kohlhammer investigate how networked
knowledge based semantic search and visualization can support the explo-
ration of time-series data in the conweaver system. The sentiment dimension
of networked knowledge is explored by Stefan Gindl, Johannes Liegl, Arno
Scharl and Albert Weichselbraun in a chapter, which presents an evaluation
framework as well as an adaptive architecture for automated sentiment detec-
tion. Better ontology management support in corporate lifecycles is tackled
by the contribution of Markus Luczak-Rösch and Ralf Heese, which incorpo-
rates adaptive knowledge engineering techniques such as Wikis, Weblogs and
the like. Managing the end-user access to networked knowledge by means of
a semantic policy management environment is the concern of a chapter by
Anna V. Zhdanova, Joachim Zeiß, Antitza Dantcheva, Rene Gabner, Sand-
ford Bessler.

The Use Cases part of the book showcases some concrete application sce-
narios of networked knowledge and media technologies. The first chapter
by Heiko Paoli, Andreas Schmidt, and Peter C. Lockemann explores how
business service descriptions can be obtained in user-driven ways based on
semantic Wiki technology. A contribution by Bo Hu, Srinandan Dasmaha-
patra, Paul Lewis, David Dupplaw and Nigel Shadbolt applies networked
knowledge management in the context of pervasive health care systems.
The chapter by Antonis Papadimitriou, Christos Anagnostopoulos, Vassileios
Tsetsos, Sarantis Paskalis and Stathes Hadjiefthymiades presents the POLY-
SEMA approach for integrating semantic technologies with Interactive Digital
TV. Last but not least, a chapter by Jörg Niesenhaus and Steffen Lohmann is
devoted to the application of networked knowledge in the domain of computer
game development.

Outlook and Future Challenges

After more than 10 years of research and development aiming at transforming
the Web of documents into a Web of interconnected knowledge we observe
that this transition will rather be an long-running evolutionary process than a
rapid technological revolution. While the contributions in this volume already
address many of the upcoming issues, there are several key areas that we think
will need to receive significant attention in the future:

Web-scale data integration. Current Semantic Web applications run mostly
in isolated environments and are concerned with building consistent knowl-
edge structures in limited domains. The big promise of the ”Web of Data”,
however, still remains to a large extent unaddressed. Initiatives like Linking
Open Data offer first ideas how such web-scale data integration can be re-
alised, but work in this area is currently still in its infancy and many issues are
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not yet tackled. Challenges in this area include efficient distributed querying
and reasoning with several sources, dealing with inconsistencies, uncertain-
ties and contradictions, finding relevant linked data sources, or performance
in working with huge amounts of data.

Reasoning and querying. Current reasoning on the Semantic Web is mostly
focused on a very particular scenario: checking consistency of the formalised
knowledge. However, not only will data on the web scale inevitably be al-
ways inconsistent, users will also demand for other kinds of reasoning that
is actually much more useful for them: deriving new knowledge, representing
rule-based knowledge, presenting relevant knowledge, etc. are all reasoning
tasks that have not been addressed much in research and even less in appli-
cations.

Semantic search. Searching for content is still either classical full-text search
or a structural search over the formalized knowledge. Arguably, none of these
kinds of searches are very semantic (at least from a user perspective), and they
also cannot really be combined. Semantic search is a big challenge indeed,
because it is one of the few points where semantics inevitably need to be
exposed to the ordinary user, but it still needs to be easy to use. There
are a number of different approaches from different research fields towards
this issue, e.g. statistical approaches like Latent Semantic Indexing or NLP
approaches like POS tagging, but up until now none of them really reaches
the goal of an easy-to-use semantic search.
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RDF Support in the Virtuoso DBMS

Orri Erling and Ivan Mikhailov

Abstract. This paper discusses RDF related work in the context of OpenLink Vir-
tuoso, a general purpose relational / federated database and applications platform.
The use cases are dual 1. large RDF repositories 2. making arbitrary relational data
queriable with SPARQL and RDF by mapping on demand. We discuss adapting a
relational engine for native RDF support with dedicated data types, bitmap index-
ing and SQL optimizer techniques. We discuss adaptations of the query engine for
running on shared nothing clusters, providing virtually unbounded scalability for
RDF or relational warehouses. We further discuss mapping existing relational data
into RDF for SPARQL access without converting the data into physical triples. We
present conclusions and metrics as well as a number of use cases, from DBpedia to
bio informatics and collaborative web applications.

1 Introduction and Motivation

Virtuoso is a multi-protocol server providing ODBC/JDBC access to relational
data stored either within Virtuoso itself or any combination of external relational
databases. Besides catering for SQL clients, Virtuoso has a built-in HTTP server
providing a DAV repository, SOAP and WS* protocol end points and dynamic web
pages in a variety of scripting languages. Given this background and the present
emergence of the semantic web, incorporating RDF functionality into the product
is a logical next step. RDF data has been stored in relational databases since the
inception of the model [2][14]. Performance considerations have however led to the
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development of custom RDF engines, e.g. RDF Gateway [13], Kowari [15] and oth-
ers. Other vendors such as Oracle and OpenLink have opted for building a degree
of native RDF support into an existing relational platform.

For a production strength DBMS, we need a balanced set of capabilities. Failure
with any of the below may cost orders of magnitude in performance.

• Doing the right things — A bad query plan can destroy any possibility of perfor-
mance, no matter how good the rest is.

• Doing things in the right place — Processing must take place close to the
data. For example, if an unmodified RDBMS is used as back end for SPARQL,
impedance mismatch between type systems may cause the SPARQL front end to
do things that belong to the back end. If SPARQL is mapped to SQL, we must
get a single SQL statement with all joins inside, so that the back end database
can optimize the query. Failure to do either will kill performance by requiring
client-server round trips.

• Doing things in memory — A single disk read takes the time of thousands of
table lookups in memory. Inefficient use of space leads to needless disk access.
This is specially bad with RDF, where the data model is not geared to application
specific disk layout.

• Scale — If RDF is the means of turning the web into a database, then scale is im-
portant. This means that a scale out approach becomes inevitable at some point.
When we move from a single server to multiple servers, performance dynamics
change qualitatively.

We shall discuss our response to all these challenges in the course of this paper.

2 Triple Storage

Virtuoso’s initial storage solution is fairly conventional: a single table of four
columns holds one quad, i.e. triple plus graph per row. The columns are G for graph,
P for predicate, S for subject and O for object. P, G and S are IRI ID’s, for which
we have a custom data type, distinguishable at run time from integer even though
internally this is a 32 or 64 bit integer. The O column is of SQL type ANY, meaning
any serializable SQL object, from scalar to array or user defined type instance. In-
dexing supports a lexicographic ordering of type ANY, meaning that with any two
elements of compatible type, the order is that of the data type(s) in question with
default collation.

Since O is a primary key part, we do not wish to have long O values repeated in
the index. Hence O’s of string type that are longer than 12 characters are assigned a
unique ID and this ID is stored as the O of the quad table. For example Oracle [16]
has chosen to give a unique ID to all distinct O’s, regardless of type. We however
store short O values inline and assign ID’s only to long ones.

Generally, triples should be locatable given the S or a value of O. To this effect,
the table is represented as two covering indices, G, S, P, O and O, G, P, S. Since both
indices contain all columns, the table is wholly represented by these two indices and
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no other persistent data structure needs to be associated with it. Also there is never
a need for a lookup of the main row from an index leaf.

Using the Wikipedia data set [19] as sample data, we find that the O is on the
average 9 bytes long, making for an average index entry length of 6 (overhead) + 3
* 4 (G, S, P) + 9 (O) = 27 bytes per index entry, multiplied by 2 because of having
two indices.

We note however that since S is the last key part of P, G, O, S and it is an integer-
like scalar, we can represent it as a bitmap, one bitmap per distinct P, G, O. With the
Wikipedia data set, this causes the space consumption of the second index to drop
to about a third of the first index. We find that this index structure works well as
long as the G is known. If the G is left unspecified, other representations have to be
considered, as discussed below.

For example, answering queries like

graph <my-friends> {
?s sioc:knows people:John , people:Mary }

the index structure allows the AND of the conditions to be calculated as a merge
intersection of two sparse bitmaps.

The mapping between an IRI ID and the IRI is represented in two tables, one for
the namespace prefixes and one for the local part of the name. The mapping between
ID’s of long O values and their full text is kept in a separate table, with the full text
or its MD5 checksum as one key and the ID as primary key. This is similar to other
implementations.

The type cast rules for comparison of data are different in SQL and SPARQL.
SPARQL will silently fail where SQL signals an error. Virtuoso addresses this by
providing a special QUIETCAST query hint. This simplifies queries and frees the
developer from writing complex cast expressions in SQL, also enhancing freedom
for query optimization.

Other special SPARQL oriented accommodations include allowing blobs as sort-
ing or distinct keys and supporting the IN predicate as a union of exact matches.
The latter is useful for example with FROM NAMED, where a G is specified as one
of many.

Compression

We have implemented compression at two levels. First, within each database page,
we store distinct values only once and eliminate common prefixes of strings. With-
out key compression, we get 75 bytes per triple with a billion-triple LUBM data set
(LUBM scale 8000). With compression, we get 35 bytes per triple. Thus, key com-
pression doubles the working set while sacrificing no random access performance.
A single triple out of a billion can be located in less than 5 microseconds with or
without key compression. We observe a doubling of the working set when using
32 bit IRI ID’s. Going from 32 bit IRI ID’s to 64 has hardly any effect with key
compression since most ID’s are not stored at full length.

When applying gzip to database pages, we see a typical compression to 40% of
original size, even after key compression. This is understandable since indices are
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by nature repetitive, even if the repeating parts are shortened by key compression.
Over 99% of 8K pages filled to 90% compress to less than 3K with gzip at default
compression settings. This does not improve working set but saves disk. Detailed
performance impact measurement is yet to be made.

Alternative Index Layouts

Most practical queries can be efficiently evaluated with the GSPO and OGPS in-
dices. Some queries, such as ones that specify no graph are however next to impos-
sible to evaluate with any large data set. Thus we have experimented with a table
holding G, S, P, O as a dependent part of a row id and made 4 single column bitmap
indices for G, S, P and O. In this way, no combination of criteria is penalized. How-
ever, performing the bitmap AND of 4 given parts to check for existence of a quad
takes 2.5 times longer than the same check from a single 4 part index. The SQL op-
timizer can deal equally well with this index selection as any other, thus this layout
may prove preferable in some use cases due to having no disastrous worst case.

In practice, we find it preferable to use many covering indices. If queries must be
made against the union of all graphs, the preferred index layout is SPOG, GPOS,
POGS, OPGS. The three last are bitmap indices.

Using this index layout plus full text index on all literals, The Billion Triples
Challenge data set, 1150M triples, including DBpedia, Freebase, US Census and
numerous web crawls took 120GB of allocated database pages.

3 SPARQL and SQL

Virtuoso offers SPARQL inside SQL, somewhat similarly to Oracleś RDF MATCH
table function. A SPARQL subquery or derived table is accepted either as a top level
SQL statement of wherever a subquery or derived table is accepted. Thus SPARQL
inherits all the aggregation and grouping functions of SQL, as well as any built-in or
user defined functions. Another benefit of this is that all supported CLI’s work directly
with SPARQL, with no modifications. For example, one may write a PHP web page
querying the triple store using the PHP to ODBC bridge. The SPARQL text simply has
to be prefixed with the SPARQL keyword to distinguish it from SQL. A SPARQL end
point for HTTP is equally available. We have further Virtuoso drivers implemented
the popular Jena, Sesame and Redland RDF frameworks. Thus application written in
these can transparently use Virtuoso as the storage and query processor.

Internally, SPARQL is translated into SQL at the time of parsing the query. If
all triples are in one table, the translation is straightforward, with union becom-
ing a SQL union and optional becoming a left outer join. Since outer joins can be
nested to arbitrary depths inside derived tables in Virtuoso SQL, no special prob-
lems are encountered. The translator optimizes the data transferred between parts
of the queries, so that variables needed only inside a derived table are not copied
outside of it. If cardinalities are correctly predicted, the resulting execution plans
are sensible. SPARQL features like construct and describe are implemented as user
defined aggregates.
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SQL Cost Model and RDF Queries

When all triples are stored in a single table, correct join order and join type decisions
are difficult to make given only the table and column cardinalities for the RDF triple
or quad table. Histograms for ranges of P, G, O, and S are also not useful. Our
solution for this problem is to go look at the data itself when compiling the query.
Since the SQL compiler is in the same process as the index hosting the data, this can
be done whenever one or more leading key parts of an index are constants known at
compile time. For example, in the previous example, of people knowing both John
and Mary, the G, P and O are known for two triples. A single lookup in log(n) time
retrieves the first part of the bitmap for

((G = <my-friends>) and (P = sioc:knows) and
(O = <http://people.com/people#John>) )

The entire bitmap may span multiple pages in the index tree but reading the first
bitts and knowing how many sibling leaves are referenced from upper levels of the
tree with the same P, G, O allows calculating a ballpark cardinality for the P, G, O
combination. The same estimate can be made either for the whole index, with no
key part known, using a few random samples or any number of leading key parts
given. While primarily motivated by RDF, the same technique works equally well
with any relational index.

Basic RDF Inferencing

Much of basic T box inferencing such as subclasses and subproperties can be ac-
complished by query rewrite. We have integrated this capability directly in the Vir-
tuoso SQL execution engine. With a query like

select ?person where { ?person a lubm:Professor }

we add an extra query graph node that will iterate over the subclasses of class
lubm:Professor and retrieve all persons that have any of these as rdf:type.
When asking for the class of an IRI, we also return any superclasses. Thus the be-
havior is indistinguishable from having all the implied classes explicitly stored in
the database.

For A box reasoning, Virtuoso has special support for owl:sameAs. When ei-
ther an O or S is compared with equality with an IRI, the IRI is expanded into the
transitive closure of its owl:sameAs synonyms and each of these is tried in turn.
Thus, when owl:sameAs expansion is enabled, the SQL query graph is transpar-
ently expanded to have an extra node joining each S or O to all synonyms of the
given value. Thus,

select ?lat where { <Berlin> has_latitude ?lat }

will give the latitude of Berlin even if <Berlin> has no direct latitude but
geo:Berlin does have a latitude and is declared to be synonym of <Berlin>.

The owl:sameAs predicate of classes and properties can be handled in the T
box through the same mechanism as subclasses and subproperties.
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Virtuoso has SPARQL extensions for subqueries, including a transitive subquery
feature. For example the pattern <john> foaf:knows ?person option
(transitive)will bind?person to everybody<john> knows plus everybody
they know and so on up to full transitive closure. There are further options for limiting
the depth and returning the path leading to each binding and so forth. The query

select ?p2 where {
{ select ?p1 ?p2 where {

?p1 foaf:knows ?p2 . ?p2 foaf:knows ?p1 }
} option transitive (in (?p1) out (?p2)) .

filter (?p1 = <john>) }

would only consider reciprocal foaf:knows relations. Thus the step in the transi-
tivity can be complex. If both ends of a transitive relation are given, then the feature
can be used for obtaining the paths that connect the two ends. More examples are
at [6].

Data Manipulation

Virtuoso supports the SPARUL SPARQL extension, compatible with JENA [14].
Updates can be run either transactionally or with automatic commit after each mod-
ified triple. The latter mode is good for large batch updates since rollback informa-
tion does not have to be kept and locking is minimal.

Full Text

All or selected string valued objects can be full text indexed. Queries like

select ?person from <people> where {
?person a person ; has_resume ?r .
?r bif:contains ’SQL and "semantic web"’ }

will use the text index for resolving the pseudo-predicate bif:contains.

Business Intelligence Extensions

For SPARQL to compete with SQL for analytics, extensions such as returning ex-
pressions, subqueries in group patterns and in expressions, explicit grouping and the
like are needed. The extended language is referred to as “SPAQL-BI”.

Basic SQL style aggregation is supported through queries like

select ?product sum (?value) from <sales> where {
<ACME> has_order ?o . ?o has_line ?ol .
?ol has_product ?product ; has_value ?value }

This returns the total value of orders by ACME grouped by product.
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RDF Sponge

The Virtuoso SPARQL protocol end point can retrieve external resources for query-
ing. Having retrieved an initial resource, it can automatically follow selected IRI’s
for retrieving additional resources. Several modes are possible: follow only selected
links, such as sioc:see also or try dereferencing any intermediate query re-
sults, for example. Resources thus retrieved are kept in their private graphs or they
can be merged into a common graph. When they are kept in private graphs, HTTP
caching headers are observed for caching, the local copy of a retrieved remote graph
is usually kept for some limited time. The sponge procedure is extensible so it can
extract RDF data from non-RDF resources with pluggable RDF-izers called car-
tridges. Over 30 such cartridges exist to date, covering GRDDL, RDFA, microfor-
mats, many XML formats such as XBRL and more. This provides a common tool
for traversing sets of interlinked documents such as personal FOAFs that refer to
each other.

4 Clustering and Scalability

For the entire history of RDF and the Semantic Web, one of the dominant themes of
the discourse has been scalability. The data web can be said to be one of the frontiers
of databasing, as data volumes are easily very large and since there is generally no
application-specific table layout and index structure, things take more space than
with the corresponding relational representation. This section discusses the work
done in scale-out clustering in Virtuoso. At the time of writing, Virtuoso has a cluster
edition that runs on shared nothing clusters of commodity servers. This is being used
for hosting large parts of the linked open data cloud.

As we move in the direction of parallelism, dynamics of performance change
significantly: when moving from a single CPU to multiple CPU’s or cores, the cost
of resource contention between threads jumps significantly. Thus, if special care
is not taken, a thread blocking to wait for another is so expensive that any gains
from parallelism may be entirely lost. A single wait may cost whole microseconds.
When we move from one multithreaded process to multiple multithreaded server
processes connected by a network, the network latency becomes the dominant cost
factor. Within a single machine, a message round trip with empty message and no
processing costs about 50 microseconds, including thread switching at both ends.
With a 1Gbit Ethernet added to the mix, the cost goes to about 150 microseconds,
assuming no contention on the network.

These basic facts dictate the architecture of any DBMS for server clusters. The
issues of query optimization are largely the same as for single servers but the exe-
cution engine has entirely different priorities.

The cost of finding a single quad from 100 million is about 5 microseconds. This
is a tiny fraction of the overhead of doing any operation involving any interprocess
communication. For this reason, it is vital to group as many operations as possible
within a single message.
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Clustered databases usually use some partitioning scheme, where the values
of one or more key columns dictate which server will store the row. Also non-
partitioned cluster systems such as Oracle RAC exist. With Virtuoso, we decided
to use hash partitioning according to the subject or object of a triple. Thus, a single
triple is indexed many ways and each index may be partitioned differently, there is
no need for all the entries of a single quad to be on the same server. In relational
applications, Virtuoso allows specifying partitioning index by index. We do not use
the graph or predicate of a quad for partitioning since these may have very uneven
distributions.

4.1 Query Execution Model

When the network latency is the main cost factor, having a maximally asynchronous
and non-blocking message flow between the processes participating in a query is
necessary. A query is addressed to an arbitrary node of the cluster. This node is
called the query coordinator and it is responsible for dispatching the query to the
relevant cluster nodes and assembling the response.

The basic query is a set of nested loops. Take for example

select * where {
<john> foaf:knows ?person .
?person foaf:mbox ?mbox ; foaf:nick ?nick }

This can be seen as a pipeline of 3 stages. The first produces all the friends of
<john>. The second takes the set of friends and adds the foaf:mbox for each.
The third adds the foaf:nick to the binding. The results from the 3rd stage can
be returned to the client. This joins from subject to object. Suppose the index from
subject to object is partitioned by subject, which is quite natural. For the first, we
know the subject, so we know which partition has the friends of <john>. We ask
for them and get them in a single message exchange, unless there are megabytes
worth of them in which case we would ask for the next batch when near the end
of the first batch. Each of these is a subject in its turn, thus for each friend we
know which partition has the foaf:mbox. We group all messages headed for each
partition together and send them and again gather the results. The same process is
repeated for the foaf:nick.

This is the naive way of evaluating the query. Even this produces fair parallelism
through bundling messages in sufficiently large batches. We firstly note that the
subject for the foaf:mbox and foaf:nick patterns is the same, hence they are
always in the same partition since the index is partitioned by subject. Thus we get
the two in a single operation: we send to each partition that has a friend of <john>
the query fragment

{ ?person foaf:mbox ?mbox ; foaf:nick ?nick }

If there were other conditions such as filter (?nick != "Alice") we
could bundle these in as well. This removes a whole message round trip and nearly
halves the network traffic for the query.
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Next we see that the partition that evaluates

{ <john> foaf:knows ?person }

does not have to return the set of friends to the query coordinator but can by it-
self dispatch these to the appropriate partition for each. This eliminates yet another
round trip. Now the query runs in 3 message steps: 1. ask for friends of <john>
2. each partition that can have one of the friends gets all the friends in its range
and gets their nicks and mboxes and 3. all completed bindings are returned to the
coordinator.

This last optimization is applicable when the results do not have to be returned in
any given order. Adding an order by at the end of the query takes care of this. The cost
of the final order by is negligible compared to the latency and data transfer savings.

When the query involves aggregation or grouping, the aggregation takes place
one each involved partition separately and is collected to the coordinator at the end
in one message round trip.

Consider

base <http://myopenlink.net/dataspace/>
select ?o ?distance
((select count (*) where {?o foaf:knows ?xx}))

where {
{ select ?s ?o where { ?s foaf:knows ?o }
} option (transitive, t_in(?s), t_out(?o),
t_min (1), t_max (4), t_distinct,
t_step (’step_no’) as ?distance) .

filter (?s = <person/kidehen#this>)
} order by ?distance desc 3 limit 50

This starts with <http://myopenlink...kidehen#this> and gets all
the distinct subjects related to this by 1 to 3 consecutive foaf:knows steps. For
each such person, the people this person foaf:knows are counted. The results are
returned sorted by distance and descending count of friends.

This is 3 round trips for the transitive foaf:knows up to 3 deep. Each step
must return results to the coordinator for handling the distinctness. Then there is
one round trip for the friend counts of each person, since

select count (*) where {?o foaf:knows ?xx}

can be evaluated within one partition for each ?o. Thus the count subquery in the
selection is also parallelized. The rest is local processing on the coordinator.

Since the coordinator is an arbitrary node of the cluster, it will itself handle the
bindings that fall into its partition in addition to overall query coordinating.

4.2 Performance

With the Billion Triples Challenge data set, we have 25 million foaf:knows
triples. Of these, 92K are such that for ?x foaf:knows ?y there is a ?y
foaf:knows ?x in some graph. The query is
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select count (*) where {
?x foaf:knows ?y . ?y foaf:knows ?x }

This runs in 7.7 seconds on two dual 4 core Xeon machines, for a total of 3.4
million random triple lookups per second. The database is partitioned in 12, 6 parti-
tions per machine. We have 11.5 of the 16 cores busy for the query, where 12 cores
would be the maximum. The interconnect traffic is only 19 MB/s, meaning that we
are using a fraction of the total interconnect bandwidth of dual 1Gb Ethernets.

In this situation, each partition directly sends the (?x,?y) pairs to the partition
that holds the possibly existing (?y,?x) pair. If instead we pass these through a
single coordinator node, the execution time jumps to 35 seconds and the intercon-
nect traffic to 39 MB/s.

Experience shows that series of simple joins, single triple optionals or existence
tests followed by aggregation or sorting will scale near linearly with the addition of
hardware. More complex query structures require passing data through the coordi-
nator at least part of the time, for example between steps of a transitive subquery or
for distincts and complex existence subqueries. Even then, between 4 to 6 cores can
be busy for a single query. Disk performance always increases linearly with clus-
tering, since even the most naive message pattern will deliver tasks over an order
of magnitude faster than a disk bound process can handle them. Since each node of
the cluster caches its partition of the data and nothing else, any added nodes linearly
add to the main memory, which is the most determining resource in any DBMS that
is primarily doing random access.

5 Mapping Relational Data into RDF for SPARQL Access

RDF and ontologies form the final completing piece of the enterprise data inte-
gration puzzle. Many disparate legacy systems may be projected onto a common
ontology using different rules, providing instant content for the semantic web. One
example of this is OpenLink’s ongoing project of mapping popular Web 2.0 ap-
plications such as Wordpress, Mediawiki, PHP BB and others onto SIOC through
Virtuoso’s RDF Views system.

Most data integration done with RDF to date is based on extracting triples from
different relational databases and importing these into a triple store. However, when
the data volumes are very large or the data is rapidly changing, this becomes im-
practical. Also, RDBMS’s are generally more efficient than triple stores for analyt-
ics queries. Maintaining a separate RDF warehouse is extra work. For these reasons,
exposing RDB assets as RDF without extract-transform-load (ETL) is desirable.

On the other hand, if the number of distinct data sources is very large, if there is
high cost of access or if complex inference and postprocessing of the data is needed,
then a degree of RDF warehousing is appropriate.

The problem domain is well recognized, with work by D2RQ [3], SPASQL [10],
DBLP [5] among others. Virtuoso differs from these primarily in that it combines
the mapping with native triple storage and may offer better distributed SQL query
optimization through its long history as a SQL federated database.
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In Virtuoso, an RDF mapping schema consists of declarations of one or more
quad storages. The default quad storage declares that the system table RDF QUAD
consists of four columns (G, S, P and O) that contain fields of stored triples, using
special formats that are suitable for arbitrary RDF nodes and literals. The storage
can be extended as follows:

An IRI class defines that an SQL value or a tuple of SQL values can be converted
into an IRI in a certain way, e.g., an IRI of a user account can be built from the
user ID, a permalink of a blog post consists of host name, user name and post ID
etc. A conversion of this sort may be declared as bijection so an IRI can be parsed
into original SQL values. The compiler knows that a join on two IRIs calculated
by same IRI class can be replaced with join on raw SQL values that can efficiently
use native indexes of relational tables. It is also possible to declare one IRI class A
as subClassOf other class B so the optimizer may simplify joins between values
made by A and B if A is bijection.

Most of IRI classes are defined by format strings similar to one used in standard
C sprintf function. Complex transformations may be specified by user-defined
functions. In any case the definition may optionally provide a list of sprintf-style
formats such that that any IRI made by the IRI class always matches one of these
formats. SPARQL optimizer pays attention to formats of created IRIs to eliminate
joins between IRIs created by totally disjoint IRI classes. For two given sprintf
format strings the SPARQL optimizer can find a common subformat of these two or
try to prove that no one IRI may match both formats.

prefix : <http://www.openlinksw.com/schemas/oplsioc#>
create iri class :user-iri "http://myhost/users/%s"
( in login_name varchar not null ) .

create iri class :blog-home "http://myhost/%s/home"
( in blog_home varchar not null ) .

create iri class :permalink "http://myhost/%s/%d"
( in blog_home varchar not null,

in post_id integer not null ) .
make :user_iri subclass of :grantee_iri .
make :group_iri subclass of :grantee_iri .

IRI classes describe how to format SQL values but do not specify the origin of
those values. This part of mapping declaration starts from a set of table aliases,
similar to FROM and WHERE clauses of an SQL SELECT statement.

The mapping consists of quad patterns which declare how a quad (triple + graph)
can be constructed from relational data. The pattern has typically a constant for
the graph and the predicate and columns or groups of columns for the subject and
object. The quad pattern may contain additional SQL search conditions to further re-
strict the scope. When a SPARQL query is compiled, each triple pattern is matched
against the quad map patterns and the relevant ones are selected. There is sophisti-
cated logic for pruning out joins that do not make sense.
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from SYS_USERS as user from SYS_BLOGS as blog
where (ˆ{blog.}ˆ.OWNER_ID = ˆ{user.}ˆ.U_ID)

A quad map value describes how to compose one of four fields of an RDF quad.
It may be an RDF literal constant, an IRI constant or an IRI class with a list of
columns of table aliases where SQL values come from. A special case of a value
class is the identity class, which is simply marked by table alias and a column name.

Four quad map values (for G, S, P and O) form quad map pattern that specify how
the column values of table aliases are combined into an RDF quad. The quad map
pattern can also specify restrictions on column values that can be mapped. E.g., the
following pattern will map a join of SYS USERS and SYS BLOGS into quads with
:homepage predicate.

graph <http://myhost/users>
subject :user-iri (user.U_ID)
predicate :homepage
object :blog-home (blog.HOMEPAGE)
where (not ˆ{user.}ˆ.U_ACCOUNT_DISABLED) .

Quad map patterns may be organized into trees. A quad map pattern may act as
a root of a subtree if it specifies only some quad map values but not all four; other
patterns of subtree specify the rest. A typical use case is a root pattern that specifies
only the graph value whereas every subordinate pattern specifies S, P and O and
inherits G from root, as below:

graph <http://myhost/users> option (exclusive) {
:user-iri (user.U_ID)
rdf:type foaf:Person ;
foaf:name user.U_FULL_NAME ;
foaf:mbox user.U_E_MAIL ;
foaf:homepage :blog-home (blog.HOMEPAGE) . }

This grouping is not only a syntax sugar. In this example, exclusive option
of the root pattern permits the SPARQL optimizer to assume that the RDF graph
contains only triples mapped by four subordinates.

A tree of a quad map pattern and all its subordinates is called “RDF view” if the
“root” pattern of the tree is not a subordinate of any other quad map pattern.

Quad map patterns can be named; these names are used to alter mapping rules
without destroying and re-creating the whole mapping schema.

The top-level items of the data mapping metadata are quad storages. A quad
storage is a named list of RDF views. A SPARQL query will be executed using only
quad patterns of views of the specified quad storage.

Declarations of IRI classes, value classes and quad patterns are shared between
all quad storages of an RDF mapping schema but any quad storage contains only a
subset of all available quad patterns. Two quad storages are always defined: a default
that is used if no storage is specified in the SPARQL query and a storage that refers
to single table of physical quads.



RDF Support in the Virtuoso DBMS 19

The RDF mapping schema is stored as triples in a dedicated graph in theRDF QUAD
table so it can be queried via SPARQL or exported for debug/backup purposes.

Virtuoso supports SPARQL Business Intelligence extensions for RDF views as
well as for plain triples. Application developers can use SPARQL for sophisticated
data mining on large heterogeneous data sets and the related overhead is afford-
able. The following SQL query is Q18 from the industry standard decision support
benchmark TPC H:

select
c_name, c_custkey, o_orderkey, o_orderdate,
o_totalprice, sum(l_quantity)

from lineitem, orders, customer
where
o_orderkey in (

select l_orderkey from lineitem
group by l_orderkey
having sum(l_quantity) > 250 )

and c_custkey = o_custkey
and o_orderkey = l_orderkey

group by
c_name, c_custkey, o_orderkey, o_orderdate,
o_totalprice

order by o_totalprice desc, o_orderdate

This retrieves details of large orders, where large is defined as an order where the
quantity of the order lines adds up to over 250. This query can not be written in pure
SPARQL but Virtuoso offers the needed extensions:

select ?cust+>foaf:name ?cust+>tpcd:custkey
?ord+>tpcd:orderkey ?ord+>tpcd:orderdate
?ord+>tpcd:ordertotalprice
sum(?li+>tpcd:linequantity)

from <http://example.com/tpcd>
where {

?cust a tpcd:customer ; foaf:name ?c_name .
?ord a tpcd:order ; tpcd:has_customer ?cust .
?li a tpcd:lineitem ; tpcd:has_order ?ord .
{ select ?sum_order

sum (?li2+>tpcd:linequantity) as ?sum_q
where {

?li2 a tpcd:lineitem ;
tpcd:has_order ?sum_order . } } .

filter (?sum_order = ?ord and ?sum_q > 250)
}

order by
desc (?ord+>tpcd:ordertotalprice)
?ord+>tpcd:orderdate
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The ?x+>property notation is a shorthand for ?x property ?value that
does not require ?value variable to be named and can be used inside an
expression. The group by operation is implicit, grouping by the non-aggregates
when the selection contains a mix of aggregates and non aggregates.

Both versions take the same time if executed on a 2GHz Xeon-based box running
Virtuoso 5.0.9 with canonical TPC H “scale 1” data set. The database takes 1.52 Gb
of disk space and it entirely fits into 2.02 Gb of RAM-resident disk buffers. Under
such circumstances these queries produce 6621 result rows in 9425 milliseconds.

Translation from SPARQL to SQL costs a small fraction of the time required by
the SQL optimizer for finding the best join order. The SQL generated from SPARQL
is usually adequate and resembles the equivalent hand-written SQL. All SPARQL
expressions resolve to a single SQL statement. If this statement refers to local tables
or tables that are all located on the same remote database, the statement is passed
as a single statement to the database holding the data. This database does not have
to be Virtuoso, since Virtuoso can attach tables from any other RDBMS through its
SQL federation feature.

Nevertheless the SPARQL to SQL mapping overhead may become important on
a database that handles numerous trivial queries and the database is all in memory;
in this case even tens of microseconds per query form a noticeable fraction of total
execution time. The overhead is also important for databases with hundreds to thou-
sands of RDF views and where queries match many views. This can happen if the
mapping integrates many sources for the same entities. For example, in the Open-
Link Data Spaces application suite, there are blog posts, wiki articles, news items
etc that are all mapped to the sioc:Post RDF type. Saying that something is a
sioc:Postwill pull in a union of these three tables if there is no extra information
discriminating which kind of post is meant.

In pathological cases, one can end up with SQL statements of thousands of lines
for a line of SPARQL. For example {?s ?p ?o . ?o ?p ?o2} would be a
union of all columns of all tables joined to another such union. The mapping can
prune out the pairs which obviously do not join but still the statement is impractical.
Thus using variables in the predicate position is discouraged and specifying RDF
types for variables is encouraged.

Using parameterized queries or stored procedures eliminates any mapping over-
heads. Unfortunately, the SPARQL Web Service Protocol does not provide an inter-
operable way of passing parameters.

6 Applications and Benchmarks

As of this writing, December 2008, the native Virtuoso triple store is available as a
part of the Virtuoso open source and commercial offerings. The RDF Views system
is part of the offering but access to remote relational data is limited to the commer-
cial version.

Virtuoso has been used for hosting many of the data sets in the Linking Open
Data Project [4], including DBpedia [1], Musicbrainz [21], Geonames [22],
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Freebase [18], PingTheSemanticWeb [23] and others. The largest databases are in
the single billions of triples. Also the Neurocommons and Bio2RDF data sets are
hosted on Virtuoso.

Presently, we are setting up a copy of the entire LOD cloud in a single clustered
database and are planning to make this available as a ready made data set that is
offered as a collection of paid machine instances on Amazon EC2. In this way,
anybody can rent their private copy of the world’s linked data.

Web 2.0 Applications

We can presently host many popular web 2.0 applications in Virtuoso, with Virtuoso
serving as the DBMS and also optionally as the PHP web server.

We have presently mapped PHP BB, Mediawiki and Drupal into SIOC with RDF
Views.

OpenLink Data Spaces (ODS)

ODS is a web applications suite consisting of a blog, wiki, social network, news
reader and other components. All the data managed by these applications is avail-
able for SPARQL querying as SIOC instance data. This is done through maintaining
a copy of the relevant data as physical triples as well as through accessing the rela-
tional tables themselves via RDF Views.

Berlin SPARQL Benchmark

Virtuoso was ranked the best performing triple store in the recent Berlin SPARQL
benchmark. This compared representation as RDF triples, mapping of the equivalent
relational data to RDF and pure relational solutions. In the relational section of this
benchmark, Virtuoso also outperformed MySQL by a wide margin [7].

RDF load rates have been measured with the LUBM and US Census data sets.
The rate is about 40K triples per second on a single server and 100K triples with a
cluster of 2 servers. Rates vary in function of the index scheme used, the presence
of text indexing, the composition of the data set etc.

7 Future Directions

Clustering

Future cluster work consists of adding parallel backward and forward chaining in-
ference into the query engine. As Virtuoso has a highly parallel query platform, it is
natural to exploit this for more complex operations. We can see backward chaining
rules as a special case of a transitive subquery — each iteration makes more goals
satisfied and/or completes variable bindings. The existing parallelization will work
and since rule bodies will match data that is partitioned, the rule should be sent for
matching to where the data resides.
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On the forward chaining side, the whole database can be seen as a sort of RETE
network. When a fact is added, it is matched to the database according to forward
chaining rule heads. Each rule head is like a collection of stored queries that are
evaluated with bindings from the incoming data. If there is a result, the rule body is
instantiated, facts are added and the process repeats.

In this way, most RDF reasoning can be supported at the database level, with all
the parallelism and scalability benefits this entails.

Federated query processing over multiple heterogeneous RDF end points faces
many of the same problems as query evaluation on a cluster. The difference is that
latencies are over two orders of magnitude longer and there is less flexibility in
designing the message flow. We are planning to apply the cluster execution model
to federated queries against arbitrary SPARQL end points.

A more traditional line of work is implementing a columnar representation for
relational tables and further experimentation with compression. These would make
Virtuoso a strong contender in the relational business intelligence arena. We are
presently running the traditional relational benchmarks with Virtuoso.

Updating Relational Data by SPARUL Statements

In order to have task oriented RDF data representation, such as property tables, one
needs to adapt the SPARQL update and data load logic to supporting these.

In many cases, an RDF view contains quad map patterns that map all columns
of some table into triples in such a way that sets of triples made from different
columns are “obviously” pairwise disjoint and invoked IRI classes are bijections.
E.g., quad map patterns for RDF property tables usually satisfy these restrictions
because different columns are for different predicates and column values are used
unchanged as object literals. We are presently extending the SPARUL compiler and
run-time in order to make such RDF views updatable [9].

The translation of a given RDF graph into SQL data manipulation statement
begins with extracting all SQL values from all calculatable fields of triples and
partitioning the graph into groups of triples, one group per one distinct extracted
primary key of some source table. Some triples may become members of more than
one group, e.g., a triple may specify relation between two table rows. After integrity
check, every group is converted into one insert or delete statement.

The partitioning of N triples requires O(N lnN) operations and keeps data in mem-
ory so it’s bad for big dump/restore operations but pretty efficient for transactions of
limited size, like individual bookkeeping records, personal FOAF files etc.

8 Conclusion

With Virtuoso Cluster being operational at the time of this writing, we see that the
greatest part of the RDF scalability issues is overcome. It remains the case that
RDF, for all its flexibility, takes more space and is not as efficient as a task ori-
ented relational representation. Advances in technology tend to benefit both RDF
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and relational models. For example, the clustering section applies 1:1 to relational
workloads as well. Thus, for RDF to be equivalent to relational, it must accept some
of the same restrictions, e.g. no graph, no variables in predicate position, strict en-
forcement of single value for cardinality one properties. If these are accepted, then
mapping as discussed above can be used for application specific RDF representa-
tions that are essentially identical to the corresponding relational or the relational
can be mapped to RDF, which are almost the same thing. The only difference is that
a task specific RDF layout can still be typed at run time and use RDF data types
like IRI’s and typed literals. With these concessions, RDF is on a par with relational
representations but does pay by embracing the same limitations.

How far one goes in the direction of application specific logical schema, indexes,
materialized joins and the like is a function of the application. With Virtuoso Cluster,
this is not a necessity at scales of billions and tens of billions of triples.

When relational databases replaced network databases, the argument in their fa-
vor was that one did not have to limit the set of possible queries when designing
the database. Now, with linked data, the argument is that one does not have to re-
strict what data can be joined with when designing the database. Both represent a
qualitative step in the direction of increased flexibility.

For a new technology to take hold, it must address a new class of problem: For
the RDBMS, it was making the enterprise line of business applications around the
database. For RDF, it is turning the Internet into a database. For the latter task,
some of the flexibility for which RDF pays in 1:1 comparison against relational is
necessary.

With Virtuoso, we address both sides of the matter: The generic storage of large
volumes of RDF as well as exposing existing RDB’s to the data web via SPARQL.
Virtuoso does this with remarkable flexibility of scale, with a desktop version start-
ing with a memory footprint of about 25MB, small enough for mobile, going up to
clusters with tens and hundreds of gigabytes of memory and terabytes of disk at the
high end.

The SPARQL standardization process will have to catch up with the extensions
on the field, notably Jena and Virtuoso, which both implement similar extensions.
To this effect, a SPARQL 2.0 working group will begin in 2009. We expect little
difficulty since the need for most extensions is self-evident.

Further details on the SQL to RDF mapping and triple storage performance is-
sues are found in separate papers on the http://virtuoso.openlinksw.
com site. The Virtuoso blog http://virtuoso.openlinksw.com/blog is
the most up-to-date information resource on the product.
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Semantic Task Management Framework:
Bridging Information and Work

Ernie Ong, Uwe V. Riss, Olaf Grebner, and Ying Du

Abstract. Despite the growing importance of knowledge work in todays organi-
zations, its support by means of ICT tools is still rather limited. Recent trends in
semantic technologies provide novel approaches for an effective solution to these
challenges in terms of semantic-based task management. However, task manage-
ment involves the complex interplay of information and work activities. Thus a
semantic task management framework is needed which supports an adaptable se-
mantic foundation, to meet the challenges of knowledge work, via a set of task
services on the desktop. To this end, we propose the Nepomuk Semantic Task Man-
agement Framework (STMF) as platform for a task-oriented ecosystem for desktop
applications.

1 Introduction

In a world of rapid change, knowledge work (KW) plays a decisive role of grow-
ing importance in the success of knowledge intensive enterprises. The reality of
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globalization of networked enterprises and economies places additional emphasis
on this frontier. Consequently, the need for effective support in KW grows increas-
ingly urgent. However, KW is quite a recalcitrant domain with respect to ICT sup-
port since it is characterised by highly variable activities of highly skilled knowledge
workers (KWers) operating both autonomously and collaboratively [7]. This condi-
tion brings about two core aspects (1) supporting the management of knowledge
artifacts, and (2) supporting the coordination of work activities or task manage-
ment (TM) in short.

So far the support for KW by ICT tools is still rather limited. The most frequently
applied tool in this respect is email although it shows a large number of drawbacks
[25]. For example, it lacks appropriate support for information delivery and track-
ing possibilities, as well as for work organization. These observations suggest an
apparent potential for efficient collaborative task management.

In the past several attempts have been undertaken to provide such support on the
basis of process-aware information systems [8]. However, so far these approaches
show significant shortcomings in terms of flexibility as required for KW. This results
in lacking acceptance among KWers [20, 13]. We can put this down to the fact that
workflow-like process structures are too rigid and their integration with informa-
tion management systems is problematic due to variety of possible work situations.
Often these rather resemble search activities than well defined processes.

Recently emerging trends in semantic technologies make new approaches for an
effective solution to the challenges possible, to better support KW [22]. However,
task management involves the complex interplay of information and work activi-
ties [17]. Consequently, support for TM within existing work processes and tools is
just as crucial [10]. To this end, an effective task management framework is needed
which is based on (and supports) a rich and adaptable semantic foundation, to meet
the ill-defined challenges KWers face, via a set of task services which can be lever-
aged from within existing desktop applications.

This is the motivation for the Nepomuk Semantic Task Management Framework
(STMF). To meet the challenges of KW, the successful framework must address the
following challenges:

1. Modelling: support flexible semantic models of information artifacts and work
activities in different social layers (personal vs. organizational) and in different
modelling layers (application vs. domain). Here, the STMF needs an expressive
and extensible model of all KW artifacts from desktop information objects and
Internet resources to enterprise directories. This is the aim of the Task Model
Ontology (TMO). In particular, the TMO must provide efficient access to task
information and activity description. This, of course, is the subject studied by
knowledge organization (KO) [24] and suggests that the TMO must support the
modelling of optimized access paths to such task information.

2. Knowledge: capture and reuse of explicit and implicit knowledge to support
knowledge work. To this end, STMF should provide opportunities for managing
informational and process-oriented knowledge within common productivity ap-
plications. Seamless annotation of semantic metadata in existing work processes
and tools is crucial.
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3. Infrastructure: support a task-oriented ecosystem for all desktop applications in
a networked environment. This stems from our perspective of tasks as a generic
concept that is pervasive across applications and user activities on the desktop,
and represents a conceptual hub for organizing information and work activities.
STMF should additionally narrow the gap between semantic technologies and
conventional development technologies to foster widespread adoption.

Addressing these challenges the STMF is designed as a task management com-
ponent on top of the fundamental semantic layer provided by the Nepomuk middle-
ware [12]. The STMF provides an interface to desktop applications which require
a better integrated task model and specific task services. Moreover, we do not see
task management as an application on the desktop among others but as another fun-
damental layer for applications that provides task services for desktop applications
and coordinates all task related activities across all desktop applications.

In the following we first describe the Nepomuk approach and its integration in
the Nepomuk Social Semantic Desktop (SSD) as the basis for our approach before
we come to the description of the STMF.

2 General Approach

In this section we will explain the motivation for the introduction of the STMF. In
particular we will explain the reasons for a specific task management layer between
the desktop applications and the fundamental semantic layer. In short, the rationale
is that the task management (TM) and the semantic infrastructure, as it has been
developed in Nepomuk, supplement each other in central aspects. They represent
complementary views of the knowledge artifacts KWers work with. In the follow-
ing we describe the synergies that result from such integration. In order to find the
synergies, however, we first have to look at the limitation of today’s task manage-
ment systems as well as semantic technologies [10].

To start with the analysis of TM we can refer to a study of Bellotti et al. [2] who
have investigated the tools which KWers use to record and organize their to-do items
and to track task execution. A central result of this and other studies is that most
tasks are contained in emails or compiled on paper or print-outs. Only a minority
of users applied dedicated TM systems. Another key finding of the study was that
the effort of formally managing tasks is usually too high compared to the benefits
that the KWer can expect in return. Therefore even writing tasks down on paper is
considered as preferable compared to using TM systems. One reason for this is the
missing integration of TM systems with email clients and other applications and
the support in relating tasks to desktop knowledge artifacts. The deficiencies have
mainly prevented an extensive usage of TM tools so far.

If we look at semantic technologies, the situation is similar. Although it is a
widespread opinion that semantic technologies possess a high potential for improv-
ing KW, there are still considerable obstacles that prevent widespread adoption of
such technologies. For example, Colucci and co-workers [5] have asserted that the
computational complexity is often challenging. This even holds for rather simple
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operations. The interaction with semantic-based systems is largely tedious and users
often do not possess the required skills. Finally KWers often do not realize the ben-
efit that they could obtain from the additional effort of annotation since suitable
applications that make use of semantic capabilities are still missing.

Another problem occurs in information retrieval. KWers spend a considerable
amount of time looking for knowledge artifacts. By this term we mean all digital
objects that are suited to increase the knowledge of KWers. However, these knowl-
edge artifacts usually appear in one or more work contexts so that often a unique lo-
cation of the respective artifact is not possible. On the other hand, KWers can often
remember in which work activity they have last dealt with a specific artifact so that
the work activity appears as an excellent knowledge hub. This requires a task model
as formalization of work activity, which can be defined by a task ontology. This on-
tology can be seamlessly embedded in the ontologies used to describe knowledge
artifacts (cf. section 3.1). The STMF uses this integration to translate task related
user activities into metadata [10]. In this way the work processes provide the glue
between knowledge artifacts and the work context which helps to interpret these.
Here we use the term work context to describe all knowledge artifacts, persons, top-
ics, sub-activities etc. that have been involved in this activity. Semantic technologies
such as those developed in Nepomuk provide the basis for this integration. For ex-
ample, the integration allows KWers to navigate through the entire semantic network
starting from a suitable task.

The STMF approach aims at overcoming the deficiencies of both sides by em-
ploying the mutual strengths. To leverage the synergies we have to work out a way
how semantic technologies can support TM and vice versa. The essential improve-
ments of TM and semantic framework encompass the following issues:

1. Leveraging Task Management

a. Semantic network providing support in handling knowledge artifacts
b. Establishment a desktop-wide task management layer
c. Providing a platform for application developers to include TM services

2. Leveraging Semantic Technologies

a. Automatic annotation of knowledge artifacts
b. Ensuring a consistent usage of ontologies
c. Social aspects of TM and exchange of metadata

In the following subsections we will further focus on these opportunities of TM
and Nepomuk Semantic Web Services and show how they are addressed by the
STMF.

2.1 Leverage Semantic Information for Task Management

Semantic technologies can realize the information integration required for TM. The
basis of this integration consists in the fact that almost all tasks are related to knowl-
edge artifacts which can be stored at various places, e.g., on the desktop. It is often
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tedious for the KWer to bring all required knowledge artifacts together even if they
have worked with them frequently. The reason is that the places where the objects
are stored are often selected according to criteria that are not task related, e.g., if all
presentations might be stored in one folder. Therefore it is often difficult for KWers
to remember the place where they have stored specific information.

One of the central aspects of the STMF is the enrichment of task data by assigning
resources that are used in the task. This assignment provides users with easier access
to the data that they need for task execution. This is exactly the information that is
transferred to the semantic network by the STMF.

This means that KWers can later see in which tasks a person or a document was
involved and this information helps them to better understand the roles of these
objects. The KWers can directly navigate to the respective task and might find other
KWers and knowledge artifacts involved. They can replace a person or the content
of a document in new work activities since the role of such objects in the context of
the task is clear.

The Nepomuk system provides a compilation of topics - personal semantic con-
cepts defined by the user - that can be extended by topics resulting form task exe-
cution. These are simply added to the existing topics and can be used in the same
way and exchanged with task co-participants. In the same way new persons that are
added to a task are automatically incorporated in the KWer’s contact list.

Moreover, task management provides the Nepomuk system with information
with whom and when a KWer collaborated and in which order specific activities
took place. It also gives information about used resources. This is information that
generic Nepomuk metadata annotations cannot generally provide. In this respect we
can make use of the Nepomuk context management which provides low level event
information, e.g., when a specific document was opened, but cannot reliably assign
these events to tasks. Here additional information from the STMF is required.

TM provides a more activity-oriented view since often the mere contents of a
document, for example, does not make clear which purpose it was used for. The
TM logs can inform about the utilization of a resource since it provides information
about what, when and how the resource was applied in the task. A service that
supports such a temporal description is the Task Journal Service [19].

Since the STMF is seamlessly integrated in the Social Semantic Desktop (SSD)
it can make use of SSD services that help KWers to find required resources and
assign them to tasks. This is supported by the integration of the Task Management
Ontology (TMO) in the ontologies that describe a conceptualization of the KWers
desktop data and their personal mental models.

2.2 Establish a Desktop-Wide Task Management Layer

According to Boardman [3] we can distinguish production and support activities.
While the first describe those activities that directly contribute to the KWers work
goals, e.g., development environment and text editors, the former are required to
organize work so that it can be performed more efficiently, e.g., employing time
or task management. Usually both aspects are clearly separated, i.e., we have
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applications for support activities and applications for production work. However,
this separation requires KWers to switch between support and production applica-
tions additionally the other frequently occurring interrupts in their work process.
Such interrupts lead to a decrease in the KWers productivity and is one of their mo-
tivations to avoid TM applications, since a piece of paper can be generally used in
parallel to other desktop activities.

The STMF approach consists in the provision of a desktop-wide TM framework
offering a set of task services that enable a tight connection of the STMF to desktop
applications. These services allow for the incorporation of TM functionalities in
the production applications. Prototypically such services have been implemented in
applications such as the Mozilla Firefox browser and the Microsoft Outlook client.
The services are called from these applications via specific application plug-ins.
These plug-ins enable KWers to directly assign websites or emails to tasks or to
create new tasks that are assigned to these objects [10].

Figure 1 shows how these applications plug-ins work together with the STMF.
On the right hand side of Figure 1 there is the Kasimir TM sidebar, a TM prototype
that has been developed in the Nepomuk project [10]. It mainly provides a to-do
list with the existing tasks of a user, showing task-subtask relations. For the selected
task various views of varying detail are offered, e.g., a detailed resource view, a
context view, a Task Journal view, and a Task Pattern view. Kasimir represents a
traditional task management application that is enriched by information from the
Nepomuk RDF repository.

Fig. 1 Application Interactions based on the STMF
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On the left hand side of Figure 1 we see the Mozilla Firefox browser and Mi-
crosoft Outlook with their TM extensions which are unobtrusively integrated. Thus
KWers obtain the opportunity to efficient task handling directly within the context of
productive applications. For example, while browsing the internet or intranet or scan-
ning emails the KWers can work with tasks. In this way the KWer can immediately
continue the browsing (production activity). The same holds for the email client.

2.3 Platform for Application Developers

A tight integration with desktop applications, however, requires that desktop appli-
cation developers can efficiently develop plug-ins, which are based on STMF ser-
vices. One advantage that application developers take of the STMF is the stable in-
terface that it provides. Furthermore, the STMF does so in a manner that is insulated
from changes to the underlying ontologies. In particular application developers are
not required to directly work with the semantic infrastructure consisting of several
ontologies but they can access tasks directly via SOAP web services, for example.
Moreover, the STMF performs additional consistency checks that are generic for
the TM, e.g., they check that a requested task state transition is valid for the current
task state. In this way, the STMF layers task-specific semantics on top of the basic
Nepomuk services and, in so doing, the STMF ensures that the task data stored in
the RDF Store and the operations on the task data make sense. The services pro-
vided by the STMF focus on the TM requirements and disburden the application
developer from explicitly dealing with the generic semantic infrastructure.

For the user the integrating framework suggests a uniform access to task manage-
ment functionality all over the desktop, even if this is not a mandatory consequence.
A common framework might even advise application developers to follow common
user interaction principles which make it easier for users to deal with TM functions.
Since the STMF only provides an API, task user interfaces may be adapted in a con-
textual way so that the particular needs of a KWer in the specific work environment
can be addressed optimally. For example, we might know that in a bibliographic
environment a user mainly attaches to be read tasks to found documents so that spe-
cific functionality for such tasks can be offered and transformed into metadata. This
reduces the definition effort for the KWer.

2.4 Enriching the Semantic Desktop by Task Management

The Nepomuk infrastructure provides a large number of services that help KWers to
deal with the semantic data such as desktop crawlers, personal information model
support [23], local and distributed search and others. For example, the crawlers sup-
port the KWer in including resources in the semantic network. However, such auto-
matic services can only provide rather low-level semantic annotations, e.g., relations
of an email to its sender and recipients. Higher level semantic information must di-
rectly come from the KWer but it is not required that the KWer manually define them.

It is particularly the TM that can provide such high-level semantic information re-
sulting from the KWers work activities. For example, if a KWer assigns a document
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or a person to a task by adding it to the respective task context this implicitly means
the task and the knowledge artifacts are related in a way that a crawler cannot pro-
vide. Transforming such operations into relations means that TM activities enhance
the semantic network. This provides the tangible benefit of reducing the effort for
users to manually annotate resource. Moreover, the relation between knowledge ar-
tifacts, such as documents and tasks, augments the knowledge artifacts with context
information. This helps users to better understand the contents of these knowledge
artifacts and their work. This is often a problem when using search engines which
only provide rather limited access to the context of an information object.

The relationships that results from TM activities such as the assignment of a
document or person to a task are immediately reflected in the semantic repository.
This means that such information is immediately accessible, e.g., when the KWer
browses through this network.

2.5 Ensuring Consistency of Metadata

Ontology engineering is far from being trivial and this particularly holds for KWers.
The particularities of handling metadata are often not obvious. For example, the
KWer might not be able to clearly decide whether a specific document is related to
a task or whether it is a topic of this task. Even if the difference is clearly defined
somewhere it might not be obvious to the KWer. This can lead to inconsistent usage
of metadata that spoils consistent reasoning and also makes the semantic navigation
more complex.

The STMF translates the handling of the ontologies into the handling of tasks.
Since thereby a specific application domain is given the meaning of attributes and
relations can be determined more precisely. This means that user activities, e.g.,
assigning a document or person to a task, can be unambiguously related to metadata
which are automatically created based on the execution of these activities. The user
is not required to directly deal with the ontology and the definition of metadata.

Consequently metadata are defined uniformly and inconsistencies are avoided
due to the STMF that interprets all task operations performed by the KWer in the
same way. Actually the KWers do not even realize that they are working with a
semantic framework. Nevertheless they profit from the benefits that the semantic
representation provides.

2.6 Social Aspects of Task Management

Finally, the STMF supports the social aspects of semantic information and task man-
agement. In this respect it makes specific use of the email client. For example, the
STMF supports the usage of email for task handling and transfer of metadata. Today
emails are extensively used for task delegation and tracking but TM functionality
that is adapted to this is mainly missing. At the same time the STMF manifests the
relation to the email in the TM system and augments the sent task information by
metadata. In this way the delegation of tasks implicitly results in an enlargement
of the delegates personal semantic network in which the received resources will be
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semantically included. Of course, privacy issues have to be considered but the re-
sulting opportunities are nevertheless auspicious, in particular, since they support
the networking between KWers. To deal with the resulting demands the STMF will
incorporate security aspects to support social TM scenarios.

The Nepomuk SSDs are organized in a peer-to-peer network. The communication
between these peers is realized by a Network Communication layer that provides
a basis for collaborative TM. This particularly supports the collaboration within
organizations whereas the external communication uses email as the medium for
metadata exchange. In this way richer task information can be exchanged which
increases the value of the TM system.

3 Semantic Task Management Framework

The design and implementation of Nepomuk STMF and its underlying task model
[11] called Task Model Ontology (TMO) rely on the Nepomuk semantic foundation
layer, i.e., the set of services and ontologies provided by it. The TMO addresses the
need for a semantic model of TM comprising a description of information artifacts
and work activities. In this way the STMF provides uniform and pervasive access to
task data and services across applications and user activities on the desktop built on
the task unit as a conceptual hub. Despite the central role of STMF for the Nepomuk
task management it is to be remarked that access to TM data is not restricted to the
STMF. Direct access to the semantic task description in RDF format is also available
for applications and an user interface for such direct access has been provided [4].

3.1 Task Model Ontology (TMO)

The central idea of the STMF as described in Section 2 is a seamless integration of
TM in the semantic infrastructure. To this end it was necessary to describe the task
structure by means of a proper Task Model Ontology (TMO) as part of the existing
Nepomuk ontologies and particularly as task specific supplement of the Personal
Information Model Ontology (PIMO) [23].

The TMO is structured in two layers: (1) A set of classes and resources which
describe task-oriented information and work activities, and (2) an underlying set of
Nepomuk classes which support the elaboration or concretization of more generic
concepts in PIMO. The embedding in the Nepomuk ontologies guarantees that task
information can be employed throughout the entire SSD.

3.2 STMF Services

The STMF offers TM functionality in the form of a set of services, so-called Task
Management Services, that can be used by all desktop applications via respective
plug-ins. These services can be grouped by their functionality in terms of the provide
functionality. Figure 3 shows the task services and their classification.
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Fig. 2 TMO in the Nepomuk Ontologies Pyramid

The STMF offers services for Core Task Management, Task Experience Man-
agement, and Social Task Management as described in Figure 3. The Core Task
Management includes Personal Task Management and Task Information Manage-
ment. The former category includes the main services to organize the personal to-do
items while the latter support the task context by enabling the KWer to attach various
kinds of information objects to a task. The Social Task Management consists of the
categories of (proper) Social Task Management and Social Network Management.
The former provides collaborative task services in a wider sense whereas the latter
services offers functionality to manage persons and their relations. Finally, the Task
Experience Management offers two categories of services, Task Contingency and
Task Structure Services. The former category includes services that help KWers to
understand individual event that occurs in a task while the latter categories provide
services that support the reuse of repetitive task structures. In the following sections,
we present these 6 sub-categories in more detail and describe the functionality of-
fered by the services of each of them.

The Personal Task Management offers services for handling tasks and task lists
that support KWers in maintaining their task. These services provide methods for
basic task handling such as task create, read, update and delete. It includes the
handling of specific task attributes such as priority, due date, task state. The task
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Fig. 3 Overview of STMF Services

list management offers functionality to organize task lists according to different
criteria. There are filter and sorting mechanisms. Filter criteria are for example in-
volved persons, involved documents, assigned tags or due dates. It also supports
task-subtask relations. The task time management enables KWers to monitor and
plan the time spent on specific tasks. There are methods to analyze existing sets
of tasks as well as for planning future tasks. There are also methods for keeping
detailed track records of spent. Similar for planning, task service methods allow
for defining and retrieving the target effort. The task planning methods allow to
(re-)structure tasks. For example, this allows reorganize the task hierarchy.

Task Information Management enables KWers to describe the context of tasks
in terms of relevant information. To this end they can attach selected information
objects to the task. There information objects include bookmarks, personal notes,
all kind of desktop files, tags, and persons involved in tasks. For the selection of
these objects the services can make use of the semantic network provided by the
Nepomuk infrastructure. This allows auto-completion and recommendation on the
UI level. A particular role plays the task participants management. It does not only
allow KWers to assign persons to a task but it also enable them to give them specific
roles in the task as for example task owner or involved. These roles are also used to
indicate to which person a subtask has been delegated or who is the delegatee.

Social Task Management supports the collaboration between KWers in terms of
TM. Thus, the STMF enables different kinds of social task interaction as for ex-
ample task delegation. The service also encompasses the exchange of metadata
that belongs to these information objects including attributes and relations. Beside
task delegation there are services to support task collaboration in which KWers
share a common task information space. In this respect the distinction of private and
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public information is supported. Delegation protocols help to control the processes
of delegation and metadata transfer in order to realize task synchronization. Per-
sonal contacts management enables KWers to exchange personal contacts and re-
lated information. Finally it is possible to make use of organizational information
retrieved from organizational repositories.

The Task Contingency Management makes information collected during task ex-
ecution available. In this way it works with information that is specific for individual
tasks. This concerns task journal in which the STMF register task events such as the
point of time when a particular person was involved in a task or a subtask was del-
egated. It also includes task problem handling of specific situations that occurred
during the task execution for later reuse. Aspects of Task Contingency Management
have been described in [19].

In contrast the Task Structure Management does not concern singular events but
repetitive task structures. This concerns task patterns that describe this reoccurring
task feature that provide guidance how to perform new tasks on the basis of com-
pleted tasks as well as services that recommend information objects to be used in
task execution based on previous tasks. Services that help KWers to find suitable
information objects on the basis of completed tasks are called abstraction services.
These services enable the knowledge transfer from personal to collective where the
knowledge reuse and organizational learning is possible [16].

3.3 Core STMF Architecture

The core STMF architecture and its environment is depicted in Figure 4. Security re-
lated aspects of the STMF architecture will be described in the next section. It shows
the Nepomuk Middleware that is organized into Core and Extension Services. Core
Services provide the foundational functionality on which the Extension Services
are built. Conceptually, Extension Services could be used to provide domain- and
application-specific support for domain- and application-specific ontologies within
the Nepomuk semantic middleware such as that which the STMF provides for the
TMO. All internal communication within the Middleware is based on Java-OSGI
whereas applications external to the Middleware rely on platform and language ag-
nostic technologies based on HTTP such as SOAP web services when interacting
with a Nepomuk service. The STMF provides Extension Services that use the fol-
lowing Nepomuk Core Services:

• Nepomuk Desktop Bus: This acts as service and application registry for seman-
tic Nepomuk services. It also enables the communication between the STMF and
the Core Services.

• Data Wrapper: The Aperture Data Wrapper crawls the desktop for Desktop
Objects such as emails, documents and spreadsheets, and adds their semantic
data to the RDF Store.

• Local Storage: The RDF Store based on Sesame2 provides the semantic data
base for all semantic data ranging from tasks and other concepts like persons to
the Nepomuk ontologies such as TMO and PIMO.
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Fig. 4 STMF Architecture within the Nepomuk Semantic Middleware

• Local Search: This provides access to semantic data in the RDF Store via
SeRQL and SPARQL queries.

From an architectural perspective, the STMF services are platform and language
independent. This is realized by the provision of SOAP web services. From an in-
terface perspective, the STMF services are exposed via two API sets. The first and
lower-level API (task RDF API) focuses on data access and comprises an RDF in-
terface that aims at exposing task data to semantics-aware applications capable of
exploiting the semantic data. This interface provides client applications with direct
access to the task data in the RDF Store with both SeRQL and SPARQL query
support.

Since most conventional applications are not capable of processing semantic data
and do not use semantic technologies such as RDF and SPARQL but are based on
more conventional object-oriented technologies, the STMF provides a transforma-
tion (adapter) layer which converts RDF data to the object paradigm thus enabling
the easy integration of task management within such applications. To this end the
STMF also provides a second and higher-level API (task service API) that provides
task management specific services on top of the Nepomuk semantic middleware,
thus enabling both data access and the task management services described above.
Internally, the task service API uses the task RDF API to realize the data access.

The STMF defines a Communication Layer and accompanying Data Trans-
fer adaptors to manage the transmission of task-related messages between Nepo-
muk desktops, e.g., for task delegation and synchronization of semantic data and
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information objects. The actual implementation of the Data Transfer adaptors can
be realized in various ways, e.g., via email or other transport mechanisms such as
Jabber/XMPP. In the current implementation, the STMF provides adaptors via the
standard email protocols (STMP/POP) and Microsoft Outlook using COM technol-
ogy. In addition to data transfer, the Outlook adaptor also provides full access to
the Outlook application model. This can be exploited to access and manipulate Out-
look objects including email, address book entries and calendar entries from within
the STMF thus enabling bi-directional synchronisation between semantic and Out-
look application repositories. The end result is a much closer integration between
popular desktop productivity and information management tools and semantic task
management.

Communication scenarios, which deal with data and information object exchange
between task participants, do however pose one key challenge: security. For exam-
ple, the initiation of task communication such as task delegation requests presents
vulnerabilities where information may be exposed to other users. The Security Layer
in the STMF manages the task-specific security requirements in such scenarios.

The STMF implements security at two levels corresponding to the exchange of
data and information objects described above. At the metadata level, the STMF
limits access to task data in two ways. First, private data is automatically omitted or
post-filtered so that external users are neither aware of nor able to access the data
which the owner considers private. This, in turn, is supported directly in the TMO
which provides privacy attributes for tasks, task attachments and task journal entries.
And second, the STMF enables the user to exchange non-private task data with task
participants. This ensures that the user is responsible for explicitly selecting the data
to be supplied to the addressee. In short, these mechanisms realise the principle of
least privilege in regard to task data in communication scenarios.

The Security Layer is also responsible for mediating access to information ob-
jects referenced in tasks. Once again, it adheres to the principle of least privilege by
pre-filtering and rejecting unauthorised requests for information objects. Examples
of these include

1. Requester-integrity verification: The requester must be a task participant.
2. Private exclusion: Only information objects still marked public are allowed.
3. Explicit authorisation: The owner must explicitly authorise access to the re-

quested information object.
4. Trusted return address: The owner, and not the requester, is responsible for

determining the return address for the information objects.

From a design perspective, the STMF applies aspect-oriented principles to sep-
arate security concerns from the rest of the STMF. For example, pre-filters are de-
signed to prevent the completion of a STMF operation, i.e., a document request, in
the event a precondition is not satisfied, e.g., the person requesting access to a docu-
ment is not a task participant. This is realised in a manner that is transparent to core
STMF functionality by encapsulating the Security Layer within the Communication
Layer. This provides a clear separation of concerns between main STMF operation,
communication and security within the STMF.
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The Internal (Security) TMF Implementation component addresses only task-
specific security requirements. On the other hand, the External Nepomuk (Security)
Implementation component cooperates with the Nepomuk Security component to
address more generic security aspects which are common across the Nepomuk in-
frastructure, e.g., role-based access control, encryption and digital signatures. This
provides a clear separation between task-specific and generic security aspects.

3.4 Layered Refinements on the TMO and STMF

The STMF is an implementation of a set of domain-specific services to support task
management within the Nepomuk semantic framework. To this end, the STMF has
been designed with extensibility to its underlying data model and its functionality
to support orthogonal domain- and new application-specific concepts and services.
Orthogonal concepts can be accommodated by composing the TMO while the new
services can be introduced by extending the STMF.

The TMO task data model can be extended with orthogonal organizational,
domain and application specific ontologies which describe the modelling needs in
specific situations. Such ontologies can be aligned with the TMO via ontology com-
position which aims to harmonise and align two or more ontologies.

From a technical perspective, since the STMF uses data access objects (DAO) to
mediate access to the task data in the RDF Store, extensions to the task data model
can be supported by introducing new DAOs to encapsulate access to the extended
data model. Due to the availability of different RDF data access frameworks, ab-
stract DAO factories are used to instantiate concrete DAO classes and the respective
mappings between the RDF data model and the corresponding Transfer or Value
Object (VO) in the object realm.

At present, the STMF uses the RDF Reactor framework in its DAO layer to
provide object-oriented Java proxies to the underlying RDF data. Consequently,
changes to the underlying RDF framework or the use of a different data manage-
ment technology can be implemented without any impact to the non-storage classes
in the STMF, e.g., by adding new concrete DAO classes. This design aims at pro-
viding configurability within the STMF while maintaining stability both within and
without, e.g., for applications using the STMF. This is crucial since the STMF goes
beyond supporting task data but furthermore mediates access to other data in the
RDF Store and other Nepomuk services. It is to be remarked that the use of DAO,
DAO factories and VO provide a flexible framework for integrating business objects
from enterprise systems.

Whereas extensions to the STMF data model are realized via ontology composi-
tion, refinements and extensions to the STMF functionality are realized via service
composition. This may be used to provide new domain- and application-specific ser-
vices based on the STMF. The current STMF is designed as a façade (design pattern)
that uses service composition to mediate access to the underlying Nepomuk services.
Extensions to the STMF can also be realized in a similar fashion where core STMF
functionality is delegated to the existing base STMF. New functionality, on the other
hand, can be intercepted and handled separately. From an architectural perspective,
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an STMF extension can be realized as an additional Extension Service within the
Nepomuk Semantic Middleware or as a separate web service. In this way, multiple
monotonic variants of the STMF can co-exist on the same desktop. Very importantly,
this adheres to the Open-Closed Principle of object-oriented software construction.

The STMF together with the TMO therefore provide strong technical and se-
mantic foundation, respectively, on which to build and customise task management
services according to the needs of different application and organisational situations.

4 Related Work

One of the core insights of the present paper is the strong relation between Personal
Information Management and Task Management. In fact, every task execution re-
quires and produces information (which is primarily on the personal level). In this
respect the current approach is similar to the one that is realized in the OntoPIM
approach [14]. In a similar way as the Nepomuk project, OntoPIM fosters the idea
of a Personal Ontology reflecting the users perspective of their work domain. To
obtain the Personal Ontology, OntoPIM extracts information from the information
objects the users are working with, e.g., emails, via an inference engine. In this way
OntoPIM supports users in performing tasks. For example it proposes new tasks
as successors of current tasks on the basis of existing task logs, e.g., suggesting a
FindFlight task after a FindHotel task.

The STMF is aiming at the same goal. However, the central idea of STMF is to go
beyond automatic inference and derive relevant information directly from the users’
work activities, i.e., not from task logs. Moreover, it aims at providing relevant task
information based on social experience. Here the STMF focuses on social interaction,
i.e., exchange of metadata between KWers, and the idea of abstract task patterns [18].

One of the first TM products that has followed the idea of information integration
was Caramba [9], supporting TM for virtual teams by enabling links to information
objects, tasks, and resources. However, it does so on a non-semantic basis.

Another related approach is the Haystack system [1] that goes already back
to 1999. It is also rooted in a semantic network technologies based on an RDF
infrastructure and includes tasks as a central concept as well. In this respect it is
more comparable to the Nepomuk infrastructure. Haystack also shares in the insight
that task handling determines a significant percentage of the users working time.
To support tasks the Haystack system provides a task pane that gives access to task
relevant objects. On the other hand, Haystack follows the traditional view of regard-
ing task management as an application among others and not as a service layer that
can be accessed by various applications. Thus the only closer integration of tasks
is realized for email. Nevertheless, from a general perspective Haystack follows a
similar cross-domain approach as Nepomuk.

The approach that is closest to the STMF is the Unified Activity Management
(UAM) project at IBM Research [15]. The WAX system that results from this ap-
proach provides a Web service framework that applies a semantic representation of
activities (or tasks) in a similar way as the present approach [6]. In the same way as
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the STMF it focuses on collaborative task handling, support of unstructured infor-
mation and a plug-in approach. Moreover, we share with UAM the belief that the
formalization of tasks opens a wide range of opportunities for better support of KW.
The main difference between UAM and STMF is the integration in the SSD.

The key difference between the STMF and other approaches as UAM mainly con-
sists in the fact that the STMF is essentially embedded in the SSD and extensively
utilizes this integration. In this way the STMF does not only provide information
to the SSD but also supports the task management by making information objects
from the SSD available to the task management and the knowledge artefacts related
to tasks are not only available for TM applications but to all desktop applications
that are connected to the STMF. A further benefit here is that extensions to the stan-
dard SSD semantic model with personal, domain or organisational ontologies are
also well integrated into the STMF. The SSD therefore provides not only services
on which to realize the STMF but also a solid modelling foundation on which to
enrich task descriptions.

5 Conclusions and Future Work

Despite its growing importance, the support for task management for knowledge
workers by desktop ICT tools is still limited. Thus, task support tools are clearly
separated from the tools KWers mainly use in their daily work activities. This re-
sults in additional cognitive and administrative overhead. The goal of the STMF is
to realize a task-oriented operating environment for the desktop that provides KWers
with more effective support in a manner that can be fully integrated with tools they
already use. To this end, it addresses two key challenges, namely providing a uni-
form task model across all applications and user activities, and realizing a pervasive
set of task services thereby elevating tasks and task services to first class citizens
across the desktop.

However, the STMF initiative is far from complete. In the short-term, we plan to
realize a task-oriented messaging bus to support multi-directional events between
the STMF and any STMF-aware services and applications. This leads us closer
to the ideal of a universal task-oriented operating environment on the desktop by
providing a communication layer for supporting complex interactions between desk-
top applications, events, and enterprise systems from which such events may arise.

In order to incorporate security aspects, the STMF will provide security-based
filtering, e.g., of private information, so that external users are neither aware of
nor able to access the information that the owner considers as private. The security
concept will also include the access to semantic relations between resources, i.e.,
indirectly related resources.

A central aspect of our further development is to use the STMF to provide more
effective support for experience management and reuse via task patterns [19]. Ex-
perience management in the field of knowledge work requires a tight integration
of process and knowledge management. The STMF provides an ideal platform to
bring both aspects together. Moreover, the web service approach of the SSD offers
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interesting integration opportunities for business process management and the STMF
[21]. These advantages can even be increased by the integration of external ontolo-
gies and the corresponding metadata and the introduction of multi-faceted context
management within the STMF. The former leverages the potential of Nepomuk to
integrate the TMO with personal, domain and organisational ontologies. This pro-
vides a richer means by which multi-faceted task context can be described. The
multi-faceted nature of task context is necessary to provide an effective basis for
understanding the different aspects of the information and work process needs em-
bedded within tasks. This in turn forms the foundation for task pattern abstraction
based on the needs of the KWer. The realization of the STMF within the Nepomuk
SSD is therefore highly valuable, not just from a technical perspective but also as a
means to gain clearer insights into the needs and preferences of the KWer.
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AUTOMS-F: A Framework for the
Synthesis of Ontology Mapping
Methods

Alexandros G. Valarakos, Vassilis Spiliopoulos, and George A. Vouros

Abstract. Effective information integration is still one of today’s emerging
research goals. The explosive growth of heterogeneous information sources
makes the task harder and more challenging. Although ontologies promise
an effective solution towards information management and coordination, it
would be a surprise if two independent parties have constructed the same
ontology to manage information for the same domain. Hence, to integrate
information effectively, ontology mapping methods are invaluable. This pa-
per presents the AUTOMS-F framework, which aims to facilitate the de-
velopment of synthesized methods for the efficient and effective automatic
mapping of ontologies. AUTOMS-F is highly extendable and customizable,
providing facilities for supporting the rapid prototyping of synthesized map-
ping methods, adapting some well established programming design patterns.
The paper presents the AUTOMS mapping method as an evaluated case of
AUTOMS-F’s potential.

1 Introduction

During the last years the world is faced with the information overload phe-
nomenon: Information is growing exponentially, is being provided in various
forms and is stored in decentralized systems that range from inter-/intra-
organization systems to those operating over the World Wide Web. Mean-
while, the need for transparent and bidirectional communication between
these decentralized systems is more vital than ever before, as the exploita-
tion of the available information is required for the right decision at the
right time. To effectively deal with information heterogeneity, state-of-the-
art approaches utilize ontologies. Ontologies formalize a conceptualization of
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a certain domain by defining specific elements (concepts and properties) and
the relations among them. Ontologies provide the key technology for the ful-
filment of the Semantic Web vision, where - in contrast to what is happening
today - provided information will not be mainly targeted to humans, but will
be machine understandable and exploitable, as well: Innovative Semantic Web
applications are expected to be able to deal effectively with the information
overload phenomenon and manage available information successfully.

In spite of the fact that ontologies provide a formal and unambiguous
representation of domain conceptualizations, it would be a surprise if two
independent parties would have constructed the same ontology to manage
information even for the same domain. This is true, because ontologies are
mainly developed in a decentralized fashion and are freely provided in the
World Wide Web for being used in numerous applications. This heterogene-
ity introduces ambiguity on the appropriateness of information and restrains
interoperability between different information sources. Simple examples of
ontologies heterogeneity include ontologies which use different lexicalizations
for the same ontology elements: For example car and vehicle may denote the
same class of entities. More complicated situations appear in cases where on-
tologies formalize different conceptualizations of the same domain, compris-
ing different elements, and being structured (in terms of ontology elements
relations) in different ways.

True interoperability, data integration and effective management of infor-
mation will be admittedly achieved through reaching an agreement, by produc-
ing a single and well-agreed ontology or by coordinating source ontologies so
that each party uses its own ontology, but refers to the information of the other
party, by exploiting concept and relation mappings between the two ontologies.
Ontology Mapping is of increasing importance towards this goal. Specifically,
given two ontologies O1 and O2, mapping one of them to the other involves
computing pairs of elements with highly similar intended meaning.

Towards this goal, state-of-the-art ontology mapping systems exploit syn-
thesized mapping methods, each one targeting different kinds of ontological
features, by utilizing different similarity strategies. All these efforts have as
common goal the optimum synthesis of individual (atomic) mapping methods,
in order to maximize their efficiency. In the context of the Ontology Align-
ment Evaluation Initiative (OAEI) [5], for instance, all participating systems
(especially the best performing ones), heavily focus on the effective and effi-
cient synthesis of individual mapping methods. As a result, the investigation
of the optimum synthesis of individual mapping methods is of paramount im-
portance. Therefore, for the proper investigation of the best performing syn-
thesis of atomic methods and for the production of ontology mapping systems
that achieve the effectiveness needed in real-world applications, solid, generic,
expandable and configurable ontology mapping frameworks must exist, facili-
tating the development and evaluation of synthesized methods.

AUTOMS-F (AUTomated Ontology Mapping through Synthesis -
Framework) is a Java application programming interface (API) that aims to
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facilitate the development of integrated tools for the automatic mapping of
domain ontologies. The main concern of AUTOMS-F is the provision of facil-
ities for the advanced, flexible and rapid synthesis of several ontology map-
ping methods. As already stated, the ultimate goal is to provide synthesized
approaches realized as integrated tools that produce better results and per-
formance measures than each of the synthesized individual mapping methods
alone. The framework has been used for the implementation of the AUTOMS
mapping method [3] which is described as a case study in the fourth section of
this article.

The paper is structured as follows: Section 2 presents the ontologies map-
ping problem, the requirements and the assumptions made towards imple-
menting AUTOMS-F. Section 3 describes AUTOMS-F in detail. Section 4
presents AUTOMS, a specific mapping tool implemented using AUTOMS-F
as a case study of using the proposed framework. Section 5 presents related
work, and section 6 concludes the paper, sketching our future plans.

2 Problem Statement and Requirements

A mapping between two ontologies is expressed by a one-to-one function be-
tween (matching) ontology elements (i.e., ontology concepts and properties).
Therefore, establishing a mapping [8] between ontology elements involves the
computation of pairs of elements whose meaning is assessed to be similar.
Similarity in meaning can be computed using a number of metrics that ex-
ploit ontology elements features. It is important to note that the mapping
process does not modify the involved ontologies: It produces, as output, a set
of mapping pairs together with their computed similarity (match) measure.

The majority of the mapping methods can be described by the generic
mapping process [9] depicted in Fig. 1. The discrete steps of this process are
as follows:

1. Feature Engineering: Ontologies are transformed into an internal repre-
sentation. This step selects a fragment of the ontology to be processed.

2. Search Step Selection: Element pairs from the two input ontologies are
being selected, with the one element belonging to the first ontology and the
other to the second. Depending on the mapping method, all element pairs
or only a subset of them may be considered. The set of pairs constitute
the search space of the method.

3. S imilarity Computation: This step computes the similarity of the previ-
ously selected pairs. Many different similarity metrics may be utilized by
a single method.

4. S imilarity Aggregation: In this step all similarity metrics, which may ex-
ploit different ontological features, are aggregated into a single one.
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Fig. 1 The commonly accepted discrete steps of the generic mapping process

5. Interpretation: This step concludes to a set of matching pairs by exploiting
the aggregated similarities computed in the previous step (e.g., a trivial
case is the use of threshold value(s)).

6. I teration: The whole process may be repeated several times, by prop-
agating and updating the assessed similarities, taking into account the
structure of the input ontologies.

Any framework that aims to facilitate the development of ontology map-
ping methods must support the development of the generic steps exposed in
Fig. 1. AUTOMS-F, aiming to the provision of a generic framework for the
development of mapping methods, in accordance to the steps proposed, poses
a number of requirements:

1. According to the Feature Engineering step, a mapping method may utilize
only a subset of the available information provided by the input ontologies.
Different mapping methods should be able to use different sets of features.

2. The manipulation of the input ontologies must abstract from their specific
representation formalism. Thus, ontologies in various representation for-
malisms, such as xml dialects, plain texts, rdfs, owl etc., must be handled.

3. According to the Search Step Selection step, a method may examine only
a subset of the candidate matching pairs, while different methods should
be able to select different subsets of pairs, under well-defined conditions.

4. Moreover, a method may be applied to the candidate matching pairs pro-
duced by other methods.

5. According to the S imilarity Computation step, different mapping methods
may need to compute different similarity measures for the assessment of
matching pairs.

6. Also, a mapping method must be able to re-examine the results of other
methods, supporting the development of more effective (in terms of correct
mappings) mapping methods.

7. According to the S imilarity Aggregation step, the synthesis of different
mapping methods and the aggregation of their corresponding similarity
measures must be robust, expandable and easily supported by the frame-
work.

8. According to the Interpretation step, the matching pairs may be pro-
duced based on the aggregated similarity values assessed, and after the
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application of a selection policy, aiming at choosing the best matching
element pairs of the input ontologies.

Concerning the requirements of the framework’s Application Programming
Interface (API) the following are required:

1. S implicity: The API should be the result of an abstract specification of
the ontology mapping process, and should be independent of the particu-
lar implementation of the constituent mapping methods and their specific
configurations. Moreover, it must support the development of easily con-
figurable and extensible systems, reducing effectively the time and cost of
development.

2. F lexibility: It must cleanly separate the implementation of the above men-
tioned distinct steps of the mapping process, resulting in an easily config-
urable and extensible API, supporting reusability and thus, reducing the
development cost and time.

3 AUTOMS-F: Architecture and Implementation

AUTOMS-F is an open source toolkit implemented using the Java program-
ming language. It provides a basic framework for developing customized and
synthesized ontology mapping methods. The framework is accessible by a
comprehensive API.

In this section, we firstly present the conceptualization of AUTOMS-F,
exposing its main components. Then, we present the AUTOMS-F compo-
nents in accordance to the steps of the generic mapping process presented in
section 2. Secondly, we specify key programming issues concerning the im-
plementation of AUTOMS-F, towards the rapid and effective development of
synthesized ontology mapping methods.

3.1 Framework’s Conceptualization

AUTOMS-F, aiming at the satisfaction of the requirements stated in sec-
tion 2, is broken into operation-specific component parts. The main types
of components defined in AUTOMS-F and which are further detailed in the
paragraphs that follow, are: 1) The M apping Method, 2) the M apping Task,
3) the M apping Association Tree, 4) the Parser, 5) the Concept Property
Selector, 6) the Aggregation Operator, 7) the S imilarity Method, 8) the Pair
Selector and 9) the Result Renderer. These types of components are suf-
ficient for describing an ontology mapping task according to the presented
mapping process. They constitute the backbone of the framework and their
specific implementation leads to different specifications of the ontology map-
ping process. Their manipulation/implementation is achieved through the
AUTOMS-F’s API, resulting to individual mapping methods.
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3.1.1 Mapping Method and Mapping Task

The mapping method is the central component of AUTOMS-F. This compo-
nent aggregates all the necessary information that is exploited in the various
steps of the mapping process: a) The elements of the input ontologies se-
lected to participate in the candidate matching pairs, b) the metric used for
assessing the similarity between the elements in the candidate matching pair,
c) the logic used for combining the results of the various mapping methods,
resulting in a new set of assessed matching pairs, d) the logic used for select-
ing valid matching pairs form the resulting ones, and e) the representation
format that will be used for visualizing the valid matching pairs.

A mapping method can be associated with other mapping methods. When
a mapping method is associated with at least another mapping method or
another association of mapping methods, then this association constitutes a
mapping task (or synthesized mapping method). A task specifies the synthe-
sis of different (atomic or synthesized) methods.

Tasks, due to their recursive definition specify a hierarchical tree of ar-
bitrary complexity, which is named the Mapping Association Tree (MAT).
Fig. 2 depicts an example of MAT that consists of 2 mapping tasks (T1 and
T2), each with 2 mapping methods (m1, m2 and m4, m5, respectively), and 2
mapping methods (m3 and m6) that are siblings to these tasks. A mapping
task is depicted by a rectangular, whereas a mapping method is depicted in
oval. The specific configuration of a method or task is shown by the corre-
sponding symbols attached to it, e.g., P1 for parser, etc (these are further
explained in the next subsections).

The root mapping method is always a mapping task (TR) since it is al-
ways associated with other methods. The MAT defines a hierarchical struc-
ture that among others specifies the execution order of mapping methods. A

Fig. 2 An example of a Mapping Association Tree: Tasks (T ), methods (m),
parsers (P ), aggregator operators (A) and concept-property selectors (σ)
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left-to-right depth-first execution order of the methods and tasks in the MAT
has been adopted. Hence, according to Fig. 2, the method m2 follows the exe-
cution of method m1. The execution order of the methods and tasks in MAT
is: m1, m2, T1, m3, T2, m4, m5, m6, TR. Moreover, this hierarchical structure
implies inheritance relations that are exploited for usability and performance
reasons, as it will be shown in the next subsections.

Similarity measures are not specified in tasks, since their role is to com-
bine/manipulate the results produced by the subsequent methods and tasks
(those that are rooted by this task in the MAT). The root task (TR) has a
default manipulation method which unifies the results produced by its sub-
sequent methods and tasks. This is in contrast to the other tasks, which can
be associated with different combination/manipulation methods.

3.1.2 The Parser

The parser is responsible for collecting the candidate matching pairs of on-
tologies elements involved in the mapping process. This collection is an
(n × m) similarity matrix, where n and m are the number of elements
of the target and source ontology, respectively. AUTOMS-F’s internal rep-
resentation distinguishes ontology elements in concepts (C) and proper-
ties (P ). Candidate matching pairs between concepts and properties of the
two input ontologies come from the cartesian product of their respective
sets. Hence, the candidate matching pairs of concepts is the C1 × C2 =
(c11, c21), (c11, c22), . . . , (c12, c21), . . . , (c1n, c2m), where C1 is the set of con-
cepts in the first ontology, and C2 is the set of concepts in the second ontol-
ogy. Therefore, c1i and c2j are concepts from the first and second ontology,
respectively.

A parser is assigned to a mapping task or method. According to the MAT
structure a parser is inherited to subsequent tasks (i.e., tasks lower in the
hierarchy) and methods (i.e., methods lower in the hierarchy) that have not
been associated to any parser. Supporting the parsers inheritance property,
and for consistency preservation reasons, we assume that tasks or methods in
the MAT use parsers that collect pairs of ontological elements that are super-
sets of the sets collected by subsequent tasks or methods parsers. Different
parsers can be defined at any level of the tree. Because of this, different
methods may exploit different collections of element pairs: Generally, the
similarity matrix of a method contributes to the computation of the similarity
matrix of the root task, which always contains the super-set collection of
ontological element pairs.

In the MAT example (Fig. 2) a parser (PR) has been assigned to the root
task (TR) which is inherited to its subsequent methods and tasks, given that
no parser is specified for them. Thus, the parser is inherited to the methods
m3, m4 and to the task T2, in contrast to the methods m1 and m2 that
inherit the parser (P1) that is assigned to the task T2. Finally, method m5 is
associated to the parser P5.
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It is possible for a method to have two different parsers attached: one
for collecting elements of the first input ontology and one for the second.
This feature is useful in cases where the two input ontologies are represented
in different formalisms: A situation usually appearing in integrating legacy
systems (schema oriented databases) with ontology-based applications.

Whenever there is not an one-to-one correspondence between the internal
representation of AUTOMS-F (which is an ontology based one: concepts and
properties along with all of their features) and the input ontologies/schemata,
a transformationmethod is employed for defining correspondences between the
appropriate elements of the ontologies/schemata with the elements in
AUTOMS-F internal representation. For, example, the user may explicitly de-
fine which xml tag (e.g., tag <description>) of the input ontology/schema cor-
responds to which ontology element (e.g., <rdfs:comment> element) of the
internal representation of the AUTOMS-F. The framework provides the neces-
sary infrastructure for extending and adapting this behavior as needed by the
specific needs of the input ontologies/schemata and their implementation.

3.1.3 Similarity Method

A s imilarity method is assigned to every mapping method and it specifies
the way a match between the candidate matching pairs is being computed.
Every s imilarity method results to an (n1 ×m2) similarity matrix, where n1

and m2 are the number of the elements (concepts or properties) of the two
input ontologies, respectively. For each element a different similarity matrix is
produced. The value of each matrix entry specifies the similarity of the specific
pair of elements (assessed matching pair) to which the entry corresponds.
The candidate matching pairs, to which the similarity method is applied,
are produced by the parser of the corresponding mapping method or by a
selector component (the concept-property selector component is explained in
the next subsection) applied to the candidate matching pairs computed by
the parser of another mapping method.

Also, since the internal representation of the AUTOMS-F is entirely based
on Jena’s ontology model, every similarity method has access to a copiousness
of features regarding the selected elements of the input ontologies and the
ontologies themselves. The set of the available features, which is the minimum
and complete set concerning the manipulation of an ontology, is provided by
Jena’s ontology model. For example, a s imilarity method can directly access
the local name of a concept and the property names of the concepts that
constitute its vicinity.

A sophisticated s imilarity assessment method exploits information beyond
the one found in the candidate matching pairs. Therefore, a s imilarity method
has direct access to the involved ontologies. The framework’s API supports
all available settings of Jena’s [1] ontology models, supporting the creation
of advanced s imilarity methods. In order to facilitate synthesis of mapping
methods, every s imilarity method of a mapping method has direct access to
a previously-executed mapping method’s similarity matrix.
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3.1.4 Concept-Property Selector

A concept-property selector is assigned to a mapping method for producing
candidate matching pairs on which the method’s s imilarity method will be
applied. Since a concept-property selector and a parser have the same effect
(producing candidate matching pairs for the s imilarity method), when both
of them exist in a mapping method the concept-property selectors override
the parser. It must be noticed that, in contrast to a parser, the concept-
property selector of a mapping method makes the combination of mapping
methods results that do not belong to the same branch in the MAT, feasible.
This feature makes possible the implementation of rules, such as, in similarity
method m2 exploit as candidate matching pairs only those that have not been
assessed as such by the mapping method m1.

Also, the way matching pairs are being selected by the concept-property
selectors preserve the consistency of the results produced: Indeed, the candi-
date mapping pair set produced by a concept-property selector in a method mi
should be at least a subset of the set produced by their super methods or tasks.

The selection of the candidate matching pairs is based on a similarity
matrix of a previously executed mapping method and the models of the
involved ontologies. In Fig. 2 the dashed lines represent the concept-property
selectors. The square at the one end of the line denotes the method to which
the selector is assigned, whereas the other end of the line denotes the mapping
method that provides the similarity matrix. As it is depicted in Fig. 2, σ1 is
assigned to the method m2 using m1’s similarity matrix, σ2 is assigned to the
method m3 using m1’s similarity matrix, σ3 is assigned to the method m6

using m3’s similarity matrix, and σ3, σ4 and σ5 are assigned to the method
m6 using m3’s, m4’s and m5’s similarity matrices, respectively.

3.1.5 Aggregation Operator

An aggregation operator is assigned to every mapping task in a MAT and it
is responsible for specifying the way similarity matrices of direct subsequent
methods or tasks are being combined. Hence, as can be seen in Fig. 2, the
aggregator of the task T1 combines the similarity matrices of the methods m1

and m2. The aggregation operator of the task T2 combines the similarities
matrices attached to methods m4 and m5, whereas the aggregation operator
of the root task (TR) combines the similarities matrices of the methods m3

and m6 and the tasks T1 and T2. The root task (TR) is being related to a
default aggregation operator which selects the best similarity value amongst
the values produced by the mapping methods and tasks in the MAT, for
every assessed mapping pair. Also, the models of the ontologies involved are
accessible by aggregation operators so as to facilitate advanced aggregation
techniques and tests.
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3.1.6 Pairs Selector

Every mapping method and task is assigned a pair selector. A pair selector
defines the criteria for selecting the best matching pairs from the matching
pairs assessed by the s imilarity method. For example, a pair selector may
define that the best matching pair is the one with the highest similarity value
(resulting in one-to-one matching pairs) or define that the n% of the candidate
matching pairs with the highest similarity value, are the best mapping pairs
(resulting in one-to-many mapping pairs). A common strategy found in state-
of-the-art mapping systems is the application of the pair selector only in the
aggregated similarity matrix of the root task. The selected mapping pairs are
passed to the result renderer component in order to be visualized. Also, the
models of the involved ontologies are accessible by this component, enabling
the development of advanced selection techniques, beyond the ones based on
threshold values.

3.1.7 Result Renderer

A result renderer is responsible for the presentation of the mapping pairs. Ev-
ery mapping method and task in the MAT is assigned with a result renderer.
This facilitates the separate evaluation of each method and task, leading to
better decisions concerning their individual vs. synthesized deployment. Fur-
thermore, this component is responsible for the storage of results.

3.2 Synthesizing Mapping methods

To the best of our knowledge, all the available frameworks adapt a sequential
synthesis of mapping processes following the sequential execution order of
the mapping processes. This results in a linear synthesis of atomic mapping
methods. AUTOMS-F’s mapping method adequately represents more com-
plex synthesis patterns, such as the one presented in section 2: In contrast
to other existing frameworks, AUTOMS-F facilitates a non-linear synthesis
of the mapping methods and tasks, introducing the notion of MAT in com-
bination with selectors and aggregation operators. According to the above
subsections, the synthesis of mapping methods in AUTOMS-F is supported
in three ways:

1. By allowing a mapping method to have direct access to the similarity
matrix computed by another method or task,

2. By combing the similarity matrices of mapping methods or tasks using
specific aggregation operators, and

3. By selecting candidate matching pairs from other methods or tasks, by
exploiting concept-property selectors. These pairs are being used as input
to the mapping methods.

Thefirst and the thirdway facilitate anon-linear synthesisofmappingmethods.
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3.3 Implementation Issues

AUTOMS-F has been developed using the Jena Java Framework [1]. It has
been implemented in Java for ensuring platform independency. A great con-
cern during its development was the easy extensibility of the framework API,
hence well-established programming design patterns [2] for ensuring usability,
reuse, extensibility and abstraction were employed.

Fig. 3 depicts a UML diagram of the main classes of the framework ac-
cording to its conceptualization (section 3.1). The MappingMethodImpl class
is linked through an aggregation relation with itself and it aggregates at least
one MappingMethodImpl class. Also, the same class is linked with exactly one
of the following abstract classes: SimilarityMethod, PairFilter, Parser, Opera-
tor and ResultRenderer. The MappingMethodImpl class stores a list with the
methods-tasks to which it is linked using the mappingMethodList attribute.
This method is responsible for doing the necessary initializations (initialize
operation) and for performing the mapping operations (the match opera-
tion of the MappingMethodImpl class). The SimilarityMethod class supports
various manipulations of the similarity matrices to support the synthesis of
methods. Due to space restrictions we present only some of the attributes
and operations of the system. All the classes, except the MappingMethod-
Impl class, constitute hot spots for the framework, hence these are the classes
that can be further extended.

The Strategy pattern - behavioural design pattern - is used in the Map-
pingMethodImpl class to support the creation of different mapping methods.
The template method pattern in the SimilarityMethod class - a behavioural
pattern - is used for the computation of the similarity of a pair of ontology
elements. Thus, instantiating the framework, one can define - override - the
methods that measure the similarity between a pair of ontological elements
and leave the construction of the similarity matrix to the SimilarityMethod

Fig. 3 UML diagram of the main AUTOMS-F classes, attributes and operations
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class. Also, the composition pattern - a structural pattern - is exploited for
the specification of the MAT.

AUTOMS-F, as it exploits Jena’s model loader, can handle ontologies that
are implemented in RDF, RDFS, OWL and DAML+OIL formalisms. The on-
tologies can be read from the local disk or be accessed through their URLs.
An ontology element can be any of Jena’s ontology class (OntClass) or prop-
erty (OntProperty) objects. Hence, a method can retrieve any information
about an ontology element, i.e. label, super-concepts, class properties etc.

AUTOMS-F contains samples of all the extensible classes resulting in a de-
fault mapping method. More advanced mapping methods can be developed
by extending the SimilarityMethod class and overriding the methods that
measure the similarity between ontology elements, i.e., concepts and proper-
ties. However, one may integrate a method into the framework by extending
the SimilarityMethod class and overriding the compute operation that ex-
ecutes the similarity method. This means that the new class computes the
mapping and the similarity matrix defined in the extended class. In this way,
special attention is given to the manipulation of the ontology elements pairs,
since the manipulation of the candidate matching pairs is left to the specific
implementation of the method. Also, for the selection of the ontology elements
we recommend the unified use of the framework’s-based defined parser: This
ensures consistency between the produced candidate matching pairs.

4 A Case Study: The AUTOMS Ontology Mapping
Tool

AUTOMS-F has been used for developing the AUTOMS ontology mapping
tool. AUTOMS synthesizes 6 mapping methods [3]: The lexical, the seman-
tic, the simple structural, the properties-based, the instances-based and the
iterative structural methods. Fig. 4 depicts the association tree of AUTOMS
and the position of the mapping methods in it. The lexical and semantic
methods are executed first. Then, the structural matching method follows
by exploiting the results of the previously run methods, whose results have
been aggregated by task T2. Afterwards, AUTOMS executes the properties-
based and instances-based mapping methods, and finally, the iterative struc-
tural matching method is being executed by exploiting results from the other
methods in its level, as well as from the task that aggregates results from
lower levels. AUTOMS uses the same parser and aggregation operator in any
of its tasks. The parser is defined in the TR task and the aggregation oper-
ator of each task selects the best values of each assessed matching pair from
the similarity matrices of its constituent methods and tasks.

The requirements of AUTOMS have been satisfied by the flexibility and
extensibility provided by the framework. The learning curve of the framework
was rather short. In some cases, AUTOMS developers needed to extend the
framework for capturing OAEI contest’s requirements [5]; however this did
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Fig. 4 AUTOMS’s M apping Association Tree and its particular configurations

not affect the development of AUTOMS and AUTOMS-F proved to be a very
robust and flexible framework. AUTOMS-F developers have been provided
with an optimized version of their API, resulting in quite short (comparing
to other tools of the OAEI contest) AUTOMS execution times. Scalability
was a weak point at the time AUTOMS-F was used to develop AUTOMS,
since very large ontologies ( 30MB) provided by the OAEI organizers could
not be loaded and parsed. AUTOMS was evaluated in the OAEI 2006 contest
among 10 other systems, achieving very good results as far as its efficiency
and effectiveness are concerned.

5 Related Work

To the extent of our knowledge the works that are related to AUTOMS-
F are the following: The Alignment API [4] and the COMA++ system
[10, 11]. The Alignment API has been used for the evaluation of the ontology
mapping methods that participated in the Ontology Alignment Evaluation
Initiative workshop [5]. It has been implemented using Java and provides
an API for incorporating, evaluating and presenting the results of different
mapping algorithms.

AUTOMS-F and the Alignment API are based on different semantic-web
technologies. AUTOMS-F uses the Jena Java framework whereas the Align-
ment API uses the OWL API [6]. Moreover, the Alignment API executes
mapping methods in a pipeline, in contrast to AUTOMS-F which defines an
execution structure of the mapping methods - the M apping Association Tree
- facilitating the effective synthesis of different mapping methods, as well as
their parallel execution. The Alignment API supports the combination of two
methods by means of the fixed operators [7] compose, join, inverse and meet,
which combine the result matrices of the constituent methods. However, these
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operators have not been fully implemented as far as the version 2.5 is con-
cerned. On the other hand, using AUTOMS-F one has the flexibility to define
his/her own aggregation operators, combining more than two matrices. Also,
AUTOMS-F supports the use of different parsers, on each of the involved on-
tologies, for collecting their elements. Different parsers can be applied in the
context of a specific method or task. Furthermore, AUTOMS-F incorporates
selectors, which are built in components: This makes their exploitation very
easy and straightforward. These facilities are not provided by the Alignment
API. At the current version, AUTOMS-F does not provide any evaluation
utilities, something that Alignment API does. In general, AUTOMS-F pro-
vides more hot spots than the Alignment API, thus making itself more ex-
tensible and customizable. Alignment API is under LGPL license. The new
version of AUTOMS-F will be available soon in www.icsd.aegean.gr/ai-lab
under GPL licence.

The COMA++ system, although it provides the necessary interfaces for in-
tergrading arbitrary mapping methods and taking advantage of its matching-
pairs visualization features, it is not an extendible API framework. More
precisely, it is not possible for the user to define its own s imilarity aggrega-
tion or interpretation (pair selection in AUTOMS-F) policies as presented
in Fig. 1. For this purpose, a predefined list must be exploited. Finally, in
comparison to AUTOMS-F it does not support advanced synthesis utilities
such as the M apping Association Tree and the notion of selectors. To sum
up, in contrast to AUTOMS-F and the Alignment API, the main focus of
COMA++ implementation is not to provide the infrastructure for facilitating
the building of mapping tools, but the development of a mapping tool.

6 Concluding Remarks and Future Work

AUTOMS-F addresses the ontology mapping problem providing advanced
methods synthesis facilities. The framework provides solutions to integrat-
ing and combining different mapping methods that aim to solve the ontology
mapping problem. AUTOMS-F successfully meets all the requirements speci-
fied in section 2 and smoothly implements all the steps of the generic mapping
process (presented also in section 2) except the step concerning the iteration
of the mapping process which constitutes future research work. AUTOMS
[3] is an evaluated case of the framework’s potential. Although the full au-
tomation of ontology mapping is still a challenge, AUTOMS-F provides a
robust framework for synthesizing different mapping methods, increasing the
benefits of deploying state of the art mapping technology.

We plan to extend AUTOMS-F in several ways. Firstly, execution threads
will be added to the methods of a task at each task level, in order to de-
crease the execution time of systems that combine many different methods.
Secondly, we will introduce a consistency checking method that will ensure
consistency between the resulted matching pairs. Thirdly, we will investigate
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a way to introduce iterative execution of the mapping methods and tasks
in the framework preserving their synthesis capability, hence satisfying all
the steps of the generic mapping process shown in Fig. 1. Fourthly, we will
investigate the scalability issue: mapping between large ontologies and last
but not least, we plan to add evaluation utilities for appropriate assessing
and comparison of the implemented mapping methods and tasks.
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Developing Semantic Web
Applications with the OntoWiki
Framework

Norman Heino, Sebastian Dietzold, Michael Martin, and Sören Auer

Abstract. In this paper, we introduce the OntoWiki Application Framework
for developing Semantic Web applications with a strong emphasis on collabo-
ration. After presenting OntoWiki as our main show case for the framework,
we give both an architectural overview and a detailed view on the included
components. We conclude this paper with a presentation of different use cases
where the framework was strongly involved.

Introduction

Web application development usually begins with clarifying requirements,
goals and usage scenarios. Today more than ever, requirements of modern
Web applications lead to a strong need for semantic technologies. Depend-
ing on the context of the Web application, expectations for integrating those
technologies vary greatly. They can range from advantages in search han-
dling, categorization and content management to flexibility in handling dif-
ferent data schemes. Particularly, semantic technologies have the potential
to facilitate data exchange between Web applications and allow them to be
used together in unforeseeable ways.

In this paper we present a framework for developing Semantic Web applica-
tions. The OntoWiki Application Framework has been developed with applica-
tions in mind that have a strong emphasis on collaboration. As the OntoWiki
Application Framework is a successor of OntoWiki, a visual Semantic Wiki [2],
we will first introduce OntoWiki. The role of OntoWiki is, however, not limited
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to a show case for the OntoWiki Application Framework, but it is intended as
a generic management backend for Semantic Web applications.

The paper is structured as follows. In section 1 we will give a short intro-
duction to the central goals of OntoWiki. Section 2 will present the OntoWiki
Application Framework including its components and features. Subsequently,
in section 3 we demonstrate OntoWiki usage in three different application
scenarios. The article concludes with lessons learned from the use cases and
future developments.

1 OntoWiki – A Visual Semantic Wiki

In this section we present OntoWiki. It is a tool which, briefly speaking, sup-
ports presentation and knowledge engineering in a Web environment. We will
sketch central issues which have resulted in the development of the tool, ex-
plain why it is called OntoWiki and outline the problems while using conven-
tional Wiki systems. Subsequently, we explain the major goals of OntoWiki,
some general use cases and describe existing views and workflows.

1.1 OntoWiki – Not a Classical Wiki

The driving force behind OntoWiki development was the need of a Web tool
for rapid and simple knowledge acquisition in a collaborative way. Therefore,
technologies were required for presenting information in a human-readable
and machine-interpretable fashion. The tool presented is called OntoWiki,
since it is inspired by classical Wiki systems. Its design, however, is indepen-
dent and complementary to conventional Wiki technologies. The approach
taken with OntoWiki differs from previously emerged strategies to integrate
Wiki systems and the Semantic Web (cf. [4, 3, 8, 10, 12]). In these works it is
proposed to integrate RDF triples into text-based Wiki systems by means of
a special syntax. It is a straightforward combination of existing Wiki systems
and the Semantic Web knowledge representation paradigms. Yet, we see the
following obstacles:

Usability: The main advantage of Wiki systems is their unbeatable usabil-
ity. Adding more and more syntactic possibilities counteracts ease of use
for editors.

Redundancy: To allow the answering of real-time queries to the knowledge
base, statements have to be additionally kept in a triple store. This intro-
duces a redundancy, which complicates the implementation.

Evolution: As a result of storing information in both Wiki texts and triple
store, supporting evolution of knowledge is difficult.

In contrast to other semantic Wiki approaches, in OntoWiki text edit-
ing and knowledge engineering (i. e. working with structured knowledge
bases) are not mixed. Instead, OntoWiki directly applies the Wiki paradigm
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of “making it easy to correct mistakes, rather than making it hard to
make them” [9] to collaborative management of structured knowledge. This
paradigm is achieved by interpreting knowledge bases as information maps
where every node is represented visually and interlinked to related resources.
Furthermore, it is possible to enhance the knowledge schema gradually as
well as the related instance data agreeing on it. As a result, the following
requirements have been determined for OntoWiki:

Intuitive display and editing of instance data should be provided in generic
ways, yet enabling means for domain-specific presentation of knowledge.

Semantic views allow the generation of different views and aggregations of
the knowledge base.

Versioning and evolution provides the opportunity to track, review and
roll-back changes selectively.

Semantic search facilitates easy-to-use full-text searches on all literal data,
search results can be filtered and sorted (using semantic relations).

Community support enables discussions about small information chunks.
Users are encouraged to vote about distinct facts or prospective changes.

Online statistics interactively measures the popularity of content and ac-
tivity of users.

Semantic syndication supports the distribution of information and their
integration into desktop applications.

OntoWiki enables the easy creation of highly structured content by dis-
tributed communities. The following points summarize some limitations and
weaknesses of OntoWiki and thus characterize the application domain:

Environment : OntoWiki is a Web application and presumes all collabora-
tors to work in a Web environment, possibly distributed.

Usage Scenario: OntoWiki focuses on knowledge engineering projects where
a single, precise usage scenario is either initially (yet) unknown or not (eas-
ily) definable.

Reasoning: Application of reasoning services was (initially) not the primary
focus.

1.2 Generic and Domain-Specific Views

OntoWiki can be used as a tool for presenting, authoring and managing
knowledge bases adhering to the RDF data model. As such, it provides
generic methods and views, independent of the domain concerned. Two
coarse-grained generic views included in OntoWiki are the resource view and
the list view. While the former is generally used for displaying all known
information about a resource, the latter can present a set of resources, typi-
cally instances of a certain concept. That concept not necessarily has to be
explicitly defined as rdfs:Class or owl:Class in the knowledge base. Via its
facet-based browsing, OntoWiki allows the construction of complex concept
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definitions, with a pre-defined class as a starting point by means of property
value restrictions. These two views are sufficient for browsing and editing all
information contained in a knowledge base in a generic way.

For domain-specific use cases, OntoWiki provides an easy-to-use extension
interface that enables the integration of custom components. By providing
such a custom view, it is even possible to hide completely the fact that an
RDF knowledge base is worked on. This permits OntoWiki to be used as
a data-entry frontend for users with a less profound knowledge of Semantic
Web technologies.

1.3 Workflow

With the use of RDFS [5] and OWL [11] as ontology languages, resource def-
inition is divisible into different layers: a terminology box for conceptual in-
formation (i. e. classes and properties) and an assertion box for entities using

Fig. 1 The list and details view in OntoWiki
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the concepts defined (i. e. instances). There are characteristics of RDF which,
for end users, are not easy to comprehend (e. g. classes can be defined as in-
stances of owl:Class). OntoWiki’s user interface, therefore, provides elements
for these two layers, simultaneously increasing usability and improving a user’s
comprehension for the structure of the data.

After starting and logging in into OntoWiki with registered user creden-
tials, it is possible to select one of the existing ontologies. The user is then
presented with general information about the ontology (i. e. all statements ex-
pressed about the knowledge base as a resource) and a list of defined classes,
as part of the conceptual layer.

By selecting one of these classes, the user receives a list of resources that
are instances of it. In figure 1 the class Student has been selected and yields
a list of students being either instance of Student directly or of its subclass
PhDStudent; OntoWiki applies basic rdfs:subClassOf reasoning automat-
ically. After selecting an instance from the list – or alternatively creating a
new one – it is possible to manage (i. e. insert, edit and update) information
in the details view, which is depicted in figure 1 as well.

OntoWiki focuses primarily on the assertion layer, but also provides ways
to manage resources on the conceptual layer. By enabling the visualization
of schema elements, called System Classes in the OntoWiki nomenclature,
conceptional resources can be managed in a similar fashion as instance data.
One of the missing features for schema management is a knowledge base
consistency check, which will be included as part of the upcoming reasoning
support in the near future.

2 The OntoWiki Application Framework

In the previous section we have shown how OntoWiki can be used as a Se-
mantic Wiki. In order to render its functionality, OntoWiki relies on several
APIs that are also available to third-party developers. Usage of these pro-
gramming interfaces enables them to extend, customize and tailor OntoWiki
in several ways. In this section we describe the OntoWiki Application Frame-
work that builds the foundation for OntoWiki and related applications. To
get an idea as to what can be achieved with the framework, we refer to the
use cases described in section 3.

2.1 Architecture Overview

As depicted in figure 2, the OntoWiki Application Framework consists of
three separate layers. The persistence layer consists of the Erfurt API which
provides an interface to different RDF stores. In addition to the Erfurt API,
the application layer is built by a) the underlying Zend Framework1 and b) an

1 http://framework.zend.com/

http://framework.zend.com/
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Fig. 2 The OntoWiki Application Framework with its three layers: persistence
layer, application layer, user interface layer

API for OntoWiki extension development. With the exception of templates,
the user interface layer is primarily active on the client side, providing the
CSS framework, a JavaScript UI API, RDFa widgets and HTML templates
generated on the Web-server side.

2.2 Persistence Layer

Persistent data storage as well as associated functionality such as versioning
and access control are provided by the Erfurt API. This API consists of the
components described in the subsequent paragraphs.

2.2.1 Authentication and Access Control Components

For Semantic Web applications it might be useful to have a means of au-
thenticating users against an RDF store, instead of a database table. Erfurt
therefore includes an authentication component that provides an API for user
management.

Although Leuf and Cunningham define openness to everyone as one of the
key concepts for a Wiki software [9], we think that especially in enterprise
scenarios it might be useful to have access control at read and write level.
Therefore, Erfurt allows fine-grained access control for both – groups of users
and individuals. Access control rules can be defined in OntoWiki itself by
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modifying the system configuration model. It provides a class for models
as well as actions, whose instances are objects of access control statements.
Since in OntoWiki, each registered user has his/her URI which can be used
as subject of a rule statement, an example access control statement, which
grants the admin user the right to register new users, would be as follows:

<http://localhost/OntoWiki/Config/Admin>
<http://ns.ontowiki.net/SysOnt/grantAccess>
<http://ns.ontowiki.net/SysOnt/registerNewUser>.

The above statement is, of course, unnecessary in OntoWiki since the admin
user is granted any action by default.

2.2.2 Caching Component

Erfurt supports several caching mechanisms based on Zend_Cache. Almost
any entity from objects to function return-values can be stored for faster
retrieval. Zend_Cache allows the usage of several cache backends of which
database and file backends are the most important. Developers are encour-
aged to make use of Erfurt’s caching facilities as it will greatly improve user
experience.

2.2.3 Event Dispatcher

The Erfurt event dispatcher builds the foundation of Erfurt’s and of On-
toWiki’s plug-in system. Since the dispatcher implements the Observer pat-
tern, extensions can register code for execution when certain events occur.
The registrants can be either classes or objects. In both cases, a method with
the same name as the event, must exist and will be executed once the event
is triggered. Events can be triggered by using the event dispatchers trigger
method. For a detailed description of OntoWiki’s plug-in architecture, see
section 2.3.

2.2.4 RDF/RDFS/OWL API

These classes provide a resource-, property- or model-centric view on the
triples in an RDF store, taking into account additional inbuilt semantics
that are provided by different layers of the Semantic Web stack.

Once the heart of the Erfurt API (then named pOWL [1]), they provided an
easy-to-use interface which unfortunately led to extensibility and scalability
problems. Thus, the current state of Erfurt contains only the most important
classes with a reduced method set.

Functionality currently provided by these classes includes the following:

• adding/removing statements,
• updating models with a statement diff,
• namespace handling,
• URI handling,
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• transitive closure calculation and
• owl:imports handling.

For performance reasons, complex retrieval tasks are not covered by the
API and should be done through SPARQL [6] in combination with domain-
specific MVC models instead (see section 2.3 on how this is done in OntoWiki
core components).

2.2.5 Store Component

Triple storage and retrieval are provided by Erfurt’s storage component. Er-
furt allows for easy integration of RDF stores via adapters that mediate
between the store’s communication protocols and Erfurt’s PHP API. The
API provided by adapters is not directly exposed to framework clients. In-
stead, a lightweight intermediate layer (Erfurt_Store) is used to assure that
access control rules are adhered to and that versioning information is kept
along with changes to the RDF store. This architectural decision has two
implications:

• Versioning and ACL enforcement is completely transparent to store adapt-
ers.

• The store architecture is open to extension, for instance different import
and export formats can thus be supported by the API.

Erfurt comes with store adapters for MySQL and OpenLink Virtuoso [7].
The list of supported stores will be expanded in future versions of the frame-
work. As a matter of fact, work is currently being done on Redland and
Oracle adapters.

2.2.6 Versioning Component

As its name implies, this component is responsible for keeping versioning
information on an RDF store. Versioning is handled on statement level,
i. e. actions that are recorded are statement-added, statement-removed and
statement-changed. The usual entry point is a resource URI which yields all
changes that have been made to statements about that specific resource.
In addition, Erfurt’s versioning component provides other entry points such
as user URI or model URI, where all changes are returned that have been
made by a specific user or have been made to statements in a specific model,
respectively.

2.3 Application Layer

OntoWiki as a Web application is based on the Zend Framework which lays
out the basic architecture and is primarily responsible for request handling.
In the following paragraphs we cover custom OntoWiki classes and aspects of
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the Zend Framework that need to be considered when developing Semantic
Web applications with the OntoWiki Application Framework.

2.3.1 OntoWiki Request Lifecycle

The single entry point to the application is the index.php file which sets
up the basic environment and starts the OntoWiki_Application singleton.
The latter initializes the OntoWiki application itself and serves as a global
registry for objects and simple values. Thereafter, the Zend Framework takes
over control and dispatches the request to an appropriate controller with an
action that handles the request. The content is then rendered into templates,
as described in the Templates paragraph of section 2.4.

2.3.2 OntoWiki MVC Models

One of OntoWiki’s most outstanding features is that it automatically displays
human-readable representations of resources instead of URI strings. The nam-
ing or title properties it uses are configurable both on a global level and per
model. SPARQL queries that test all naming properties can be quite complex.
OntoWiki therefore provides a model base class that builds SPARQL query
fragments and fetches the correct naming property value from an Erfurt store
result set.

Fig. 3 Screenshot of OntoWiki with OntoWiki Application Framework compo-
nents: 1) menu, 2) toolbar, 3) navigation, 4) module window and 5) message
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2.3.3 Menus

Menus in OntoWiki (see 1 in figure 3) consist of instances of OntoWiki_Menu.
Entries are set by using the setEntry instance method that takes two ar-
guments: the name of the menu entry and the content, which can be a
string, another instance of OntoWiki_Menu or a menu separator stated by
OntoWiki_Menu::SEPARATOR. An optional third parameter denotes whether
entries of the same name should be replaced or not.

2.3.4 Toolbar

To ensure a consistent user interface throughout all views, the toolbar is cen-
trally managed. In each request there exists an instance of OntoWiki_Toolbar
to which buttons and separators can be appended or prepended. An example
toolbar is depicted under 2 in figure 3. Table 1 shows default buttons that
are available.

Table 1 Toolbar buttons available in OntoWiki.

Constant Name CSS class Function

CANCEL Cancel Cancel an operation
SAVE Save Save current changes
EDIT Edit edit-enable Enter editing mode
ADD Add Add a new entity
EDITADD Add a new entity by editing another
DELETE Delete Delete the current selection
SUBMIT Submit submit Save changes
RESET Reset reset Reset changes

The name or CSS class of default buttons can be overwritten by providing
the appendButton or prependButton method with a configuration array as
the second parameter. If the configuration array is the only parameter, a
custom button will be generated (in that case an image URL should be
provided, as well).

2.3.5 Navigation

Without any customization, OntoWiki’s main navigation is displayed as a tab
bar in the upper part of the main window (see 3 in figure 3). Components can
register one or more actions with the navigation. A component’s default action
is registered automatically by the component manager. Disabling the naviga-
tion is possible by calling OntoWiki_Navigation::disableNavigation().

2.3.6 Extension Architecture

The OntoWiki Application Framework differentiates between three kinds of
extensions:
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Plug-ins are the most basic, yet most flexible types of extensions. They
consist of arbitrary code that is executed on certain events. Plug-ins need
to be registered for events in the plugin.ini config file that has to be
placed in the same folder as the plug-in class.

Modules display little windows that provide additional user interface ele-
ments with which the user can affect the main window’s content. Since
some modules are highly dynamic extensions, they can be configured both
statically and dynamically. Static configuration works in the same way as
with other extensions; a module.ini file is placed in the module’s root di-
rectory. In addition, a module class needs to extend OntoWiki_Module and
can redefine several of its methods in order to allow for dynamic customiza-
tion. If present, return values will overwrite static configuration settings
in the module.ini file.

Components are pluggable MVC controllers to which requests are dis-
patched. Usually but not necessarily, components provide the main win-
dow’s content and, in that case, can register with the navigation to be
accessible by the user. In other cases components can function as con-
trollers that serve asynchronous requests. Components are statically con-
figured by a component.ini file within the component’s folder.

2.3.7 Localization

Zend_Translate along with CSV files are used to translate user inter-
face strings. Extensions can provide their own translation files. If done
so, the folder containing the translations must be set in the configuration
file. Translatable strings are printed using the the _ member function of
OntoWiki_View. Alternatively, the translate object that can be requested
from OntoWiki_Application provides a translate method.

2.3.8 URLs and URI Parameters

By convention, the URL parameter that identifies a resource is named r.
If this parameter contains only a URI’s local part or a cURI2, OntoWiki
automatically expands it into a full URI by using namespace prefixes from
imported knowledge base files.

For constructing URLs, usage of OntoWiki_Url is recommended. This class
initializes itself with the currently active URL but all parameters includ-
ing controller and action can be replaced. Apart from name and value, the
setParam method accepts a third optional parameter that, if set to true, en-
ables automatic URI compacting by replacing namespaces with their prefixes
or no prefix at all for the currently active model. This behaviour allows for
user-friendly short URLs with almost no extra effort for the developer.
2 http://www.w3.org/TR/rdfa-syntax/#s_curieprocessing

http://www.w3.org/TR/rdfa-syntax/#s_curieprocessing
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Main Content
Main Content
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Fig. 4 OntoWiki template hierarchy. The main content is produced by the con-
troller action. Layout content is applied automatically by the template system.

2.3.9 Messages

User notifications are represented by OntoWiki_Messagewhich is instantiated
by passing a message text and a type constant. Recognized types are SUCCESS,
INFO, WARNING and ERROR. The main OntoWiki_Application object keeps
a message stack that is automatically displayed in the upper part of the
page. In figure 3, a message is depicted under 5. Elements can be added
to this stack via OntoWiki_Message member functions appendMessage or
prependMessage.

2.4 User Interface Layer

2.4.1 Templates

Content is rendered in OntoWiki through templates, as suggested by the
Zend_View template system. The controller action serving the request renders
its output in a template. In doing so, it has control over inner windows within
the main content and can explicitly include modules (see figure 4). In order
to build a complete page the main content is inserted into a layout template
that defines the position of main content and side windows.

2.4.2 User Interface API and CSS Framework

While much of the user interface dynamism found in OntoWiki is made avail-
able via a JavaScript API, its look and feel results from a sophisticated CSS
framework that makes it almost unnecessary to provide custom style sheets.
Since the API itself relies heavily on jQuery3, large parts of it are implemented
as jQuery plug-ins. This design allows, not only style, but also behaviour be
used automatically on HTML elements that carry the respective CSS classes.
3 http://jquery.com/

http://jquery.com/
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2.4.3 RDFa Widgets

By exposing RDFa, structured data is available in rendered HTML code. A
set of JavaScript-based widgets that make use of statements extracted from
RDFa provides editing functionality to be directly invoked from the client side
(i. e. inside the user’s web browser). Since complete statements are available to
those widgets and they can even fetch additional metadata, e. g. rdf:range
or rdf:datatype constraints, it is possible to provide the user with well-
suited edit forms. Changed statements are then sent back asynchronously, so
no HTML page refresh is required after performing an edit action.

3 Use Cases

In this section we introduce exemplarily three projects that make use of the
OntoWiki Application Framework to different extents.

3.1 SoftWiki – Requirements Engineering the Wiki
Way

SoftWiki is a specialized Wiki application for end-user-centered requirements
engineering. The aim of the SoftWiki application is to support the collabora-
tion of all stakeholders in software development processes in particular with
respect to software requirements. Potentially very large and spatially dis-
tributed user groups shall be enabled to collect, semantically enrich, classify
and aggregate software requirements. Thus, SoftWiki is a prime example for
such knowledge-rich applications which can be developed with the OntoWiki
Application Framework.

Requirements for the SoftWiki application can be outlined as follows:

• The main entity in SoftWiki is a requirement with its attributes and rela-
tions between requirements.

• Users should be enabled to create and manage requirements as well as
relations between them in an easy way with respect to two different man-
agement schemes, namely topic hierarchies and tag clouds.

• Users should be supported in their collaboration, for instance, if they want
to discuss and vote on particular requirements.

Based on these requirements, SoftWiki was developed as a plug-in for On-
toWiki instead of developing a new Semantic Web application from scratch.
SoftWiki uses the majority of the backend functionality including version-
ing, access control and authentication. In addition to the OntoWiki-provided
backend, SoftWiki implements a dynamic user interface, built upon asyn-
chronously loaded GUI components from the OntoWiki base system.
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Fig. 5 SoftWiki detail view for a specific requirement. All marked windows are
reused GUI components.

The list of GUI components includes

• a tag cloud which is based on the tag ontology from Ayers et al.4,
• a generic hierarchy browser to visualize container hierarchy (this compo-

nent is used for a class tree but SoftWiki uses it for a hierarchy of SKOS
concepts which are used to manage requirements) and

• a generic vote and discussion component which enables users to comment on
a specific resource (in SoftWiki these resources are limited to requirements.).

Fig. 5 shows a screenshot of a detailed view for a specific requirement in
SoftWiki, where components reused from generic OntoWiki application are
marked with a black dot. These components are integrated by Ajax calls from
the SoftWiki application. Every component is a specific action and can be
used from inside or outside OntoWiki.

Reusing and integrating OntoWiki core functionality was very important
in the SoftWiki development. However, the main development effort was done
on the SoftWiki plug-in controller which implements specialized views for list-
ing and editing requirements. This controller uses the Erfurt API to store and
query statements on a project’s requirements and generates the custom views
using the CSS framework. Both new and reused components are connected

4 http://www.holygoat.co.uk/owl/redwood/0.1/tags/

http://www.holygoat.co.uk/owl/redwood/0.1/tags/
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by JavaScript functionality which handles all user input and requests the
specific GUI elements.

3.2 Caucasian Spiders Database

The Caucasian Spiders database 5 is a faunistic knowledge base on the spiders
of the Caucasus. It consists of several components:

• a biological taxonomy of spiders,
• concepts for records, locations and publications,
• instance data about individual spiders with localities and
• geographical information.

The knowledge base has a size of about 240k triples. It is browsable in On-
toWiki with only minor tweaks to internal inference algorithms6. The project
uses OntoWiki as both a knowledge-base editor for data entry and a browser
for displaying instance data. OntoWiki supports these use cases with generic
user interface components like class tree, facet-based browsing and Map com-
ponent just to name a few. Significant customizations of the user interface
were not required.

The project might, however, benefit from a custom hierarchy tree that can
be based on arbitrary properties. This would allow tree-based browsing of
the biological taxonomy instead of the rdfs:subClassOf hierarchy, which is
more natural to biologists. Such a component has been developed for another
project (see section 3.1) and will be integrated into OntoWiki in one of the
upcoming versions.

3.3 Professor Catalogue of the University of Leipzig

In the course of the 600th anniversary of the University of Leipzig a database
of Leipzig professors from the nineteenth and twentieth century7 has been
built in the department of history.

The database has been realized using Semantic Web technologies allowing
it to be queried in various ways. One could for instance try to find the names
of professors who were taught by Nobel Prize winners. However useful that
query might be, it shows the flexibility that is gained by building upon RDF
and related technologies.

Since OntoWiki can work with any RDF knowledge base, it was a natural
choice as a generic data wiki for collaboratively building the database and
5 http://caucasus-spiders.info/
6 E. g. disabling inference that resource A is a class if there exists at least one

resource ai that has A as its rdf:type (called implicit class in OntoWiki termi-
nology).

7 http://www.uni-leipzig.de/unigeschichte/professorenkatalog/

http://caucasus-spiders.info/
http://www.uni-leipzig.de/unigeschichte/professorenkatalog/
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entering instance data. The result was a knowledge base with about 60 schema
elements and 800 entries.

4 Conclusion

In this paper we presented the OntoWiki Application Framework which can
be used a basis for developing Semantic Web applications in different environ-
ments. We described the usage of the framework and gave example use-cases
that were implemented with the OntoWiki Application Framework.

There is, of course, room for future improvements and refinements of the
OntoWiki Application Framework. One often-requested feature is reasoning
support which is currently integrated as a component. Work is also done on
scalability problems that occurred when using very large datasets or complex
queries. Scalability becomes paramount with statement-based access control,
which heavily decelerated the use of the OntoWiki Application Framework.
Further improvements could also include integration with different Semantic
Web endpoints like DBpedia8, Sindice9 or Linked Data providers.
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1 Introduction

In a world of constant change, enterprises need to become increasingly agile in
order to compete successfully. They need to adapt to changes, deliver new or im-
proved product and service offers. To do so, they need to leverage their employees’
creativity and hands-on experience, and improve the sharing of knowledge within
the enterprise (and often also across its borders). To support these activities, we
need to move away from systems conceived and operated in a top-down way (like
traditional learning or knowledge management systems). These systems are slow to
adapt to new developments, and hardly adapt to the personal needs of individuals
and their situations. As a consequence, they lack user acceptance and don’t live up
to the initial expectations.

To avoid that, we need a balance of bottom-up and top-down development of
systems supporting learning, knowledge handling and innovation in businesses and
organisations. Web 2.0-style engagement of individuals in sharing and other social
activities shows that we clearly need to take into account the motivational aspects
of knowledge workers. Motivational theories like the self-determination theory of
Deci and Ryan [23] emphasize the important needs of experiencing competence,
autonomy, and relatedness – which cannot be achieved in the context of top-down
systems. To realize that, personal learning environments [2] have been proposed,
consisting of work-integrated, personalized tools for communicating, collaborating,
structuring, reflecting, and awareness building. The individual learner should be able
to easily combine these tools according to his own needs and preferences and readily
interoperate with others’ personal learning environments to account for the social
nature of learning processes.

One of the challenges the MATURE IP (http://mature-ip.eu) is facing, is embed-
ding the paradigm of personal learning environments into organizations. To that end,
we need a new form of organizational guidance, realized through a complementary
organizational learning environment. Such an environment has a two-fold purpose:
(1) It is supposed to give the individual the possibility to view their contributions
in an organisational context and encourage participation toward organization goals.
(2) It should give the organization the opportunity to analyze bottom-up activities
within the sum of individual PLEs. The results of these analyses should promote
the consolidation of such activities towards organizational goals, enable the breed-
ing of strategically important communities, and help enriching existing knowledge
resources so that they can be readily reused as learning objects.

Such environments need to be flexible, and personalized, which calls for an in-
frastructure providing reusable knowledge services that can be easily recombined.
But the notion of service also goes beyond components; it usually assumes that
the granularity of functionality as well as packaging is motivated by usage patterns
(e.g., by personal and organizational learning environments) and not purely tech-
nical (software engineering) considerations. Engineering of such knowledge and
learning architectures thus requires a thorough understanding of individual and or-
ganizational learning and its effective support.
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In this paper, we present an approach to conceptualizing knowledge services
based on the knowledge maturing model [14]. This model helps to understand the
flow of knowledge and its barriers within and across organizations from a macro-
scopical point of view. We extend this by differentiating between knowledge assets
of varying degrees of maturity (section 2). We then derive intervention strategies
from the SER model (section 3) that form the basis for maturing (support) services
(section 4) and give examples for such services.

2 Knowledge Maturing

The knowledge maturing model views learning activities as embedded into, inter-
woven with, and even indistinguishable from everyday work processes. Learning is
understood as a social and collaborative activity, in which individual learning pro-
cesses are interdependent and dynamically interlinked with each other: the output of
one learning process is input to the next. If we have a look at this phenomenon from
a macroscopic perspective, we can observe that knowledge is continuously repack-
aged, enriched, shared, reconstructed, translated and integrated etc. across different
interlinked individual learning processes. During this process knowledge becomes
less contextualized, more explicitly linked, easier to communicate, in short: it ma-
tures. The knowledge maturing process model structures this process into five phases
(based on experiences from several practical cases as well as a comprehensive em-
pirical study, [25], [14]):

• Expressing ideas. New ideas are developed by individuals from personal experi-
ences or in highly informal discussions. The knowledge is subjective and deeply
embedded within the context of the originator. The vocabulary is vague and often
restricted to the person expressing the idea.

• Distributing in communities. This phase accomplishes the development of
common terminology shared among community members, e.g. in discussion fo-
rum entries, blog postings or wikis.

• Formalizing. Artefacts created in the preceding two phases are inherently un-
structured and still highly subjective and embedded in the context of the commu-
nity. In this phase, purpose-driven structured documents are created, e.g. project
reports or design documents or process models in which knowledge is ’desubjec-
tified’ and the context is made explicit.

• Ad-hoc learning. Documents produced in the preceding phase are not well suited
as learning material because no didactical considerations were taken into ac-
count. Now the topic is refined to improve comprehensibility in order to ease its
consumption or re-use. The material is ideally prepared in a pedagogically sound
way, enabling broader dissemination, e.g. service instructions or manuals.

• Standardization. The ultimate maturity phase puts together individual learning
objects to cover a broader subject area. Thus, the subject area becomes teach-
able to novices. Tests and certificates confirm that participants of formal training
achieved a certain degree of proficiency.
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Fig. 1 Knowledge Maturing Process model

This maturing process is most intuitively recognized in the case of ’content ob-
jects’ (knowledge represented in the form of documents, drawings, etc.). However,
it also applies to other types of knowledge representations vital for operating and
developing any kind of organisation: namely processes and semantics [21]:

• Contents provide a static picture of the world and are probably the best man-
aged type of knowledge asset. The term knowledge asset points towards a value-
oriented perspective on knowledge elements (business value) suggesting the
importance of knowledge for the functioning of an organisation’s business pro-
cesses. It can take the form of notes, contributions and threads, protocols, lessons
learnt, learning objects, courses, etc.

• Processes. This type of knowledge asset is more related to the dynamic aspect of
the organisation. Large organisations already support this by developing business
process models and workflows. Taking into account that organisational learning
processes are much more agile and the costs of modelling approaches are con-
siderable, a more suitable approach is to enable recording and sharing of indi-
vidual work practices. Processes can take the form of e.g. individual task lists
and routines, task patterns, good practices, best practices, work flows or standard
operating procedures.

• Semantics. This type of knowledge asset is probably the least visible within or-
ganizations. Semantics connect the different assets and supports the individual
learning processes by providing the basis for mutual understanding. Without se-
mantic integration, grassroot approaches encouraging people to contribute their
individual views, experiences and insights would get stuck in misinterpretations
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Fig. 2 Knowledge Maturing Process model

and lengthy negotiation processes. These knowledge assets can take the form of
tag clouds and emerging folksonomies, folder structures, competence models,
local or global enterprise ontologies.

These three knowledge asset types – and thus the three strands of maturing –
are closely interwoven and they depend on each other in various respects. Contents
and processes require semantics to become communicable. Therefore, semantics is
the fundament for every community-based approach and fosters collaboration be-
tween individual knowledge workers. Without process integration, semantics and
contents are not directly applicable to work procedures so that additional transfor-
mation efforts by the knowledge workers are required. More mature content allows
a worker to deal with the high complexity and variability of knowledge-intensive
processes and adapt to unpredictable situations [5]. Finally, contents are required to
explicate semantics and processes so that these are comprehensible to knowledge
workers with different backgrounds. While semantics and processes focus on the
actual doing, contents aim at understanding and reflection.

Figure 2 depicts the described situation schematically. Knowledge asset types
are not well differentiated in the early maturing phases; notes can contain content,
process, and semantic aspects, sometimes all at the same time. Only with a deep-
ened understanding, this differentiation can take place. This corresponds with a de-
crease in abundance: while there are many notes and communication artefacts at the
beginning of the maturing process, formal training materials are rather scarce at its
end. It also shows that the maturing process is accompanied by a process of or-
ganisational guidance that supports the identification of significant emerging topics
and their transformation to more mature forms of knowledge. As the process of
guidance already indicates, the development should not be misunderstood as a con-
tinuous linear process. On the contrary, maturing is made up of a complex pattern of
individual steps. Not all knowledge assets are developed up to the ultimate maturity
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phase, some of them end up in a stalemate or are discarded; others are combined
with other assets at various maturity levels, or split up into more differentiated as-
sets. What we observe is an evolution of knowledge assets.

3 Seeding – Evolutionary Growth – Reseeding

In order to describe the individual steps of the maturing process in more detail, we
applied Fischer’s Seeding, Evolutionary growth, and Reseeding (SER) model [6].
The SER model was originally developed to describe and help to understand the
evolution of complex software environments. Instead of viewing a software envi-
ronment as the final product of the software development process which led to its
existence, the SER model views the software system as the starting point (seed)
for a complex, socially driven, evolutionary further ’development’ process. In this
process, users interact with the environment, its units, its structures and its tools -
and thus develop them further. New units are built during these interactions, new
tools are developed (by adaptation or end-user programming capabilities), and a
variety of relationships or structures are discovered and expressed. The provided
tools afford the creation of new and the combination of existing units, structures,
and tools, the more the users have the opportunity to express their creativity and to
satisfy their needs. Community activity leads to evolutionary, undirected (and often
confusing) growth of the original software system. Fischer observed that typically
such an evolutionary growth phase is followed by what he calls a reseeding phase:
At some point in time, the environment becomes too complex to be managed. Many
new units and tools have evolved and structures have become frizzled. Restructuring
and redesign of the environment is initiated by some triggering event (e.g., design
breakdown). This reseeding can happen in a form of consolidation and negotiation
processes in which the variety of units, structures, and tools are pruned. In tradi-
tional software systems, this reseeding has to be accomplished by programmers,
since the end-users will not be able to do so themselves. Fischer argues that in order
to build and maintain useful software systems, we need to provide the end-user not
only with tools which support evolutionary growth activities (e.g., combine, special-
ize) but also with tools which enable her to participate in the reseeding phase (e.g.,
visualization of structures, negotiation).

In order to reflect on applying the SER model to the knowledge maturing process
consider for example the maturity phase ’distributing in communities’. First, a com-
munity ’space’ is seeded with an initial idea or topic. This involves creating an ini-
tial knowledge structure together with its knowledge units and their capabilities and
characteristics. This community environment needs to be equipped with tools for
combination, analysis, and change of the structures and the units themselves in order
to enable evolutionary growth. Such tools enable the users to combine knowledge
units to build (increasingly complex) knowledge structures and to change the knowl-
edge units themselves according to their needs. Analysis tools enable the community
to monitor and guide its activities. If the development of the topic reaches a certain
level, the decision whether to take the topic to the maturity phase “formalizing”
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has to be made. If the development of the topic stagnates, reseeding might be an
option. This includes pruning the current knowledge base, introducing new ideas,
knowledge elements or people into the community or changing the topic.

Fig. 3 The SER model and knowledge maturing

It is tempting to equate a SER cycle with a knowledge maturing phase. However,
this conceptualization of knowledge maturing evokes the false impression that ma-
turing is a collection of discrete steps which will happen in strict order. By applying
the SER model, we not only stress that evolutionary growth and reseeding are im-
portant recurring phases of the maturing process, but that they are really inseparably
interlinked and interwoven. That is, a user might engage in growth activities at one
moment involving one knowledge asset type (content, semantics, process; compare
fig. 2) while the same user might engage in reseeding activities in parallel. This in-
terplay of growth and reseeding activities invokes the association to the interplay
of assimilation and accommodation processes during knowledge construction in in-
formal learning [20]. Here, a person integrates new knowledge into her own mental
model of the topic by either adding the knowledge into already existing knowledge
structures or this new piece of knowledge causes her to restructure her mental model
in order to accommodate it.

Based on these insights, we treat maturing as an organizationally guided learn-
ing process which interweaves informal learning processes of many individuals -
first on a group or community level, then on an organizational level. Since these
individuals utilize different types of knowledge representations (content, semantics,
process) to document the gained insights, tools are needed to do so with low effort
and to identify relationships between them. Our future research will specifically fo-
cus on identifying the factors which influence assimilation versus accommodation
activities and the barriers people experience when doing so.

When analyzing tools supporting knowledge work, we find a variety of (mostly)
independent tools separated along two dimensions: (1) types of knowledge assets
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(content, semantics, process) and (2) level of interaction (organization, commu-
nity/group, individual). The first dimension corresponds to different ways of knowl-
edge construction and the second to the breadth of knowledge sharing. The separation
of these tools reflects existing gaps in support of maturing processes (fig. 4).

Fig. 4 Separation of systems

4 Maturing Services

In the following, we will use the concept of maturing services to refer to integrated
support for the maturing process. That is, maturing services will bridge the sepa-
ration along both dimensions of knowledge construction and knowledge sharing as
outlined in the previous section. They are needed not only to help knowledge work-
ers to handle these different knowledge assets, but also to entice them in sharing and
negotiating among them. Generally, a service consists of contract, interface and im-
plementation. It has distinctive functional meaning typically reflecting a high-level
business concept covering data and business logic [11]. A service is an abstract
resource that represents a capability of performing tasks that form a coherent func-
tionality from the point of view of providers entities and requesters entities. Service
descriptions provide information about:

• service capability: conceptual purpose and expected result,
• service interface: the service’s signature, i.e. input, output, error parameters and

message types,
• service behavior: a detailed workflow invoking other services,
• quality of service: functional and non-functional quality attributes, e.g., service

metering, costs, performance metrics and security attributes.

The service concept has gained popularity with the advent of a set of standards for
open interaction between software applications using Web services (such as WSDL,
SOAP and UDDI). Whereas the technical definition of services is supported by stan-
dards, it is the conceptual part (i.e. defining types of services that are useful) that
is currently lacking. Knowledge management (KM) services or knowledge services
are a subset of services, both basic and composed, whose functionality supports
high-level KM instruments as part of on-demand KM initiatives, e.g., find expert,
submit experience, publish skill profile, revisit learning resource or join community-
of-interest [13]. These services might cater to the special needs of one or a small
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number of organizational units, e.g., a process, work group, department, subsidiary,
factory or outlet in order to provide solutions to defined business problems. KM ser-
vices describe aspects of KM instruments supported by heterogeneous application
systems.

For example, a complex KM service “search for experts” might be composed
of the basic KM services (1) expert search, (2) keyword search, (3) author search,
(4) employee search and (5) check availability. The (1) expert search service deliv-
ers a list of IDs, e.g., personnel numbers, for experts matching the input parameter
of an area of expertise. The (3) author search service requires a list of keywords
describing the area of expertise. Thus, the complex KM service search for experts
also comprises an integration service for the task of finding keywords that describe
the area of expertise, here called (2) keyword search. The keywords are assigned to
areas of expertise either in a simple database solution or in a more advanced seman-
tic integration system based on an ontology. With the help of an inference engine,
these relationships together with rules in the ontology can be used to determine a
list of keywords. The (3) author search service then returns a list of IDs of matching
authors or active contributors to the CMS. An (4) employee search service takes
the personnel numbers found in the expert search and the author search and returns
contact details, e.g., telephone number, email address, instant messaging address.
Finally, the (5) check availability service delivers the current status of the experts
and a decision on their availability.

We conceptualize maturing services as complex services that are in turn com-
posed of basic services either already offered in heterogeneous systems as part of
an enterprise application landscape, implemented additionally to enrich the services
offered in an organization or invoked over the Web from a provider of maturing ser-
vices. In the following, we introduce three types of maturing service which we will
consider in the future:

• Seeding services enable the user to set up and initialize knowledge units and
structures within a community. Seeding services also include functionalities to
use the instantiated structures.

• Growth services allow users to add new knowledge units (e.g., documents or
users), to adapt their characteristics (e.g., the users’ competencies), to provide
comments and to change the system behaviour. Growth services are based on
a form of using the Web often cited as Web 2.0 in which users can produce
their own content (user-generated content) and which utilizes collective usage
data and user feedback to improve the system’s value and performance due to
network effects and phenomena which have been termed “collective intelligence”
or “wisdom of the crowds” [28].

• Reseeding services allow the user to analyse and visualize the collective activ-
ities of the community, negotiate between conceptualizations of different users
and finally (and most importantly) to change the underlying structures and func-
tionalities. These reseeding services will go beyond the services offered under
the umbrella term Web2.0 by enabling users to not only add and change con-
tent, but also to change the underlying structure and functionality of the evolving
knowledge system.
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In the rest of this section we present several examples for maturing services which
help to illustrate the ideas we have put forward in the previous sections. In the fol-
lowing, we will briefly describe three examples, one for each of the three knowledge
asset types (contents, semantics and processes).

4.1 Semantic Wiki Services for Career Guidance (Contents)

Wikis are prime examples of tools that allow a collective construction of knowledge in
a community setting. There are certainly good examples of Wikis being used as tools
for creating a collective online encyclopaedia, for teaching and learning purposes,
and for organizational knowledge management ([10], [19], [15]). In our perspective,
Wikis are very well suited for enabling the evolutionary growth phase, especially be-
cause of the ease of editing the content and the policy that everyone can edit anything.
Additionally, they make the collective construction process traceable (utilizing their
history functionality) and allow for discussion processes around artefacts.

A problem with Wikis, however, is their inability to deal with more formal con-
tent or structures. The way a standard Wiki works seems to suggest that any artefact
is constructed basically from scratch in a community setting, and that there is no
end to this construction process. This is an unrealistic proposition in most settings
and especially in an organizational setting where knowledge generation uses arte-
facts that fluctuate between the informal and the formal pole. In this sense, the use
of Wikis illustrates one of the barriers given in fig. 4, namely that between the com-
munity and the organizational level.

An example may help to illustrate our reasoning. We are currently examining the
use of knowledge in a career guidance setting. Career advisors have the task to per-
sonally consult individuals (such as pupils or graduates or their parents) on their job
prospects, and advise on potential careers given their interests and the general job
situation in the region. In doing so, they make use of a large body of formally docu-
mented knowledge artefacts, for instance statistics and reports on job opportunities
or labour market development in certain employment sectors and regions. Addi-
tionally, they draw on a considerable amount of informal knowledge derived from
their experiences with concrete cases. This knowledge in use is more or less sys-
tematically applied in their job, and it is more or less systematically shared among
practitioners.

We regard these processes of generation, application and sharing of both formal
and informal knowledge as a knowledge maturing process. To support the practition-
ers in this process, we are employing a Semantic Media Wiki [12]. Several matur-
ing services have been designed that try to bridge the gaps in the maturing process.
First of all, an integrated search mechanism enables the practitioners to draw in a
large array of different kinds of existing resources from a number of relevant sources
(formal reports, statistics, videos etc.) - thus seeding the Wiki with relevant mate-
rial. The Wiki then renders these existing resources so that discussions and knowl-
edge construction in the Wiki can take place in the context of the formal documents.
The idea being, that these informal discussions and knowledge construction draw in
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Fig. 5 Design study for markup suggestion

practitioners’ knowledge in use, which documents experiences from their practice.
This should enhance the evolutionary growth of the knowledge base.

We then explore some of Semantic Media Wiki functionalities to capture the con-
text this informal knowledge has been applied to (such as the region, the target group
or the employment sector). With some information extraction and classification al-
gorithms, we are able to suggest semantic mark-up which might be applied to an
article (see fig. 5). A visualization of the whole network made up of semantic cate-
gories, textual similarity measures, and links between articles provides an overview
of the whole available content, and enables detection of similarities for some gar-
dening or reseeding activities. In addition, we will be visualizing indicators for the
use frequency of articles and text readability scores. This will allow the gardening
activities to focus on parts of the content that are especially important (highly used),
but of poor quality (low readability). Finally, the Wiki also provides a way to export
a newly created article or a collection of articles as a report so as to document the
current status on a higher level of maturity.

4.2 From Collaborative Tagging to Emerging Semantics
(Semantics)

Tagging resources can be seen as a first step of providing semantic descriptions for
these resources. The results of such activities are knowledge assets (tags) which are
used on an individual level (see fig. 4). Collaborative tagging environments (such as
http://www.flickr.com or http://www.del.icio.us) make it possible to share these in a
community setting.
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How can services be designed to facilitate the seeding and evolutionary growth
in the community setting? We have basically taken two approaches to this problem:
(1) improving the quality of the folksonomy by providing tagging support, and (2)
supporting the creation of ontologies from folksonomies as part of the community
process.

In the first approach, we use cognitive models that have been extensively used
for modelling individual cognitive processes of knowledge encoding, representation
and retrieval. An example here is the declarative knowledge module in ACT-R [1]
which models knowledge as an associative network. We then seek to transfer these
models to a distributed community setting where several actors and shared artefacts
are involved. What we are aiming to do is to describe knowledge maturing in an
organisation as a distributed cognitive process. This cognitive process is based on
a knowledge representation that describes the knowledge of a whole community.
In the example of the collaborative tagging environment, the folksonomy (shared
tags) is modelled as an associative network using tag co-occurrences [27]. Tags are
modelled as nodes in a network where co-occurrence with other tags determines the
associations, or the weights on the edges.

We have modelled a folksonomy in this way for a flickr data set [17]. After an
appropriate model has been established (and evaluated for its validity) intelligent
services can be built upon it by simulating cognitive processes on a community
level, such as knowledge retrieval. In the flickr example, the service we implemented
was to recommend tags when users upload new pictures. This service simulates
tag associations in a distributed cognitive structure. In another case, we employ
spreading activation mechanisms for these processes (which are also implemented in
the ACT-R architecture) [24]. First experiments have shown that this service reduces
the overall number of tags people apply as they make use of existing tags. In our
view this helps to emerge a shared understanding, as the system grows evolutionary.

There is recently also growing empirical research into how information from
such an associative network of tag co-occurence allows the emergence of semantic
relations between tags such as discovering broader or narrower terms or synonyms
([26], [9]).

The second, complementary approach aims at community tools to engineer tax-
onomies or ontologies in a collaborative and lightweight manner [4], building on,
but also extending the tagging paradigm. Here, the collaborative tagging environ-
ment is enhanced by providing a (lightweight), collaborative ontology editor that
allows for introducing broader, narrower, and synonym relationships to cover for
the most common problems in folksonomies. It is assumed that an ontology evolves
or matures based on community activities. For that process, we want to provide the
community with supporting services that help them to consolidate part of the folk-
sonomy into an ontology by spotting candidates for merging or heavily used tags
(where it would be worth consolidating), and by facilitating the consolidation task
as such (e.g., by proving argumentation support [18]). Here, analysis services par-
ticularly help in reseeding activities. First experiments have been made as part of the
semantic social bookmarking application SOBOLEO [29], and in approach to col-
laborative building of competence models based on people tagging [3]. Evaluation
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results have shown the general feasibility of the approach and indicated required
supporting services.

4.3 From Task Management to Process Management (Processes)

Almost all knowledge assets a user is working with are related to some work ac-
tivities. For example, a travel plan might be related the organization of a business
trip or a report might be related to the regular administration activities in a project.
There is also a semantic dimension of this relation [7] since semantic technologies
can be applied to formally describe these connections in order to use them later for
information retrieving.

Generally the representation of work activities in tasks can be considered as the
first step to monitor the actual processes that take place in an organization. However,
isolated tasks do not allow for the analysis of collaborative processes so that the
specific relations between individual tasks must be represented. The main relation
in this respect is the task-subtask-relation which describes that a specific (sub)task
contributes to the accomplishment of a larger task. For example, the provision of
a travel plan is only one task among others contributing to the task that describes
the entire business trip. The collaborative character of tasks is expressed by the fact
that the executor of a subtask is not necessarily identical to the executor of the task
to which this subtask belongs. Including task-subtask-relation we obtain a network
of related activities conducted by various users with different dependencies that
provides a detailed picture of the activities in an organization.

The individual task with the involved people and the used resources do not only
describe the actual processes in an organization but are also first-class knowledge
assets. They contain the information how specific work has been conducted and can
help other employees to better perform their work. They can be used to derive gen-
eral task patterns, i.e., descriptions how a specific type of task can be accomplished.
The feedback that is provided by employees who use these patterns can directly be
incorporated in this pattern resulting in a task pattern lifecycle [16]. This lifecycle
represents a typical maturing process that is to be supported by additional services.
For example, this concerns the identification of similar activities in order to stream-
line the pattern portfolio or the support in augmenting the patterns by additional
information and services.

Coming to the organizational level further development is possible. Here we find
automated processes such as workflows that significantly increase the productivity
of an organization. However, especially in the realm of knowledge work it has been
found that workflow approaches face significant problems since they do not pro-
vide the flexibility that is required here ([8], [22]). This opens opportunities for the
analysis of task patterns and concrete work processes in order to identify exactly
those process aspects that are suited for process automation. Usually the underlying
process models are developed by conducting interviews with employees and man-
agers on the work process. Process maturing services can provide information to
which process models can be extended that correspond to realistic work activities
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and where people had to deviate from the given schema in order to cope with par-
ticular circumstances. In this way old processes cannot only be updated but also
completely new processes can be derived from the actual work activities. The inte-
grated process framework does not only provide opportunities for the design of new
processes but can also help to bring existing process support to the individual users
due to the semantic relations by which information and processes are related.

5 Conclusions

In this contribution we have presented conceptual foundations for a service-oriented
infrastructure to support learning activities in organizations. These foundations con-
sist of a combination of two models:

• The knowledge maturing process model describes how individual learning pro-
cesses are interlinked within an organizational context and the different forms of
knowledge and assets involved.

• The SER model describes interventions into collaborative processes to foster a
goal-oriented development.

From these two theoretical approaches, we can categorize the services according
to (1) the phases of maturing and barriers/transitions they address (and the types of
knowledge assets) and according to (2) the type of intervention. Additionally, we can
distinguish services that address content, process, and semantic knowledge assets.

Within the MATURE IP (which has started in April 2008), this categorization
will be developed into a general knowledge and learning architecture. This architec-
ture does not only contain reusable maturing services, but will also provide flexible
toolsets to the end user based on the mashup paradigm, which empowers the end
user to perform situation-dependent integration between different tools (and thus
create situational applications for learning). These toolsets can be arranged into
two families:

• a Personal Learning and Maturing Environment for supporting the individ-
ual’s learning processes embedded into work processes and for fostering the in-
dividual’s engagement in maturing processes.

• a Organizational Learning and Maturing Environment for taking the orga-
nizational perspective or intervening into individual learning processes from an
organizational perspective

The maturing services will co-evolve with these environments in a participatory
design approach. Within the first year, several design studies have been prepared
and have been evaluated with various end users, bringing end users, experts on in-
dividual and organizational learning, and developers into an intensive and creative
discussion process.
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ARS/SD: An Associative Retrieval
Service for the Semantic Desktop

Peter Scheir, Chiara Ghidini, Roman Kern, Michael Granitzer,
and Stefanie N. Lindstaedt

Abstract. While it is agreed that semantic enrichment of resources would
lead to better search results, at present the low coverage of resources on
the web with semantic information presents a major hurdle in realizing the
vision of search on the Semantic Web. To address this problem we investi-
gate how to improve retrieval performance in a setting where resources are
sparsely annotated with semantic information. We suggest employing tech-
niques from associative information retrieval to find relevant material, which
was not originally annotated with the concepts used in a query. We present
an associative retrieval service for the Semantic Desktop and evaluate if the
use of associative retrieval techniques increases retrieval performance.

Evaluation of new retrieval paradigms, as retrieval in the Semantic Web or
on the Semantic Desktop, presents an additional challenge as no off-the-shelf
test corpora for evaluation exist. Hence we give a detailed description of the
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approach taken to the evaluation of the information retrieval service we have
built for the Semantic Desktop.

1 Introduction

It is largely agreed that the semantic enrichment of resources provides for
more information to be used during search (see e.g. [12] or [26]). In turn, this
can lead to greatly improve the effectiveness of retrieval systems, not only for
resources on the web but also for personal desktops. However, critics [17] as
well as advocates [21] of the Semantic Web agree that only a small fraction
of resources on the current web are enriched with semantic information. The
sparse annotation of resources with semantic information presents a major
obstacle in realizing search applications for the Semantic Web or the Seman-
tic Desktop, which operate on semantically enriched resources. To overcome
this problem, we propose the use of techniques from associative information
retrieval in order to find relevant resources, even if no semantic information
is provided for those resources.

The main idea of our approach is to perform search using spreading acti-
vation in a two layer network structure (graphically illustrated in Figure 1)
which consists of (1) a layer of concepts, used to semantically annotate a
pool of resources, and (2) a layer of resources (documents). The combination
of spreading activation in both layers, traditionally performed either to find
similar concepts or to find similar text, allows extending search to a wider
network of concepts and resources, which can lead to the retrieval of relevant
resources with no annotation.

In this paper we describe our approach towards information retrieval on
the Semantic Desktop and present a retrieval service developed during the
first year of the APOSDLE1 project. The rest of this paper is organized as
follows: in section 2 we introduce the concept of the Semantic Desktop and
of associative information retrieval. In section 3 we describe the approach
taken to the realization of the retrieval service. In section 4 we present the
setting (APOSDLE) in which the retrieval service for the Semantic Desktop
was employed and in section 5 we focus on the evaluation of the retrieval
service. We present related work in section 6 and our conclusion in section 7.

2 Basic Concepts

The work presented in this paper provides a first implementation of an asso-
ciative retrieval service for the Semantic Desktop. In this section we briefly
introduce the main ideas and goals of the Semantic Desktop and of associative
information retrieval.

1 http://www.aposdle.org/ (14.04.2008)

http://www.aposdle.org/
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2.1 Semantic Desktop

The Semantic Desktop [24] [9] paradigm stems from the Semantic Web move-
ment and aims at applying technologies developed for the Semantic Web to
desktop computing. In recent years the Semantic Web movement led to the
development of new, standardized forms of knowledge representation and
technologies for coping with them such as ontology editors, triple stores or
query languages. The Semantic Desktop founds on this set of technologies and
introduces them to the desktop to ultimately provide for a closer integration
between (semantic) web and (semantic) desktop.

2.2 Associative Information Retrieval

Crestani [8] understands associative retrieval as a form of information re-
trieval which tries to find relevant information by retrieving information that
is by some means associated with information that is already known to be
relevant. Information items which are associated can be documents, parts of
documents, extracted terms, concepts, etc. The idea of associative retrieval
dates back to the 1960s, when researches [22], [23] in the field of information
retrieval tried to increase retrieval performance using associations between
documents or index terms, which were determined in advance.

Association of information is frequently modeled as graph, which is referred
to as associative network [8]. Nodes in this network represent information items
such as documents, terms or concepts. Edges represent associations between
information items and can be weighted and / or labeled, expressing the degree
and type of association between two information items, respectively.

3 An Associative Information Retrieval Service for the
Semantic Desktop

The service presented here relies upon the existence of two sources of infor-
mation: first a domain ontology, used to define the vocabulary (concepts)
used to annotate resources, and then the resources themselves in the form of
textual documents. On top of these two sources of information we build an
associative network consisting of two interconnected layers, one for concepts
and one for documents (see Figure 1).

Nodes in the concepts layer correspond to concepts in the domain ontol-
ogy. Nodes in the document layer correspond to documents on the Semantic
Desktop. Concept nodes are associated by means of semantic similarity (cf.
section 3.1), while document nodes are associated by means of textual sim-
ilarity (cf. section 3.2). The link between the two layers of the network is
provided by annotations: a concept node is associated with a document node
if the concept is used to annotate that document (cf. sections 3.3 and 3.4).
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Fig. 1 The associative network consisting of of two interconnected layers

Finally, the network is searched using a spreading activation algorithm which
combines spread of activation in the concept layer and spread of activation
in the document layer (cf. section 3.5).

3.1 Calculating Semantic Similarity of Concepts

Concept nodes are associated in the concept layer by means of semantic sim-
ilarity. For calculating the similarity of two ontological concepts a symmetric
semantic similarity measure is used. The method was presented in [27] and
requires two concepts belonging to the same ontology as input. It calculates
the semantic similarity between these two concepts according to equation 1.
This similarity measure builds on the path length to the root node from the
least common subsumer (lcs) of the two concepts, which is the most specific
concept they share as an ancestor. This value is scaled by the sum of the
path lengths from the individual concepts to the root.

sim(c1, c2) =
2 · lcs(c1, c2)

depth(c1) + depth(c2)
(1)

With:
• c1 ... first concept
• c2 ... second concept
• lcs ... least common subsumer of two concepts
• depth ... depth of concept in the class hierarchy

Depending on the features present in an ontology different similarity mea-
sures qualify to be applied. We chose the measure presented in [27], as a
prominent feature of our ontology are taxonomic relations between concepts.
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An advantage of the used measure is that it tries to address one of the typ-
ical problems of taxonomy-based approaches to similarity: relations in the
taxonomy do not always represent a uniform (semantic) distance. The more
specific the hierarchy becomes, the more similar a child node is to its father
node in the taxonomy.

3.2 Calculating Text-Based Similarity of Documents

Document nodes are associated in the document layer by means of textual
similarity. As similarity measure for text-documents we use an asymmetric
measure based on the vector space model implemented in the open-source
search-engine Lucene2. The similarity between two documents is calculated
as shown in equation 2.

sim(d1, d2) = score(d125, d2) (2)

With:

• d1 ... document vector of the first document
• d2 ... document vector of the second document
• d125 ... document vector of the first document with all term weights re-

moved except the 25 highest terms weights

d125 is used as query vector for the score-measure of Lucene. For extracting
the 25 terms with the highest weights, both the document content and the
document title are taken into account. The calculation of Lucene’s score is
depicted in equation 3.

score(q, d) = coord(q, d) · queryNorm(q)

·
∑

t in q

(tf(t in d) · idf(t)2 · t.getBoost() · norm(t, d)) (3)

With:

• q ... query vector
• d ... document vector
• coord(q, d) = numberOfMatchingTerms/numberOfQueryTerms
• numberOfMatchingTerms ... number of terms in document matching

query
• numberOfQueryTerms ... number of terms in the query
• queryNorm(q) ... normalization of the query vector, Lucene default used
• tf(t in d) ... term frequency of current term in document, Lucene default

used
2 http://lucene.apache.org/ (14.04.2008)

http://lucene.apache.org/
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• idf(t) ... inverse document frequency of current term in the document
collection, Lucene default used

• t.getBoost() = tf(t in q) · idf(t)
• tf(t in q) ... term frequency of current term in query
• norm(t, d) = 1/sqrt(numberOfDocumentT erms)
• numberOfDocumentT erms ... number of terms in the current document

Out of the various components that control the final score of a document
matching a query, coord(q, d) deserves special attention because it had shown
in practice to contribute much to the final result. Thus a document that
matches the set of query terms will be ranked higher than a document that
only contains a smaller subset of all input query terms. Another important as-
pect of the scoring function is the document normalization factor, norm(t, d).
Documents that contain fewer terms will yield a higher score then long doc-
uments. This applies not only to the document content, but also to the doc-
ument titles. Therefore the similarity of the title terms contributes more to
the final score than the terms from the document body. On the other hand,
the t.getBoost() factor can be ignored in our case, because all query terms
are weighted equally.

A detailed and a more in depth explanation of the various parameters that
can be used to adapt the behavior of Lucene can be found in the Javadoc of
the org.apache.lucene.search.Similarity class.

3.3 Semantic Annotation of Documents

The link between the two layers of the network is provided by annotations
of resources with ontological concepts. As Handschuh [11] notes, different
approaches to semantic annotation exist in literature. The author refers to
[2] who differentiates between the following ways of semantic annotation:

• Decoration: Annotation of resources with a comment of the user.
• Linking: Annotation of resources with additional links.
• Instance identification: Annotation of resources with a concept. The an-

notated resource is an instance of the concept.
• Instance reference: Annotation of resources with a concept. The annotated

resource references an individual in the world which is an instance of the
concept.

• Aboutness : Annotation of resources with a concept. The annotated re-
source is about the concept.

• Pertinence: Annotation of resources with a concept. The annotated re-
source provides further information about the concept.

Semantic annotations in the present system are based on the Aboutness
of resources. This means that we annotate whole documents with a set of
concepts the content of the document is about. This is partly due to the
usage of the current implementation inside the APOSDLE system. There
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annotations are used to express exactly the aboutness of resources and are
formally described with the property deals with that is modeled inside the
knowledge base of APOSDLE, that is used to store the semantic annotations
(see section 4).

In approaches based on Instance identification or Instance reference as [6]
or [14] annotation is treated on a more fine-grained level: Single words in
documents are annotated with concepts stemming from the ontology.

We follow our approach for two reasons: (1) Although the complete seman-
tics of words contained in a document are not recognized using this approach,
the additional information added to the document still provides opportuni-
ties to be used at a later time in retrieving material [26], by a limited amount
of human involvement. (2) We think that for the near future it makes sense
to work on making the Semantic Web a reality, by focusing on bringing lit-
tle semantics [13] into the current web and taking small steps. We follow
this pragmatic approach and try to apply it to the Semantic Desktop in the
context of our work.

3.4 Weighting the Annotations

In our (and other) approach(es) to semantic annotation, a document is either
annotated with certain concepts or it is not. From a retrieval point of view
this means that a document is either retrieved, if it is annotated with a
concept present in the query, or it is not retrieved, if none of the concepts in
the query are assigned to the document. Ranking the retrieved document set
is impossible.

To allow for ranking the result set and to increase the performance of our
service we weight the annotations between documents and concepts using a
tf-idf-based weighting scheme. This is a standard instrument in information
retrieval to improve retrieval results [19]. Our weighting approach is related
to the one presented by [6], who are also weighting semantic annotations
using a tf-idf-based measure.

weight(c, d) = tf(c, d) · idf(c) = tf(c, d) · log
D

a(c)
(4)

With:

• c ... a concept
• d ... a document
• tf(c, d) ... 1 if d is annotated with c, 0 otherwise
• idf(c) ... inverse document frequency of concept c
• D ... total number of documents
• a(c) ... number of documents annotated with concept c
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3.5 Searching the Network

The network structure underlying the service is searched by spreading activa-
tion. Starting from a set of initially activated nodes in the network, activation
spreads over the network and activates nodes associated with the initial set
of nodes. Originally stemming from the field of cognitive psychology, where
it serves as a model for operations in the human mind, spreading activation
found its way over applications in both neural and semantic networks to infor-
mation retrieval [8]. It is comparable to other retrieval techniques regarding
its performance [16].

Beside systems that use spreading activation for finding similarities be-
tween text documents or search terms and text documents, approaches ex-
ist, which employ spreading activation for finding similar concepts in knowl-
edge representations [1] [20]. The novelty of our approach lies in combining
spreading activation search in a document collection with spreading activa-
tion search in a knowledge representation. The formula we use to calculate
the spread of activation in our network is depicted in equation 5.

A(nj) =
t∑

i=1

A(ni) · wi,j∑s
k=1 wi,k

(5)

With:

• A(nj) ... activation of node nj

• A(ni) ... activation of node ni

• t ... number of nodes adjacent to node nj

• wi,j ... weight of edge between node ni and node nj

• s ... number of nodes adjacent to node ni

• wi,k ... weight of edge between node ni and node nk

Search in our network is performed as follows:

1. Search starts with a set of concepts, representing the information need of
the knowledge-worker. The concept nodes representing these concepts are
activated.

2. Optionally, activation spreads from the set of initially activated concepts
over the edges created by semantic similarity to other concepts nodes in
the network.

3. Activation spreads from the currently activated set of concept nodes to
the document nodes over the edges created by semantic annotation to find
documents that deal with the concepts representing the information need.

4. Optionally, activation spreads from the documents nodes currently acti-
vated to document nodes that are related by means of textual similarity
and are therefore associated with the document nodes.

5. Those documents corresponding to the finally activated set of document
nodes are returned as search result to the user.
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4 Implementation Inside the APOSDLE Project

The associative network structure and the spreading activation algorithm
presented in section 3 have been implemented to support the retrieval of
resources inside the first prototype of the APOSDLE system.

The goal of the current version of the APOSDLE system is to help
knowledge-workers understanding the field of requirements engineering. In
order to meet its goals APOSDLE uses a knowledge base in the form of
a domain ontology, which described the field of requirements engineering
in which the first prototype of APOSDLE operates, and a document base,
which contains learning material (definitions, examples, tutorials, etc.) about
requirements engineering that are partly annotated with concepts from the
domain ontology.

The domain ontology consists of 70 concepts, 21 of which are used to an-
notate documents. The document base consists of 1016 documents, 496 docu-
ments of which are annotated with one or more concepts from the knowledge
base. As we can see the scenario of APOSDLE provides a typical example of
scarce annotations: only parts of the ontology are used for annotation and
only parts of the documents are annotated. We see this setting corresponding
to the coverage problematic presented in section 1 and employing associative
retrieval techniques appropriate to finding relevant material that was not
originally annotated with concepts from the domain ontology.

The service implemented in the APOSDLE project and presented in this
section relies on knowledge contained in an ontology and the statistical in-
formation in a collection of documents. The service is queried with a set of
concepts from the ontology and returns a set of documents. Documents in the
system are (partly) annotated with ontological concepts if a document deals
with a concept. For example, if the document is an introduction to use case
models it is annotated with the corresponding concept in the ontology. In
APOSDLE, the annotation process is performed manually but is supported
by statistical techniques (e.g. identification of frequent words in the document
collection) [18].

Concepts from the ontology are used as metadata for documents in the sys-
tem. Opposed to classical metadata, the ontology specifies relations between
the concepts. For example, class-subclass relationships are defined as well as
arbitrary semantic relations between concepts are modeled (e. g. UseCase
isComposedOf Action). The structure of the ontology has been used for cal-
culating the similarity between two concepts in the ontology according to the
measure presented in section 3.1. This similarity has been used to expand a
query with similar concepts before retrieving documents dealing with a set
of concepts. After retrieval of documents was performed, the result set was
expanded by means of textual similarity as introduced in section 3.2. The im-
plementation of a specific associative network inside the APOSDLE system
has allowed developing and testing different combinations of query and result
expansion that are based on the spreading activation algorithm presented in
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section 3.5. The next section contains an evaluation of the performance of
different combinations and a discussion of the results obtained.

5 Evaluation

In this section we describe the evaluation that we performed. We talk about
the evaluation measures, the queries used for evaluation, how we collected
relevance judgments and about the service configuration rankings obtained.

5.1 Semantic Web Information Retrieval and
Evaluation

At present information retrieval in the Semantic Web (on the Semantic Desk-
top) is an inhomogeneous field (c.f. [25]. Although a good amount of ap-
proaches does exist, different information is used for the retrieval process,
different input is accepted and different output is produced. This compli-
cates to define generally applicable rules for the evaluation of an information
retrieval system for the Semantic Web (or the Semantic Desktop) and to
create a test collection for this application area of information retrieval.

The present approach to retrieval on the Semantic Desktop is different from
current attempts to retrieval in a desktop environment: (1) the semantic in-
formation present in an ontology is taken into account for retrieval purpose;
(2) the query to the retrieval service is formulated by a set of concepts stem-
ming from an ontology as opposed to a set of terms (words) as typically used
in the context of desktop search. As we are not aware of any standard test
corpora for the evaluation of an information retrieval service for the Semantic
Desktop we have created our own evaluation environment.

5.2 The Test Corpus

A major obstacle in the easy evaluation of Semantic Web technology based
information retrieval systems is the absence of standardized test corpora, as
they exist for text-based information retrieval.

Therefore we have built our own test corpus based on the data available in
the first release of the APOSDLE system [15]. The first version of APOSDLE
was built for the domain of Requirements Engineering. This resulted into a
domain ontology for this field and a set of documents dealing with various
topics of Requirements Engineering. The document base was provided by a
partner in the APOSDLE project, with expertise in the field of Requirements
Engineering, while the ontology was modeled by another partner. Together
these two partners sign responsible for the annotation of the document base
with concepts from the ontology. The ontology contains 70 concepts and the
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document set consists of 1016 documents. 496 documents were annotated
using one or more concepts. 21 concepts from the domain ontology were used
to annotate documents.

In its size our test collection is comparable to test collections from early
information retrieval experiments as the Cranfield or the CACM collections3.

In addition to the absence of corpora for Semantic Web information re-
trieval we are unaware of any standard text-retrieval corpora for evaluating a
service with characteristics similar to ours. We considered treating the onto-
logical concepts used for querying our service equivalent to query terms of a
text-retrieval system to be able to use a standard corpus. Therefore we would
have needed some structure relating the terms contained in the documents, as
it is the case with the ontology in our system which relates concepts. For this
task we could have used a standard thesaurus. As this knowledge structure
is different to the ontology originally used (and therefore different similarity
measures had to be applied to it), this would have led us to evaluating a
service with different properties than our original one.

We also considered the INEX4 test collection for evaluating our service.
INEX provides a document collection of XML documents which would have
provided us with textual data associated with XML structure information.
Unfortunately again an ontology relating the metadata used as XML markup
is unavailable. This would have prevented us from employing (and evaluating)
the functionality provided by the query expansion technique, which founds
on the ontology.

5.3 Measures Used for Evaluation

The central problem in using classic IR measures as recall or mean average
precision is that they require complete relevance judgements, which means
that every document is judged against every query [4]. [10] notices that recall
can not be determined precisely with reasonable effort. Finally [5] states that:
Building sets large enough for evaluation of realworld implementations is at
best inefficient, at worst infeasible.

Therefore we opted for using evaluation measures that do not require hat
every document is judged against every query. We decided for using precision
(P) at rank 10, 20 and 30. In addition we made use of infAP [28] which
approximates the value of average precision (AP) using random sampling.

For calculating the evaluation scores we have used the trec eval5 package,
which origins from the Text REtrieval Conference (TREC) and allows for
calculating a large number of standard measures for information retrieval
system evaluation.

3 http://www.dcs.gla.ac.uk/idom/ir_resources/test_collections/

(14.04.2008)
4 http://inex.is.informatik.uni-duisburg.de/ (14.04.2008)
5 http://trec.nist.gov/trec_eval/ (14.04.2008)

http://www.dcs.gla.ac.uk/idom/ir_resources/test_collections/
http://inex.is.informatik.uni-duisburg.de/
http://trec.nist.gov/trec_eval/
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5.4 Queries Used for Evaluation

The queries that were used for the evaluation of the service are formed by
sets of concepts.

The first version of the APOSDLE system presents resources to knowledge
workers to allow them to acquire a certain competency. To realize search for
resources that are appropriate to build up a certain competency, competencies
are represented by sets of concepts from the domain ontology. These sets
are used as queries for the search for resources. For the evaluation of the
APOSDLE system all distinct sets of concepts representing competencies6

were used as queries. In addition all concepts from the domain model not
already present in the set of queries were used for evaluation purposes.

5.5 Collecting Relevance Judgments

8 different service configurations were tested and compared against each other
based on the chosen evaluation measures. 79 distinct queries were used to
query every service configuration. Queries were formed by sets of concepts
stemming from the domain ontology.

For every query and service configuration the first 30 results were stored
in a database table, with one row for every query-document pair. Query-
document pairs returned by more than one service configuration were stored
only once. The query-document pairs stored in the database-table were then
judged manually by a human assessor. All query-document pairs were judged
by the same person. The assessor was not involved in defining the competency
to concept mappings uses as queries (c.f. section 5.4).

After relevance judgment, both, the results obtained by the different ser-
vice configurations and the global relevance judgments have been stored into
text files in a format appropriate for the trec eval program. We then cal-
culated the P(10), P(20), (P30) and infAP scores for the different service
configurations.

5.6 The Obtained Service Configuration Ranking

Table 1 shows the calculated P(10), P(20), (P30) and infAP scores for the dif-
ferent service configurations. The columns SemSim, TxtSim indicate whether
semantic similarity or text-based similarity was used for the search. Table 2
shows the service configuration rankingbasedon theobtained evaluation scores.

Configuration 1 (conf 1) is the baseline configuration of our service. The
results delivered by this configuration are comparable to the use of a query
language as SPARQL combined with an idf-based ranking (based on docu-
ments annotated with concepts) and no associative retrieval techniques used.

6 Different competencies can be represented by the same concepts.
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Table 1 Evaluation scores of service configurations calculated using P(10), P(20),
P(30) and infAP

Conf. SemSim TxtSim P(10) P(20) P(30) infAP

conf 1 No No 0.2418 0.2051 0.1700 0.1484

conf 2 No Yes 0.3089 0.2778 0.2502 0.2487

conf 3 Yes (> 0.5) No 0.3165 0.2608 0.2131 0.2114

conf 4 Yes (> 0.7) No 0.3114 0.2582 0.2097 0.2001

conf 5 Yes (> 0.5) Yes 0.3848 0.3405 0.3046 0.3253

conf 6 Yes (> 0.7) Yes 0.3924 0.3494 0.3089 0.3326

Table 2 Ranking of service configurations based on P(10), P(20), P(30) and infAP

Rank P(10) P(20) P(30) infAP

1 (best) conf 6 conf 6 conf 6 conf 6

2 conf 5 conf 5 conf 5 conf 5

3 conf 3 conf 2 conf 2 conf 2

4 conf 4 conf 3 conf 3 conf 3

5 conf 2 conf 4 conf 4 conf 4

6 (worst) conf 1 conf 1 conf 1 conf 1

Exactly those documents are retrieved that are annotated with the concepts
present in the query.

All other configurations make use of query expansion based on semantic
similarity or result expansion based on text-based similarly. Configurations
3, 4, 5 and 6 perform query expansion. Configurations 2, 5 and 6 perform
result expansion.

All associative search approaches employing semantic similarity (config-
urations 3, 4, 5 and 6), text-based similarity (configurations 2, 5 and 6) or
both (configurations 2, 3, 4, 5 and 6) increase retrieval performance compared
to the baseline (configuration 1). Additional relevant documents are found,
which are not annotated with the concepts used to query the service.

5.7 Discussion

We now discuss the evaluation measures used and why we think that the
amount of relevance judgments collected is sufficient for a proper evaluation
of our service.

5.7.1 P(10), P(20) and P(30)

[3] evaluate the stability of evaluation measures. They calculate the error
rate of measures based on the number of errors occurring whilst compar-
ing two systems using a certain measure. They divide the number of errors
by the total number of possible comparisons between two different systems.
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Based on previous research they state that an error rate of 2.9% is minimally
acceptable. They find that P(30) exactly reaches this error rate of 2.9% in
their experiment with 50 queries used. Finally they suggest that the amount
of queries should be increased for P(n) measures, where n < 30. And suggest
that 100 queries would be safe if the measure P(20) is used.

We performed our experiment with 79 distinct queries and used the mea-
sures P(10), P(20) and P(30). Following the results of [3] the size of our query
set should be appropriate for P(30). We are fortified in this assumption as the
ranking of the 8 service configurations is identical for P(20), P(30) and infAP.

5.7.2 infAP

The Trec 8 Ad-Hoc collection consists of 528,155 documents and 50 queries
which make a total amount of 26,407,750 possible relevance judgments. 86830
query-document relevance pairs are actually judged. This set of pairs is cre-
ated by depth-100 pooling of 129 runs. Therefore 0.33% of the possible rele-
vance judgments are performed.

Our collection consists of 1026 documents and 79 queries, which results in
a total of 81,054 possible relevance judgments. This set of pairs is created by
depth-30 pooling of 8 runs and 498 additional relevance judgments that were
performed for runs that were not part of the experiment. 1938 query doc-
ument pairs were actually judged. Therefore 2.39% of all possible relevance
judgments were performed.

The depth-100 pool for the 8 evaluated runs would consist of 4138 query-
document pairs. As we judged 1938 query-document pairs, we judged 46.83%
of our potential depth-100 pool. [28] report a Kendall’s tau based rank cor-
relation of above 0.9 between infAP and AP with as little as 25% of the
maximum possible relevance judgments of the depth-100 pool of the Trec
8 Ad-Hoc collection. They consider two rankings with a rank correlation of
above 0.9 as equivalent.

With 46.83% of our potential depth-100 pool judged, we are confident that
the infAP measure produces an estimation sufficiently accurate. Again our
confidence in the results of infAP is assured by the equivalence of the ranking
of the 8 service configurations for P(20), P(30) and infAP.

6 Related Work

Beagle++ [7] is a search engine for the Semantic Desktop and indexes RDF-
metadata together with document content. Both [6] and [14] present an
extension of the vector space model. Together with document content they in-
dex semantic annotations of documents and use this information for search. All
three are very promising approaches that extend the vector space model using
semantic information. None of them employs measures of semantic association.
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[20] present a hybrid approach for searching the (semantic) web, they com-
bine keyword based search and spreading activation search in an ontology
for search on websites. Ontocopi [1] identifies communities of practice in an
ontology using spreading activation based clustering. Both are prospective
approaches employing ontology-based measures of association and evaluating
them using spreading activation. They do not integrate text-based measures
of association into their systems.

7 Conclusions and Future Work

We have presented an information retrieval service for the Semantic Desk-
top, which is based on techniques from associative information retrieval. We
have evaluated the presented service using standard measures for information
retrieval system evaluation. As classic measures for evaluation as recall and
average precision require that every document is judged for every query we
have chosen precision at ranks 10, 20 and 30 as evaluation measures. In addi-
tion we made use of the random sampling approach performed by the infAP
measure. Following recent works [4] [28] in information retrieval system eval-
uation we are confident that our chosen approach reflects the actual relation
between the service configurations as the ranking of the service configurations
remains identical for the measures P(20), P(30) and infAP.

Our experiments encourage us, that the application of associative retrieval
techniques to information retrieval on the Semantic Desktop is an adequate
strategy. We tend to conclude that text-based methods for associative re-
trieval result in a higher increase in retrieval performance, therefore we want
to explore the approach of attaching a set of terms to every concept in our
domain ontology during modeling time to provide search results even for con-
cepts that are not used for annotation. In addition we want to extend our
research towards the application of different semantic similarity measures
within our service.
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GRISINO – A Semantic Web Services, Grid
Computing and Intelligent Objects Integrated
Infrastructure

Tobias Bürger, Ioan Toma, Omair Shafiq, Daniel Dögl, and Andreas Gruber

Abstract. Existing information, knowledge and content infrastructures are currently
facing challenging problems in terms of scalability, management and integration of
various content and services. The latest technology trends, including Semantic Web
Services, Grid computing and Intelligent Content Objects provide the technological
means to address parts of the previously mentioned problems. A combination of the
three technologies could provide a sound technological foundation to build scalable
infrastructures that provide highly automated support in fulfilling user’s goals.

This paper introduces GRISINO, an integrated infrastructure for Semantic Web
Services, Intelligent Content Objects and Grid computing, which may serve as a
foundation for next generation distributed applications.

1 Introduction

The GRISINO1 project investigates the use of semantic content models in service
oriented architectures based on Semantic Web Services- and Grid-Technology [13]
by combining three technology strands: Semantic Web Services [6], Knowledge
Content Objects [2] and Grid Computing [7]. By that, GRISINO aims at defining
and realizing intelligent and dynamic business processes based on dynamic service
discovery and the internal state of complex objects. Advantages of this approach
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include the possibility to establish service based processes ad-hoc based on the user
requirements or their alteration during run-time based on the state of the intelligent
content objects. The main output of the project is a test bed for experimentation with
complex processes and complex objects that takes user requirements into account
and fulfils them by dynamically integrating the three underlying technologies. For
this testbed, advanced prototypes of each of the technology strands are combined:

• The Web Service Modelling Ontology (WSMO) [11], the Web Service Mod-
elling Language (WSML)2 and the Web Service Modelling Execution Environ-
ment (WSMX)3 as a framework for the description and execution of Semantic
Web Services,

• Knowledge Content Objects (KCOs) as a model for the unit of value for con-
tent to be exchanged between services, together with its management framework,
the Knowledge Content Carrier Architecture (KCCA) [2].

• The Globus toolkit4 as an existing Grid infrastructure.

In this chapter we will detail the main results of the GRISINO project: its architec-
ture (section 2) and the core parts of the architecture which realize the integration
of the three technologies, i.e. a set of transformers between the protocol and de-
scription standards used (section 3 and 4). Furthermore, we provide details about
the proof of concept implementation which serves to demonstrate the functionality
and interoperability within the GRISINO testbed in section 5.

2 GRISINO Architecture

One of the major driving forces for the Web and its future derivatives is content
which can range from multimedia data (with some metadata) to “intelligent ob-
jects”, i.e. content that itself, can either exhibit behavior or at least, carry semantic
information that can (and must) be interpreted by the services on the Semantic Grid.
The GRISINO system architecture as shown in Figure 1 provides a set of APIs and
an implementation of these APIs to ease the handling and development of applica-
tions which intend to use the three technologies together:

• the GRISINO API which gives application developers easy access to the com-
bined functionality of the three technologies.

• the Transformer API including protocol transformations between the technolo-
gies,

• the Selector API issuing calls to transformers or the foundational API, and
• the foundational API, which is an abstracted view onto the APIs of the core

technologies.

Most notably the GRISINO system architecture includes extensions to the core com-
ponents that enable communication between the technologies. This includes:

2 http://www.wsmo.org/wsm
3 http://www.wsmx.org
4 http://www.globus.org/toolkit/

http://www.wsmo.org/wsm
http://www.wsmx.org
http://www.globus.org/toolkit/
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Fig. 1 GRISINO System Architecture

• an extension of WSMX for the interpretation of KCOs,
• a semantic layer for services offered by KCCA to enable their discovery and
• an extension of the Globus toolkit which extends Globus with a semantic layer

in order to handle Grid services like other SWS.

The GRISINO system architecture integrates specific SWS and Grid solutions be-
cause of the existence of a wide variety of different and diverse approaches: We
based our efforts on WSMO and WSMX as execution platforms because they are
being well supported by an active research community to handle SWS. Furthermore
we are using the Globus Toolkit as being the most widely used Grid computing
toolkit which is fully compatible with the OGSA5 - and Web Service Resource

5 http://www.globus.org/ogsa/

http://www.globus.org/ogsa/
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Framework (WSRF) specifications6. The integration of Semantic Web Services and
Grid computing includes the extension of the Semantic Web Services infrastructure
to model Grid Services and resources on the Grid in order to realize the vision of
the Semantic Grid. Benefits of this integration include:

• Resources on the Grid may profit from machine reasoning services in order to
increase the degree of accuracy of finding the right resources.

• The background knowledge and vocabulary of a Grid middleware component
may be captured using ontologies. Metadata can be used to label Grid resources
and entities with concepts, e.g. for describing a data file in terms of the applica-
tion domain in which it is used.

• Rules and classification-based reasoning mechanisms could be used to gener-
ate new metadata from existing metadata, for example describing the rules for
membership of a virtual organization and reasoning that a potential member’s
credentials are satisfactory for using the VO resources.

• Activities like Grid Service discovery or negotiation of service level agreements
can be potentially enhanced using the functionalities provided by Semantic Web
Service technologies.

• Searches / discovery of SWS can be seamlessly extended to Grid Services.

The integration of SWS and KCO technologies will benefit from each other in sev-
eral different aspects. In a KCO various kinds of information are modeled in so
called semantic facets that allow to deal with KCOs in different situations. A more
standardized exposition of KCO facet information would allow to base the actions
that take place in a (goal-based) Web Service execution on the facet information of
KCOs: for example to search for a KCO that contains certain content or to match
a certain licensing schema. Also choreography could be based on facet informa-
tion, e.g. to fulfill a special licensing schema where you first have to pay before you
consume the content. Another benefit would be that these services could also be au-
tomatically discovered, which represents a key requirement for ad-hoc instantiation.
Further benefits of the integration of SWS and KCO/KCCA include:

• Goal-based Web service execution can be based on the various kinds of informa-
tion which is modeled in so called semantic facets inside KCOs; e.g. to search
for a KCO that contains certain content or to match a certain licensing scheme.

• Choreography of Web services can be based on facet information, e.g. to fulfil a
special licensing scheme in which you first have to pay before you consume the
content.

• Plans that describe how to handle content and which are modeled inside a KCO
can be automatically executed by using SWS or Grid services.

The following section will provide further details about two of the three major as-
pects of the integration, i.e. the integration of SWS and Grid, as well as the integra-
tion of SWS and KCOs.

6 http://www.globus.org/wsrf/

http://www.globus.org/wsrf/
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3 SWS-Grid Transformer

The main task of this transformer (mentioned as T2 in the Figure 1) is the real-
ization of the link between SWS based systems and Grid Computing systems. Our
approach was to extend and refactor an existing SWS solution, namely the Web Ser-
vice Modeling Ontology, Language and Execution Environment with Grid concepts
in order to address Grid related requirements. The resulting modeling framework
for Semantic Grid enriches the OGSA with semantics by providing a Grid Service
Modeling Ontology (GSMO)7 as an extended version of WSMO.

Based on the proposed conceptual model for Semantic Grid services, a new lan-
guage called GSML (Grid Service Modelling Language) was developed that inher-
its the syntax and semantics of the WSML language and adds a set of additional
constructs reflecting the GSMO model. Last but not least an extension of the Web
Service Modeling Execution Environment (WSMX), called Grid Service Model-
ing Execution Environment has been proposed. More details about the conceptual
model, the language and the new execution environment are available in [12].

3.1 Extensions to the WSMO Conceptual Model

The conceptual model of Semantic Web Services provides a set of guidelines or
recommendations on how Semantic Web Service descriptions should look like.
The Web Service Modeling Ontology (WSMO) [11] refers to the concepts it
defines as its top level elements. WSMO has four top-level elements, i.e. Ontolo-
gies, Web Services, Mediators and Goals. We have extended the WSMO concep-
tual model to model Semantic Grid Services based on an analysis of the GLUE
schema [1] for which we provided semantic annotations. The proposed extended
version, called GSMO has 6 major top level entities which were either newly added
to the WSMO conceptual model, are refinements of original entities or are entities
which are inherited from the WSMO model. The GSMO elements are graphically
represented in Figure 2: The elements GSMO, Job, VO, Resources, Computational
Resource, Data Resource were newly added, the element Grid Service is the rede-
fined element and finally the elements Ontology and Mediator have been inherited
or adopted:

• Job represents the functionality requested, specified in terms of what has to be
done, what are the resources needed, etc. A Job is fulfilled by executing one or
more Grid Services. Ontologies can be used as domain terminology to describe
the relevant aspects. Job as one of the top level entities of GSMO is adapted from
WSMO Goals and is taken in GSMO as its extended version.

• Ontologies provide the terminology used by other GSMO elements to describe
the relevant aspects of a domain. This element has been inherited from the
WSMO top level entity as Ontologies.

7 http://www.gsmo.org/

http://www.gsmo.org/
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Fig. 2 Grid Service Modeling Ontology (GSMO)

• Grid Service describes the computational entity providing access to physical re-
sources that actually perform the core Grid tasks. These descriptions comprise
the capabilities, interfaces and internal working of the Grid Service. All these
aspects of a Web Service are described using the terminology defined by the on-
tologies. The Grid Service top level entity has been adopted from WSMO’s Web
Services as its top level entity.

• Mediators describe elements that overcome interoperability problems between
different WSMO elements. Due to the fact that GSMO is based on WSMO, it will
be used to overcome any heterogeneity issues between different GSMO elements.
Mediators resolve mismatches between different used terminologies (data level);
communicate mismatches between Grid services (protocol level) and on the level
of combining Grid Services and Jobs (process level).

• Resources describe the physical resources on the Grid which can be further clas-
sified into computing resources and storage resources. These computation- and
storage-resources are key elements of the underlying Grid.

• The Virtual Organization element describes any combination of different physi-
cal resources and Grid Services formed as virtual organizations on the Grid. This
element will help in automated virtual organization formation and management.

3.2 Extensions to the WSML Formal Language

Based on the conceptual model for Semantic Grid services presented in the previous
section, this section introduces the basic constructs towards a semantic language
for describing entities in the realm of the Semantic Grid. We propose a new lan-
guage which is based on an existing language for Semantic Web services, namely
the WSML language. The new language called GSML (Grid Service Modelling
Language) inherits the syntax and semantic of the WSML language. Additional con-
structs not defined in WSML such as VO and resource can be used to semantically
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describe Virtual Organizations and resources on the Semantic Grid. The constructs
webService and goal from WSML are replaced by gridService and job.

As mentioned above, GSML follows the conceptual model of GSMO defining a
clear syntax for each of the elements described in the previous section. The top level
constructs introduced by GSML will be further described below:

A Grid service (gridService) in GSML has the following structure:

g r i d S e r v i c e = ’ g r i d S e r v i c e ’ i d ? heade r ∗ c a p a b i l i t y ? i n t e r f a c e ∗
u s e s R e s o u r c e s ∗ belongsToVOs ∗

The id, header, capability and interface constructs from a Grid service defi-
nition are defined in the same way as described in WSML. Additionally the uses-
Resources and belongsToVOs constructs with n-ary cardinality could be used to
specify the resources used by the service in order to provide its functionality, re-
spectively the VOs the service belongs to. A simplified example of a Grid service
which provides movie rendering functionality is given below:

namespace { ” h t t p : / / www. gsmo . org / movieRenderGS #” ,
dc ” h t t p : / / p u r l . org / dc / e l e m e n t s / 1 . 1 # ” ,
rO ” h t t p : / / www. gsmo . org / r e n d e r O n t o l o g y #”}
g r i d S e r v i c e ” h t t p : / / www. gsmo . org / movieRenderGS . wsml ”

n o n F u n c t i o n a l P r o p e r t i e s
dc # t i t l e hasValue ” Movie Render Grid s e r v i c e ”
dc # p u b l i s h e r hasValue ”GSMO”

e n d N o n F u n c t i o n a l P r o p e r t i e s
c a p a b i l i t y

s h a r e d V a r i a b l e s {? model}
p r e c o n d i t i o n

de f i nedBy ? model memberOf rO#Model .
p o s t c o n d i t i o n

de f i nedBy ? movie memberOf rO# lMovie and rO#
hasModel ( ? movie , ? model ) .

i n t e r f a c e M o v i e R e n d e r S e r v i c e I n t e r f a c e
cho reog raph y M ovi eRende rSe rv i ceChoreog raphy
o r c h e s t r a t i o n M o v i e R e n d e r S e r v i c e O r c h e s t r a t i o n
u s e s R e s o u r c e s { ” h t t p : / / www. gsmo . org / r e s o u r c e s # proc1 ,

” h t t p : / / www. gsmo . org / r e s o u r c e s #mem1}
belongsToVOs { ” h t t p : / / www. gsmo . org / r e s o u r c e s #VO1,

” h t t p : / / www. gsmo . org / r e s o u r c e s #VO2}

The usesResources and belongsToVOs are defined as follows:

u s e s R e s o u r c e s = ’ usesR esou rce s ’ i d l i s t

belongsToVOs = ’ belongsToVOs ’ i d l i s t

The idlist construct from the above definitions are the IDs of resources, re-
spectively VOs. According to the principle inherited from WSML, the elements
in GSML are identified mainly by IRIs, and thus idlist is a list of IRIs.
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A user job (job) in GSML has similar structure than a gridService construct. Ad-
ditionally an application element can be defined to explicitly specify the application
to be run:

j ob = ’ job ’ i d ?
heade r ∗ c a p a b i l i t y ? i n t e r f a c e ∗ u s e s R e s o u r c e s ∗
belongsToVOs ∗ a p p l i c a t i o n ?

a p p l i c a t i o n = ’ a p p l i c a t i o n ’ i d ? heade r ∗ name ? v e r s i o n ?
e x e c u t a b l e ? argument ∗ env i ronm en t ∗ i n p u t ? o u t p u t ?
e r r o r ? w o r k i n g d i r e c t o r y ?

Equally as in the gridService construct definition, the id, header, capability
and interface constructs are inherited from WSML. The usesResources and be-
longsToVOs constructs are to be used in the same way as described above for the
gridService construct. A simplified example of a job specification, a request for a
movie rendering is given below:

namespace { ” h t t p : / / www. gsmo . org / movieRenderGS #” , dc
” h t t p : / / p u r l . org / dc / e l e m e n t s / 1 . 1 # ” , rO
” h t t p : / / www. gsmo . org / r e n d e r O n t o l o g y #”}

j ob ” h t t p : / / www. gsmo . org / MovieRender . wsml ”
n o n F u n c t i o n a l P r o p e r t i e s

dc # t i t l e hasValue ” MovieRender Grid s e r v i c e ”
dc # p u b l i s h e r hasValue ”GSMO”

e n d N o n F u n c t i o n a l P r o p e r t i e s
c a p a b i l i t y

s h a r e d V a r i a b l e s {? model}
p r e c o n d i t i o n

de f i nedBy ? model memberOf rO#Model .
p o s t c o n d i t i o n

de f i nedBy ? movie memberOf rO# lMovie and rO# hasModel
( ? movie , ? model ) .

i n t e r f a c e M o v i e R e n d e r S e r v i c e I n t e r f a c e
cho reog raph y M ovi eRende rSe rv i ceChoreog raphy
o r c h e s t r a t i o n M o v i e R e n d e r S e r v i c e O r c h e s t r a t i o n

u s e s R e s o u r c e s { ” h t t p : / / www. gsmo . org / r e s o u r c e s # p roc1}
belongsToVOs { ” h t t p : / / www. gsmo . org / r e s o u r c e s #VO1}

Equally, a job can be specified using the application element instead of the capa-
bility element. In this case the functionality is explicitly specified by naming the
application that needs to be executed to fulfill the job. The elements of an ap-
plication description include: the name of the application (name), the version of
the application (version), the main executable file of the application (executable),
the arguments (argument*), any additional libraries needed to run the application
(environment), the input data for the application specified in the input file (input),
the output file (output), the error file (error) and finally the working directory.



GRISINO – A Semantic Web Services 121

namespace { ” h t t p : / / www. gsmo . org / movieRenderGS #” , dc
” h t t p : / / p u r l . org / dc / e l e m e n t s / 1 . 1 # ” , rO
” h t t p : / / www. gsmo . org / r e n d e r O n t o l o g y #”}

j ob ” h t t p : / / www. gsmo . org / MovieRender . wsml ”
n o n F u n c t i o n a l P r o p e r t i e s

dc # t i t l e hasValue ” MovieRender Grid s e r v i c e ”
dc # p u b l i s h e r hasValue ”GSMO”

e n d N o n F u n c t i o n a l P r o p e r t i e s
u s e s R e s o u r c e s { ” h t t p : / / www. gsmo . org / r e s o u r c e s # p roc1}
belongsToVOs { ” h t t p : / / www. gsmo . org / r e s o u r c e s #VO1}
a p p l i c a t i o n

n o n F u n c t i o n a l P r o p e r t i e s
dc # t i t l e hasValue ” MovieRender a p p l i c a t i o n ”
dc # p u b l i s h e r hasValue ”GSMO”

e n d N o n F u n c t i o n a l P r o p e r t i e s
name movieRender
v e r s i o n 0 . 1
e x e c u t a b l e / b i n / u s r / movieRender
i n p u t / home / g r i s i n o / model . mod
o u t p u t / home / g r i s i n o / movie . a v i
e r r o r / home / g r i s i n o / e r r o r
w o r k i n g d i r e c t o r y / home / g r i s i n o

By describing the Semantic Grid services and jobs in a symmetric manner, us-
ing terminology provided by ontologies, a semantic matchmaker will be able to
determine if jobs and services hosted on the Semantic Grid match in terms of func-
tionality, behavior, resources and VOs requested, respectively provided.

A Grid resource (resource) in GSML has the following structure:

r e s o u r c e = ’ r e s o u r c e ’ i d ?
heade r ∗ h a s D e f i n i t i o n ? h a s P o l i c y ∗ belongsToVOs ∗

The id, and header constructs from a resource specification are defined in the
same way as described in WSML. The hasDefinition contains a logical definition
in terms of concepts and relations from ontologies describing the resource. The
hasPolicy construct specifies the policy and access rules associated with the re-
source. The belongsToVOs construct is used to specify the VOs the resource be-
longs to. A resource could be further refined as described in the previous section in
computationalResource and dataResource.

A VO construct in GSML has the following structure:

vo = ’ vo ’ i d ?
heade r ∗ hasMembers∗ h a s D e s c r i p t i o n ?

The id and header constructs in VO specification are defined in the same way as
described in WSML [5].
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Fig. 3 Towards a Grid Services Execution Environment

3.3 Extensions to the WSMX Execution Environment

This section presents the initial architecture of the Grid Service Execution Envi-
ronment which will be layered on top of OGSA based Grid toolkits (e.g. Globus
Toolkit8). The objective of the Grid Service Execution Environment is to process the
semantically enabled descriptions of Grid Services and to process the semantic de-
scriptions of Jobs submitted on the Grid. The Grid Service Execution Environment
will take care of the service execution management of user-defined applications
defined at the semantics layer, which may require specific resource requirements,
and imply complex interactions between services. The execution management will
extend the conventional execution management of jobs on the Grid, including the
execution of Web and Grid Services, with semantically enhanced descriptions of
required resources.

The architecture of the proposed framework is based on the Web Services Ex-
ecution Environment (WSMX) which itself is compliant to the Service Oriented
Architecture (SOA) paradigm and consists of a set of loosely coupled collaborat-
ing software components. The architecture of Semantic Grid Services Execution
Environment is shown in Figure 3. It will act as reference architecture for all the
components (existing WSMX and Globus components and the new ones proposed
based on GSMO) and integrate them inside one infrastructure. The following newly
added components in the Semantic Grid Services Execution Environment are based
on GSMO:

• Resource Management which deals with semantic-based resource discovery, ad-
vanced reservation, negotiation, deployment and provisioning of computational
and storage resources on the Grid

8 http://www.globus.org/toolkit/

http://www.globus.org/toolkit/
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• Virtual Organization Manager which deals with creation and management issues
of dynamic business oriented Virtual Organizations of services, resources and
users in the Grid

• Extended WSML Reasoner for GSML which addresses the knowledge represen-
tation and reasoning aspects for discovery, composition and mediation of Grid
resources described in GSML.

• Extended Execution Management which covers the implementation of execution
semantics of internal Grid Service Execution Environment, and also for exter-
nal user-defined services and jobs including scheduling, fault-management, and
support of the monitoring of execution.

Figure 3 shows the initial architecture of the Grid Service Execution Environment.
It shows the initial set of required components which are grouped in three different
layers: The upper layer is the problem solving layer in which end user tools, devel-
opment tools and application frameworks are situated. In this layer already available
development tools for WSMX will be extended. Moreover, it includes the Applica-
tion Framework to support developers in building applications for the Semantic Grid
based on the Grid Service Execution Environment. The middle layer (the applica-
tion layer) includes the newly introduced components based on the extensions of
WSMO as GSMO and WSML as GSML, i.e. the VO Manager, Resource Manager,
GSML reasoner, the extended execution manager, as well as existing components in
the application layer of WSMX such as discovery, selection, composition, negotia-
tion, mediation etc., and the core OGSA services. The bottom (base) layer includes
the foundation of the environment such as Grid service descriptions based on Web
Services infrastructure and physical resources including computing and storage re-
sources on the Grid.

4 The KCO-SWS Transformer

The main objective of the KCO-SWS transformer (mentioned as T1 in Figure 1)
is the realization of the link between knowledge content based systems (resp. the
KCCA system) and its Knowledge Content Objects with Semantic Web Service
based systems (resp. WSMX). Our intention was to use information stored inside
Knowledge Content Objects (KCO) for service discovery and plan execution, e.g.
to automatically negotiate or to automatically enrich content and knowledge about
that content during the execution of web based workflows like e.g. a document-
based business process or workflow to index and enrich documents with additional
knowledge. In order to do so, WSMX needs to be able to interpret KCOs and the
services offered by KCCA need to be able to communicate with the other services
offered by the GRISINO system.

The approach to integrate existing KCO / KCCA technology with the SWS/Grid
technologies in the GRISINO system was twofold:

• Metadata descriptions that are contained inside KCOs are translated into WSMO
descriptions in order to be useable for service discovery and ranking.
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• The KCCA system is wrapped with Web service descriptions that describe its
invoke-able functionality. These descriptions are further semantically described.

We started the integration with the investigation of the ontology of plans [8] as well
as the “Description and Situation” modules embedded in the OWL DL 3979 version
of foundational ontology DOLCE. Similar work has been reported in [3] or [10].
However, no fully functional translation between DOLCE (resp. its plans extension
DDPO10) and WSMO has been developed so far for obvious reasons: WSMO in
general is a richer knowledge representation language than OWL-DL. The same
holds - in principle - for DOLCE, but in order to comply with the restrictions of cur-
rent semantic web machinery, DDPO has been designed for the restrictions of OWL-
DL. Therefore, OWL DL has to be the lowest common denominator for WSMO and
DDPO with respect to defining a mapping between the two knowledge representa-
tion schemes. This task been done partially already by the WSMO Community [9].

The remaining task was to map the concepts of the DOLCE Design and Plan On-
tology (DDPO) and the regarding constructs for the KCO community facet (which
are ’static’ descriptions of conceptualizations over situations or states) onto WSMO
descriptions. In GRISINO we used a subset of concepts defined in DDPO. The ser-
vices developed within the project are focussed on fairly small parts of document
processing, in which goals and plans usually described in KCOs are more generic
and most likely closer to a business goal description. Furthermore, they likely in-
clude (human) agents in their description, while GRISINO is focussed on automatic
manipulation of processes. The concepts ’description’, ’situation’, ’task’, ’role’, ’pa-
rameter’, ’perdurant’, ’endurant’ and ’region’ describe the community facet of the
KCO and have been mapped onto WSMO elements as shown in Table 111:

1. DDPO:Goal is not the same as WSMO:Goal because DDPO:Goal is a descrip-
tion of a very general (and semantically open) desire, whereas WSMO:Goal is a
specification of a resulting situation for which several plans and executions may
exist and where there is a rigid structure containing a domain ontology, a media-
tor, a capability and an interface. In addition, DDPO:Goal does not play a central
role in the actual execution of a DDPO:plan.
Conclusion: DDPO is epistemologically more open than WSMO. The universe of
discourse for WSMO is the world of web services which is linked to the world of
“goals” (i.e. desired states of the world) via mediators and whose actual queries
(i.e. the goals) are formulated according to the vocabulary of arbitrary ontologies.
All we want to ever express in WSMO is a desired state for which it is assumed
that it can be reached by the execution of a sequence of web services. For a map-
ping between DDPO and WSMO it is therefore sufficient to constrain DDPO to
the generative power of WSMO. Furthermore, since KCOs only require a very
specific set of WSMO descriptions, we can constrain DDPO to those WSMO
descriptions which cover KCCA functions for KCOs.

9 http://www.loa-cnr.it/ontologies/DLP_397.owl
10 DDPOisaacronymusedforDOLCEDesignandPlanOntology
11 The numbers in the listing below refer to the rows in the table.

http://www.loa-cnr.it/ontologies/DLP_397.owl
DDPO is a acronym used for DOLCE Design and Plan Ontology
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Table 1 Conceptual mapping of DDPO and WSMO elements

DDPO Concept DDPO Features WSMO WSMO Features

1 DDPO GOAL, PLAN
(subclass of
’description’)
SITUATION,
TASK, ROLE,
PARAMETER,
ENDURANT,
PERDURANT,
REGION

WSMO GOALS, ONTOLOGIES, WEB
SERVICES, MEDIATORS

2 DESCRIPTION
and SITUA-
TION

GOAL constrained-by: nonFunctional-
Property (=labelling) Ontology
Capability Mediator Interface

3 PLAN ROLE, TASK, PA-
RAMETER

Ontology terminology for specifying the goal

4 SITUATION (ENDURANT,
PERDURANT,
REGION)

Capability nonFunctionalProperty (=labelling)
Ontology ooMediator shared-
Variables axioms (Precondition)
axioms(Assumption) axioms (Post
condition) axioms (Effects)

2. DDPO:Plan is the conceptual and descriptive equivalent of WSMO:Goal in its
ability to define and reuse concepts that can classify situations, i.e. states in the
world. WSMO:Goal, via its capability section describes the specific situation that
needs to be fulfilled by a web services capability. The axioms here are used to
determine the pre- and/or postconditions for achieving the goal.

3. The concepts role, task and parameter are the descriptive counterparts to classify
“objects”, “events” and “values” of a given setting. These concepts of DDPO pro-
vide the terminology for specifying goals and to describe the domain knowledge.

4. A DDPO:Situation holds the relevant information to describe the pre- and postcon-
dition. A particular situation can be mapped to an axiom used within a capability.

5 Use Case Example

Today information retrieval and text analytics for special interest searches are usu-
ally realized as “one of a kind” expert systems. The user input usually is a set of
information sources and some definition of the “typical” users point of view, which
are fed into a sequence of steps like information acquisition, processing, extraction,
annotation, analysis, . . . with the goal to deliver rich search and filtering capabil-
ities based on authoritative, domain specific background knowledge. The systems
tend to be mostly monolithic, with predefined processes for the specific domains in
question.
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Fig. 4 GRISINO Demonstrator

While such systems deliver a good user experience, they are hard to build, be-
cause the one who builds the system has to provide in depth domain knowledge,
technological knowledge, many different skills and different resources packaged as
a single high quality service.

To meet the demands of the users it is considered very favorable, often even
mandatory to be able to personalize the whole processing pipeline according to the
needs of an user. Additionally the number of specialized providers for knowledge,
content and services is growing, so that as a solution builder you have to consider in-
tegration of these providers, as it is hard if not impossible to be expert in all relevant
areas, and have all needed information and specialized knowledge readily available,
to answer the demands of the user. Thus we will need to build uniform but person-
alized solutions in the future, which transform a currently static, hardwired process
into a dynamic, service oriented process. This dynamic process should be driven by
the goals of the user, utilize and bundle services provided by different organizations
and gather and combine information and data from different sources. The vision for
such a process is to

“Transform the goal of the user into the appropriate process, execute it and deliver the
solution automatized.”

In order to demonstrate the functionality of the integration and the interoperabil-
ity between the technologies in the GRISINO test bed, a semantic search application
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has been designed that realizes a scalable, flexible and customizable search applica-
tion generator that enables knowledge-based search in unstructured text. The search
applications generated are customized and tailored to specific needs expressed by
end users. The search applications include very specialized knowledge about a par-
ticular domain (e.g. football in the 19th century), collected from different knowledge
bases and consolidated into one index to provide a single point of access.

To achieve this, a number of processing services deployed on the grid, are tied
together to selectively collect, index and annotate content according to different
knowledge bases and to generate custom search applications according to a users’
input. The foundation of the users’ input is his/her knowledge background or special
interests. In particular the search application generator decomposes the user input
(e.g. data sources of interest, specific keywords or entities considered important,
etc.), into different sub goals which are used to consider different service providers
for enriching the initial input. It queries these services to ask for related terms and
entities, as well as authoritative information sources, such as popular websites ac-
cording to the topic of interest. Using additional services, such as clustering services,
the collected documents are then indexed and deployed for the use by the end user.

The goal of the scenario is amongst others to exploit as much of the GRISINO
functionality as possible, e.g. to select services based on plans modeled inside KCOs
or based on document types, and to parallelise indexing on the Grid. The underly-
ing GRISINO infrastructure enables automation of the whole process of putting
together the custom search application by using a number of different services from
different service providers and bundling its output into a coherent application that
combines knowledge and functionality from different sources. This reflects the par-
ticular and very common situation in which both knowledge found in all kinds of
knowledge bases and specific skills encapsulated in special technical functionality is
not found within one organization or provided by a specific technology provider, but
is spread over a greater number of specialized organizations. While the benefit for
the user obviously is a richer output informed by knowledge of a number of author-
itative service providers, this model allows the commercial aspect of contributing
specialized services as input to an open service mix by selling functionality and/or
encapsulated knowledge bundled into one coherent service.

6 Conclusions

The GRISINO project brought forward the integration of three distinct technologies
as detailed in this chapter. Two major sub-results of GRISINO are a new approach
to realize the Semantic Grid which has been the goal of the SWS - Grid trans-
former and the possibility to use self-descriptions of documents for dynamic SWS
discovery in order to automate and execute specific tasks. Regarding the first re-
sult, we have followed a new, and previously unexplored approach. More precisely
we started from a SWS system (i.e. WSMO/L/X) and added Grid specific features
and by that transformed an SWS system into a SWS-Grid system. Furthermore we
support the integration of legacy systems such as Globus. The second result, might
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be applied in document processing, multimedia content adaptation or other similar
scenarios. The semantic search application generator implemented as a proof-of-
concept, shows the added value of the GRISINO system both for service providers
as well as for end users.

Acknowledgements. The reported work is funded by the Austrian FIT-IT (Forschung, In-
novation, Technologie - Informationstechnologie) programme under the project GRISINO -
Grid semantics and intelligent objects.
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Collaborative Web-Publishing with a Semantic
Wiki

Rico Landefeld and Harald Sack

Abstract. Semantic Wikis have been introduced for collaborative authoring of on-
tologies as well as for annotating textual and multimedia wiki content with semantic
metadata. In this paper, we introduce a different approach for a Semantic Wiki based
on an ontology metamodel that has been especially customized for the deployment
within a wiki. For optimal usability client-side technologies for graphical user in-
terface have been combined with a simple and intuitive semantic query language.
Single fragments of a wiki page can be annotated in an interactive and rather in-
tuitive way to minimize the additional effort that is necessary for adding semantic
annotation. Thus, the productivity and efficiency of a Semantic Wiki system will
open up for non expert users as well, which is important for fostering the popularity
of Semantic Wiki systems.

1 Introduction

The very first browser to access the World Wide Web (WWW) provided an impor-
tant function that soon sank into oblivion again: web pages could not only be read,
but also written and thus be changed directly. Several years ago, wiki systems [14]
picked up that very same idea again by providing the possibility for each visitor
to change the content of wiki pages in a simple way. Wiki systems are lean con-
tent management systems that administrate HTML documents. The user of a wiki
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system is able to generate or change wiki documents only by using the facilities of
a simple web browser. In this way, wiki documents are developed and maintained
collaboratively by the community of all users without the need of having specialized
IT expertise. Wiki systems don’t give formal guidelines for generating or structur-
ing their content. This lack of formal rules might have been responsible for their fast
growth of popularity as can be seen, e.g., in the free online-encyclopedia Wikipedia1

that is one of the most popular websites world-wide. On the other hand, if a wiki
system is growing as rapidly as Wikipedia does, lack of formal rules necessitates
frequent restructuring to keep the content always well arranged and usable.

Typical wiki systems only provide a limited number of functions for structuring
the content. As a rule users create special pages with overviews or class systems
for structuring and aggregating the wiki content. But the maintenance of this manu-
ally created categorization system becomes rather expensive. Moreover, it stimulates
misusage, as e.g., you may find many categories in Wikipedia that have been created
to subsume entities that share merely one special feature [23]. Similar problems have
been reported for intranet wikis [4]. In general, most of the mentioned problems in
wikis can be reduced to the fact that their content is encoded in HTML (Hypertext
Markup Language) or some simplified version of it. HTML only formalizes format-
ting and (limited) structuring of documents without the possibility of formalizing
any semantics that is required for automated aggregation and reuse of data.

Semantic Wikis try to combine traditional wiki systems with semantic technol-
ogy as a building block of the currently emerging Semantic Web [2]. They connect
textual and multimedial content with a knowledge model by formalizing the infor-
mation content of a wiki page with a formal knowledge representation language.
In this way, the content of wiki pages becomes machine readable and in some lim-
ited sense even machine understandable. Semantic Wikis show one possible way
to overcome the aforementioned problems related to traditional wikis in general
while at the same time enabling collaborative generation and maintenance of for-
mal knowledge representations (ontologies). But, the arbitrary wiki user usually is
not an expert knowledge engineer. Therefore, usability and ‘ease of use’ become a
essential factors for the design of the user interface of a Semantic Wiki.

Current Semantic Wiki projects have chosen different ways to deploy formal
knowledge representations within a wiki. From our point of view the ratio of cost
and effect for the user is most important. The cost refers to the cognitive and factual
work that the user has to invest to generate and maintain semantic annotations. On
the other side, the effect subsumes all the advantages that the user might get from a
system that deploys this semantic annotation. Cognitive and factual work is mostly
determined by the design of the user interface and the underlying ontology meta-
model of the Semantic Wiki. At the same time the semantic expressiveness of the
annotations determines the efficiency of the achieved functionality. Therefore, the
ontology metamodel of a Semantic Wiki always represents a compromise between
complexity and expressiveness. In addition, the integration of semantic annotations

1 http://www.wikipedia.org

http://www.wikipedia.org
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into wiki systems also demands new concepts of user interaction that help to limit
the necessary effort for authoring.

Existing Semantic Wiki systems have several deficiencies: either, their under-
lying ontology metamodel is mapping elements of the knowledge representation
language directly to wiki pages, or they are using a simplified ontology metamodel
that results in rather limited semantic functionality. Most projects are based on tra-
ditional wiki systems and therefore inherit also their user interaction facilities.

We propose a Semantic Wiki concept that combines the following three concepts:

1. a simplified ontology metamodel especially customized to be used within a wiki
system,

2. a WYSIWYG-Editor (What You See Is What You Get) as a user interface for
both text- and ontology editing, and

3. preferably a most simple semantic query language of sufficient expressiveness.

A prototype of our Semantic Wiki Maariwa2 has been successfully implemented.
The paper is organized as follows: Section 2 covers related work and in partic-

ular discusses different ontology metamodels and user interaction concepts of ex-
isting Semantic Wiki systems. In Section 3 we introduce the Semantic Wiki project
Maariwa, while Section 4 resumes our results and discusses future work.

2 Related Work

Traditional wiki systems administrate structured text and multimedia content con-
nected by untyped hyperlinks. Semantic wikis complement the traditional wiki con-
cept by providing the ability to capture additional information about the wiki pages
and their relations. Besides the extension of traditional wikis with semantic annota-
tion, we also have to consider approaches for collaborative authoring of ontologies
based on wiki technology that date back to a time before the Semantic Web initiative
even started (cf. [9, 21, 1]). We therefore distinguish two different Semantic Wiki
approaches depending on their focus either on textual (or multimedia) wiki content
or (formal) knowledge representation. The Wikitology paradigm [?] refers to wiki
systems acting as a user interface for collaborative authoring of ontologies. There,
a wiki page represents a concept and hyperlinks between wiki pages represent rela-
tionships between concepts. Thus, the wiki system acts merely as tool to author and
to manipulate the ontology. In difference, so called ontology-based wiki systems are
Semantic Wiki systems that focus on traditional wiki content, while using knowl-
edge representations to augment navigation, searchability, and above all reusability
of information.

Another differentiating factor can be determined by the adaption of the ontology
metamodel for the use within the wiki and the coverage of the underlying knowl-
edge representation languages (KRL). The ontology metamodel of a Semantic Wiki
defines a mapping between the elements of the KRL and the application model.

2 Maariwa can be accessed at http://stemnet0.coling.uni-jena.de/
Maariwa/app

http://stemnet0.coling.uni-jena.de/Maariwa/app
http://stemnet0.coling.uni-jena.de/Maariwa/app
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Moreover, it determines the semantic expressiveness of annotation and serves as a
basis for querying information. Semantic annotation can be maintained together with
or separate from the textual wiki content. [17]. Next, we will introduce and discuss
relevant Semantic Wiki implementations and their underlying ontology metamodel.

PlatypusWiki [5] is one of the earliest Semantic Wiki implementations. It maps
a wiki system to a RDF (resource description framework) graph [12]. Wiki pages
represent RDF resources and hyperlinks represent RDF properties. Semantic an-
notation is maintained together with the textual wiki content within a separate text
field as RDF(S) (RDF Schema) [3] or OWL (Web Ontology Language) [16] in XML
serialization format.

Rhizome [20] supports semantic annotations by using a special Wiki Markup Lan-
guage (WikiML). The entire wiki content including text, structure, and metadata
internally is encoded in RDF. Rhizome also allows direct editing of RDF data with
an external RDF editor. In contrast to traditional wiki systems, Rhizome supports
a fine-grained security model. Beside creation and manipulation of meta data Rhi-
zome does not offer any functionality that utilizes this semantic annotation.

Rise [6] is customized for requirement analysis in the process of software engineer-
ing. It is based on an ontology that represents different document types and their
relationships. Templates determine structure and relationships of wiki pages that rep-
resent instances of a document type. The Rise ontology can be extended by adding
new templates to the existing ones. Semantic annotations can be created and edited
with an extended WikiML and are used for consistency checks and navigation.

Semantic MediaWiki (SMW) [23, 13] is an extension of the popular MediaWiki3.
The online-encyclopedia Wikipedia is the most prominent example of a MediaWiki
application. SMW aims to improve the structure and searchability of the Wikipedia
content by deploying semantic technologies. Therefore, SMW follows Wikipedia’s
user interface to attract a broad user community. SMW extends the WikiML with
attributes, types, and relationships. To represent classes, SMW utilizes existing
Wikipedia categories. By assigning a wiki page to a given category it becomes an
instance of the class being represented by this category. Relationships between in-
stances are implemented via typed hyperlinks. In addition, SMW provides a set of
units of measurement and customizable data types. Attributes, types, and relation-
ships are represented in seperate wiki pages. Semantic search is implemented in
SMW with a proprietary query language (WikiQL) that closely reflects the anno-
tation syntax. WikiQL allows the creation of dynamic wiki pages of automatically
aggregated content. SMW has become the most popular out of all Semantic Wikis
and serves as the basis for numerous domain specific Semantic Wiki applications.

MaknaWiki [7] uses RDF triples (subject, predicate, object) for annotating wiki
pages. RDF triples can be added to a text page by using a customized WikiML or
within a separate form. RDF triples’ subjects or objects refer to textual wiki pages that
represent a concept each. MaknaWiki only supports maintenance and manipulation

3 http://www.mediawiki.org/

http://www.mediawiki.org/
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of instances, but no class definitions. It extends JSPWiki4 and its WikiML with typed
links and literals. MaknaWiki’s semantic annotation is utilised for navigation based
on RDF triples and for limited semantic search (e.g., for searching instances of classes
with distinct properties).

IkeWiki [19] tries to bring together application experts and knowledge engineers.
Therefore, the user interface offers separate views for textual content and semantic
annotation. The annotation editor supports the assignment of classes to wiki pages
and typed links for representing relationships. Furthermore, classes, properties, and
resources can be freely created and manipulated. The ontology metamodel closely
reflects the underlying KRL (RDF(S) and OWL). The user interface for editing
metadata supports automatic completion of terms.

SweetWiki [4] combines social tagging [11] and semantic technologies into what
they call semantic tagging. Wiki pages are annotated with user tags that form not
only a collective index (a so called folksonomy [22]), but a formal ontology. This
is achieved by regarding each user tag as a concept of an ontology. Relationships
between concepts are not determined by users, but by designated experts. The user
does not interact with the ontology directly, but is merely able to create and to assign
user tags. For the user, there is no distinction between instances and classes, because
tags can represent both. Sweet Wiki’s user interface provides a WYSIWYG editor
for manipulating the wiki content.

Besides the above mentioned projects there exist several alternative Semantic
Wiki implementations that can also be arranged within the framework given by our
examples ranging from wikitologies to ontology-based wikis5. As a rule, early im-
plementations such as PlatypusWiki strictly separate textual content from knowl-
edge representations, while later projects (besides IkeWiki, which separates an-
notations from content) integrate knowledge representations and textual content
by utilizing customized WikiML. Above all, IkeWiki and MaknaWiki provide dy-
namic authoring support. The ontology metamodels of PlatypusWiki, MaknaWiki
and IkeWiki merely provide a direct mapping of the underlying KRL without any
covering. Only MaknaWiki offers (limited) semantic search facilities. If elements
of RDF(S) or OWL are utilized directly, RDF query languages such as SPARQL
[18] can be applied. IkeWiki enables data export via SPARQL without providing a
search interface. MaknaWiki and PlatypusWiki use elements of RDF(S) and OWL
without making any use of their semantic expressiveness.

Contrariwise, SMW deploys a simplified ontology metamodel based on OWL-
DL with an easy to use query language (compared to SPARQL) The SMW user
interface keeps the connection between classes and their attributes covered, but of-
fers no further editing assistance to the user (beside the provision of templates).
Sweet Wiki’s ontology metamodel does not distinguish between classes, instances,
datatype properties, or object properties – everything is mapped on tags. Therefore,
information can only be provided via tag search or via direct SPARQL queries with

4 http://jspwiki.org/
5 A list of current Semantic Wiki Systems is available at

http://semanticweb.org/wiki/Semantic Wiki State Of The Art

http://jspwiki.org/
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the consequence that information being distributed over several wiki pages can not
be queried.

We propose the Semantic Wiki Maariwa that utilizes an ontology metamodel
covering the underlying OWL-Lite language that enables information reuse as well
as semantic queries over distributed information. In the following chapter we intro-
duce Maariwa’s underlying concepts and give a brief sketch on its implementation.

3 The Maariwa Concept – Architecture and Implementation

Maariwa is a Semantic Wiki project developed at the Friedrich Schiller Univer-
sity in Jena, Germany, with the objective to implement an augmented wiki system
that enables simultaneous creation and manipulation of wiki content and ontologies.
Maariwa’s semantic annotation is utilized to put augmented navigation and seman-
tic search into practice for reuse and aggregation of the wiki content. In Maariwa
ontologies are used to structure the textual wiki content for providing access paths
to the knowledge being represented in the wiki. Maariwa’s access paths can be ad-
dressed via MarQL, a simple semantic query language, to enable semantic search.
We therefore refer to Maariwa’s underlying concept as ontology-based web pub-
lishing. Maariwa is geared towards user communities without expert knowledge
in knowledge representations and knowledge engineering. Furthermore, Maariwa
facilitates access by utilizing a WYSIWYG-editor for wiki content and ontology
manipulation.

In this section, we introduce the Maariwa ontology metamodel and show how
its elements are integrated into the wiki by illustrating important facets of the user
interface. Finally, we comment on the implementation of ontology versioning and
introduce MarQL syntax and semantics.

3.1 Maariwa’s Ontology metamodel

The ontology metamodel of Maariwa is designed to enable simple and efficient
searchability, as e.g., answering questions like ‘What physicists were born in the
19th century’ or ‘Which cities in Germany have more than 100.000 inhabitants?’. To
answer these questions, the ontology metamodel has to provide the semantic means
to express these queries, while on the other hand it must be simple enough so that the
arbitrary user without expert knowledge can comprehend and apply it. Tab. 1 shows
a subset of OWL-Lite elements that are utilized for Maariwa’s ontology metamodel.

We refer to datatype properties and object properties as attributes and relation-
ships. Furthermore, both attributes and relationships are not defined as global enti-
ties but only local within their classes. This enables attributes and relationships with
the same name in different classes without worrying the non-expert user with nam-
ing conflicts and disambiguation. Attributes are determined by a datatype with an
optional measuring unit. For simplicity, only numbers, strings, and dates have been
considered for datatypes.
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Table 1 Mapping of OWL-Lite elements to Maariwa’s ontology metamodel

OWL-Lite element Maariwa element

class class
datatype property attribute
object property relationship
class instance wiki page representing a class being instantiated as an instance-

page
subClassOf superclass /subclass
individual wiki page describing an individual, being an instance of one or

more classes
datatype property instance attribute value of an instance-page
object property instance relationship value of an instance-page

By integrating the ontology metamodel into the wiki system, wiki pages can be
annotated with concepts of ontologies to formalise their content. Classes, individ-
uals, and sets of individuals can be described by wiki pages. A page that describes

Fig. 1 Editing of a Maariwa wiki page with textual content (above) and ontologies (below)
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a class is associated with attributes, relationships, and superclasses. Pages that de-
scribe individuals are associated with one class at least. To denote a set of individ-
uals, a page has to be associated with a MarQL expression (see section 3.4). Typed
links between pages may refer to relationships. Classes may use instance-pages as
simple tags by associating neither a class hierarchy nor relationships, nor attributes.

3.2 Integration of Semantic Annotation and Textual Content

The graphical Maariwa editor is designed to minimize the user’s additional effort
for adding and maintaining semantic annotations. Repeated input of text or ontology
concepts is avoided most times simply by copying existing concepts from the page
context. New concepts are created in dialogue with the user. Thus, Maariwa enables
the development of textual and ontological resources in parallel.

Maariwa provides two alternatives for creating semantic annotations: concepts
of an ontology can be created from textual content of a wiki page, while on the
other hand concepts might be defined first providing a textual description in the
wiki page afterwards. Schema and instance data can be manipulated in parallel
without interrupting the editing process of the wiki page (see Fig. 1). Maariwa’s
WYSIWIG-editor is implemented as so called Rich Internet Application [15] that
provides desktop functionality for web applications and adopts the role of the tradi-
tional WikiML-based user interface.

In Maariwa, semantic annotations are directly displayed within the wiki page
(see. Fig. 2). Different colors are used to denote the semantics of typed hyperlinks.
Text that contains attribute values as well as links that represent relationships is
highlighted. In addition, tooltips (i.e., pop-up information windows) display the se-
mantic of an annotated text fragment if it is touched with the mouse pointer. Nav-
igation within class hierarchies and class relations is enabled with a superimposed
class browser. The semantic annotation of each wiki page can be separately accessed
and exported in RDF/XML encoding via an own URL. Also export and import of
ontologies as a whole is supported.

3.3 The MarQL Semantic Query Language

The syntax of SPARQL reflects the characteristics of the RDF data model while
adopting the pattern of the simple database query language SQL. RDF statements
are represented as triples and the RDF document can be interpreted as a graph.
SPARQL traverses the RDF graph and as result delivers the nodes that satisfy the
constraint given in the SPARQL query. Because RDFS and OWL are based on the
RDF syntax SPARQL can also be used to query RDFS- and OWL-files, but without
exploiting their semantic expressiveness.

MarQL is a customized semantic query language for the Maariwa ontology meta-
model. MarQL syntax does not refer to RDF triples but directly addresses ontology
elements such as classes, attributes and relationships. The underlying RDF encod-
ing of the data remains hidden. In comparison to SPARQL, the syntax of MarQL is
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Fig. 2 A wiki page with semantic annotation in Maariwa

much more compact but less flexible. MarQL only implements a fixed set of query
patterns. A MarQL query results in a set of wiki pages that refer to individuals,
which satisfy the constraints of the MarQL query.

The structure of a MarQL query can be shown with an example: the expression
Scientist.institution.location.country = Germany refers to wiki pages about scien-
tists that work at an institute being located in Germany. Scientist refers to a class
with a relationship institution. Relationships can be applied recursively and are de-
noted as a path expression. In this way, institution and location are connected. This
means that there must exist a class, which is the target class of a relationship with
institution, while in addition having a relationship with location . In the same way
location and country are connected, while country can either be an attribute or a re-
lationship and therefore Germany might denote an individual or an attribute value.

MarQL provides logical operators as well as string operators and operators for
comparison. E.g., the query City.population ≥ 100.000 results in a set of all wiki
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pages that describe cities with more than 100.000 inhabitants, or Scientist.birthdate
< 1.1.1900 AND Scientist.birthdate ≥ 1.1.1800 results in a set of wiki pages with
scientists that are born in the 19th century. The latter example results in a list of
instances of a class and can also be referred to as a simple tag.

3.4 Maariwa Architecture and Implementation

Maariwa does not extend one of the existing traditional wiki systems but is a pro-
prietary development based on Java. The application core of Maariwa implements
a service level that realizes a wiki system as a set of loosely coupled services (see
Fig. 3). Beside data management and revision control of the wiki pages and the
related ontologies, keyword search and semantic search are also implemented as
services. MarQL queries are translated into SPARQL queries. Manipulation of the
ontologies in the editor is organized in different dialog levels. Within a dialog up-
dates of one or more objects can be performed. These updates can either be revoked
or they will also be adopted on the subjacent levels. Therefore, the service level of-
fers cascading manipulation levels that implement this functionality with the help
of local copies and snapshots.

Back-end data processing is achieved with a relational database management
system. The service level stores ontology elements in various RDF triple stores
and all other objects in separate database tables. The service level is used by the
components of the web front-end that constitute Maariwa’s user interface. Web
server and browser client communicate asynchronously via AJAX [10] to achieve
better usability. The WYSIWYG-editor represents the text of the wiki page as
XHTML [8] fragment and is based on Javascript.

As a rule, wiki systems deploy a revision control system (RCS) to prevent abuse
of unprotected write access. Maariwa adapts this RCS for ontologies, too. The RCS



Collaborative Web-Publishing with a Semantic Wiki 139

maintains two levels: schema level and instance level. The schema level comprises
all changes on classes, relationships and attributes, while the instance level covers
changes of individuals including their attribute values and relationship values. Both
levels are tightly coupled, because each schema update might have effects on all
derived individuals. Therefore, a schema version additionally includes all updates
on the instance level that occurred since the last update of the schema. Each version
of a wiki page besides the update of the page content also contains updates of the
associated concepts.

4 Conclusion

In this paper, we have introduced the Semantic Wiki approach Maariwa based on an
ontology metamodel customized especially for the deployment within a wiki. For
optimized usability recent client-side technologies have been combined with a sim-
ple semantic query language. The user can annotate text fragments of a wiki page
in an interactive and rather intuitive way to minimize the additional effort that is
necessary for adding semantic annotation. Thus, the productivity and efficiency of a
Semantic Wiki system will open up for non-expert users as well. The ontology meta-
model enables the formulation of access paths to wiki pages as well as the reuse of
already implemented relationships in the underlying knowledge representation. The
simple query language MarQL uses Maariwa’s annotations and the contained access
paths for implementing a semantic search facility. Ontology metamodel and query
language are synchronized to support annotations on different levels of expressive-
ness. Thus, enabling simple tags as well as complex ontologies with attributes and
relationships.

Currently, Maariwa is extended to include meta data also directly within the tex-
tual wiki content, as e.g., tables with self-adjusting data aggregations. Also natural
language processing technology is considered to be utilized in the WYSIWYG-
editor for automated suggestions as well as for translating natural language queries
into MarQL. For deploying a Semantic Wiki, the user considers always the ratio of
cost and effect that is caused by the additional effort of providing semantic annota-
tion. In doing so, it is not important whether the creation of semantically annotated
textual content or the creation of mere ontologies is focussed, but how both can be
integrated within an system that provides a reasonable and efficient interface for
user access.
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Collaborative Wiki Tagging

Milorad Tosic and Valentina Nejkovic

Abstract. Wikis as well as collaborative tagging have been subject of very
intense research and an active discussion topic in the so-called blogsphere.
In this paper, we propose Collaborative Wiki Tagging based on the idea to
exploit inherent semantics of the concept of link in a wiki. The low-level in-
tegration of wiki and collaborative tagging of web resources is expected to
be effective in enterprise environments particularly in the personal and group
knowledge management application area. We first introduce a conceptualiza-
tion of Collaborative Wiki Tagging. Then, we propose a simple scheme for
using one of the existing native wiki syntax to represent tagging data. Col-
laborative Wiki Tagging Portal Prototype, developed as a proof of concept,
is used to give illustrative practical examples of the proposed approach and
illustration of the user interface.

1 Introduction

The past few years have witnessed a growing interest in the enterprise world
for generating, managing and sharing knowledge. This knowledge manage-
ment processes are recognized as being of crucial importance for enterprises
to effectively manage innovation. The growing need for continuous innovation
results fosters strategies to generate new knowledge through collaborative
means at the individual, group, as well as community level. Also, traditional
knowledge management technologies have not delivered as promised. In the
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same time, new developments are becoming more attractive, such as Semantic
Web, social computing, open systems, emergent semantics, etc. As a result,
collaborative systems that provide technological capabilities for collabora-
tive interaction among multiple participants with shared goals and interests
across time and place, have recently gained considerable attention [1].

Collaborative tagging systems appear as a new trend in collaboration,
gaining growing popularity on the Web. The purpose of those systems is to
organize web pages, objects, social relations, images, people locations, etc.,
as a set of Web resources, representing a new paradigm of organizing in-
formation and knowledge. They are very often interchangeably referred to
as Social Tagging systems due to their social nature. It was shown recently
that tagging distributions tend to stabilize into power law distributions. The
stable distribution is considered as an essential aspect of what might be
a user consensus around the categorization of information driven by tag-
ging behaviors [7]. Also, recent research results indicate the social aspect as
one of the most influential driving motivational factors for user participa-
tion and wide acceptance of the overall concept [3]. Collaborative tagging
is expected to take a leading role in knowledge work related fields such as
information storage, organization and retrieval [11]. Discussions within the
blogsphere on the concept of tagging, tagging applications, problems that tag-
ging processes retrieve, social and cognitive analysis of tagging [17], tagging
formats, tag-clouds, hierarchy versus tagging for information classification
etc., is very active. Results of the more thorough scientific research have also
been published.

In this paper, we propose low-level integration of collaborative tagging in
a wiki, where tagging data is stored using the native wiki syntax. This way
we are able to apply all functionalities available in the wiki on the embedded
tagging data. This includes collaborative editing and full-text search of tag-
ging data, versioning, Ajax-like interface components, etc. Resources to be
tagged are not limited on the internal wiki pages only, but can be any Web
resource. The idea of the deep-integration approach to collaborative wiki tag-
ging, particularly the relation between the concepts of a link in a wiki and
the semantics of a tagging act in tagging systems, is in accordance with the
latest research results about the integration of semantics, wikis, and the so-
cial web. We believe that the concept of collaborative wiki tagging removes
some of the inherent bottlenecks related to group and personal knowledge
management.

The rest of the paper is organized in the following way. In Section 2, we
introduce the concept of collaborative wiki tagging. Syntax and wiki text
formatting rules for tagging data are discussed in Section 3. Section 4 gives
an overview of the Collaborative Tagging Wiki Portal Prototype. Section 5
discusses some of the recent research results that relate to our work, while
Section 6 concludes the paper and gives some pointers for future work.



Collaborative Wiki Tagging 143

2 Concept of Collaborative Wiki Tagging

In this paper, we introduce the concept of collaborative tagging as an in-
teraction procedure between two (or more) resources. As is assumed by the
interaction, the link of a tagged resource is memorized together with some
concomitant information about the resource. The link is memorized by the
tagging resource (the tagging resource is also interchangeably called agent).
The link is a reification of the identity of the tagged resource in the sense of
information that is sufficient to initiate and conduct an interaction protocol
between participating resources1. The agent with memorizing capability is
implemented by means of a wiki page. Note that the agent’s memorizing ca-
pability does not necessarily mean an intrinsic ability of the agent to activate
the memorizing process. Instead, the process may be initiated by some other
agent (for example, a human agent in the case of a wiki page). A formal def-
inition of agents, resources, interaction protocol, an agent’s knowledge, and
addressing has been previously given in more detail in [19].

In the case of wiki pages, information and knowledge are reified by means of
wiki text stored within wiki pages. Traditionally, the content of the wiki page
is interpreted as informational content primarily used by humans as a docu-
ment or a Web page. We adopt an approach to reason about the system of wiki
pages similar to the two-level interpretation of the Semantic Web [5]: There is
a space of directed untyped links between documents, and there is a space of
directed, typed relationships between the things described by the documents.
In our approach, there is a space of directed untyped links between resources
where each resource has an identity. The identity plays a crucial role for inter-
action between resources (as described above). A typed relationship between
resources is considered as a composite structure consisting of an untyped di-
rected link and an associated resource describing the link. Whether a resource
represents a document, a type information about a link, or a thing described
by a document is specified by associated semantics. We may distinguish two
types of the associated semantics: implicit and explicit semantics. Implicit se-
mantics assumes common knowledge that has a cultural nature, accumulated
by a social protocol, and very loosely defined. Implicit semantics is a kind of
information object called “document” since documents are assumed to be “un-
derstandable” to humans. Most of the pages on today’s Web are documents, i.e.
have implicit semantics and are aimed to be comprehended by humans. From
the other side, explicit semantics does not assume any common knowledge:
Explicit semantics is somehow reified and assigned to the resource represent-
ing an object (where object means a document as well as a thing described by

1 Identity management of resources on the Web, as well as Semantic Web, is very
important while still an open problem. Here, we adopt a definition of identity
relative to the interaction protocol which is intended to be used. Informally, for
an agent that has the intention to interact with some other resource using a given
interaction protocol, reification of identity of the peer resource is interpreted as
information sufficient for establishing this interaction protocol.
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the document) with a purpose to be used in an automatic process of making
conclusions by (artificial, software) agents.

Our approach to collaborative wiki tagging is based on the assignment of
explicit semantics to the content of wiki pages. The design of a complete
architecture of possible explicit semantics (ontology) is domain dependent
and a very challenging task. Hence, we start with a minimal set of concepts
that has the highest application potential, but keep the system open for future
extensions with new concepts.

We identify 1) presentation, 2) tag and 3) statement semantic concepts
that are assigned to wiki pages for the purpose of our target application. 1)
A presentation page (a wiki page with assigned presentational semantics) is a
traditional wiki page, a Web document understandable to a human, which can
be created and collaboratively edited by several users. The page stores plain
text using wiki syntax and text formatting rules. The presentation semantics
should be considered as a placeholder for implicit semantics associated with
a general Web document. 2) A tag is also a wiki page but with assigned
tag semantics. The tag semantics is codified within the wiki page as a link
to a unique meta-semantics page titled “Tag”. In other words, every wiki
page that contains a link to a specific, predefined page “Tag”2 is treated as
a tag. 3) A statement is a wiki page that reifies semantic relations between
any two wiki pages (including tag, presentation as well as content pages).
The subset of wiki pages with assigned tag semantics is called TagCloud
System Repository, or simply TagCloud, as shown in Fig. 1. Note that the
classification, introduced in the set of all wiki pages by assignment of one of
the defined explicit semantics, is not exclusive. Namely, a single wiki page may
be assigned more then one explicit semantics. Which semantics is actually
used for interaction with the wiki page is application dependent.

A wiki page with assigned tag semantics contains stored information about
one or more links to resources that are tagged with the corresponding tag.
With respect to the TagCloud we may identify internal resources (any wiki
page from the set of all wiki pages containing the TagCloud) and external
resources (any Web resource). The internal resources are under the same
administrative control as resources representing tags. The internal resources
are wiki pages too, so the system knows that it is possible to edit them, while
this is not the case with the external resources. A known resource is a Web
resource whose link is stored on a wiki page of the system. The wiki page may
or may not have assigned tag semantics: If it has assigned tag semantics then
we say the resource is tagged with the corresponding tag and consequently
the resource belongs to the tag. A single resource may belong to zero, one or
several tags. Accordingly, we may model TagCloud as a subset of power set of
2 Note that we say nothing about the content of the “Tag” page, so it may be empty

or may contain some additional informational content. In other words, the meta-
semantics page “Tag” may have assigned presentational semantics itself, such
that a human user may get additional explanation about the concept.
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Fig. 1 TagCloud System Repository

Fig. 2 TagCloud as a subset of power set of the set of all known resources

the set of all known resources (Fig. 2.), where each element of the TagCloud
is a set of resources tagged with the corresponding tag.

3 Collaborative Tagging Wiki Syntax

In this paper, our aim is to store tagging data in a wiki using the native text
formatting syntax of the used wiki. Consequently, we have to address two
issues: 1) an ontology for tagging, and 2) a syntax for tagging data represen-
tation. We use a simple ontology for tagging based on the conceptualization
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developed by [19] and described in the previous paragraph. The adopted on-
tology is in compliance with existing ontologies for tagging [18], [14], [13],
[10]. Nested bulleted lists are used as a basic element of the wiki syntax for
tagging data representation. Table 1 shows some of the JspWiki text format-
ting rules3 that we use as tagging format. Note that even the syntax is wiki
engine dependent, the concept of nested lists is not4. Therefore, the proposed
tagging format can be generally applied in any wiki engine.

Table 1 Some of the JspWiki text formatting rules

Rule Description

[link] Create hyperlink to “link”, where “link” can be either an internal
WikiPage or an external link (http://).

[text | link] Create a hyperlink where the link text is different from the actual hy-
perlink link.

∗ Make a bulleted list. For deeper indentations more (**,***) is used.

Using the JspWiki text formatting rules, a tagging data format is:

∗ [ResTitle | ResourceURL][| Tagging]/ / Tags:[tag1][tag2][tag3]

∗∗ Clipping: content of clipping if exist

∗∗ Comment: link to comment if exist

∗∗ Posted on date&time, by [username | username userprofile]

HTML preview of the tagging data is as follows:

<ul>

<li>
<a class="wikipage" href="Wiki.jsp?page= ResourceURL "> ResTitle </a>

<a class="wikipage" href="Wiki.jsp?page= Tagging "> </a>

<br />
Tags:

<a class="wikipage" href="Wiki.jsp?page=tag1">tag1</a>

<a class="wikipage" href="Wiki.jsp?page=tag2">tag2</a>
<a class="wikipage" href="Wiki.jsp?page=tag3">tag3</a>

<ul>
<li>Clipping: content of clipping if exist</li>

<li>Comment: link to comment if exist</li>

<li>Posted on date&time, by <a class="wikipage" href="Wiki.jsp?page=

username userprofile"> Username </a></li>

</ul>

</li>
</ul>

Link may be a wiki-internal page link (page name reference) or an external
resource link (URL address is written explicitly in the text, including the
protocol prefix). In third line of the HTML code snippet, a link to an internal

3 http://www.jspwiki.org
4 WikiCreole.org is developing an universal Wiki syntax for interwiki compatibility.
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wiki page is assigned the wikipage CSS class. In case of tagging an external
resource, the link is assigned the external CSS class.

We reify the act of tagging as a segment of the wiki text. When a resource
is tagged, the corresponding wiki text segment is appended to the wiki page
of every used tag. For example, let us tag a presentation wiki page (or any
other resource on the web) called A with a tag called B. As a result, a link to
the “Tag” meta-data wiki page and a link to the resource A are appended to
the content body of the tag page B. Note that there is no difference in format
of the stored tagging data when we tag an internal wiki page or any other
(external) web resource. The same resource can be tagged with several tags.

Following the proposed syntax of the concept of semantics reification in the
wiki that we used to implement tagging, we extend the set of basic concepts
in order to be able to make statements about wiki pages. For that purpose,
we introduce Statement, Relation, and Category meta-pages. The format
of the Statement is as follows:

* [WikiPage Title | WikiPage][| Statement]

**[Relation] [Category] [Tag]

where, WikiPage is the identifier (wiki page name) of the resource that
we make the statement about. The statement data is written in the wiki
page called WikiPageStatement. The link [| Statement] means that the
WikiPageStatement page is a statement saying that the WikiPage resource
is in the Relation relation with the resource Tag from the category Category.

For example, when we make a statement about the wiki page wikipageX,
a statement page wikipageXStatement is created (if it does not exist). Let
the relation be is same as, category be tagPage, and tag be tagX. Then the
format of the statement is:

* [WikiPage Title | wikipageX][| Statement]

**[is same as] [tagPage] [tagX]

An unlimited number of statements can be made for a single wiki page. All
statements will be written within the same statement page for that wiki page.
For example, the statement says that WikiPage resource is also in relation
belong to with the category project, while tag projectName assigns a
name to the project:

* [WikiPage Title | WikiPage][| Statement]

**[belong to] [project] [projectName]

**[is same as] [tagPage] [tagX]

Making statements about resources and storing them in the wiki system is a
general approach, but quite useful for folksonomy engineering. For example, let
us consider a simple illustration of the more complex problem of “organizing
the tags” [4]: Let us consider a collaborative wiki tagging system used in the
food retail industry where each uploaded picture is tagged by users. In such a
system we may expect tags such as Fruit, Apples, and Apple. We may want to
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“organize”5 the tags so that Apples and Apple tags are considered synonyms,
and Apple is a subclass of Fruit. The following text segment will be stored in
the wiki page named AppleStatement:

* [Apple | Apple] [| Statement]

**[is synonyme with] [Tag] [Apples]

**[is subcategory of] [Tag] [Fruit]

4 Collaborative Wiki Tagging Portal Prototype

We have developed a testing prototype of the described collaborative wiki
tagging system, Collaborative Wiki Tagging Portal Prototype (CWTP)6. The
CWTP is aiming to support personal knowledge management, inter- and
intra-community collaboration, workflow and process management, interac-
tion, knowledge sharing and dissemination, and heterogeneous information
integration (Fig. 3.). The prototype supports collaborative tagging, but it
is a wiki site at the same time. This means that every page can be edited,
including pages that contain tagging data as well as meta-pages. Edit rights
are not publicly available but are instead regulated by an authentication and
authorization mechanism at the page level.

Interaction over structure is represented by means of an automatic set
of page neighborhood links (links pointing to the page and links pointing
from the page) and useful drop-down menus, as well as page-specific menus.
Page neighborhood links are useful for content but even more for semantic
navigation. Interaction over structure is augmented with a primitive version
of a TagCloud that is useful for navigation over presentation content. Tag-
ging presentation wiki pages and other internal resources allows systematic
(re)arrangement of the internal structure. Fig. 4. shows a tagging window for
internal resource tagging, while Fig. 5. shows external resource tagging.

The differences between the two tagging windows are in statement and
link. Since statements can be made for internal resources only, we provide
that functionality within the tagging frame when an internal resource is being
tagged. For usability purposes, this option does not exist within the tagging
frame when an external resource is being tagged. Also a wiki page name is
captured as the internal resource identifier instead of it’s full URL as is the
case for external resources. In the Tag text edit field, a user enters a set of
5 The word organize is quoted due to an open nature of the tags organization prob-

lem. Namely, it depends on answers to questions such as what is the information
capacity of individual tags, the information capacity of whole TagClouds, what
is the relationship between folksonomy and ontology, what are dynamics of the
TagCloud, etc. We use this example as an illustration only, and do not suggest
any solution to the tags organization problem.

6 http://infosys-work.elfak.ni.ac.yu/InfosysWiki-v2-1/Wiki.jsp?page=TagClouds.
A proof of the concept beta site may also be found at http://www.tagleen.com.
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Fig. 3 Collaborative Tagging Wiki Portal Prototype (CTWP)

Fig. 4 Internal resource tagging

Fig. 5 External resource tagging
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tags for the resource. Tags are separated by blank character, while multiple
words expressions are possible by quoting them together.

Also a rudimentary tag suggestion mechanism is implemented that presents
to the user a list of several existing tags based on the first letter(s) that the user
has just typed in. Note that ranking and suggesting tags in collaborative tag-
ging systems is an important research topic (see for example [20]). The sugges-
tion algorithm guides the dynamics of the TagCloud towards the particular tag
distribution representing a fixed point for the tagging process. Convergence of
the tagging process is very important for the coherent categorization schemes
that can emerge from unsupervised tagging by users [7], [6].

Fig. 6 Screenshot of tagging data

5 Discussion and Related Work

Probably the best known approach to organizing information within a wiki
is Wikipedia7 categories. Collaborative wiki tagging presented in this paper
associates tags to wiki pages in a similar way except that the cognitive in-
vestment made by the user and his/her level of attention is much higher in
the case of categorization then in the case of free tagging. As a consequence
categorization requires heavy involvement of domain experts with all draw-
backs that this approach brings along, such as high costs, social protocols
needed to identify and prove specific expertise, etc. Instead, the collaborative
tagging is a self-organizing emergent process that converges into consensus
around categorization of the tagged resources.

Wikipedia categories, as well as several popular blogging and image tag-
ging platforms that offer similar functionalities, are restricted to the classifica-
tion of internal resources (wiki pages or blog posts) into internally developed

7 http://www.wikipedia.org
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categories. General-purpose social tagging systems (such as del.icio.us8) al-
low tagging of any web resource including web resources identifying system’s
internal tags. However, it is unclear how such self-tagging possibilities are fur-
ther exploited. With the proposed Collaborative Wiki Tagging we are able
to tag any web resource and not just an internal wiki page. We are also able
to use tagging to semantically enrich the organization of local resources in
an emerging manner.

Underlying models that would enable the effective integration of the power-
ful RDF-based Semantic Web with massively adopted user-friendly Social Web
is a hot research topic at the moment [8]. A particularly interesting aspect is
the relation between static and dynamic characteristics of folksonomies and
ontologies: How can an ontology be automatically derived from a folksonomy?
How can an ontology help driving tagging dynamics? (see for example [9]).

With respect to low-level syntax relevant research includes microformats: a
simple convention for embedding semantics in HTML to enable decentralized
development9 for web resources tagging called tag-rel10. Both the microfor-
mats and the proposed wiki tagging syntax are based on existing, simple, and
widely used mechanisms: The microformats are based on the HTML syntax
while the proposed approach is based on the wiki text formatting syntax.
However, the wiki tagging page can be easily edited online by an end user
using a simple text area of a web browser while this is not the case with
HTML based microformats.

RDFa lets XHTML authors express structured data within a document
using existing XHTML attributes and a handful of new ones [2]. RDFa gets
its expressive power from RDF. Like microformats, RDFa is similar to our
approach in the sense that it is based on the wide adopted XHTML syntax.
However, RDFa is much more along our abstract model of explicit semantics.
Adoption of the RDFa into Collaborative Wiki Tagging system is one of the
goals of our future research, particularly for the integration of XHTML based
WYSIWYG editors.

A second relevant stream of existing research includes Semantic Web re-
lated work, particularly Semantic Wikis [15], [4]. Among the whole family of
different Semantic Wikis, IkeWiki may be the closest to our approach [16].
The proposed solution is low-level and in this way a complementary approach
to Semantic Wikis. Also, semantic collaborative tagging system, as proposed
in [12], is based on semantic assertions that are very close to our Statements.

6 Conclusions

In this paper, we propose a concept of collaborative tagging for the organiza-
tion of knowledge stored within a wiki system. The knowledge is about any
8 http://del.icio.us
9 http://microformats.org/wiki/Main Page

10 http://microformats.org/wiki/reltag
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Web resource as well as system internal wiki pages. We first introduced the se-
mantics of collaborative tagging that is implemented in a wiki fashion. Then,
we discussed syntax and wiki text formatting rules that we use to store tag-
ging data in a wiki system. The proposed concepts and syntax is used for the
implementation of our Collaborative Wiki Tagging Portal Prototype. We use
the prototype extensively for personal knowledge management, group knowl-
edge interaction and project management. We have recently started testing
the prototype in our undergraduate teaching practice and we experienced
very promising results: improved student-teacher communication, students
being more actively involved into learning processes and the management of
the course being more interactive.
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O’CoP, an Ontology Dedicated to
Communities of Practice

Amira Tifous, Adil El Ghali, Alain Giboin, and Rose Dieng-Kuntz

Abstract. The Palette project dedicated to learning in Communities of Prac-
tice (CoPs) aims to offer several services for CoPs, in particular Knowledge
Management (KM) services based on an ontology dedicated to CoPs, the
so-called O’CoP. Built from information sources about the Palette CoPs,
O’CoP aims both at modelling the members of the CoP and at annotating
the CoP’s knowledge resources. The paper describes the structure of O’CoP,
its main concepts and relations, and it reports some lessons learnt from the
cooperative building of this ontology.

1 Introduction

CoPs are “groups of people who share a concern, a set of problems, or a
passion about a topic, and who deepen their knowledge and expertise in this
area by interacting on an ongoing basis” [1].

The objectives of the Palette IST project (http://palette.ercim.org/)
are to develop services for CoPs: information, knowledge management (KM),
and mediation services. Eleven pilot CoPs are involved in the participatory
design of the Palette services. These CoPs, located in various European coun-
tries (Belgium, France, Greece, Switzerland, UK), belong to three different
domains:

• Teaching: e.g. @pretic, a CoP of Belgian teachers playing the role of
resources-persons to support the use of Information and Communication
Technologies (ICT) in schools;

• Management: e.g. ADIRA, a French professional association gathering ex-
ecutives from medium to large IT companies in Rhône-Alpes region);
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• Engineering: e.g. UX-11, a CoP composed of 150 IT engineer-students
practicing GNU/Linux.

The CoPs’ size varies from less than ten members to more than a hundred.
KM services aim at supporting CoPs’ management of their knowledge re-

sources, so as to improve: (i) the access, sharing, and reuse of existing knowl-
edge, and (ii) the creation of new knowledge. A knowledge resource can be
either a document materialising the knowledge made explicit by CoPs’ mem-
bers when cooperating, or a person holding tacit knowledge. The KM services
will be based on Semantic Web technologies: they will rely on an ontology
(describing concepts useful about a CoP, its actors and their competences,
its resources, its activities, etc.) and on the semantic annotation of the CoPs’
knowledge resources w.r.t. this ontology. In [2], we proposed generic mod-
els useful for understanding a group activity, collaboration, competencies,
learners’ profiles, and lessons-learnt. A CoP being a specific kind of a group,
the CoP-dedicated ontology, so-called O’CoP, is based on these generic mod-
els. It consists of CoP-relevant concepts and relations with which the CoPs’
resources can be annotated. These CoP-relevant concepts and relations are
specialisations of the high-level ontology constituted by the generic concepts
used to represent the generic models. The CoP-oriented KM services will rely
on the O’CoP ontology.

So what kind of CoPs’ KM problems may the ontological approach help
to solve, and how? Let’s give two real examples from Palette CoPs. The first
example concerns a knowledge capitalizing problem reported by the @pretic
CoP. Members of this CoP met great difficulty in capitalizing the contents of
the practice-related messages they exchange via the mailing-list of the com-
munity. These messages are under-exploited because they are poorly indexed,
or because they are not expressed in a synthetic form: the yet useful informa-
tion they contain is hardly retrieved when needed. The ontological approach
we propose can contribute to solve this problem by enabling a semi-automatic
indexation of the messages performed by a semantic annotation service using
linguistic analysis techniques. An ontology-based tool annotates the messages
with the concepts and relations of a reference ontology. This semantic anno-
tation enables then a semantic navigation through the base of messages, and
a semantic search providing the @pretic CoP’s members with more relevant
answers more easily [3]. The second example concerns a knowledge structur-
ing problem encountered by the Did@ctic CoP. Members of this CoP need to
better structure the notes they take during the meetings where they discuss
their educational practices. These notes are very informal, and their under-
lying structure often varies from one CoP member to another. This lack of
formality and of homogeneity impede the exchange of practices at a distance
in time. A way of structuring the notes is to explicitly impose a predefined
structure both to the note support (leading, e.g., to a template), and to the
note-taking process. Another structuring way is to implicitly superimpose a
more formal structure to the non-formal notes. The ontological approach al-
lows us to implement these two ways. In the first case, an ontology may be
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used to elaborate a template. In the second case, the ontology may be used
at the retrieval step, or between the note-taking step and the retrieval step,
to annotate the non-formal notes using a commonly agreed annotation struc-
ture. These two examples illustrate the kind of KM problems encountered by
Palette CoPs and possibly solved through our ontology-based approach.

After summarising our ontology development method and the ontology
structure (section 2), we will describe its main concepts (section 3), the lessons
learnt from its building (section 4), before concluding (section 5).

2 Ontology Development Method and O’CoP Ontology
Structure

Our method for developing the O’CoP ontology includes the following steps:

1. Proposition of generic models enabling to define multiple semantic axes
corresponding to the key notions of the O’CoP ontology [2]. Each semantic
axis will be undertaken by an ontologist through a sub-ontology.

2. Information sources collection: selecting three main sources to be used
either as corpora where picking out candidate terms, or as grids for ex-
tracting candidate terms: (i) Rough-data documents (audio records/files
of CoPs’ interviews, transcriptions and minutes of these interviews; the
interviews were performed by Palette members that played the role of
mediators between some specific CoP and the knowledge engineers); (ii)
Analysed-data documents (e.g., syntheses of interviews, vignettes and sce-
narios structuring the CoPs’ activities); (iii) Methodological and theoret-
ical documents (e.g., our generic models and existing ontologies or the-
saurus). For cooperative building of the ontology, the different ontologists
analyzed the same information sources for performing steps 3) to 6), but
each one focusing on his/her generic model so as to build the corresponding
sub-ontology.

3. Contextualised lexicon construction: selecting from the corpora and w.r.t.
the grids (i) the terms relevant for describing the CoPs and (ii) their
respective contexts (i.e. the text surrounding the terms) to help understand
the terms.

4. Vocabulary identification: refining the contextualised lexicon once vali-
dated by the CoPs’ mediators and producing, for each term, a definition
and some examples of use.

5. Hierarchy building: (i) identifying the terminological concepts and relations,
and (ii) structuring them, and eventually adding new higher-level concepts.

6. Formalisation of the sub-ontologies in RDF/S, the formal language agreed
in Palette.

7. Integration of the sub-ontologies by solving the conflicts among them and
by integrating them into a single, coherent ontology.
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Fig. 1 summarises the steps of the development process. A tool, called
ECCO, supports these iterative steps and provides the user with mechanisms
enabling to keep the traceability of the sources of the candidate terms.

The resulting O’CoP ontology is structured into three main layers (see
Fig. 2):

Fig. 1 Ontology development process

Fig. 2 Structure of the O’CoP ontology
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• A high layer (or top-level ontology) including the concepts and relations
needed to represent the generic models presented in [2]; they served as a
grid for analysing the corpora and building the other layers of the ontology.

• A middle layer including the concepts common to all CoPs. These concepts
correspond to terms confirmed by the mediators as common to all CoPs.
They are specialisations of the high-level ontology concepts. Note that
some concepts stemming from literature on CoPs, such as the concept of
Animator detailed in [4], could be included in this common layer, provided
that they are attested by at least the CoP corpora.

• A specific layer including the concepts specific to each CoP: these concepts
correspond to terms confirmed by the mediators as specific to a given CoP
or to very few CoPs.

3 Description of the Main Concepts of the Ontology

3.1 Community

The main concepts related to the community in the O’CoP ontology are:

• Community: it can be a community of interest, a community of learners,
a goal-oriented community or a community of practice. In the interviews,
interviewees acknowledged that the group of persons they belong to (be
it so-called a community of teachers, a network of teachers, a resource-
persons community, an association of companies, etc.) is a (kind of) CoP.

• Domain and Field : as defined in [5], the Domain is the area of knowledge
that brings the community together, gives it its identity and defines the
key issues that the CoP’s members need to address. It is the “focus” of the
CoP and evolves over its life span in response to new, emerging challenges
and issues [6]. As for the Field, it is the “context” of the CoP; it can be
referred to as the “discipline” or the “branch of knowledge” of the CoP’s
members (e.g. the Domain of ePrep1 is the Educative use of ICT and its
Field can be Mathematics, Physics, etc.).

• Objective: related to the CoP as a whole, or to a part of it (a group, a
project, a team, etc. depending on the CoP’s organisation and functioning
modes), an objective can be Permanent or Temporary.

• CoP’s characteristics : the CoP’s identity is characterised by (i) the Mem-
bership: is the CoP open to any person interested in it or are there some
conditions (e.g., competency, cooptation, etc.) for entering the CoP? (ii)
the Cultural Diversity (from homogeneity to heterogeneity) of the CoP’s
members w.r.t. the nationality, profile, organisational culture [7].

1 A CoP gathering teachers of French “Classes préparatoires aux Grandes Ecoles”
interested in ICT (cf. http://www.eprep.org).

http://www.eprep.org
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Fig. 3 Relations concerning a community

• Organisational structure: the organisation of CoPs varies from formal and
structured (e.g. the CoP ADIRA2 which is based on a “board of gover-
nors”) to informal (e.g., the DL3 which is based on “informal subgroups”).

Fig. 3 shows some relations concerning communities.

3.2 Actors

We define an Actor as “an Individual or a Legal entity intervening in the CoP”.
The Actors of a CoP are not only the CoP’s members, but also the entities in-
teracting with the CoP (also called the CoP environment). A Legal entity can
be a Professional organisation or an Institution (Companies and Educational
institutions). Actors can be involved in the CoP as Members, Contributors (In-
dividuals participating in particular activities or during specific periods of the
CoP’s life) or Partners (Legal entities supporting the CoP).

Moreover, the Actors of a CoP can be defined according to their:

• Role in the CoP : it represents the Actor’s position in the CoP, which can
divided in two types:

– Governance role: in order to interact, learn and share knowledge effec-
tively, the CoP’s actors (e.g. the members) need a support, which can
be provided by:
· Facilitator : s/he encourages the participation of the members, facil-

itates the interactions among them.
2 L’Association pour la Promotion et le Développement de l’Informatique dans la

région Rhône-Alpes: http://www.adira.org/
3 Doctoral Group Lancaster : http://domino.lancs.ac.uk/

http://www.adira.org/
http://domino.lancs.ac.uk/
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Fig. 4 Concepts describing Actors in a CoP

· Coordinator : s/he organises and coordinates the activities and events
of the CoP. We distinguish between Individual coordination (ensured
by one main coordinator) and Collective coordination (in the case of
a CoP organised per groups or teams, where the individual local
coordinator belongs to a coordination group or team).

· Animator : s/he guides and manages the community, ensures its de-
velopment, relevance and effectiveness. An Animator thus plays both
roles of Facilitator and Coordinator.

– Peripheral role: represents knowledge providers and receivers. They are
more or less involved or active in the CoP, their participation depends
on the Actors who play these roles (personality, motivation, period,
activity, etc.).

• Their Individual profile: identifies a CoP’s Individual inside and outside
the CoP. It comprises the concepts of Competency and Occupation.

• Their Practice: CoP’s members are practitioners in an Institution, out-
side the CoP. They meet physically or virtually, through the CoP, which
constitutes a channel for them to exchange experiences about their shared
Practice (e.g. teaching practice).

• Their Behaviour : the Attitude of the member towards the CoP gives more
information about his/her degree of engagement in the CoP.

3.3 Competency

A Competency is defined as a set of Resources to be provided or to be acquired
by an Actor (who plays a particular Role in some Environment or Situation)
so that the Actor can perform, or help some other Actor to perform some
Activity. Fig. 5 gives a partial view of the Competency-Resource component
and shows some relations concerning the Competency concepts.

Table 2 summarises some other relations concerning the Competency
concepts.
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Table 1 Actor-related relations

Relation Domain Range Description

has-practice Actor Practice An Actor of the CoP has a Practice out-
side the CoP.

has-field Actor CoP Field A CoP, as well as an Actor has one or
more Fields of knowledge.

interested-in Actor Domain
Field
Activity

An Actor can be interested in a Domain, a
Field of knowledge, an Activity performed
inside the CoP.

has-profile Individual Individual
profile

An Individual has a profile, which defines
him/her.

has-
occupation

Individual Occupation An Individual has an occupation outside
the CoP.

part-of-
individual-
profile

Occupation Individual
profile

The occupation an Individual has outside
the CoP, is part of his/her profile.

employer-of Actor Individual An Actor of the CoP can be the employer
of another actor (an Individual) of the
CoP (e.g. ADIRA).

contestant Company Company A Company can be in competition with
another one (both being Actors of the
CoP - e.g. ADIRA)

colleague Individual Individual Two Individuals of the CoP can be col-
leagues in their occupation outside the
CoP.

has-attitude Actor Behaviour
towards
the CoP

An Actor of the CoP has a given be-
haviour, considering his/her motivation,
satisfaction and involvement degree to-
wards the CoP.

ordered-by Activity Actor An Activity can be ordered by an Actor
(a particular Role or an Institution, etc.).

assesses-
activity

Actor Activity An Actor assesses an Activity performed
in the CoP as being interesting, motivat-
ing, boring, etc.

possesses-
competency

Actor Competency An Actor possesses a Competency linked
to his/her personal characteristics and
profile.

3.4 Resources

The Resources handled by a CoP are subdivided into:

• Tools defined according to the needs of community and their functionali-
ties. A hierarchy describes the categorisation of these tools answering re-
current needs of a CoP including knowledge capturing (Knowledge portal),
knowledge storage and sharing (Repository), collaboration (Workspace,
Agenda, etc.).
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Fig. 5 Excerpt of Competency concept hierarchy and some relations describing it

• Materialised resources including documents or discussion. This last type of
resources in the CoPs is associated to the interactions that hold within the
CoP. These discussions can be synchronous (chat, audio and video confer-
ences, etc.) or asynchronous (mail, forum, etc.). Almost all Palette CoPs are
interested in easy access to these interaction traces and in archiving them.

We also characterise resources in a CoP w.r.t. the following dimensions:

• the nature of resource: we distinguish Documents, Tools and Interactions;
• the access rights to a resource;
• the ownership of a resource;
• the temporal properties and versioning of a resource.
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Table 2 Some relations concerning the Competency concepts

Relation Domain Range Description

is-related-to Skill Experience A Skill acquired by an Actor of the CoP
can be related to some Experience lived
by the Actor.

is-acquired-
by

Skill Practice An Actor acquires a Skill by Practice.

is-put-into Knowledge Practice Some Knowledge acquired by an Actor
can be put into practice by this Actor.

has-
competency-
level

Competency Competency-
level

A Competency (and consequently the Ac-
tor possessing it) has a Level (of Compe-
tency).

is-expressed-
through

Practice Practice-
representation

An Actor can express a Practice through
some concrete Representation of this
Practice.

rises Situation Problem A Problem is originated by the Situation
in which an Actor is involved.

requires Problem Solution A Problem occurring in some Situation
requires a Solution for an Actor to achieve
some Goal.

provides Competency Solution A Competency is one of the resources that
(can) provide a Solution to some Problem.
The solution found depends on the Level
of the Competency.

Fig. 6 shows some of the concepts needed to deal with the ownership of
resources in a CoP.

A CoP uses and produces a number of documents of different types. Some
of them are specific to CoP’s life: for example, organisation policies that
describe the rules organising the community life, or specific charter for the
usage of the CoP’s information system (e.g. in ADIRA). From a resource
point of view, knowledge capitalisation takes different forms: several Palette
CoPs produce (final or intermediate) reports, associated to CoP’s activities.
Another type of report is the logbook that can be individual or collective
(e.g. in Did@ctic, where the collective logbook is called the “Meta-journal”).

Fig. 6 Categorisation of resource ownership
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Fig. 7 Excerpt of hierarchy of concepts describing documents
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The CoPs’ members can also produce documents related to their practices
(Training reports in UX11) or scientific documents (Doctoral Lancaster).
The collaboration in the production or use of documents can take the form
of annotations that can be either textual or semantic depending on the tools
used to produce them. Some documents are associated to a specific domain:
e.g. Pedagogical documents in the education domain (Learn-Nett, Did@ctic,
UX11), or Official documents useful in management domain (ADIRA).

Fig. 7 gives a global view on the hierarchy of concepts describing
documents.

4 Lessons Learnt from the O’CoP Ontology
Development

Concerning information sources collection, the relevance of the terms ex-
tracted from the corpora strongly depends on the relevance of the corpora.
CoPs’ mediators had focused their interviews on the organisation of CoPs,
and had scarcely asked questions about CoPs’ practices. As a consequence,
the transcriptions of interviews contained very few terms related to practices.
This leads to an ontology in which concepts related to practices are not very
numerous.

During the terminological analysis, we found several terms common to
some CoPs but used to evoke different concepts depending on the CoP: e.g.
the term “platform” was used to designate a website, a workspace for the CoP,
that may contain its documents and where the discussions of members are
hosted, or yet a dedicated software e.g. e-learning platform. Some terms were
also used ambiguously to designate concepts: e.g. CoPs use different terms to
designate the persons in charge of particular tasks in the CoPs (“coordinator
of the project”, “local coordinator”, “manager”, etc.), whereas these tasks
are not well described and identified. Finally, some CoPs use different terms
to designate the same concepts, these synonyms must be associated to the
same concept in their ontologies in order to avoid redundancy. For example,
the terms Journal and Logbook are used to designate the record of activities
or practices of a CoP’s member. More generally, the synonym terms (either in
the same CoP or in several CoPs) were recognised by the validators, during
the phase of vocabulary identification and term validation. In the implemen-
tation of the ontology, the synonym terms corresponding to a given concept
were indicated through the RDF/S label of this concept.

The different CoPs adopted different terminologies, sometimes quite spe-
cific to the CoP and rather different from the terminology usually found in
literature on CoPs. Therefore, we did not include in the common layer of the
ontology the concepts offered by literature (e.g. the taxonomy of facilitation
tasks for CoPs proposed by [8]) if they were not attested by the Palette CoPs’
information sources.
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The O’CoP ontology building was a distributed, cooperative process be-
tween: (a) 6 ontologists focusing on different parts of the ontology since each
one was guided by one generic model, (b) 11 CoPs’ mediators validating from
the CoPs’ viewpoints. This led to the need to integrate different viewpoints.
The different ontologists had various ways of modelling knowledge: e.g. the
concept of Activity was needed for modelling Competency and Resource. Con-
cepts related to Activity were thus modelled with various detail grains and
various perspectives, requiring more integration work. Moreover, the integra-
tion between different concepts developed by different ontologists was often
performed through the introduction of relations linking such concepts (e.g.
relation between an Actor and an Activity, etc.). Notice that such kinds of
relations were emphasised in the generic models that guided us. But they
needed to be refined for more specialised concepts.

Our approach was both bottom-up (relying on a deep analysis of the infor-
mation sources on the CoPs) and top-down (guided by our generic models).

5 Conclusions

This paper presented an original ontology composed of more than 800 con-
cepts and 80 relations, dedicated to CoPs, and more precisely aiming at
enabling the annotation of CoPs’ members and the CoPs’ resources. The link
between CoPs and ontologies was studied in some recent related work. In [9],
the authors present a method based on analysis of the relationships between
instances of a given ontology in order to identify potential CoPs in an organ-
isation. In [10], the authors develop an ontology aiming at enabling services
among a civil servant CoP; [11] studies the design of situated ontologies for
knowledge sharing in a CoP. [12] presents a semantic web system for open
source software communities and relies on specific ontologies (Code, Bugs,
Interactions, Community). In comparison to this related work, the O’CoP
ontology is original through:

• the method used to build it cooperatively from the analysis of several real
CoPs,

• its objective of enabling to annotate CoPs’ resources in addition to mod-
elling the notion of a CoP,

• its 3-layered structure, with a generic layer, a middle layer gathering con-
cepts common to all CoPs and a low layer specific to a given CoP.

O’CoP was for example used by the @pretic CoP, in order to annotate the
mails exchanged by the members of the CoPs about their problems in the use
of ICT in schools. Our work can also be partially compared to the typology
of virtual CoPs (i.e. CoPs interacting through ICT) proposed by [13] or to
the typology of CoPs based on their knowledge characteristics [14] but these
typologies are not materialised through ontologies.



168 A. Tifous et al.

More generally, the O’CoP ontology can be specialised for a new CoP. The
high and middle layers are generic and can thus be reused for any CoP. If the
new CoP is similar to one of the Palette CoPs, the low layer corresponding
to this CoP can be reused. But if no Palette CoP is relevant, concepts more
specific to the new CoP can be added in the low layer, possibly by relying on
our method described in section 2.

As future work, after achieving the current validation of the integrated
O’CoP ontology by the CoPs’ mediators, we will make the ontology available
to all the Palette CoPs and develop several KM services based on it: knowl-
edge creation, annotation, retrieval, presentation, evaluation, and evolution
services.
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Incremental Approach to Error Explanations in
Ontologies

Petr Křemen and Zdeněk Kouba

Abstract. Explanations of modeling errors in ontologies are of crucial importance
both when creating and maintaining the ontology. This work presents two novel
incremental methods for error explanations in semantic web ontologies and shows
their advantages w.r.t. the state of the art black-box techniques. Both promising
techniques together with our implementation of a tableau reasoner for an important
OWL-DL subset SHIN are used in our semantic annotation tool prototype to explain
modeling errors.

1 Introduction

The problem of error explanations turned out to be of high importance in ontol-
ogy editors and semantic annotation authoring tools. Users of such tools need to
be informed both about inconsistencies in the modeled ontology and about reasons
for these inconsistencies to occur. Rationale for this work was formulated during
the implementation and evaluation of our narrative annotation tool [10] developed
within the CiPHER project [4].

This work presents two novel incremental algorithms for error explanations in
ontologies. These techniques can be regarded as a compromise between glass-box
error explanation methods, that are fully integrated into the reasoning algorithms
and thus strongly dependent on the expressivity of the chosen semantic web lan-
guage and hardly reusable for other ones, and black-box techniques, that are fully
reasoner-independent, but therefore quite inefficient, especially in combination with
– already EXPTIME or worse – reasoning algorithms for expressive description
logics. The proposed incremental algorithms are universal enough to be reused
with wide variety of reasoners, which seems to be advantageous especially in the
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dynamic field of semantic web languages, yet having quite tight interaction with
the reasoner using the reasoner state. Proposed techniques were tested with our im-
plementation of SHIN description logic tableau algorithm [1] with an incremental
interface.

Section 2 surveys current black box and glass box techniques for error explana-
tions in ontologies and shows advantages and disadvantages of these methods. Our
incremental approach for error explanations is introduced in section 3 and evalu-
ated in section 4. Section 5 briefly overviews our annotation tool prototype and this
chapter is concluded by section 6.

2 Error Explanation Techniques – State of the Art

The mainstream of error explanations for description logic knowledge bases tries
to pinpoint axioms in the knowledge base to localize errors. The notion of minimal
unsatisfiability preserving subterminology (MUPS) has been introduced in [11], to
describe minimal sets {Si} of axioms that cause a given concept to be unsatisfiable.
Removing a single axiom from each of these sets turns the concept satisfiable. Sim-
ilarly to defining MUPSes for concept satisfiability, in [8] the notion of justification
for arbitrary axiom entailments has been presented. These justifications allow for
explaining knowledge base inconsistencies, in our case annotation errors. Notions
of MUPSes and justifications are dual, as for each concept an axiom can be found,
for which the set of justifications corresponds to the set of MUPS of the concept.
From now on, we use w.l.o.g. only the notion of MUPS and concept satisfiability.

At present, there are two general approaches for computing explanations of con-
cept unsatisfiability: black-box (reasoner-independent) techniques and glass-box
(reasoner-dependent) techniques. The former ones can be used directly with an ex-
isting reasoner, performing many satisfiability tests to obtain a set of MUPSes. The
latter ones require a smaller number of satisfiability tests, but they heavily influence
the reasoner internals, thus being hardly reusable with other reasoning algorithms.

In addition to these basic methods, [8] presents several practically interesting
extensions. One of the techniques splits axioms into simpler ones (like A � B�C
into A � B and A � C) trading the error explanation granularity for the size of the
knowledge base. Another technique tries to find concepts (called root concepts),
unsatisfiability of which causes unsatisfiability of other concepts. Getting rid of un-
satisfiability of these root concepts makes the other concepts satisfiable as well. The
former technique can be used as a preprocessing and the latter as a postprocessing
to all the methods described below.

2.1 Black-Box Techniques

There are plenty of black-box techniques that can be used for the purposes of error
explanations. All of them have worst-case exponential time complexity in the num-
ber of axioms, as they search the power set of the axiom set – they differ in the search
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strategies and pruning efficiency. For each candidate set of axioms a satisfiability
check is necessary to determine, whether this axiom set causes the unsatisfiability
of a given concept or not.

In [5], several simple methods based on conflict set tree (CS-tree) notion are
shown (see Fig.1). CS-trees allow for efficient and non-redundant searching in the
power set of a given axiom set. Each node in a CS-tree is labeled with two sets, a set
D of axioms that necessarily belong to a MUPS and a set P of axioms that might be-
long to a MUPS. Each node represents the set D∪P and it has |D∪P| children, each
one lacking an axiom from D∪P. The method (denoted as allMUPSbb) introduced
in [5] effectively searches the CS-tree in the depth-first manner, pruning necessar-
ily satisfiable nodes. The CS-tree structure allows for various pruning methods, like
constraint set partitioning and eliminating always satisfiable constraints, see [5] for
more details. However, detailed evaluation of the feasibility of these methods and
their optimizations for the axiom pinpointing problem is still an open issue.

Example 1 (Basic CS-tree algorithm). Consider a knowledge base consisting of
three axioms

1 : C � B�∃R .A,

2 : B � ∀R .¬A,

3 : C � D.

The concept C is unsatisfiable due to the single MUPS {1,2}. The run of the basic
CS-tree algorithm presented in [5] is shown in Fig.1. The algorithm starts in the
root [], [1,2,3] and tries to find all MUPSes in the depth-first manner. All children
for [], [1,2,3] are generated and the left-most node [], [2,3] is used for exploration.
As this node is satisfiable, all of its children are pruned, the algorithm backtracks to
the node [1], [3], which is also satisfiable. After pruning its child and backtracking
to the [1,2], [] the searched MUPS is obtained. In this configuration the algorithm
needs 4 satisfiability tests, while for the reversed axiom list 6 tests are needed.

An interesting black-box approach [8], [11] is based on a method for computing a
single MUPS (denoted as singleMUPSbb) of a concept for a given axiom set. In the
first phase, this algorithm starts with an empty set K and fills it with all available
axioms one by one until it becomes unsatisfiable. In the second phase, each axiom
is conditionally removed from K. If the new K turns satisfiable, the axiom is put
back. An important observation is that singleMUPSbb algorithm is polynomial in
the number of axioms. In the worst case we need 2n full consistency checks, where
n is the number of axioms.

To obtain an algorithm for all MUPSes the general purpose Reiter’s algorithm
[13] for computing hitting sets of a given conflict set is used. This algorithm gen-
erates a tree (see Fig.2), where each node is labeled with the knowledge base and a
MUPS computed for this knowledge base using singleMUPSbb. Starting with an ar-
bitrary root MUPS, each of its children is generated by removing one of the MUPS
axioms from the knowledge base and computing a single MUPS for the new knowl-
edge base. The search terminates when all leaves of the tree are satisfiable. The
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Fig. 1 An example of the basic CS-tree algorithm run searching MUPSes in a set of three
axioms. Pruned nodes are darker.

advantage of this approach is that it provides also repair solutions that are repre-
sented by axioms of minimal (w.r.t. set inclusion) paths starting in root. These paths
correspond to hitting sets of the set of MUPSes. Due to the lack of space we refer to
the works [5], [8], [11] and [12] for detailed algorithm descriptions (see Fig.2).

Fig. 2 A hitting set tree example

Example 2 (Single black box MUPS algorithm + Reiter’s method). Let’s have a
knowledge base consisting of three axioms (A,B,C are concepts and R is a role.)
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1 : B � ∀R− .¬A,

2 : A � ∀R .¬B,

3 : C � A�∃R .B.

The concept C is unsatisfiable due to the MUPS set {{1,3},{2,3}}. The algorithm
first uses singleMUPSbb, with {1,2,3} as its input to find a MUPS, corresponding to
the root of the hitting set tree in Fig.2. The singleMUPSbb has to perform 3 tests in
the first phase ({1}= SAT , {1,2}= SAT , {1,2,3}=UNSAT ) to get an unsatisfiable
set {1,2,3} and 3 tests in the second phase ({2,3}= UNSAT , {2}, {3}).

Now, all children of the root are generated and the left-most child is being ex-
plored, calling the singleMUPSbb to obtain a MUPS in {1,2,3} \ {2} = {1,3},
which is {1,3}. As both sub-knowledge bases {1},{3} of {1,3} are satisfiable, the
algorithm backtracks and tests the satisfiability of {1,2,3} \ {3}= {1,2}, which is
satisfiable. Therefore two MUPSes {1,3} and {2,3} were found together with the
hitting sets {3} and {1,2}. If any of these sets is removed from the knowledge base,
the concept C turns satisfiable.

As stated above all black box methods require, in general, time exponential to the
number of axioms. Combining this with already (at least) exponential satisfiability
checking for most description logic languages, we reach scalability problems for
most real world ontologies.

2.2 Glass-Box Techniques

A fully glass-box technique for axiom pinpointing in the description logic ALC [1]
is introduced in [11]. This method labels all concepts and roles in nodes of a com-
pletion tree with axioms they depend on. These labels are modified according to the
applied expansion rules. Whenever no rule is applicable on any tableau, the union
of labels of clashing concepts/roles builds up a superset of some MUPS. To obtain
a MUPS, this set is minimized by backtracking the rule changes applied during ex-
pansions and constructing a boolean formula φ (so called minimization function)
using another set of rules (see [11]). The searched MUPS is equivalent to the mini-
mal set of axioms, conjunction of which implies φ . For a more formal and detailed
description, see [11].

Example 3 (A glass-box technique for ALC). Let’s have a knowledge base contain-
ing two axioms :

1 : A � B�∃R .A,

2 : A � ¬A.

The only MUPS for the satisfiability of A is clearly {2}. The completion graphs
evolve as depicted in fig.3. Inference rule applications are represented by double
arrows, labeled with the type of the used rule. Right of each concept a set of axioms
is shown, that is responsible for the concept appearing in the node label. The initial
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Fig. 3 Completion graph evolution for Example 3

completion graph G0 contains a new individual I, asserted to belong to A. Rule
applications result in two completion graphs G3 and G6, both containing a clash.
The clash in G3 is caused only by axiom 2, while the clash in G6 is caused either by
single axiom 2, or by axiom set {1,2}. Using the minimization rules introduced in
[11], the following minimization function is obtained

2∧ (2∨ (1∧2)). (1)

The minimal set of axioms that makes this formula valid is {2}, which corresponds
to the searched MUPS.

To the best of our knowledge there is no adaptation of this approach to more expres-
sive languages, like SHIN, or OWL-DL. The problem lies in possibly complex in-
teractions between completion rules for different language constructs that have to be
traced back in the minimization function. However, [8] presents a partially glass-box
method for searching a single MUPS in OWL-DL. The algorithm is an extension of
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the first phase of the fully glass-box method described above. During completion
graph expansion, concepts and roles are labeled with sets of axioms they depend
on. Finding a clash in all branches, union of labels of clashing concepts/roles is a
superset of a MUPS, usually much smaller than the initial axiom set. This method is
then used as a preprocessing step in the first phase of the singleMUPSbb algorithm.

3 Incremental Approach to Error Explanations

A high number of very expensive tableau algorithm runs required for black-box
methods, as well as a lack of glass-box methods, together with their poor reusability,
has given rise to the idea of using incremental techniques for axiom pinpointing.
These methods require the reasoner to be able both to provide its current state, and
to apply a given axiom to a given state. There is, however, no other interaction with
the reasoner. These features place incremental methods somewhere between black-
box and glass-box approach.

3.1 Incremental Tableau Reasoner

Incremental tableau reasoning has already been studied in [6], where additions and
deletions of ABox (concept and role) assertions are considered. While additions can
be implemented in a straightforward way due to the nature of tableau algorithms, to
handle deletions all completion rules applications had to be tracked. When deleting
an ABox axiom a rollback of the parts of completion graph dependent on this axiom
had to be performed and completion rules reapplied.

For the purpose of incremental algorithms presented in the next section we just
require the reasoner to support incremental additions of all axiom types (TBox,
RBox, ABox). Thus, due to the monotonicity of considered description logics (like
SHIN) we do not need making any changes to the implementation of the tableau
reasoning strategy. We only need the reasoner to provide us with its current state.
The tableau reasoner state consists of two parts: a set of completion graphs, and
an axiom set used for expanding this completion graph so far. More formally, we
represent the incremental reasoner as

(ns,r) ← test(a,s) (2)

where s is the state before and ns the state after performing the incremental test, a is
an axiom and r is a boolean result of the satisfiability test. Although we have tested
its feasibility with a tableau algorithm for SHIN [7], our incremental approach can
be used with a wide range of reasoning algorithms.

The following sections introduce two novel incremental methods for finding all
MUPSes of a given concept. They use the above incremental reasoner interface as
a black box. This makes them applicable to reasoning services (like DL tableau-
algorithms) of monotonic logics without interaction with internals of these services.
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3.2 Computing a Single MUPS

In this section, a novel incremental algorithm for computing a single MUPS is pre-
sented. This algorithm (see Algorithm 1) starts with an axiom list P and an empty
state e of the reasoner. Axioms from P are tested one by one with the current rea-
soner state until the incremental test fails. The axiom P(i) causing the unsatisfiabil-
ity is put into the single MUPS core D, the rest of the axiom list is pruned and the
direction of the search in the axiom list changes. The algorithm terminates, when all
axioms are pruned.

Correctness. Correctness of the algorithm is ensured by the following invariant.
Before each direction changes, D contains axioms that, together with some axioms
in the non-pruned part of the axiom list, form a MUPS. Whenever an axiom i causes
unsatisfiability, there must exist a MUPS that consists of all axioms in D, axiom
i and some axioms in the previously searched part of the axiom list. This MUPS
cannot be affected by pruning the axiom list tail that has not been explored in this
iteration.

Algorithm 1. An Incremental Single MUPS Algorithm
1: function SINGLEMUPSINC(P,e) � P . . . initial axioms, e . . . initial state.
2: lower, i ← 0
3: upper ← length(P)−1
4: D ← /0
5: sD, last ← e
6: direction ← +1
7: while lower ≤ upper do
8: if i ≥ length(P) then
9: return /0

10: end if
11: (incState,result) ← test(P(i), last)
12: if result then
13: last ← incState
14: i = i+direction
15: else
16: D ← D∪{P(i)}
17: (sD,result) ← test(P(i),sD)
18: last ← sD
19: if direction = 1 then
20: upper ← i−1
21: else
22: lower ← i+1
23: end if
24: direction ←−direction � +1. . . right, −1. . . left
25: end if
26: end while
27: return D
28: end function
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Example 4. Let’s have an ontology containing six axioms 1 . . .6, where the unsatis-
fiability of some concept is caused by MUPSes {{1,2,4},{2,4,5},{3,5},6}. The
singleMUPSInc algorithm works as follows :

direction input list mups core
[1, 2, 3, 4, 5, 6] D = []

−→ [1, 2, 3, 4, 5, 6] D = [4]
←− [1, 2, 3, 4, 5, 6] D = [4,1]
−→ [1, 2, 3, 4, 5, 6] D = [4,1,2]

Each line corresponds to a direction change. Whenever an unsatisfiability is de-
tected, the search direction is changed, ”overlapping” axioms are pruned ( empha-
sized by strikeout ) and the last axiom that caused the unsatisfiability ( in bold ) is
put into the MUPS core D.

Let’s have n axioms. All incremental consistency checks in a single run between
two direction changes correspond approximately to one full consistency check per-
formed for all axioms in the run. Thus, the incremental method requires in the worst
case n full consistency tests (n(n + 1)/2 incremental consistency tests), comparing
to worst-case 2n full consistency tests for the singleMUPSb algorithm. In the exam-
ple above, 9 incremental consistency tests (effectively 3 full consistency tests) are
needed comparing to 8 full consistency tests needed by the singleMUPSbb.

3.3 Computing All MUPSes

An incremental algorithm that can be used to search for all MUPSes (let’s denote
this algorithm as allMUPSInc1) is presented in [5]. This algorithm assumes that a
state of the underlying reasoner depends on the order of axiom processing. However,
tableau algorithms [1] are adopted in almost all current semantic web reasoners (for
example Pellet). In case of tableau algorithms, two different permutations of an ax-
iom set shall result in two equivalent states. Exploiting this fact, we modified the
original algorithm to decrease the number of redundant calls to the testing proce-
dure, resulting in Algorithm 2 (allMUPSInc2).

The original algorithm allMUPSInc1 manages three axiom lists D, T and P.
At the beginning of each recursive call, D contains axioms that must belong to all
MUPSes searched in this recursive call, P represents possible axioms that might
belong to some of these MUPSes and T represents a list of already tested axioms.
The first while cycle adds axioms from P to T while T remains satisfiable. If an
axiom that causes unsatisfiability is detected, the execution is branched. The first
recursive call tries to remove this axiom and go on adding axioms from P to T ,
while the second branch tries to add the axiom to the MUPS core D found so far. If
D turns unsatisfiable, a MUPS has been found. If A does not contain a subset of this
MUPS, it is inserted into A, and A is returned.

Our modification of the original algorithm avoids executing some redundant tests
– both in the while cycle and in testing whether D turns unsatisfiable. For this pur-
pose, we store the position of the first unsatisfiability test in P in the parameter
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Algorithm 2. Modified version of allMUPSInc1

1: function ALLMUPSINC2(D,sD,P,T,sT,A,cached) � sD (sT ) is the state for D (T ).
2: result ← true
3: i ←−1
4: while result ∧∃c ∈ P do
5: i ← i+1
6: if c /∈ T then
7: T ← T ∪{c}
8: lT ← sT
9: if i = cached then

10: result ← f alse
11: break
12: else
13: (result,sT ) ← test(c,sT )
14: end if
15: end if
16: end while
17: if result then
18: return A
19: end if
20: A ← allMUPSInc2(D,sD,P \{c},T \{c}, lT,A,−1)
21: D ← D∪{c}
22: if i = 0∧d = t then
23: result ← f alse
24: else
25: (result,sD) ← test(c,sD)
26: end if
27: if ¬result then
28: if ¬∃a ∈ A such that a ⊂ D then
29: A ← A∪{D}
30: end if
31: return A
32: end if
33: return allMUPSInc2(D,sD,P\{c},D,sD,A, i−1)
34: end function

cached. Let’s denote T = {t1, . . . ,ta} and P = {p1, . . . , pb}. Then cached is such an
index to P, that {t1, . . . ,ta, p1, . . . , pcached} is unsatisfiable and each of its subsets is
satisfiable.

Correctness. Correctness of the algorithm is ensured by the same invariant as for
allMUPSInc1 presented in [5] and the fact that, the variable cached uses the infor-
mation of the last successful test performed on T only in the second recursive call,
where D = T . In the first recursive call, the information cannot be used, as the sets
D and T differ.



Incremental Approach to Error Explanations in Ontologies 181

Example 5. To show how allMUPSInc2 works, assume an axiom set {1,2,3}.
MUPSes for unsatisfiability of a concept are {{1,2},{1,3}}. The algorithm runs
as follows :

−1, [], [1,2,3], []

[1], [1, 2]

��

[2] �� 0, [2], [1,3], [2]

[1, 2]

��

[1, 2]�� {2,1}

−1, [], [1,3], [1]

[1, 3]

��

[3] �� 0, [3], [1], [3]

[1, 3]

��

[1, 3]�� {3,1} −1, [2], [3], [2]

[2, 3]

�−1, [], [1], [1] −1, [3], [], [3]

Each node in this graph represents a call to the procedure allMUPSInc2, with the
signature cached,D,P,T . The search starts in the node −1, [], [1,2,3], [] and is per-
formed in the depth first manner preferring up-down direction (first recursive call) to
the horizontal one (second recursive call). Axioms that cause unsatisfiability in the
given recursive call are underlined. Edges are labeled with the tests that have been
done before the unsatisfiability is found and struck axiom sets represent the tests that
are not performed, contrary to allMUPSInc1. In this example allMUPSInc2 requires
6 tests contrary to 10 tests executed by allMUPSInc1.

4 Experiments

First, the discussed methods have been compared with respect to the overall per-
formance. Two ontologies have been used for the tests: the miniTambis ontology
(30 unsatisfiable concepts out of 182) and the miniEconomy ontology1(51 unsatis-
fiable out of 338). As shown in Tab.1, the performance of incremental methods is
significantly better than the fully black box approach. Furthermore, combination of
Reiter’s algorithm and singleMUPSInc1 is typically 1-2 times worse than the fully
incremental approaches. However, the main advantage of the singleMUPSInc1 in
comparison to the fully incremental approaches is that it allows direct computation
of hitting sets of the set of MUPSes (i.e. generating repair diagnoses), which makes
them more practical.

It can be seen that our modification allMUPSesInc2 of allMUPSesInc1 provides
just a slight increase in the performance. To evaluate the difference in more detail,
see Fig.4. This figure shows the significance of caching for different MUPS config-
urations. The highest performance gain (over 30%) is obtained for ontologies con-
taining a lot of MUPSes with approx. half size of the ontology size. This is caused

1 To be found at http://www.mindswap.org/2005/debugging/ontologies
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Table 1 Comparison of incremental and black-box algorithms

miniTambis (time [ms]) miniEconomy (time [ms])

allMUPSbb > 15min. > 15min.
Reiter + singleMUPSbb 67481 > 15min.
Reiter + singleMUPSinc 19875 19796
allMUPSInc1 8655 14110
allMUPSInc2 7879 12970
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Fig. 4 Comparison of incremental algorithm with caching and without it. Different config-
uration of MUPSes of 15 axioms, say {1, . . . ,15}, were tested. For each 1 ≤ k ≤ 15 (the
x-axis), the set of all MUPSes is generated, so that it contains all axiom combinations of
size k, thus containing 15!

k!(15−k)! MUPSes. For example, for k = 2, the set of MUPSes is

{{1,2},{1,3}, . . . ,{1,15},{2,3}, . . .}.

by the fact, that the broader the search tree of the allMUPSesInc2 algorithm (see 5)
is, the more applications of the caching occur.

Second, the performance and robustness of the incremental methods with respect
to the axiom ordering were tested. As all permutations of a given axiom set are
required, two small ontologies have been chosen. TambisP is a subset of Tambis
ontology 2, restricted to the definitions of unsatisfiable concepts metal, nonmetal
and metalloid (6 axioms). MadCowP is the restriction of Mad cow ontology 3 to the
7 axioms causing unsatisfiability of the concept madCow. The best results were
obtained with allMUPSInc2, which is most efficient (measured by the count of
IT) and robust enough to the axiom ordering (measured by test count variance).
The results also show, like above, that the performance of Reiter + singleMUPSinc
strongly depends on the axiom ordering.

2 http://protege.stanford.edu/plugins/owl/owl-library/tambis-full
3 http://www.mindswap.org/2005/debugging/ontologies/madcow.owl
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Table 2 Comparison of discussed incremental methods. For each ontology and each unsatis-
fiable concept, the tests are performed for all permutations of the input axiom set. ’#’, ’avg’
and ’var’ stands for number of, average and variance of incremental tests.

tambisP # of inc. tests avg var

R. + singleMUPSinc 268362 124.29 206.81
allMUPSInc1 75696 35.04 36.44
allMUPSInc2 61590 28.51 16.76

madCowP # of inc. tests avg var

R. + singleMUPSinc 277200 55.00 8.00
allMUPSInc1 131040 26.00 0.00
allMUPSInc2 119520 23.04 0.50

5 Annotation Tool Prototype

Exploiting our experience with the annotation prototype based on conceptual graphs
[10], we are developing an annotation tool, see Fig.5, that will integrate described
reasoning services to support detecting modeling errors. The tool is aimed at authors
of semantic annotations of narratives and other natural language documents.

The annotation tool prototype consists of several modules. The ontology mod-
ule is the core of the system. Its internal model corresponds to the description

Fig. 5 Annotation Tool Prototype
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logic SHIN. This model is connected to our implementation of a tableau rea-
soner for SHIN, allowing for concept satisfiability, subsumption, disjointness test-
ing and knowledge base consistency checking. Furthermore, the reasoner could be
run in server mode, using the DIG [3] interface for communication. The reasoner is
equipped with the above introduced concept satisfiability explanation functionality.

The annotation module will serve to create annotations using annotation graphs.
Basic form of these graphs allows for creating ABOX assertions. Further refine-
ments are needed to provide inequality assertions, equality assertions, n-ary rela-
tions, and other.

The document module manages the documents to be annotated. It provides a
simple text editor, that allows for visualizing the annotated parts of the document
directly in the texts. Finally, the marking module allows for color highlighting of
annotations according to the classes they belong to.

6 Conclusions and Future Work

Two novel incremental algorithms for finding minimal sets of axioms responsible
for given modeling error in an ontology have been introduced. The first one is a
novel incremental algorithm that searches for one such minimal axiom set (MUPS).
The second one is an extension of the fully incremental algorithm presented in [5]
used for searching all minimal axiom sets.

The introduced incremental methods seem promising and our experiment proved
that they are also more efficient than the fully black box approaches in the context
of error explanations. Although the fully incremental approaches are more efficient
than the combination of single MUPS testers and Reiter’s algorithm, they do not
allow to compute diagnoses directly. This justifies our focus on both approaches.
Efficient generation of diagnoses by the fully incremental methods is an open issue.

While it does not seem feasible to invent a sound and complete fully glass-box
method that might be reused in a wide range of description logics formalisms, it
seems promising to use an incomplete glass-box approach (like the one discussed
in sec. 2.2) as the preprocessing step for the incremental methods discussed above.
Furthermore, we would like to test several optimizations of the introduced methods,
like partitioning of the axiom set.

Acknowledgements. This work has been supported by the grant No. MSM 6840770038
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Sports of the Czech Republic.
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Using Ontologies Providing Domain Knowledge
for Data Quality Management

Stefan Brüggemann and Fabian Grüning

Abstract. Several data quality management (DQM) tasks like duplicate detection
or consistency checking depend on domain specific knowledge. Many DQM ap-
proaches have potential for bringing together domain knowledge and DQM meta-
data. We provide an approach which uses this knowledge modeled in ontologies in-
stead of aquiring that knowledge by cost-intensive interviews with domain-experts.
These ontologies can directly be annotated with DQM specific metadata. With our
approach a synergy effect can be achieved when modeling a domain ontology,
e.g. for defining a shared vocabulary for improved interoperability, and performing
DQM. We present five DQM applications which directly use knowledge provided
by domain ontologies. These applications use the ontology structure itself to provide
correction suggestions for invalid data, identify duplicates, and to store data quality
annotations at schema and instance level.

1 Motivation and Goal

Data Quality Management (DQM) approaches report on the quality of data mea-
sured by defined data quality dimensions and, if desired, correct data in databases.
DQM relies on domain knowledge for detecting and possibly correcting erroneous
data, as data without its definition cannot be interpreted as information and is there-
fore meaningless. On the one hand, DQM approaches like [9] or [1] define phases
where domain experts provide their knowledge for further utilization in the DQM
process. On the other hand, there are domain ontologies, i.e. formal specifications of
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conceptualizations of certain domains of interest, that already provide such knowl-
edge but remain unused in the DQM context. Our contribution is to directly use the
knowledge provided by domain ontologies in the DQM context in order to improve
the DQM’s outcome.

This contribution is structured as follows: Firstly, we will discuss work related
to this topic and secondly describe our approach which directly uses the knowledge
provided by domain ontologies in the context of DQM in detail by presenting five ap-
plications, namely consistency checking, proactive management of consistency con-
straints, duplicate detection, metadata management, and semantic domain modeling.
Finally, we will draw some conclusions and point out further work on this topic.

2 Related Work

Little work has been done on the field of using ontologies for DQM. Existing ap-
proaches can be divided into two major classes:

The first application of ontologies in the case of DQM is management of data
quality problems and methods. The OntoClean Framework has been introduced in
[20]. It provides a template for performing data cleaning consisting of several steps
like building an ontology, translating user goals for data cleaning into the ontology
query language, and selecting data cleaning algorithms.

The second application of ontologies is the use of domain ontologies. They pro-
vide domain specific knowledge needed to validate and clean data. This allows for
detecting data problems, which could not be found without this knowledge. To the
best of our knowledge, only [15] and [13] use domain ontologies in this way.

We extend these approaches by annotating domain ontologies with DQM-specific
metadata which we show in the following section by presenting five DQM-
applications that further include the usage of algorithms of the data mining domain.

3 Multiple Utilizations of Domain Ontologies for DQM

To show the advantages of using ontologies in the context of DQM and emphasize
the usefulness of our approach to improve the outcome of DQM we present five
applications of domain ontologies in that context: consistency checking, proactive
management of consistency constraints, duplicate detection, metadata management,
and semantic domain modeling.

3.1 Context-Sensitive Inconsistency-Detection with Ontologies

Data cleaning is often performed when data has to be integrated into a database. Data
cleaning consists of the detection and removal of errors and inconsistencies from data
[16]. We use domain specific knowledge to detect inconsistencies. Consistency is
defined as the abidance of semantic rules. These rules can be described with integrity



Using Ontologies Providing Domain Knowledge 189

Fig. 1 Overview of an inconsistency detection algorithm using a domain ontology

constraints in relational databases for attributes on schema level. On instance level,
consistency is being defined as the correct combination of attribute values. A tuple is
consistent when the values from each attribute are valid in combination.

We now provide an algorithm and a data model for consistency checking.

3.1.1 Basic Idea

Figure 1 shows a graphical representation of the consistency checking algorithm.
The algorithm consists of three phases. In the construction phase a domain ontol-
ogy is being created. It can be learned from an existing database, created manually,
or already existing ontologies can be used. The expressive power of OWL (Web
Ontology Language) enables a generic semi-automatic ontology construction ap-
proach. The domain ontology can almost completely be used for DQM, only tuples
have to be labeled as valid in the annotation phase. In the appliance phase tuples
are being identified as being consistent or inconsistent. When an inconsistency is
being detected, a correction suggestion is made. The ontology structure is used to
correct invalid tuples. Other valid tuples are searched and characterized as possible
corrections. The suggestions are ranked using the distance between the valid and in-
valid tuples. The advantage over the statistical edit/imputation-approach presented
by [6] is the usage of the context of invalid attributes for correction. The statistical
approach replaces invalid tuples with randomly chosen values, whilst our approach
suggests context-sensitive corrections changing as few attributes as possible.

3.1.2 Data Model Used for Consistency Checking

A relation schema R = (A1, ..,An) is defined as a list of attributes A1, .., An. Each
attribute Ai belongs to a domain dom(Ai). Each domain dom(Ai) defines a non-
empty set of valid values. A relation r of R is a set of n-tuples r = t1, ..,tm. Each
tuple ti is a set of values ti = (vi1 , ..,vin) with vi j ∈ dom(A j).

In the simplest case a tuple ti is valid if and only if ∀1 ≤ j ≤ n : vi j ∈ dom(A j).
According to our definition, a tuple is consistent if it is valid and all vi j are combined
correctly.

When validating a tuple t, using only the domain dom(A j) doesn’t enable to iden-
tify inconsistencies because combinations cannot be checked. Therefore an ontology
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Fig. 2 Ontology containing concepts Localization and T with individuals

is being built containing all values aik ∈ dom(Ai) of each domain with k = |dom(Ai)|.
Furthermore, domains often contain hierarchical, multidimensional, or other com-
plex structures. These can be respected in an ontological structure.

An ontology consists of a concept Ci for each domain dom(Ai). Attributes ai are
defined as individuals of Ci. They are arranged using ”moreSpecificThan” properties
to enable modeling complex structures.

Dependencies are defined between concepts. For instance, there is often no se-
mantic dependency between the attributes ”id” and ”surname”. Instead, in oncology,
several constraints exist when combining ”localization”-values and ”T”, ”N”, and
”M”-values from the TNM-classification (tumour, node, metastasis) scheme [12].
Concepts have properties ”valid” and ”invalid” to combine attributes of different
concepts and to label them as valid or invalid.

3.1.3 Example

We now provide an example from tumour classification in the cancer registry of
lower saxony in Germany. Figure 2 shows an ontology containing the concept Local-
ization, which depends on the concept T. The individuals ”C02”, ”C02.1”, ”C02.2”,
and ”C02.3” describe malignant neoplasms of the tongue, where the ”C02.x” (tip,
bottom, 2/3 of front) individuals are more specific than ”C02”. The property ”more-
SpecificThan” is hidden due to readability. The three ”valid” nodes are introduced as
blank nodes and used to describe the following three consistency rules: ”C02.1” is
only valid with ”T”-values ”1a” and ”1b”. ”T”-values lower than 2 describe tumour-
sizes lower than 2cm. ”C02.2” is valid with ”T”-Values ”1a”, ”1b”, ”2a”, and ”2b”.
”2x”-values are sizes between 2cm and 5cm. ”T”-values larger than ”2” describe
tumour sizes larger than 5cm. ”C02.3” is valid with ”T”-values ”1”, ”2”, and ”3”.
Specifying these connections with ”i” defines these as inheriting connections. These
connections are inherited to the children of ”1”, ”2”, and ”3”. Therefore the more
specific values of ”1”, ”2”, and ”3”, namely ”1a”, ”1b”, ”2a”, ”2b”, ”3a”, and ”3b”,
are also valid with ”C02.3”.

For instance, the tuples < C02.3,1 >, < C02.3,3 >, and < C02.1,1a > with
the structure < Localization,T > can be resolved as valid. The tuple < C02.1,3 >



Using Ontologies Providing Domain Knowledge 191

Fig. 3 Medical Documentation: Expert Group defines measures and publishes them in a spec-
ification. Hospitals have to send reports corresponding to this specification.

instead can be identified as invalid, but using the ontological structure, the tuples
< C02.1,1a >, < C02.1,1b >, < C02.3,3 >, < C02.1,3a >, and < C02.1,3b >
can be resolved as correction suggestions.

3.2 Proactive Management of Consistency Constraints

As we have seen in the previous section, a domain ontology can be either learned
from an existing knowledge base or has to be created manually. We now focus on the
latter case and introduce ProCon, which is an approach for proactive management of
consistency constraints. It is described in detail in [5]. ProCon has been introduced
in a scenario in the German public health sector. A German law defines that the
medical quality in public health has to be measured and compared. Therefore the
”BQS Bundesgeschäftsstelle Qualitätssicherung gGmbH”1 was founded in 2000.
The BQS manages and coordinates the comparison of german hospitals. Figure 3
shows the BQS-workflow: An expert group, consisting of several medics, defines
quality measures for relevant medical sectors like cardiology or oncology. For each
measure thresholds are being defined. For instance, when the goal is to ensure good
medical quality the fatality rate for a specific operation must not exceed a predefined
threshold. These measures are being delivered to hospitals and software vendors in
a large document. This document describes the information needs of the BQS. The
hospitals have to send quality reports with all requested data periodically.

When abnormalities in the delivered data are identified or thresholds are reached,
like the mortality rate for a specific operation is beyond a specific treshold, a so
called ”structured dialogue” is being entered. In this dialogue the BQS analyzes
whether bad data quality, insufficient medical quality, or poor medical documenta-
tion is responsible for violating the respective measure. In practice, often bad data

1 http://www.bqs-online.de
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Fig. 4 BQS analyzes reported data and begins a ”structured dialogue” with hospitals when
measures are not matched

quality can be made responsible. This results in time-consuming communication
about detecting and removing inconsistencies. The structured dialogue is shown in
figure 4: Hospitals deliver the data which is requested by the specification. This data
is being analyzed for inconsistencies and violations of bounds and thresholds. Based
on this analysis the expert groups starts a detailed communication with the hospi-
tal, which has delivered the data. The compared data of the hospitals is then being
published in quality reports. When structured dialogues with hospitals are being
performed, some of their data cannot be considered for these reports. This would re-
sult in competitive disadvantages, because the data is being used for patient guides.
Patients often choose hospitals with a lot of experience in a desired operation.

The described approach has some shortcomings: Although the described ap-
proach is top-down-driven, data quality is not being modeled explicitly on a high
level. Information needs are being described on a high level by domain experts.
They explicitly define dimensions, measures, and all required data. These domain
experts are able to distinct data in valid or invalid. Therefore in ProCon we propose
the role of a data quality modeler. This modeler defines attribute value combinations
in the modeled information needs as valid or invalid. When hospitals know about
these quality constraints, they are able to deliver data with high quality.

Another shortcoming is the technical specification itself. The BQS delivers ac-
cess databases containing the defined information needs and technical rules. These
databases cannot be used directly, but have to be integrated in the information sys-
tem of each hospital. In our approach we propose to deliver the modeled rules using
ontologies. This has the benefit that software vendors and hospitals do not need to
develop rule checking software. When data has to be exported to the BQS, it can
be instantiated as an instance of the ontology and reasoners are able to check the
consistency of the resulting ontology automatically (compare also section 3.5).

We now present a model-driven approach of defining consistency constraints in
different scenarios. The described approach fits well in the defined BQS-context,
but can be applied to other domains as well. The approach is shown in figure 5.
It starts with a metamodel of the domain of discourse (part A in the figure). Our
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Fig. 5 Transformation steps of a modeled domain of discourse. A metamodel is being con-
verted to a domain specific language. An editor can automatically be generated for this lan-
guage. This editor can be used to create models that are then being transformed into an ontology.

scenario is based on the multidimensional data model MADEIRA [21], but other
models like relational databases or XML-schemata are possible as well. Our model
consists of a dimension, which contains a hierarchy of categories. These categories
can be combined in aggregation layers.

This data model has been extended with the possibility of defining consistency
constraints between dimensions. Therefore dependencies can be created to show
where constraints are possible and where not. For instance, there is no dependency
between ”age” and ”name”, but between ”localisation” and ”T”, as described in
section 3.1. The individuals ”C02”, ”C02.1”, C02.2”, and ”C02.3” for localisation
were defined in 3.1.3 and can be identified as categories and aggregation layer.

Connections can be defined between categories and categories, aggregation layer
and aggregation layer, and categories and aggregation layer and vice versa. Each
connection can be labeled as describing a valid or an invalid attribute value com-
bination. Different connection types can be defined: An inheriting connection de-
scribes that the connection is being inherited from an aggregation layer to its chil-
dren. Transitive connections can be traversed. A functional connection describes
that a category or aggregation layer is only valid with the connection destination,
and with no other. When such a connection is symmetric, it is modeled that both
connection endings can only be connected with the respective other end.
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Such a data model can simply be mapped to a domain specific language (DSL)
(shown in part B). This DSL contains the same entities and relations as the meta-
model. Using the Microsoft DSL tools [14], an editor can be generated automatically.
This editor provides all elements defined in the metamodel (shown in part C).

This editor can be used by domain experts to model the information needs and to
label combinations as valid or invalid. The graphical representation is a core benefit
of this approach, because domain experts do not need to learn to use complex new
tools, but can directly use the tool used for modeling the information needs.

With an appropriate transformation the modeled information needs and consis-
tency constraints can be stored as an ontology (shown in part D). Due to the map-
pings the ontology is an instance of the metamodel, but must not be generated from
the metamodel.

The ontology provides several benefits:

• The ontology can be used to check the consistency of the modeled constraints. It
can identify contradictions in the model, which can directly be presented to the
data quality modeler at design time.

• Data can be checked using this ontology. The ontology can directly be used to
identify errors in data by instantiating the data which has to be checked in the
ontology. A reasoner can then identify conflicts in the data.

• The ontology can be used as a technical document and can be delivered to soft-
ware vendors and hospitals.

This approach can be used in situations where information needs can be previously
defined on a semantically high level by domain experts. Due to the proactive creation
of consistency constraints erroneous data can be avoided or repaired directly in the
data sources. When this approach is being applied in the described BQS-scenario, in-
consistencies can directly be avoided in hospitals. This results in a much faster pub-
lication of more and consistent data. The structured dialogue can be avoided for a
couple of cases where bad data quality would initiate the structured dialogue.

3.3 Duplicate Detection

[17] presents an algorithm and its evaluation for several configurations based on [3]
for detecting duplicates in databases which are multiple representations of one real
world entity and therefore a major issue relevant e.g. in the scenario of integrating
several databases. Figure 6 shows a graphical representation of the algorithm which
uses a classification algorithm from the data mining domain and will be explained
in the following.

The algorithm consists of two consecutive phases, the learning phase and the
application phase. In the learning phase a classifier learns the characteristics of du-
plicates from labeled data, i.e. pairs of instances that are marked as duplicates or
non-duplicates. The algorithm’s inputs are the distances between every two of the
instances’ attributes and the information whether or not the instances are dupli-
cates. The algorithm’s output is a classifier that is able to distinguish between du-
plicates and non-duplicates by having identified the combination and grade of those
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Fig. 6 A duplicate detection algorithm using a classification algorithm. In the learning phase,
the algorithm’s inputs are the distances between the corresponding attributes and the knowl-
edge about whether or not the instances are duplicates, in the application phase that knowl-
edge is deduced through the classifier that is the learning phase’s output.

attributes’ similarities, that are relevant for instances being duplicates. The appli-
cation phase uses those classifiers for detecting duplicates in non-labeled data. The
advantage over the statistical approach presented by [7] is the usage of similarity
metrics, e.g. string distance metrics, to calculate the attributes’ distances instead of
using binary information whether two attributes have identical values or not as those
metrics are more sensitive in the case of small differences.

Although the described algorithm can be used to find duplicates in any database
using any data model the usage of an ontology provides a major advantage: As on-
tologies’ concepts represent real world extracts without any normalization or con-
siderations with respect to the performance of the database, e.g. by artificially insert-
ing redundancy, those concepts’ attributes completely describe a real world entity.
Such an algorithm can therefore directly be applied to the concepts’ instances as
they semantically contain all information their real world counterparts are defined
by. There is no ”object identification problem” where real world entities are scat-
tered around several data model elements, e.g. tables, or extended by artificial values
like (primary) keys that are not relevant to the decision whether or not two instances
represent the same real world entity. Therefore ontologies’ conceptualizations pro-
vide an ideal basis for duplicate detection in databases. The ontology is furthermore
used for the following applications: Labeling instances as correct or incorrect for us-
ing them as data that can be learned from, annotating the scales of measurement for
proper preprocessing of the data, etc. Those annotations of user-defined metadata
will be explained in the next section.

3.4 Metadata Annotation

Models for data quality are used to make statements about data regarding to their
data quality. [2] point out that those models are a major issue for establishing a DQM
approach. We show three DQM-specific metadata tasks where ontologies and espe-
cially their serializations in RDF (resource description framework) are an excellent
choice for making those statements.
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3.4.1 Data Provenance

Establishing a DQM approach often requires an integration of several data sources.
Data provenance refers to the task of keeping track of the data’s origins for correctly
giving information about the data quality’s state of those databases. XML Names-
paces that are widely used to identify RDF’s resources’ origins can directly be used
to point out the database the data is coming from.

To make this work data quality repositories act a little bit like data warehouses
in the sense that they are used for integration of the data that’s quality has to be
managed. The integrated instances provide the information about their originating
databases by their namespaces. These namespaces can than simply be used for com-
piling reports about the data quality of the respective databases by tracing back the
evaluated instances to their origins.

3.4.2 Data Quality Annotations at Schema and Instance Level

Both at schema and instance level annotations are needed for DQM. At schema
level DQM-algorithms might need to know the attributes’ levels of measurements
for proper preprocessing. At instance level several annotations like labeling for con-
sistency checking (see section 3.1), duplicate detection (see section 3.3), or rule
mining (refer to [4]) can be performed.

Again, RDF’s resources provide an elegant way to make statements about data
on both schema and instance level, as RDF-Schema and OWL-Ontologies are for-
mulated as RDF-triples too. Those resources can be used as subjects in statements
about data quality aspects, e.g. that a number is a nominal value (e.g. an identi-
fier for a room) and therefore distances of two of those values cannot be calculated
meaningfully. The duplicate detection algorithm must handle such information e.g.
by applying “1” to the distance if those values are different and “0” otherwise.

Fig. 7 Example of a metadata annotation at schema level
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Such a metadata annotation is shown in figure 7. On the left hand side of the
figure an ontology is shown which consists of concepts (circles) and datatype
properties (squares). The statement we want to make about this ontology is that
a certain concept’s datatype property represents a nominal value (denoted by the
ellipse). The right hand side of the figure shows a solution for making such a
statement: An instance of a concept “PropertyAnnotation” is created that points
out the concept (“belongsToClass”) and the concept’s datatype property (“hasProp-
erty”) in question. Finally, the statement about the level of measurements is made
by the object “NominalValue” of the PropertyAnnotation’s statement about its
“isMeasurementTypeOf”-property.

Another example is shown in figure 8. In contradiction to the previous example,
an annotation is made on instance level. The use case shown here is the marking of
two instances that have been found suspicious to be duplicates by an algorithm like
the one presented in section 3.1. Therefore an instance of the concept “Duplicate-
Suspicion” is created and the two instances of any (domain) ontology concept under
suspicion are linked to that instance by the object properties “hasSuspicion”.

3.4.3 An Ontology for the DQM-Domain

The annotations introduced in the preceding section need a vocabulary. Such a vo-
cabulary can be provided by creating a DQM-ontology. The ontology in question has
to cover concepts for the following annotations: At schema level the level of mea-
surements have to be annotated for proper preprocessing. At instance level the pre-
processed values as well as time stamps for measuring the value currencies have to
be annotated. Furthermore, the already mentioned labeling of consistent tuples and
labels for training data mining algorithms have to be annotated. Erroneous data has
to be pointed out, specifying the reason for the suspected errors like outliers and in-
consistencies (also see [19]). Marking duplicates needs a special concept as several

Fig. 8 Annotation of a duplicate suspicion
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instances are involved like presented in the previous section. In this case further pro-
cessing might e.g. involve the removal of one of those instances after confirming the
multiple representation of a real world entity by those instances by a domain expert.

The concepts of figures 7 and 8 denoted by the namespace “dqm” belong to
our proposed DQM-ontology. But not only is a vocabulary for making such state-
ments defined by the DQM-ontology. It is further used for modeling DQM specific
knowledge like presented in figure 9. There the relationships between three different
DQM-aspects are defined: Data quality methods (“DataQualityMethod”) describe
algorithms for detecting possibly wrong data by e.g. applying statistical methods or
data mining algorithms like the one presented in section 3.3 for identifying multiple
representations of real world entities. Their results are interconnected with the data
quality dimensions (“DQ-Dimension”) which are used for measuring the quality of
a database’s data. Those dimensions can be defined and interconnected with the data
quality algorithms outcomes by the user, so that the reports generated by the DQM
fit the user’s need for information regarding the data quality of his databases.

Figure 9 shows a predefined configuration where the information about the out-
come of the algorithm for detecting duplicates is among others an input for the
calculation of the dimension “Accuracy”. In certain contexts it could be reason-
able to define a dimension for duplicates itself, linking the new dimension with the
outcome of the duplicate detection algorithm alone. Finally, the ontology defines
the vocabulary that the algorithms use for marking suspicious data (“Suspicion”).
Again, the usage of the concept used by the duplicate detection algorithm “Dupli-
cateSuspicion” has already been introduced in the previous section and its appli-
cation is shown in figure 8. With this information a report about the state of the

Fig. 9 Excerpt of the DQM-ontology showing interconnections between DQM-dimension,
algorithms and suspicion annotations (straight lines being subclass definitions)
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database’s data quality can be generated as the marked suspicions can be taken into
consideration for evaluating the different data quality dimensions.

3.5 Domain Ontologies as a Foundation for Correct Data

Beyond the use cases presented so far domain ontologies themselves provide se-
mantic specifications that are useful for detecting erroneous data. We will show
an example by remodeling the “Common Information Model CIM” (refer to [10])
which is an IEC standard for the utility domain by using OWL. The results pre-
sented in this section are part of a master thesis by Thomas Gebben [8] who kindly
allowed us to present them here.

3.5.1 Introducing the CIM

As a domain ontology for the utility domain the CIM covers all informational as-
pects for that domain, like generation, protection, topology, measurements, assets,
consumers, etc. The CIM itself is modeled in the Unified Modeling Language UML
and is provided in several other formats like RDF by automated convert processes.
As the outcome of those processes does not provide information that goes beyond
that available in the source format, our approach is to build the CIM from scratch
with the semantics provided by OWL.

3.5.2 Modeling the CIM as an Ontology

For the remodeling of the CIM we chose a so-called profile of the CIM which de-
notes a true subset of the CIM. The “Common Power System Model” CPSM [11]
contains objects that are necessary to describe the topology and all assets of an elec-
trical grid such as transformers, lines, substations, etc. A snipped of such a definition
is shown in Listing 1.

<owl : F u n c t i o n a l P r o p e r t y r d f : ID=” uni tName”>
<r d f s : domain r d f : r e s o u r c e =”# I d e n t i f i e d O b j e c t ” />
<r d f s : r a n g e>

<owl : DataRange>
<owl : oneOf r d f : pa rs eT ype =” Resource ”>

<r d f : f i r s t r d f : d a t a t y p e =” h t t p : / / www. w3 . o rg / 2 0 0 1 /XMLSchema# s t r i n g ”> MW
</ r d f : f i r s t>

<r d f : r e s t r d f : pa rs eT ype =” Resource ”>
<r d f : r e s t r d f : pa rs eT ype =” Resource ”>

<r d f : f i r s t r d f : d a t a t y p e =” h t t p : / / www. w3 . o rg / 2 0 0 1 /XMLSchema# s t r i n g ”
> MVA </ r d f : f i r s t>

<r d f : r e s t r d f : pa rs eT ype =” Resource ”>
<r d f : f i r s t r d f : d a t a t y p e =” h t t p : / / www. w3 . o rg / 2 0 0 1 / XMLSchema#

s t r i n g ”> Count </ r d f : f i r s t>
<r d f : r e s t r d f : pa rs eT ype =” Resource ”>

<r d f : r e s t r d f : pa rs eT ype =” Resource ”>
<r d f : r e s t r d f : pa rs eT ype =” Resource ”>

<r d f : r e s t r d f : pa rs eT ype =” Resource ”>
<r d f : f i r s t r d f : d a t a t y p e =” h t t p : / / www. w3 . o rg / 2 0 0 1 /

XMLSchema# s t r i n g ”> MVAr </ r d f : f i r s t>
<r d f : r e s t r d f : pa rs eT ype =” Resource ”>

<r d f : r e s t r d f : pa rs eT ype =” Resource ”>
<r d f : r e s t r d f : pa rs eT ype =” Resource ”>
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<r d f : f i r s t r d f : d a t a t y p e =” h t t p : / / www. w3 . o rg / 2 0 0 1 /
XMLSchema# s t r i n g ”> S w i t c h P o s i t i o n </ r d f : f i r s t
>

<r d f : r e s t r d f : r e s o u r c e =” h t t p : / / www. w3 . o rg
/1999 /02 /22− rd f −s yn tax−ns # n i l ” />

</ r d f : r e s t>
<r d f : f i r s t r d f : d a t a t y p e =” h t t p : / / www. w3 . o rg / 2 0 0 1 /

XMLSchema# s t r i n g ”> T a p P o s i t i o n </ r d f : f i r s t>
</ r d f : r e s t>
<r d f : f i r s t r d f : d a t a t y p e =” h t t p : / / www. w3 . o rg / 2 0 0 1 /

XMLSchema# s t r i n g ”> kV </ r d f : f i r s t>
</ r d f : r e s t>

</ r d f : r e s t>
<r d f : f i r s t r d f : d a t a t y p e =” h t t p : / / www. w3 . o rg / 2 0 0 1 /XMLSchema

# s t r i n g ”> R a t i o </ r d f : f i r s t>
</ r d f : r e s t>
<r d f : f i r s t r d f : d a t a t y p e =” h t t p : / / www. w3 . o rg / 2 0 0 1 /XMLSchema#

s t r i n g ”> PerCen t </ r d f : f i r s t>
</ r d f : r e s t>
<r d f : f i r s t r d f : d a t a t y p e =” h t t p : / / www. w3 . o rg / 2 0 0 1 /XMLSchema#

s t r i n g ”> Amperes </ r d f : f i r s t>
</ r d f : r e s t>

</ r d f : r e s t>
</ r d f : r e s t>
<r d f : f i r s t r d f : d a t a t y p e =” h t t p : / / www. w3 . o rg / 2 0 0 1 /XMLSchema# s t r i n g ”>

Degrees </ r d f : f i r s t>
</ r d f : r e s t>

</ owl : oneOf>
</ owl : DataRange>

</ r d f s : r a n g e>
<r d f : t y p e r d f : r e s o u r c e =” h t t p : / / www. w3 . o rg / 2 0 0 2 / 0 7 / owl # D a t a t y p e P r o p e r t y ” />

</ owl : F u n c t i o n a l P r o p e r t y>

Listing 1. Definition of the property “unitName” of the concept “IdentifiedObject”.

We define a property “unitName” which makes a statement about (“rdfs:domain”)
instances of the concept “IdentifiedObject” which are e.g. measurements. The range
of the property is limited to one of the denoted values (“MW”, “MVA”, “Count”,
etc.). Furthermore, the property is defined as a functional property, which means
that no or exactly one value per instance is allowed. By providing this information
the ontology itself will point out instances that do not satisfy those conditions and
therefore prevents wrong data from the beginning. Such an ontology can be used for
generating messages to exchange data between different enterprises of the utility
domain. In the following examples we will show the automated detection of erro-
neous instances that violate the stated rules. We will use Pellet [18] as a reasoner for
this task which also generates the messages that will be shown.

3.5.3 Examples for Detecting Errors with a Domain Ontology

We now give two examples of wrong instances regarding the definition stated above.
Figure 10 shows an instance of “MeasurementValue” that defines two different val-
ues for the property “unitName” for the same resource.

The reasoner correctly detects a violation of the functional aspect of the property.
It therefore rejects the stated definition of the shown instance. Figure 11 shows an
example of the violation of the “oneOf” data range restriction of the values of the
property.
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Fig. 10 Instance of “MeasurementValue” with violation of the functional property “unit-
Name”

Fig. 11 Instance of “MeasurementValue” with violation of the “oneOf” data range restriction
of the property “unitName”

The reasoner again detects an inconsistent ontology stating that the literal “MVd-
ddA” is not defined as one of the allowed values for the property in question.

Several classes of consistency checks are performed in a similar manner like
checking cardinality constraints, assuring that only concepts defined by the profile
are used, etc.; we use the complete expressivity of the OWL-DL dialect to create a
powerful ontology that conforms to the CPSM standard and rejects as many mal-
formed instantiations of its concepts as possible.

4 Conclusions and Future Work

The usage of the knowledge provided by domain ontologies can be used to im-
prove DQM’s outcomes in several ways as shown by five given examples, namely
consistency checking, proactive management of consistency constraints, duplicate
detection, seamless possibility of metadata annotation, and semantic domain mod-
eling. Therefore, a synergy effect from modeling a domain ontology, e.g. for defin-
ing a shared vocabulary for improved interoperability, and DQM can be achieved.
The further work will include the appliance of our described approaches on en-
terprise scaled databases to verify their applicability. The EWE AG (please visit
www.ewe.de) partly funds the projects the presented results originate from and
also provide such data for large scale tests. As described, other test scenarios are
tumour classification in cancer registries and the reports for the BQS.

www.ewe.de
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Semantic Search and Visualization of
Time-Series Data

Tatiana von Landesberger, Viktor Voss, and Jörn Kohlhammer

Abstract. In the economic and financial analysis domain, quick access to the right
information plays a major role. Using current systems, the search for and presenta-
tion of data is very cumbersome. The data, mostly in form of time-series, is stored
in various databases. In order to retrieve the searched data, the analysts need to
know where to search and sometimes even the structure of the database and its cod-
ing. Then it is required to export the data, process the data and create a chart to
view the data. This might take time from tens of minutes to hours. In our work we
present a first prototype of an integrated search engine that takes as input a natural
language query and offers graphic and text output depending on the user task. The
system automatically identifies the resulting time-series and types of graphical data
presentation, and shows the results in a web browser or in Excel. The knowledge-
based expert system uses domain ontologies for extraction of economic terms in the
search queries and specially built data type taxonomies with user task and chart type
ontologies for the identification of graphical output.

1 Introduction

In the economic and financial analysis, rapid access to the right information plays a
major role. Often large amounts of data have to be evaluated in short time. The data
are usually stored in heterogeneous systems and in various databases. In their work,
analysts combine numerical data from various sources with text (such as news, re-
ports, etc.), and expertise that exists in the company.
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In order to collect all the required information, analysts spend a lot of time every
day with information search. Analysts usually simply browse the data sources or
use data search options available by the data providers. These conventional systems
for searching for financial and economic information, however, do not offer natu-
rally formulated search queries such as ”GDP composition in Germany” with direct
graphical output.

Finding the relevant data does not end the analysis task. In the analysis process,
after the data is gathered, the data is copied by hand into another system for further
processing (e.g. into Excel). Finally, appropriate graphics for data presentation are
created. In addition to the domain expertise this graphics construction requires also
skills in information visualization and graphics design from the analyst.

In this paper, we introduce a first prototype of a semantic-based search engine
which takes as input a natural language query, searches over financial information
across multiple financial data services and displays the results in a way that suits
best the user tasks (e.g. as table, text or graph). A preliminary user study to examine
the common analytic tasks with matching answers was conducted. In a later stage,
selected end-users were asked for feedback. Results of both studies are presented.

The paper is structured as follows: Section 2 discusses relevant work about auto-
matic graphical data representation. The third section describes current user search
tasks and used systems for data search. In the Section 4, our framework is pre-
sented. Section 5 provides examples of search output visualization. After giving an
overview of related visual analytics research initiatives, we conclude and discuss
future work.

2 Related Work

Automatic generation of graphical data representation goes back to the work of
Mackinlay [17]. The Automatic Presentation Tool (APT) defines graphical repre-
sentation based on the description of visual attributes. Roth and Mattis based their
SAGE system on Mackinlay’s approach for designing two-dimensional static pre-
sentation of relational data [18]. Casner introduced the BOZ system taking a step
further toward user-centered design with a task-analytic approach [6]. BOZ concen-
trated on the design of graphics that optimize human performance in information
processing tasks. The idea was to replace logical inferences that are cognitively de-
manding with faster perceptual inferences. However, all of these approaches and
their successors today are still computationally too inefficient for interactive appli-
cations. According to the visualization design methodology, we can divide current
systems into two categories - constructive bottom-up and template-based top-down
method [14]. The comparison of the two types of techniques can be found in [16]. In
this paper, we follow a top-down approach that is strongly supported by semantics.
The development of data type and visualization taxonomies was based on the work
by Shneiderman [19] and by Tory et al. [22] which match different data types with
visualization driven by user tasks. A general overview of analytical tasks in visual-
ization is provided by Amar et al. [3]. Amar et al. [2] earlier described a knowledge
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task-based framework for design and evaluation of information visualizations. Fu-
jishiro et Al. [13] introduce a taxonomic approach to semi-automatic design of in-
formation visualization applications using modular visualization environment. An
overview of visualization techniques specialized for time-series can be found in [1];
a taxonomy for temporal data visualizations can be found in [11]. Kohlhammer [15]
shows the use of domain ontologies for effective visualization. We discuss this ap-
proach in more detail in Section 4.

3 User Tasks and Current State of Data Search

In this section we describe the current working environment of financial and eco-
nomic analysts and the questionnaire that was sent out to these analysts. This dialog
with the application end users was very important as a guidance for our research in
this area. Only those visualization solutions that are embedded in the current work
flow of users will be successful solutions.

3.1 Search Tasks

In order to best meet the analytic requirements, we have asked ten financial and
economic analysts from various work domains, what kind of search engines they
use to find the data and what systems they use for data presentation. They were
asked to provide as many data queries as possible including their desired outcomes
and estimation of the time needed to accomplish the analytical task (see Table 1).

More than two thirds of the searches are aimed at getting data in tables, sin-
gle data observations or data charts (see Figure 1). Chart responses included line,
column, stacked column and scatter plot charts. The respondents use financial and
internal databases and copy this data to create charts in Excel. The time needed to
accomplish such tasks (from data search to the production of relevant data presen-
tation) varies strongly according to the desired output and the familiarity with the
searched data sources. Searching for novel information that is not accessed by the
user on a regular basis is much more time-consuming than a search in well-known
data sources. On average, users spend 18 minutes when creating charts, 38 minutes
when creating tables and only 3 minutes when looking for a single value. However,

Table 1 Example answers to the questionnaire

Question Expected Output Expected Duration

Show me EUR/SKK development in the
last week

Intra-day line chart 5 mins

DJI index in the past year Tick data, line chart 5 mins
Show me GDP composition in Germany
and France?

2 pie charts showing GDP com-
ponents

30 mins
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Fig. 1 Required search
query responses. Types of
search responses.

Types of query responses

other
(text, ..)
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value 4%

Fig. 2 Time needed for
response by type (average,
minimum and maximum)

Duration of search task
(in minutes)
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60
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chart table single value

the difference between minimum and maximum time is very high (see Figure 2)
with a maximum of 4 hours for one task.

3.2 Data Sources and Currently Used Search Engines

The sources of information needed are spread across multiple databases from var-
ious data providers (e.g. Bloomberg, Reuters, DataStream, Eurostat, ECB or inter-

Fig. 3 Example of search results using the ECB search engine (http://sdw.ecb.int)
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nal sources). Each data provider uses their own data classification system and data
description system making the search for data across databases very complicated.
Search in such databases is usually constrained to explorative overview of database
entries by category. Some providers offer search engines which should facilitate the
search for data. These search functions, in general, offer as outcome long lexico-
graphic ranking (lists) of the names of the available time series (see Figure 3).

4 Semantics-Based Time-Series Search and Visualization

This section introduces our main concept of semantics-based search and visualiza-
tion. Based on a general approach called decision-centered visualization, we de-
signed a framework for query processing and chart generation. At the core of this
approach is the semantics-based determination of a suitable chart type for the data
and task at hand.

4.1 Decision-Centered Visualization

Our framework follows the decision-centered visualization (DCV) approach [15].
This approach uses knowledge representation, in particular domain ontologies and
meta-databases, to filter and prioritize information and events dynamically depend-
ing on the current task type and user role. In contrast to a simple filtering algorithm,
this approach takes at the same time the visualization requirements of the events

DCV

Knowledge
Representation

Human-Centered
Computing

Information
Visualization

Semantics for Visualization

Representation of
Tasks and User Roles

Perception of
Information Displays

Fig. 4 Overview of the decision-centered visualization approach
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Fig. 5 DCV-specific adaptation of Chi’s data state model

and information into account to be able to support effective and focused visualiza-
tion (see Figure 4).

The connection between information visualization and knowledge representation
is the support of determining what to visualize or how to visualize with the help of
represented metadata and knowledge. The visualization of knowledge representa-
tion structures like ontologies, is not as relevant here, though these techniques are
necessary on another level for creating and maintaining the ontologies. At the heart
of this approach lies the mechanism to represent the presentation knowledge, i.e.
the presentation requirements. These requirements are based on data types similar
to those of Shneiderman, Card, and Mackinlay [19, 5] while their handling is based
on an adaptation of Chi’s data state model [7] (see Figure 5).

4.2 Search and Visualization Framework

Our knowledge-based system for integrated data search and visualization consists
of three major parts (see Figure 6): in the first stage the input query is processed in
order to extract relevant search criteria. Then a suitable set of responses is compiled
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and extracted from the database. Finally, the results are shown in a web browser.
Our system makes use of the ConWeaver framework [9]. ConWeaver provides auto-
mated knowledge network construction, semantic integration and intelligent search
in portals and intranets.

4.3 Query Processing and Response Identification

In the first stage of our framework (see Figure 5 and Figure 6), the input query is
processed in order to extract economic and financial terms in the query. In our work,
we have created modules that identify economic and financial terms in the data
descriptions, by looking for longest terms first. For example “GDP per capita” is a
different term than “GDP”. Furthermore synonyms (consumer prices and inflation)
and abbreviations (e.g. GDP = gross domestic product) can be extracted.

For defining the suitable data presentation type, we have analyzed visualization
types used in the financial and economic domain as well as the results of our user
study. A template-based system for graph generation, which can be adjusted by the
users, is applied. In the system, each presentation type is described by the type of
data input, visualization parameters and the analytical purpose (keywords).

For this application, a description was created for each chart type identified in the
user questionnaire (line, column, pie, scatter plot, etc.). This description was saved
in the chart type ontology. It describes types of data that the specific chart can use
as input and the user tasks for each chart type. Each chart parameter (each chart
axis) is described via the type of data that it takes as input (quantitative, nominal,
ordinal, etc.) and its cardinality. For example a line chart has 3 “axis”: X axis that
usually takes quantitative data of cardinality ≥ 5, Y Axis takes quantitative data of
cardinality ≥ 1, and Legend takes nominal data of cardinality 1-10 (more than 10
series usually make the graph overcrowded). Chart is also characterized by “key-
words” indicating user task connected to the specific chart type. The keywords were
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Extraction of additional 
information
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Fig. 6 Overview of the search and visualization framework



212 T. von Landesberger, V. Voss, and J. Kohlhammer

identified via matching search queries with expected responses (see in Table 1). For
example, “composition” indicates pie chart, “development” indicates line chart.

4.4 Output Generation

In the output generation stage, the identified suitable response data are collected
from the database. The output type is influenced by the rank of matching data, the
fit of the data to specific chart types and the user task match with the chart keywords.
The output data type and the identified user task are matched with the best possible
chart type. The chart type match (see Figure 7) uses a weighted data type hierarchy
for defining the best possible output type for a given data set to be shown. The output
match is quantitatively expressed by the product of the data type hierarchy step
weights. The weights are pre-set parameters, which can be adjusted. Additionally
the user tasks influence the output type. Additionally, the weight of each chart type
is influenced by matching the chart keywords with the search query. A ranking list
of output types is thereby created. The top ones are used in the output visualization.

nominal,ordinal,nominal

nominal,nominal,nominal

nominal,quantitative,nominal
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quantitative,quantitative,nominal
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0,5 0,5

Fig. 7 Semantics-based determination of the presentation type (left) using a data set type
hierarchy (right)

5 Search System Output and Evaluation

For testing the search and visualization framework, real world data sets from the
Federal Reserve Bank of St. Louis (http://research.stlouisfed.org/fred2/) were used.
The FRED database contains about 14,000 economic and financial time series in flat
text files. It provides raw data and time series descriptions.

The engine displays the search results on a Web front-end in the form of dy-
namically generated HTML pages based on the search results. The data that best
match the user query are displayed in a graphical form determined by the response
identification phase (see Figure 8). In our prototypic application, the user may click
on each chart to see the underlying data table in Excel (see Figure 9). The users
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can then further process the data results or design further charts in this application.
Other export formats can be employed on demand. In addition to numeric data, the
search engine offers a list of documents searched on the Internet using common text
search engines (e.g. Google). Using the ConWeaver system [9] we can also easily
include the possibility to search in internal documents, however we did not have
any such data at our disposal. Thus, our approach provides a composite of relevant
information in one window.

Fig. 8 Example search result using our prototype tool
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Fig. 9 Selected user responses exported to Excel

The prototype user queries were used to test the results of our search engine. The
users liked very much the possibility to see an overview of the search responses in
graphic/table format. It enables them to quickly identify major data developments
without cumbersome data export and graph creation for each single data series. This
quick and easy way of preliminary data analysis saves the analysts’ time which they
can use for more in-depth data analysis using e.g. data mining methods.

6 Relationship to Visual Analytics Research Initiatives

One larger extension of this work is currently implemented within the project THE-
SEUS [21] – the development of a semantics-based Visual Analytics framework.
This framework is intended to provide a visual connection between ”high-level”
(semantic) data and ”low-level” data - the actual content. This connection works in
both directions, each of which is necessary to support specific tasks. The primary
idea of the Visual Analytics Framework is not to provide means to navigate and
use semantic knowledge, but more importantly to create, develop and verify this
knowledge, represented in the semantic structures. This bottom-up approach is re-
alized using data analysis techniques like feature detection, similarity identification,
cluster identification etc.

In a certain sense, the work on this framework extends the research by [7] to Vi-
sual Analytics. Chi proposes his data state model for the analysis of visualization
techniques to provide a clearer understanding of the interactions between data and
operators. He describes 36 different analyzed techniques with to have a classifica-
tion and a selection of how to implement different operators in a large visualization
system. It can be seen that several techniques share different operating steps that
could be standardized or modularized for reuse in other systems.

Visual Analytics is a field, where analysis techniques are used in conjunction
with graphical displays that integrate the user and his specific abilities and interests
into the process. Visual Analytics as a field requires standards, which allow a broad
interchange of data of very different types between the different components of
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the system for the data integration, analysis and interaction. The Visual Analytics
Framework will serve this purpose and will revise existing techniques in order to
asses their value for a specific use-case.

7 Conclusions

A prototype system for search in economic time-series databases which takes as in-
put a natural language query, and graphically visualizes the search results has been
developed. The choice of the proper visualization type is task-dependent and is de-
termined using a data taxonomy and a visualization type ontology. Domain ontology
for economic data is used for finding suitable search responses. The system offers
time savings to the potential users when looking for and presenting economic and
financial data allowing them to concentrate on the data analysis part of the analytic
process. Our approach overcomes the computationally time-intensive approaches
for automatic graphics design by following a semantics-based top-down method,
which is combined with a decision-centered visualization approach for generating
visualization familiar to and expected by the user for the task at hand.

8 Future Work

In the near future we will explore the effect of different parameter setups for the
hierarchy type match. It will also be necessary to expand the used financial and
economic ontologies using new data sources (e.g. further classifications) and newly
developed publicly available ontologies. This would allow for more accurate search
responses. We would like to include automatic data processing using financial func-
tions (e.g. calculation of indices) and widen the spectrum of used visualization
techniques. It would be interesting to combine search for numeric data with search
in news feeds. For example, particular patterns (peaks, strong decreases) could be
matched with the relevant stock market interpretation.
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An Evaluation Framework and Adaptive
Architecture for Automated Sentiment Detection

Stefan Gindl, Johannes Liegl, Arno Scharl, and Albert Weichselbraun

Abstract. Analysts are often interested in how sentiment towards an organization,
a product or a particular technology changes over time. Popular methods that pro-
cess unstructured textual material to automatically detect sentiment based on tagged
dictionaries are not capable of fulfilling this task, even when coupled with part-of-
speech tagging, a standard component of most text processing toolkits that distin-
guishes grammatical categories such as article, noun, verb, and adverb. Small corpus
size, ambiguity and subtle incremental change of tonal expressions between differ-
ent versions of a document complicate sentiment detection. Parsing grammatical
structures, by contrast, outperforms dictionary-based approaches in terms of relia-
bility, but usually suffers from poor scalability due to its computational complexity.
This work provides an overview of different dictionary- and machine-learning-based
sentiment detection methods and evaluates them on several Web corpora. After iden-
tifying the shortcomings of these methods, the paper proposes an approach based on
automatically building Tagged Linguistic Unit (TLU) databases to overcome the re-
strictions of dictionaries with a limited set of tagged tokens.

1 Introduction

Sentiment Detection (SD) is the part of Natural Language Processing (NLP) that
deals with the automated extraction of opinions (the ’sentiment’) out of unstructured
text. The goal is to automatically decide whether an author expresses positive or
negative sentiment towards a certain topic. The appeal of this research area lies in
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its wide range of possible applications, since reliable automated SD methods allow
the analysis of large texts corpora beyond the limits of manual approaches.

The information obtained by this process may be used for several purposes. Ap-
plications include monitoring the launch and performance of commercial products,
analyzing the electoral behavior of the public to guide political campaigns, or re-
fining search engines to consider opinions. Yet, SD is a very ambitious problem to
solve. NLP is one of the most challenging research areas in computer science, since
natural languages are not as restrictive as formal languages. Natural language allows
authors to express concepts in many different ways, which complicates automated
analyses. Consider the following sentence:

The plot of the movie was banal and the actors were really clumsy.

This sentence expresses a viewer’s displeasure with a particular movie. Now con-
sider the same sentence in the following context:

The plot of the movie was banal and the actors were really clumsy. However, I enjoyed
it more than any other movie I have seen in the last few months!

In this example, both sentences describe the same item (a particular movie), but
differ in regard to the expressed sentiment. For an automated system, such constructs
are very hard to evaluate. A human reader, by contrast, easily recognizes that the
viewer liked the movie. Linguistic notions such as sarcasm or irony are even harder
to spot by an algorithm.

This paper evaluates and compares several well-known SD techniques, such as
the bag-of-words approach and maximum entropy modeling. Based on this analysis,
we develop an alternative approach based on Tagged Linguistic Units (TLUs), an-
notating tokens and phrases with additional features such as part-of-speech (POS),
context and topic.

The remainder of this article is structured as follows. Section 2 provides an
overview of related work. Section 3 compares deep parsing strategies with ap-
proaches focusing on lexis. Section 4 describes state-of-the-art SD methods in
greater detail, which are then evaluated in Section 5. After discussing the results,
we identify weaknesses in current approaches and propose a novel method based on
Tagged Linguistic Units in Section 6. Section 7 concludes the paper and presents an
outlook on further research.

2 Related Work

The field of SD reveals emotional aspects of a written text, hinting at the opinion
and intention of the author. This information can be used for several reasons: search
engines can augment their results, marketing managers can find out why their prod-
uct failed in a certain market, and political analysts can predict electoral behavior.
The challenge of detecting sentiment in unstructured text leads to a vast amount of
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different approaches to tackle this task. Some of these only use binary decisions (a
positive or negative sentiment), others use more sophisticated classifications.

The context of a sentiment term influences its meaning - e.g., in ’the president
of the National Environment Trust’, the term ’trust’ refers to a large enterprise and
not to ’confidence’. Wilson et al. [24] acknowledge the importance of context infor-
mation by using a set of 28 features such as modifiers or adjacent terms, which are
input to the AdaBoost machine learning approach.

Lexical units can also be distinguished from each other by using so called ‘ap-
praisal taxonomies’ [22]. These contain information on the ’attitude’ (e.g., ‘appre-
ciation’ or ‘affect’), the ‘orientation’ (positive vs. negative), the ‘force’ (can be
increased by modifiers like ‘very’), or the ‘polarity’ (a binary decision depending
on the existence of a negation trigger) of words.

Hatzivassiloglou and McKeown [4] base predicting the sentiment of adjectives
on the hypothesis that conjoined adjectives may carry the same sentiment charge.
Based on this hypothesis, their proposed system assigns an adjective with unknown
sentiment the same sentiment value as its conjoined adjective.

Pang et al. [12] apply machine learning methods (Naive Bayes, Maximum En-
tropy Model, Support Vector Machines) in combination with a bag-of-features (i.e.,
a collection of terms with certain characteristics such as a sentiment) framework
to a data set containing reviews from the ‘Internet Movie Database’. Pang and Lee
present a refinement of this approach in their later work [11], where they involve
a previous subjectivity classification (i.e., a method capable of discriminating sen-
tences into subjective and objective ones). As compared to objective sentences that
are only used to describe facts, subjective sentences are supposed to reflect the opin-
ion an author intends to express. Kushal et al. [7] also apply three machine learning
methods to product reviews, comparing their results to a simple baseline algorithm.
Mullen and Collier [10] work with Support Vector Machines, where a list of terms
and their sentiment values (i.e., a value corresponding to the general affinity of the
term to express positive or negative opinion) represents the features. A generic pro-
cess using Pointwise Mutual Information then determines the sentiment values of
these terms.

Yu and Hatzivassiloglou [25] present an approach for subjectivity classification
using a Naive Bayes classifier. Riloff and Wiebe [14] present a bootstrapping ap-
proach to automatically create large training sets in order to learn extraction patterns
for subjectivity. In another work, Wiebe and Riloff [23] produce training data for the
training of a Naive Bayes subjectivity classifier by employing a rule-based classi-
fier. Subasic and Huettner [19] apply fuzzy methods to analysing affect in writings.
Blitzer et al. [2] present an approach using similarities between differing domains
in order to adapt a sentiment classifier to a new domain. Ding et al. [3] determine
the sentiment of a sentence in regard to a specific object within this sentence (in this
case, objects refer to products like cameras). Conjunction rules help accomplish
this task for both the usage within a sentence as well as multiple sentences. Another
feature is a distance function, which determines the correlation of sentiment terms
considering their absolute distance to a specific object.
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3 Lexical Approaches versus Full Parsing

Capturing the evolution of information spaces calls for a new generation of robust,
language-independent and distributed natural language processing techniques op-
timized for throughput and scalability. From a stakeholder perspective, sentiment
expressed in textual material (e.g., news media coverage) is of particular interest
[17]. Automated methods to compute sentiment, however, usually belong to one of
the following two categories: (i) low-overhead approaches that focus on the lexis of
text, and (ii) full parsing of grammatical structures, which improves the accuracy of
results but suffers from poor scalability. This paper presents a new method that falls
into the first category but aims to improve the quality of results by building an adap-
tive databases of tagged linguistic units. Such a database helps ensure scalability,
preserve context information and process heterogeneous data sources.

Most research projects that apply automated sentiment detection techniques such
as the US Election 2008 Web Monitor (www.ecoresearch.net/election2008) or the
Media Watch on Climate Change (www.ecoresearch.net/climate) typically gather a
large corpus of text compiled from many sources and sampled in regular intervals.
Using POS tagged and partially parsed corpora to identify relevant sketches (= co-
occurrence lists for grammatical patterns provided by a grammar rule engine) im-
proves the performance of existing SD-techniques [5, 6], but processing arbitrarily
long blocks of text still requires a fundamentally new strategy. The ability to work
with very short textual segments is paramount when trying to analyze the evolution
of knowledge reflected in corpora. Longitudinal studies of specific topics or events
often yield few additional occurrences of a term in a given interval, as incremental
changes to existing documents are common. This complicates the analysis, because
the validity of many text processing methods depends on corpus size and frequency
of target terms.

Given the unresolved scalability issues of SD methods that rely on full pars-
ing, this paper describes attempts to extend and improve lexis-based approaches
with a special focus on context-aware processing. The next section will summa-
rize standard dictionary-based SD methods and compare them to machine learning
approaches.

4 Algorithm Description

This section focuses on the most common SD methods (arithmetic, machine learn-
ing based and combined), and describes a framework for evaluating them based on
three different corpora compiled from Web resources available to the public:

• Amazon (www.amazon.com) provides customer reviews ranging from “one-star”
(low recommendation) to “five-star” (high recommendation) ratings. The Ama-
zon data set consists of 165,746 book reviews and contains 1,539,058 sentences.
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• The Internet Movie Database (IMDb) (www.imdb.com) contains 2000 reviews
comprising 69,207 sentences. The IMDb data set was also used in [12], thus the
reviews already carry information on positive and negative sentiment.

• TripAdvisor (www.tripadvisor.com) provides reviews of holiday destinations. It
contains 7554 reviews with ratings from one to five stars, where one star indicates
a very low recommendation and five stars a high recommendation. This data set
comprises 62,818 sentences.

Amazon and TripAdvisor rate each review on a scale from one to five stars. We
generalize these ratings and consider all reviews with a rating lower than three as
negative, all reviews with a rating greater than three as positive, and ratings of three
as neutral. In order to avoid adulterated results, we use balanced versions of the
data sets - i.e., subsets of the original data containing exactly the same number
of positive and negative reviews. The Amazon data set contains 21,458 negative,
130,061 positive and 14,227 neutral reviews. The TripAdvisor data set consists of
1105 negative, 5673 positive and 776 neutral reviews. The balancing filter yields
a total of 420,840 sentences from Amazon and 17,768 sentences for TripAdvisor
(IMDb provides an already balanced data set).

4.1 Arithmetic Methods

The arithmetic methods are based on tagged dictionaries, which contain sentiment
terms with corresponding sentiment values in a closed interval [-1,1]. For example,
‘champion’ is a positive word carrying the sentiment value ‘1’, whereas ‘charla-
tan’ carries the negative value ‘-1’. The dictionary contains a total of 8267 senti-
ment terms, 5072 of them positive and 3195 negative. The tagged dictionary is not
domain-specific, which helps draw conclusions on its general applicability. Subject-
ing the General Inquirer (www.wjh.harvard.edu/˜inquirer/) dictionary to a reverse
lemmatization process yielded 7302 terms, 965 additional entries were manually
retrieved from a sample of online blogs. Arithmetic algorithms browse through the
reviews and search for terms contained in the dictionary. The number of detected
terms gives information about the overall sentiment value of a sentence. Each of the
following methods calculates the overall sentiment of a review by summing up all
sentiment values of the individual sentences.

• Simple SD (SSD) counts the values of sentiment terms in a sentence. If the sum of
these values is positive (negative), the sentence is considered to have a positive
(negative) sentiment. If a negation trigger such as ‘not’ and ‘never’ occurs di-
rectly before a sentiment term (e.g., ‘The proposal was not approved’), the value
of this term is multiplied by ‘-1’, resulting in an inverted sentiment value. We
used this method as a simple baseline approach towards SD.

• Extended SD (ESD). This method incorporates other semantic components af-
fecting the results. We extended the former detection method by so called modi-
fier terms (e.g., ‘very’, ‘rather’). If such a term occurs before a sentiment word,
the value of the sentiment word is either increased or decreased, depending on
the orientation of the modifier. The term ‘very’ increases a sentiment value (e.g.,
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‘The candidate is very charming.’); we, therefore, multiply the original value by
‘1.5’. In the case of the decreasing term ‘little’, we multiply the term’s sentiment
by ‘0.5’ (e.g., ‘The patient felt little pain.’).

• Adjective Detection (AD). Adjectives are often used to express sentiment. For
that reason, we investigated the outcome of a SD method using only adjectives.
In order to limit the method to adjectives, we applied the POS tagger of the
OpenNLP project (opennlp.sourceforge.net).

• Detailed Part-Of-Speech Detection (DetPOSD).This method applies POS tag-
ging to determine the scope of a negation trigger. For each occurrence of a term
with a semantic value, the method tries to identify a negation trigger that instructs
the algorithm to multiply the sentiment value by ‘-1’. Certain constituents help
refine this procedure and avoid negation triggers from impacting the complete
sentence (although they were not meant to do so). If a noun phrase respectively
a verb phrase is positioned between the sentiment word and the negation trig-
ger, this term is regarded as negated and the original sentiment word will remain
unaffected. Figure 4.1 shows an illustration of this procedure: a negation trigger
occurs at the beginning of the sentence (NT) and a sentiment token at the end
(SentT). Between these are placed a number of arbitrary tokens (AT; this can be
determiners, adjectives etc.) that do not influence the negation. Yet, the stop token
(ST; this can be either verbs or nouns) decides that the trigger does not influence
the sentiment token, and thus, the sentiment token remains as being not negated.

Fig. 1 Scope determination for negation triggers (NT=Negation Trigger, AT=Arbitrary To-
ken, ST=Stop Token, SentT=Sentiment Token)

4.2 Machine Learning Methods

In the following, we compare three different methods: a language model, a Naive
Bayes classifier and a Maximum Entropy Model (Section 5). These methods do not
use a tagged dictionary but build their knowledge base in a training step. The exist-
ing classification of the data sets suggests using supervised learning. Performing ex-
periments with a generic training set and evaluating the results on a domain-specific
test set sheds light on the methods’ universality.

The experiments on generic knowledge bases trained the Language Model and
Naive Bayes algorithm on the IMDb data set, using the TripAdvisor and Amazon
sets for testing purposes. In a follow-up step, a model on the TripAdvisor data set
was trained to be tested on the IMDb set. While this procedure allows training and
testing on the complete datasets (avoiding the need to split into training and test



An Evaluation Framework and Adaptive Architecture 223

sets), it faces domain-dependent constraints (since machine learning methods tend
to strongly fit to the domain they were trained on). Training the Maximum Entropy
Model with a part of each data set as a training set and the other part as a test set
yields the domain specific knowledge base.

The LingPipe libraries1 and OpenNLP MaxEnt Package2 helped streamline the
implementation of the different learning methods. The following itemization pro-
vides a detailed explanation of the three methods.

• Language Model (LM). The evaluation uses an implementation of a LingPipe
language model classifier to create a language model. A language model is a
probabilistic representation of a sequence of words. We trained the language
model by separately providing the classifier with positive and negative reviews
(thus, the classifier knew the sentiment class of the presented review). In the next
step, the created model had to predict the sentiment class of reviews of unknown
sentiment.

• Naive Bayes (NB). A Naive Bayes classifier proceeds on the conditional inde-
pendence assumption, which expects the attributes allowing a classification to be
independent from each other [11]. Although most real-world applications violate
this assumption, the algorithm yields surprisingly good results. Zhang [26] ex-
plains this good performance by suggesting that two attributes may depend on
each other in a given data set, but the dependence may be distributed evenly in
each class.

• Maximum Entropy Model (MaxEnt). Maximum Entropy Models can integrate
features from heterogeneous information sources without posing strong indepen-
dence assumptions like the Naive Bayes approach. Features correspond to con-
straints in the model, and the Generalized Iterative Scaling algorithm [13] out-
puts the model, which maximizes the entropy among the constraints. The method
yields the model preserving the most uncertainty. This is desired, because every
other model would add information that is not justified by empirical evidence
(i.e. the training data) [1, 9]. Each data set required a unique Maximum Entropy
Model, using only unigrams as features given their good performance in previ-
ous studies [12]. One-third of the reviews of the corresponding dataset were used
to train the model, leaving the remaining two thirds of the dataset for evaluation
purposes.

Generic approaches to sentiment detection represent a challenging problem.
Domain-specific methods are generally assumed to deliver superior results. The
evaluation of NB and LM across domains allowed investigating whether these meth-
ods could be used for multiple domains without having access to domain-specific
training corpora. Alternatively, the Maximum Entropy Model was trained on a sub-
set of a corpus and tested on another subset of the same corpus, yielding a model
specifically fitted to the domain.

1 http://alias-i.com/lingpipe/
2 http://maxent.sourceforge.net/
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+nextReview() : Review
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EvaluationResult«uses»

+evaluate(in sentDet : SentimentDetector, in dataset : ReviewDataSet)

+evaluate(in sentDet : SentimentDetector)

SentimentEvaluator

Fig. 2 UML diagram of the evaluation framework

4.3 System Architecture

The evaluation framework presented in the following allows comparing the results
of the various SD methods through the SentimentDetector interface. New data is
integrated by implementing the ReviewDataSet interface. To evaluate an SD method
on a data set, implementations of both have to be passed to the evaluation method
of the SentimentEvaluator. This component iterates the reviews in the specified data
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set and applies the specified SentimentDetector on each of them. The results of
the SD for each review is then compared with the review’s original rating and the
outcome is classified as true positive, true negative, false positive or false negative
for the calculation of statistical measures (see Subsection 5.2 for details on the used
statistical measures). Figure 2 shows a UML diagram of the evaluation framework.

5 Evaluation

The evaluation focuses on the SD method’s ability to put a review into the right po-
larity class (positive or negative). The IMDb data set is already divided into positive
and negative classes. For the Amazon and TripAdvisor data sets, a pre-processing
module maps user ratings between ‘one star’ and ‘five stars’ to the classes ‘nega-
tive’, ‘neutral’, and ‘positive’ as outlined in Section 4.

5.1 Statistical Properties of the Corpora and Implications

This section describes the statistical structure of the evaluation corpora. Table 1
lists the minimum, maximum, average and standard deviation of (a) the number of
occurring positive and negative tokens from the tagged dictionary in the data set, (b)
the absolute number of tokens, and (c) the number of sentences in a review.

The results of the descriptive statistics show that the Amazon and TripAdvisor
data sets are very heterogeneous, caused by a number of extreme outliers (according
to their large standard deviation, which even exceeds the average in the Amazon data
set for the positive and negative tokens). The IMDb data, by contrast, presents itself
as being more homogeneous. Another advantage of this set is the fact that each

Table 1 Statistical characteristics of the review data sets

Data set Param. Pos. Neg. Single Sent.
Tokens Tokens Terms

IMDb

Max 164 138 2753 124
Min 1 1 18 1
Avg 45.76 37.19 761.56 34.6

StdDev 21.75 18.18 334.82 16.15

TripAdvisor

Max 70 43 1240 62
Min 0 0 1 1
Avg 8.66 4.81 160.11 8.04

StdDev 7.71 5.05 130.23 5.83

Amazon

Max 260 226 4878 157
Min 0 0 1 1
Avg 12.32 7.86 211.91 9.81

StdDev 12.81 9.36 209.73 8.99
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sentence contains at least one sentiment token of the positive and negative class. In
the case of the other two sets, this is not ensured. A number of zero sentiment tokens
in a review would lead to a result of zero for the review, which is then considered as
being a neutral review. We do not filter such reviews, since we assume that reviews
containing no sentiment token express a neutral opinion.

5.2 Detailed Results

The evaluation considers five statistical parameters: recall, precision, accuracy, F
measure, and Cohen’s kappa coefficient. Recall is a measure for the completeness
of a detection method - i.e., it shows how many of the requested objects could ac-
tually be found. On the other hand, precision provides a measure for the number of
objects that have been identified correctly. The accuracy is the ratio of all correctly
identified objects and the (either correctly or incorrectly) classified objects. The F
measure combines recall and precision. Cohen’s kappa coefficient is normally used
to measure the inter-rater-reliability, that is, how strongly different raters classifying
a number of objects agree on the classification of these objects.

We calculate recall and precision for the positive and negative class separately.
Separate precision and recall results for the positive and negative class are required
because the classifiers we use can also return a neutral result (namely when no
sentiment token occurs in a review). Therefore, a document that is not negative is
not automatically positive. This procedure also leads to separate results for Cohen’s
kappa value as well as the F measure. Tables 2 to 4 show the detailed evaluation
results of each data set.

Using the IMDb data set resulted in fairly balanced results. The arithmetic meth-
ods achieve good results for the detection of positive as well as negative reviews

Table 2 Evaluation of the SD methods applied to the IMDb data set (FM=F measure)

IMDb Data Set
Positive Sentiment Negative Sentiment

Detection Rec. Prec. Acc. Cohen’s FM Rec. Prec. Acc. Cohen’s FM
Method Kappa Kappa

Generic Methods

SSD 70.1 63.38 64.8 0.3 0.67 59.4 66.52 64.75 0.29 0.63
ESD 68.2 64.1 65 0.3 0.66 61.9 66.06 65.05 0.3 0.64
AD 67.7 60.39 61.65 0.23 0.64 55.4 63.17 61.55 0.23 0.59

DetPOSD 69.3 63.52 64.75 0.29 0.66 60.3 66.26 64.8 0.3 0.63
LM 16.1 70.61 54.7 0.09 0.26 90.7 53.2 55.45 0.11 0.67
NB 96.5 51.09 52.05 0.04 0.67 5.4 65.85 51.3 0.03 0.1

Domain-Specific Method

MaxEnt 80.51 83.39 82.23 0.64 0.82 83.96 81.16 82.23 0.64 0.83
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Table 3 Evaluation of the SD methods applied to the TripAdvisor data set (FM=F Measure)

TripAdvisor Data Set
Positive Sentiment Negative Sentiment

Detection Rec. Prec. Acc. Cohen’s FM Rec. Prec. Acc. Cohen’s FM
Method Kappa Kappa

Generic Methods

SSD 93.39 65.61 72.22 0.44 0.77 30.41 86.6 62.85 0.26 0.45
ESD 92.76 66.13 72.62 0.45 0.77 32.04 85.71 63.35 0.27 0.47
AD 83.62 65.67 69.95 0.4 0.74 26.52 76.1 59.1 0.18 0.39

DetPOSD 93.21 66.15 72.76 0.46 0.77 31.67 86.63 63.39 0.27 0.46
LM 40.09 57.53 55.25 0.1 0.47 63.44 58.91 59.59 0.19 0.61
NB 49.77 76.92 67.42 0.35 0.6 77.01 67.86 70.27 0.41 0.72

Domain-Specific Method

MaxEnt 93.89 67.71 74.56 0.49 0.79 55.22 90.04 74.56 0.49 0.68

Table 4 Evaluation of the SD methods applied to the Amazon data set (FM=F Measure)

Amazon Data Set
Positive Sentiment Negative Sentiment

Detection Rec. Prec. Acc. Cohen’s FM Rec. Prec. Acc. Cohen’s FM
Method Kappa Kappa

Generic Methods

SSD 77.23 57.27 59.8 0.2 0.66 39.78 66.96 60.08 0.2 0.5
ESD 75.88 57.56 59.97 0.2 0.65 41.5 66.39 60.25 0.2 0.51
AD 59.73 55.88 56.28 0.13 0.58 39.51 63.06 58.18 0.16 0.49

DetPOSD 76.89 57.59 60.13 0.26 0.66 40.79 67.11 60.4 0.21 0.51
LM 41.67 72.9 63.09 0.26 0.53 75.17 62 64.55 0.29 0.68
NB 47.98 68.88 63.15 0.26 0.57 69.86 63.14 64.54 0.29 0.66

Domain-Specific Method

MaxEnt 78.73 87.02 83.49 0.67 0.83 88.26 80.58 83.49 0.67 0.84

(considering the usage of a domain-independent tagged dictionary). The TripAd-
visor data set yields the best results for the detection of positive reviews. Yet, this
outstanding performance is accompanied by quite poor results in the detection of
negative sentences. The Amazon data set also satisfyingly identifies positive reviews
at the cost of an inferior precision for negative reviews.

The better results in the positive category represents a surprising result, since
the tagged dictionary contains more negative than positive sentiment tokens (5072
negative in contrast to 3195 positive ones). In spite of this, the statistical analysis
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in 5.1 shows that in all data sets, a larger number of positive tokens occurred. This
fact leads to the assumption that customers use positive tokens more frequently than
negative ones and that positive words might also be used in order to express a nega-
tive opinion towards a movie, book or holiday destination (e.g., in the case of humor
or sarcasm). Additional context information would help resolve some of these cases
and determine sentiment more accurately.

The Maximum Entropy Model, which entails domain-specific knowledge, out-
performs the other methods. It produces results with the highest precision, recall
and kappa value in the negative classification task as well as in the positive. These
findings do not suggest that arithmetic SD generally provides inferior results, but
that the knowledge base and the application domain play an important role in the
identification of negative sentiment. Methods that consider the domain context (see
Section 6) therefore have the potential to yield much better results.

5.3 Discussion

The evaluation results show that the presented SD methods have their strength in
the identification of reviews with positive sentiment (high recall). Only a relatively
small number was overlooked by the algorithms. On the other hand, the method’s
precision is less satisfactory. A rather high amount of items has been incorrectly
identified as having a positive sentiment.

On the TripAdvisor data set, the methods achieve an excellent recall between
83% and 93% without any decrease in precision. We assume that the writing style
of this kind of data alleviates the SD - at least for positive sentiment. The results
for the detection of negative sentiment are less encouraging. It seems difficult to
correctly extract reviews with negative sentiment (very low recall). Yet, precision
does not decrease to the same extent. As for precision, the SD on the TripAdvisor
data set again outperforms the results obtained with the other data set.

We assume that the structure of the reviews in the IMDb and Amazon data set
strongly influences the outcomes. Reviews of movies and books often integrate plot
summaries into the evaluation. In the case of love films, for example, a notable
number of words carrying positive sentiment like ‘love’, or ‘happy’ (if the film has
a happy end) will occur, even when the reviewer dislikes the product. The same
consideration applies to horror films or thrillers that contain negative vocabulary in
the plot summary.

The Maximum Entropy model clearly outperformed the other SD methods, par-
ticularly in detecting negative sentiment, which is not surprising given that it has
been trained and tested within the same domain. This should guide future research
and favors domain-specific components whenever the required context informa-
tion is available. Building on this insight, the following section proposes to build
databases of Tagged Linguistic Units (TLU). Such a repository contains a com-
prehensive list of terms of a certain language together with their significance for
emotional speech (i.e., their sentiment value) and additional metadata.
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6 Tagged Linguistic Units

Tagged Linguistic Units (TLUs) comprise units of linguistic content such as terms
and phrases, coupled with a set of annotations (e.g., POS tags, topic or prevalent
context). They combine the advantages of methods that go beyond lexis without
inheriting the full complexity of grammar parsing. The following sections outline
the generation of TLU databases and their application to sentiment detection.

6.1 Database Creation

As already mentioned in section 4, simple SD methods that do not use machine
learning algorithms on narrowly defined domains rely on a tagged dictionary that
distinguishes between positive- and negative-valued sentiment words [16]. Such
dictionaries typically contain a few thousand mappings from words to their asso-
ciated sentiment values - e.g., the General Inquirer [18]). They can be subjected
to a reverse lemmatization procedure, adding inflections to the initial list of senti-
ment words. Even assuming such an extended tagged dictionary, dictionary-based
approaches do not take the context of sentiment words into account, which limits
their usefulness in corporate knowledge architectures.

The rest of this paper addresses this shortcoming by proposing a hybrid method
based on spreading activation networks coupled with machine learning algorithms
for assigning sentiment values to linguistic units. For this purpose, the following lin-
guistic units for computing sentiment will be distinguished: unigram (single word),
n-gram (multiple-word units of meaning), and concepts (units of meaning not tied
to a particular lexical form and represented via rules or regular expressions, e.g.
climate change ⇔ global warming).

A sentiment value and a context (e.g., part-of-speech, geographic location and
named entity) are assigned to each linguistic unit. For a given amount of text, these
mappings taken together are the building blocks of a Tagged Linguistic Unit (TLU)
database. The sentiment values stored in this database are constantly being updated
based on new data from the knowledge acquisition services and can be customized
for specific domains, applications or users. Generating and using a TLU database
instead of a tagged dictionary that only contains words and binary classifications
allows a fine-grained differentiation between sentiment values associated with mor-
phologically similar but semantically different linguistic units such as cell, fuel cell
and prison cell through the consideration of contextual information like POS tags,
geo tags and named entity tags.

Work by Scharl et al. [15] has demonstrated the usefulness of assigning sentiment
values to geographic locations and also shows how heavily these values depend on
other context dimensions. Future research will address these dependencies by com-
bining tags with more sophisticated context information as for instance hierarchical
classifications [20] or topic tags. This approach (i) is language-independent in the
sense that only a small set of seed terms (e.g., 100 positive and 100 negative terms)
and grammar patterns would be required to initialize the machine learning algorithm
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Fig. 3 Sentiment scoring based on linguistic units

and fine-tune sentiment values to any language that is decomposable into unigrams,
n-grams and concepts, (ii) is not restricted to the sentiment categories ‘positive’ and
‘negative’, but supports an arbitrary number of linguistic categorizations such as
weak ←→ strong, passive ←→ active, etc., (iii) ensures that every sentence or docu-
ment can be annotated; traditional approaches often encounter sentences that do not
contain any of the words listed in the tagged dictionary.

Figure 3 illustrates sentiment scoring based on linguistic units. The phrase engine
identifies the linguistic units.

The tagging engine identifies part-of-speech tags, named entities, and geographic
locations. The sentiment engine processes linguistic units and associated tags based
on the data in the tagged linguistic units database, computing a sentiment value
for the given text. Tagging provides important background information for these
tasks. In the most straightforward case, the sentiment of linguistic units, as for in-
stance the word like, depends on the assigned part-of-speech tag (like/VB ver-
sus like/IN). In more complex cases, named entity tags or even geo tags might
be necessary to correctly identify the TLU’s sentiment value (e.g., in the case of
National Environment Trust).

6.2 Iterative Extension and Optimization

As outlined in the previous section, TLU databases can be easily customized to
specific domains and use cases. A domain-specific corpus, language-specific gram-
mar rules and a set of seed terms with “known” sentiment values (e.g., from con-
ventional tagged dictionaries such as the General Inquirer repository) initialize the
TLU database. The architecture identifies unknown linguistic units in the corpus and
determines their sentiment value as illustrated in Figure 4.

The tagging component marks sentences with part-of-speech tags and identifies
named entities such as people, organizations, and geographic locations. Combin-
ing co-occurrence analysis with a grammar rule engine yields candidate terms for
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Fig. 4 Iterative fine-tuning of the Tagged Linguistic Unit (TLU) database

extending the TLU database. Annotating these terms with named entity tags and
encoding characteristic grammatical patterns and known phrases creates a complex
semantic network, which describes the relations between linguistic units.

Liu et al. [8] demonstrated how decomposing and translating semantic networks
based on heuristic rules yield a spreading activation network for extending domain
ontologies. Applying this approach to identifying and tracking tagged linguistic
units builds a spreading activation network used to distribute the sentiment charges
between the units based on the features and annotations generated during the anno-
tation step. Activation of concepts with known sentiment charges in accordance to
sign and strength of the charge leads to the propagation of energy pulses through the
network, eventually distributing charges to all linguistic units. Analyzing the senti-
ment values’ variance allows estimating confidence levels and identifying synonym
↔ antonym relationships.

Feedback gathered in the evaluation step adjusts and optimizes the transforma-
tion rules for a given domain and corpus, improving the quality of the TLU database
with every subsequent step. Automatic data-driven evaluation on a TLU level will
help assess overall performance. Using the evaluation framework outlined in Section
5 on various publicly available Web corpora will provide test cases for TLU-based
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sentiment detection. Automated methods will be complemented by user-driven eval-
uations from domain experts and Web users. The feedback gathered by the data- and
user-driven evaluations will be utilized to refine the transformation rules of the fea-
ture evaluation, and to identify candidate patterns for the inclusion into the databases
of the grammar rule engine and the phrase engine.

Automatically generating TLU databases faces the problem of determining the
correct charge (+0.4 vs. -0.4, for example) of the sentiment value to be assigned to
the linguistics unit. The problem arises from the fact that synonyms and antonyms
have very similar (co-)occurrence patterns in a given corpus. Advanced relation dis-
covery techniques developed within the AVALON project [21] will help overcome
this challenge and facilitate the automation of this classification process. The ma-
chine learning algorithms will be trained and evaluated on augmented tagged dic-
tionaries (created through reverse lemmatization and adding WordNet synonym and
antonym pairs), as well as on public pre-tagged corpora.

7 Conclusion and Outlook

Simple approaches to sentiment detection based on patterns of co-occurrence with
terms from tagged dictionaries scale well but provide less accurate results compared
to complex methods that require a full parsing of sentence structures. The sheer vol-
ume of textual data and economic considerations, however, frequently rule out the
most sophisticated approaches. Continuously updated databases of tagged linguistic
units aim to balance accuracy and throughput. They add an adaptive layer to static
sentiment detection approaches based on tagged dictionaries, which still tend to be
compiled manually.

Preliminary results from the described approach are promising. Following a for-
mal evaluation of different approaches to sentiment detection, recall and precision
were significantly improved by adding WordNet synonyms and antonyms to the
tagged dictionary (only considering synsets with high frequencies to exclude rare
expressions). Currently, terms extracted from media corpora serve as candidates for
assigning sentiment values via co-occurrence analysis, which will further extend the
tagged dictionary.

Text mining projects have to process hundreds of thousands or millions of doc-
uments in short intervals. Thus they significantly benefit from accurate methods
of determining sentiment with minimal computational requirements at run time.
While the creation of tagged linguistic unit databases is computationally intense,
the overhead of applying them within annotation components remains small. Im-
proved sentiment detection algorithms will encourage their use in both academic
and commercial applications. Refined versions of the sentiment detection methods
presented in this paper will generate a richer set of context information (e.g., on-
tology concepts or explicit references to other types of structured knowledge), and
consider this information in the scoring process.
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Managing Ontology Lifecycles in Corporate
Settings

Markus Luczak-Rösch and Ralf Heese

Abstract. Corporate Semantic Web describes the application of semantic technolo-
gies within enterprises for better knowledge management or enhanced IT service
management. But, well-known cost- and process-oriented problems of ontology en-
gineering hinder the employment of ontologies as a flexible, scalable, and cost-
effective means for integrating data in small and mid-sized enterprises. We propose
an innovative ontology lifecycle, examine existing tools towards the functional re-
quirements of the lifecycle phases, and propose the vision of an architecture sup-
porting them integratively.

1 Introduction and Related Work

Within the past years the Semantic Web community has developed a comprehensive
set of standards and data formats to annotate all kinds of resources semantically.
A main focus of current efforts lies on integrating publicly available data sources
and publishing them as RDF on the Web. In contrast, many corporate IT areas are
just starting to engage in Semantic Web technologies. Early adopters are in the ar-
eas of enterprise information integration, content management, life sciences, and
government. Applying Semantic Web technologies to corporate content is known
as Corporate Semantic Web. To employ ontologies as a flexible, scalable, and cost-
effective means for integrating data in corporate contexts, corporate ontology engi-
neering has to tackle cost- and process-oriented problems [10].

In Section 2 we present a set of requirements characterizing corporate settings
for ontology-based information systems. We use these requirements in Section 3 to
conclude the need of a new lifecycle model for continuously evolving ontologies,
which we introduce afterwards. The lifecycle raises new functional requirements,

Markus Luczak-Rösch, Ralf Heese
Freie Universität Berlin, Institut für Informatik, AG Netzbasierte Informationssysteme,
Takustr. 9, D-14195 Berlin, Germany
e-mail: {luczak,heese}@inf.fu-berlin.de

S. Schaffert et al. (Eds.): Networked Knowledge - Networked Media, SCI 221, pp. 235–248.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2009

{luczak,heese}@inf.fu-berlin.de


236 M. Luczak-Rösch and R. Heese

which we use for a comparison of some accepted tools for ontology engineering
(Section 4) and a conclusion about their applicability.

Research has resulted in a wide range of ontology engineering methodologies
which mainly differ in details referring to the composition of ontology engineering
and application development, the range of users interacting on ontology engineer-
ing tasks, and the degree of lifecycle support. Some methodologies assume their
users to be ontology experts only or at least to be knowledge workers with little
technical experience while others also address users with no experience in ontology
engineering at all.

METHONTOLOGY [5] transfers standards for software engineering to the task
of ontology engineering and is a concept-oriented approach to build ontologies from
scratch, reuse existing ontologies, or re-engineer knowledge. The lifecycle model of
METHONTOLOGY does not respect any usage-oriented aspects.

The On-To-Knowledge methodology (OTK) developed by Sure and Studer [12]
is less concept-oriented because it has an application-dependent focus on ontology
engineering. It integrates participants which are not very familiar with ontologies
in early phases of the process for identification of the use cases and competency
questions. OTK assumes a centralized and a distributed strategy for ontology main-
tenance but neither presents a detailed description or evaluation of both strategies
nor addresses ontology usage.

The methodologies HCOME [6] and DILIGENT [9] address the problem of on-
tology engineering from the viewpoint that reaching an ontology consensus is highly
dependent on people with disparate skill level. Both methodologies assume a dis-
tributed setting. Every individual is free in adapting the central ontology consensus
locally. The evolution of the consensual model is dependent on these local adop-
tions. Thus, HCOME and DILIGENT propose a human-centered approach, but they
do not provide any application-dependent point of view.

Recently, the well-thought approach of agile engineering has come into focus of
research in ontology engineering. In [1] the author introduces RapidOWL as an idea
of agile ontology engineering. Auer proposes a paradigm-based approach without
any phase model. RapidOWL is designed to enable the contribution of a knowledge
base by domain experts even in absence of experienced knowledge engineers. How-
ever, the view on ontology usage is limited to the rapid feedback which is unspecific
referring to the stakeholder who gives it and how it is given.

As a recent result of the NeOn project the NeOn methodology for ontology engi-
neering and the NeOn architecture for lifecycle support in ontology-based systems
have been developed [13]. Even though the architecture discusses usage-related on-
tology maintenance, both, the methodology and the toolkit, lack the agility of knowl-
edge lifecycles and the relevance of this aspect for enterprise use.

2 Corporate Ontology Engineering

Corporate Semantic Web assumes the discrete environment of enterprises in con-
trast to the unlimited and heterogeneous setting of the global Web. Ontologies, in
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this case, are a promising artifact for improving applications on knowledge inte-
gration and management as well as efficient IT service management. When used
for modeling complex domains, they can facilitate the reasoning of implicit knowl-
edge, resulting in a better search quality, and serve as the integrating means between
complementary structured but interrelated areas, e.g., the world of formal business
process management and IT service management.

For this article we analyzed two specific scenarios which address the applica-
tion of ontologies for enhancing knowledge management and access to knowledge.
The scenarios differ with respect to their business model, thus, we call the first
scenario the “ontology-based knowledge integration scenario” and the second one
the “ontology-based services scenario”. Ontology-based knowledge integration ad-
dresses the perspective of suppliers and adopters of such systems which are directly
applied within a companies infrastructure. In contrast, ontology-based services de-
scribes the perspective of suppliers and adopters of such systems which use ontolo-
gies and semantic technologies encapsulated in the background using Web services.

2.1 Ontology-Based Knowledge Integration Scenario

Efficient access to knowledge is a bottleneck in modern enterprises because of
the increasing amount of data and information spread over various heterogeneous
sources of the corporate IT infrastructure. The successive application of ontology-
based knowledge repositories, in which legacy data as well as new data is annotated
semantically in a semi-automatic way, can help users to find the appropriate infor-
mation for their specific context easier or facilitate further applications based on
those knowledge representations.

Figure 1 depicts the core problem in this case: The heterogeneous systems of
an existing corporate IT infrastructure are unintegratedly evolving. A semantically
driven integration layer should deliver up to date knowledge. This knowledge is
retrieved from the layer below represented by ontologies which have to evolve in a
synchronized way.

It is obviously true that an internal application of ontologies involves a strong
influence of corporate human resources, such as IT experts, knowledge managers,
and possibly ontology engineers in the process of building and maintaining corpo-
rate ontologies. Especially the latter group is hard to find in small- and mid-sized
enterprises due to steep learning curves of ontology development.

Another obvious aspect is that a company will never invest in ontology-based
applications as single means to provide all corporate demands from its IT infras-
tructures. Various other – non-semantic – applications will provide an evolving
amount of unstructured, semi-structured and disparate structured data in form of
documents, databases etc. Thus, the cost-benefit-ratio of ontology development has
to respect the possible limited benefit of the ontology-based application compared
to the whole corporate IT context. Especially the effort for building an individual
domain ontology and the evaluation of its benefit compared to the effort of choosing
an existing ontology for the problem domain or modeling a rudimentary one is a
requirement on ontology engineering methodologies to fit this setting.



238 M. Luczak-Rösch and R. Heese

Corporate 
Websites

Corporate
Wikis

Corporate
Blogs

Corporate 
Structure

Integration

Corporate 
Ontologies

Asynchronous Evolution

Synchronous Evolution

Knowledge Management
Tasks and Tools

Fig. 1 Setting of a representative knowledge integration scenario

2.2 Ontology-Based Services Scenario

The missing expertise of ontology development and management is a key barrier
for internal adoption of ontology-based systems in corporate infrastructures. An
initial lightweight step towards broader success of semantic technologies is to offer
Web services which use ontologies as the representation of background knowledge.
Thus, the adopter is not overwhelmed with the efforts for developing and managing
ontologies.

Figure 2 shows how clients access an ontology-based system via Web service in-
terfaces. To facilitate an early access to the service the evolving ontology prototypes
underrun an agile lifecycle at the service provider’s side. These processes are hidden
from the client who just benefits more and more from the improved ontology.

From the client’s perspective this setting strongly needs a transparent benefit esti-
mation model to decide for ontologies and semantic technologies compared to other
approaches using databases or natural language processing etc. Moreover, with re-
spect to the quality of the service, the question has to be answered when and why an
individual or new domain ontology has to be preferred compared to existing ones.

The provider of modeling capabilities has to deal with the process of ontology
engineering in an agile way because the key aspects for a purchase decision are low
development costs and sufficient benefit of the ontology for its customers. Thus, it
is a central goal to minimize the explicit involvement of domain experts of a com-
pany causing costs on the customer’s side. In fact, the provider has to facilitate a
lightweight feedback mechanism to prune and refine the ontology prototype itera-
tively over time.
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Fig. 2 Clients access to semantically-driven solutions via Web Services

2.3 Corporate Ontology Engineering Requirements

The previously described scenarios are the result of personal interviews with indus-
trial partners of the project Corporate Semantic Web [3,4]. In addition, we collected
generic crucial points of applying ontology-based information systems in corporate
contexts. We raise the following main requirements:

• The influence of the ontology development and maintenance process on the
workflow of domain experts have to be minimized to avoid negative influence
on their productivity.

• Already existing and running systems must not be disturbed.
• The need for ontology engineers have to be minimized to reduce costs.
• The ontology has to evolve parallel to the progress of the company.

Based on this set of requirements of ontology engineering settings in a corporate
environment, we derive a new viewpoint on ontology engineering processes. The
widely accepted methodologies METHONTOLOGY, OTK, HCOME, DILIGENT,
and NeOn regard ontology engineering loose from ontology usage. However, they
agree that ontologies are undergoing lifecycles with engineering phase and usage
phase, but they do not consider ontology engineering as a combination of both.

The principles of RapidOWL describe a kind of a philosophy of ontology devel-
opment while explicitly described processes, methods, and tools are more or less
out of scope. This is due to the nature of RapidOWL as a lightweight strategy for
building application-independent and shared ontologies which underrun a continu-
ously dynamic evolution. The latter point fits partly into our perspective, that the
evolution of knowledge is the driving force behind an adequate ontology lifecycle
in an enterprise and that it is strongly dependent on the usage by unexperienced
people with lack of time to note, annotate, or feedback explicitly. To put emphasis
to this argument, the following table shows which methodology fits which part of
our requirements:



240 M. Luczak-Rösch and R. Heese

Requirements METH OTK HCOME DIL ROWL NeOn
Workflow integration - - - - - -
Independent system integration + + + + + +
Engineering reduction - - - - + -
Environment aware evolution - - - - - -

3 The Corporate Ontology Lifecycle Methodology – COLM

From our assumptions mentioned in Section 2, we identify a need of a new ontology
lifecycle model for continuously evolving ontologies in corporate contexts: Corpo-
rate Ontology Lifecycle Methodology – COLM1. The model allows an intuitive
understanding of raising costs per iteration and in relation to the duration and effort
spent in each process phase. Due to a limited context complexity from Web-scale
to corporate-scale, we assume that it is possible to converge ideas of agile software
engineering and ontology engineering. But, we think it is necessary to change the
scope of what is assumed as being agile.

Recent approaches such as RapidOWL focus the agile paradigms value, prin-
ciple, and practice as a development philosophy. That accompanies agile software
engineering as it is intended in the Agile Manifesto2. But, again, this focus is lim-
ited to tasks related to building ontologies, while usage is factored out. The change
of requirements over the time is only one agile aspect which influences the evolu-
tion of ontology prototypes. The dynamic of knowledge in general, e.g, the evolving
dimensions of legacy data and user activities, is another one.

The corporate use of ontologies requires an ontology engineering approach
which respects these agile aspects and allows an comprehensible way of estimat-
ing costs for evolution steps. Both points play a key-role in our approach towards
a generic corporate ontology lifecycle which is depicted in Figure 3. The two-
parted cycle consists of seven phases which refer either to the outer cycle as se-
lection/development/integration, validation, evaluation, or to the inner circle as de-
ployment, population, feedback tracking, and reporting. The outer cycle represents
an expert-oriented environmental process which consists of pure engineering tasks.
The inner cycle represents a human centered concurrent process, which constitutes
the ontology usage.

The process starts at the selection/development/integration phase. That means
to start the knowledge acquisition and conceptualization, to re-use or re-engineer
existing ontologies, or to commission a contractor to develop an ontology. The re-
sult of this phase is an ontology, which is validated against the objectives. At the
intersection point between the engineering and the usage cycles, the ontology engi-
neers and the domain experts decide whether the ontology suites the requirements
or not. If this is approved the ontology is deployed to be used in applications. Then
the ontology is populated, which means that a process for instance generation from
structured, semi-structured and unstructured data runs up. Throughout the whole

1 http://corporate-semantic-web.de/colm.html
2 http://agilemanifesto.org/

http://corporate-semantic-web.de/colm.html
http://agilemanifesto.org/
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Fig. 3 The Corporate Ontology Lifecycle

feedback tracking phase, formal statements about users’ feedback and behavior are
recorded. A reporting of this feedback log is performed at the end of the usage cycle.
That means that all feedback information, which was collected until a decisive point,
is analyzed in respect to internal inconsistencies and their effects on the currently
used ontology version. The usage cycle is left and the knowledge engineers evalu-
ate the weaknesses of the current ontology with respect to the feedback log. This
point may also be reached, when the validation phase results that the new ontology
is weak or improper with respect to the specification. The lifecycle starts again with
the implementation of the results of the evaluation.

3.1 The COLM Phases

In the last section, we described briefly how COLM is intended to run up. Now we
present a detailed look at each phase. In Figure 4 we present an alternative view
of COLM for better understanding of the decisive point between engineering and
usage phase and the sequential dependencies of the phases.

Selection/Development/Integration

Description: The first phase of the process is characterized by a decision model
grounded on available skills of the involved persons in a company. If the adopter
of an ontology-based system decides to develop an ontology on her own, than she
is confronted with all tasks, primitives and tools of ontology development, such
as knowledge acquisition, conceptualization, ontology languages, etc. Otherwise
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this tasks are provided by a service provider with explicit skills in ontology
engineering, thus part of the process of purchasing and ontology from exter-
nal experts. In both cases the reuse and integration of existing ontologies is an
important aspect for efficient and cost-effective development. The foundation of
each iteration of COLM is a requirements specification that contains competency
questions and a description of the application context for the domain ontology.

Methods and tools: We propose two types of tools for this phase. First, expert-
oriented tools, such as Protégé or the NeOn Toolkit. Second, intuitive non-expert
tools for rapid ontology prototyping by learning fundamental concepts from folk-
sonomies, tag clouds, or knowledge networks, e.g. by use of mind mapping tools.
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Output: The result of this phase are a domain ontology and a description of the
requirements on the ontology. It is intended to keep this phase as short as possible
to reach high agility during the process.

Validation

Description: The explicit validation of the ontology against the objectives of the
requirements specification is a decisive phase following the rapid development or
selection of a prototype version. The knowledge manager needs an intuitive way
to visualize and prove the correspondence of concepts and requirements. The
most important aspect is the validation against application-oriented requirements
to enable an appropriate usage of the ontology.

Methods and tools: An explicit model for representing the application context is
needed to facilitate a validation of the ontology against it. We propose an ap-
proach adopting ideas from test-driven development. By formal unit test cases
the requirements of all applications using the ontology can be validated.

Output: This phase yields a result set of passed tests and allows a decision whether
the requirements are met.

Deployment

Description: We expect that corporate ontologies are in use by not a single, but
various application. Thus, we distinguish between push and pull deployment
meaning that the applications are configured to use the latest ontology version
automatically or that the version management system notifies applications about
the existence of a new ontology version.

Methods and tools: A system is needed which builds on top of well-known ver-
sioning solutions such as subversions [11], to enable an intuitive management of
ontology changes and ontology versions.

Output: After deployment the newest ontology version is accessible for applica-
tions as well as any old version except refused or deleted ones.

Population

Description: If an ontology version has been deployed then the ontology has to be
populated with instance data. Existing instance data relying on an old ontology
version has to be upgraded to suit to a new one.

Methods and tools: This phase needs (semi-)automatic annotation tools, tools for
non-experts to create annotated information intuitively, and a method to upgrade
instance data to conform to a new schema with respect to the semantic difference
between the two ontology versions.

Output: The result is an annotated knowledge base conforming to the newest on-
tology version.
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Feedback Tracking

Description: The feedback tracking logs all activities with reference to the on-
tology. These include explicit user activities (e.g. queries and results, feedback
statements/arguments) as well as software engineering activities (e.g. updates of
the ontology by applications) and the generation of data by conventional appli-
cations (e.g. word processors not using ontologies).

Methods and tools: A management system including an API is needed to allow
easy configuration and logging of feedback messages by external applications.

Output: The output of this phase is the tracking log file.

Reporting

Description: In the reporting phase the management system analyzes the log file
to decide if a relevant amount of information has been tracked to require an eval-
uation of the current ontologies by ontology experts.

Methods and tools: We propose a measure for indicating the relevance of tracked
information by analyzing the whole tracking log and eliminating contradicting
or invalid information.

Output: This phase ends up with a decision whether ontology engineers have to
be invoked and a compilation of relevant information.

Evaluation

Description: The result of the reporting phase is used to evaluate the quality of the
existing ontology version. On the basis of the tracked information an ontology
engineer can detect new or missing concepts and relationships. Furthermore, the
data can be used to develop new test cases, thus, resulting in new requirements.

Methods and tools: Again, we need a test case model and an appropriate tool to run
these tests against the ontology. Furthermore, we need a tool for proposing new
ontology prototypes by learning from the old version and the tracked information.

Output: The result of this phase is a set of new requirements which have to be
respected by the next ontology version.

The innovative approach towards agile ontology engineering allows an evolution
of rapidly released ontology prototypes. We expect from our model to allow an in-
tuitive view to ontology engineering processes and facilitate a cost estimation in the
run-up of cost-intensive evolution steps. We reach these improvements by a con-
vergence of ontology engineering and ontology usage controlled by an innovative
versioning approach.

3.2 Functional Requirements of Corporate Ontology Engineering

From the description of the phases of COLM we derive a list of functional require-
ments on software tools needed to implement COLM. Because it is cumbersome to
develop new software, we use those requirements to examine existing tools.
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Selection/Integration/Development: We need a dedicated decision model to de-
cide whether to retrieve an ontology from available repositories, to outsource the
work to a contractor, or to develop the ontology from scratch on its own. Global
repositories of standard ontologies and ontology modeling experts could be of
valuable help for this task.

Validation: Besides tools for ontology testing, we need a system to support deci-
sion making collaboratively that is suitable for experts and non-experts.

Deployment: A versioning control system should be able to provide access to
different ontology versions simultaneously.

Population: Methods and tools for automatic, semi-automatic and manual anno-
tation especially for non-expert users.

Feedback tracking: System for the integration of lightweight extended communi-
cation platforms, e.g., forums or feedback forms and automatic recovery of user
behavior into a feedback log.

Reporting: The system has to analyze a snapshot of the feedback log and to extract
information that helps to decide on the quality of the ontology.

Evaluation: At this point the tool should indicate advantages and disadvantages
of the current ontologies.

4 Comparison of Tools

In this section we give a brief overview of some widely spread tools for ontology
engineering tasks compared to the support of the different phases of our corporate
ontology lifecycle. The desktop-applications Protégé and SWOOP as well as the
web-applications OntoWiki and Ikewiki are in our focus. These tools represent the
currently most accepted approaches to ontology engineering under the requirements
of the methodologies which we introduced as state of the art in ontology engineering.

Protégé is the most common tool for ontology building. Its appearance is similar
to software development environments. Protégé is rich in function and language
support and very scalable in respect to its extensibility. Since Protégé contains
collaborative components it is possible to develop consensual ontologies in a
distributed fashion using lightweight access to the process by discussion and de-
cision making about proposed changes. This feature does not respect any roles or
permissions. Versioning control is enabled on ontology level, but not on concep-
tual level, enriched by annotations from a structured argumentation mechanism.
Any abstraction from technical terms is missing.

To sum up, Protégé is a very useful tool for engineering ontologies in a team
of experts with a lack of lifecycle support in a usage-oriented architecture.

SWOOP is a desktop environment for ontology engineering, which is a bit straight-
forward at the expense of functionality. The representation of the concepts allows
a web-browser-like navigation. A search form supports quick searches on the re-
cently used ontology and at least all ontologies stored. Quick reasoning support is
implemented in the same fashion. However, there is no abstraction from technical
primitives enabled. By definition of remote repositories, it is possible to commit
versions of ontologies.
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Altogether, SWOOP is a tool for ontology engineering tasks for experts and well-
experienced users. It has its strengths in quick and intuitive navigation in and
search within ontologies but lacks functional flexibility and lifecycle support.

OntoWiki is a PHP-based wiki-like tool for viewing and editing ontologies. It is
based on pOWL which makes use of the RAP API3. OntoWiki4 allows the ad-
ministration of multiple ontologies (called knowledge bases) and provides in-line
editing as well as view-based editing. As an abstraction from conceptual terms
OntoWiki includes an alternative visualization for geodata (Google Maps) and
calendars auto-generated from the semantic statements stored. However, a gen-
eral abstraction from technical primitives (e.g. class, subclass, SPARQL, etc.) in
the user front-end is missing. Altogether, it allows only one single view for all
users and does not respect any roles or permissions. Changes to the conceptu-
alized knowledge have to be done manually. The ontology history is concept-
oriented not ontology-oriented and implemented as known from wiki systems.

We subsume that OntoWiki is an ontology engineering tool and a knowledge
base for experienced users with an academic background and that it does not
support lifecycle management.

Ikewiki implements the semantic wiki-idea and focuses annotation of wiki-pages
and multimedia content. It is possible to generate an alternative graph visualiza-
tion for the context of each annotated page. However, Ikewiki does not support
any abstraction from technical primitives for users with less experience in the
field of ontologies. Restricted views referring to roles or permissions are not
provided. The ontology history is concept-oriented not ontology-oriented and
implemented as known from wiki systems.

We summarize about Ikewiki, that this tool addresses familiar wiki users with
technical experience which do not need any control of the conceptualization and
lifecycle support.

From our experience there exists a mismatch between the described approaches
and and the needs for an integrated ontology life cycle management. The tools
either have an engineering-oriented perspective, which deals with the ontology
application- and user-independent. Or the approaches reckoning the conceptualiza-
tion on an application level for knowledge management without respecting unfa-
miliar users. The latter is emphasized if we note that the barriers of wiki-syntax for
users without any technical background are underestimated. Thus, we subsume the
support per phase of our model as follows:

Finally, we now conclude that currently no tool exists, which supports our lifecy-
cle model completely. This is due to the fact that available tools handle engineering
tasks and ontology usage separately. Some tools work with ontologies as the central
artifact on an engineering level while others support the application level only. Our
ongoing work is aiming at an adequate architecture for integrative lifecycle sup-
port. To reach this we start from the perspective of continuously evolving ontology

3 http://www4.wiwiss.fu-berlin.de/bizer/rdfapi/
4 http://aksw.org/Projects/OntoWiki

http://www4.wiwiss.fu-berlin.de/bizer/rdfapi/
http://aksw.org/Projects/OntoWiki


Managing Ontology Lifecycles in Corporate Settings 247

Table 1 Legend: + supports req., o supports req. partially or for users at different skill level,
- does not support req.

Phase Protégé SWOOP OntoWiki Ikewiki
Selection/Integration/Development + + + +
Validation + - - +
Population o o o o
Deployment/Versioning -/o -/o -/o -/o
Feedback Tracking o - - o
Reporting - - - -
Evaluation - - - -

prototypes in the context of a heterogeneous corporate infrastructure. A smart ver-
sion control system is needed as the central component to enable this.

5 Conclusion and Outlook

In this paper we introduced our approach towards an innovative ontology lifecy-
cle for continuously evolving ontologies in corporate settings: Corporate Ontology
Lifecycle Methodology (COLM). COLM was concluded from a gap between exist-
ing ontology engineering methodologies and the reality in corporate IT infrastruc-
tures, especially in small- and mid-sized enterprises. We held face to face interviews
with cooperation partners of the project Corporate Semantic Web to found our as-
sumptions. Furthermore, we described two core scenarios which prove the need for
tool-supported agile ontology engineering – the “ontology-based knowledge inte-
gration scenario” and the “ontology-based services scenario”.

From our model we derived functional requirements for an integrative tool sup-
port and compared four well-known ontology development tools with reference to
these requirements. We concluded that there is yet a lack of methodological founda-
tions as well as tool support for the agile engineering of ontologies which is strongly
needed in the settings which we described.

Recently, we are working on an integrative architecture for a COLM ontology
management framework. Our goal is to create a suite based on intelligent ontology
versioning which allows a consistent evolution of various corporate ontologies. This
will respect the whole context of a corporate IT infrastructure and provide serious
support for non-experts in ontology development.

A proper evaluation of our concepts and tools is planned as a case study with
an industrial cooperation partner, Ontonym GmbH, which provides ontology-based
Web services as described in Section 2.

Acknowledgements. This work has been partially supported by the ”InnoProfile-Corporate
Semantic Web” project funded by the German Federal Ministry of Education and Research
(BMBF).
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A Semantic Policy Management Environment
for End-Users and Its Empirical Study

Anna V. Zhdanova, Joachim Zeiß, Antitza Dantcheva, Rene Gabner,
and Sandford Bessler

Abstract. Policy rules are often written in organizations by a team of people
in different roles and technical backgrounds. While user-generated content and
community-driven ontologies become common practices in the semantic environ-
ments, machine-processable user-generated policies have been underexplored, and
tool support for such policy acquisition is practically non-existent. We defined the
concept and developed a tool for policy acquisition from the end users, grounded on
Semantic Web technologies. We describe a policy management environment (PME)
for the Semantic Web and show its added value compared to existing policy-related
developments. In particular, we detail a part of the PME, the policy acquisition tool
that enables non-expert users to create and modify semantic policy rules. An em-
pirical study has been conducted with 10 users, who were new to the semantic pol-
icy acquisition concept and the developed tool. The main task for the users was to
model policies of two different scenarios using previously unknown to them. Over-
all, the users successfully modeled policies employing the tool, with minor devia-
tions between their performance and feedback. Observation-based, quantitative and
qualitative feedback on the concept and the implementation of the end-user policy
acquisition tool is presented.

1 Introduction

Community-driven services and portals unifying physical and virtual realities, such
as 43things.com, SecondLife, YouTube, LinkedIn and Facebook, or the Web 2.0 de-
velopments, are currently at their popularity peak attracting millions of users. The
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existing portals with their community and personal data management environments,
while collecting and attempting to manage large amounts of user-generated content,
are still highly limited in providing the functionality assisting adequate manage-
ment and sharing of the submitted data. In most cases, the users still cannot specify
the provisioning conditions of the generated content or services (i.e., policies with
whom and for what they want to share), as well as set up automatic execution of ar-
bitrary actions provided that the certain conditions are met (e.g., notifications about
appearance of specific information, products, services or user groups). Ability to de-
fine and employ policies would lead to efficient personal information management,
decrease amounts of electronic spam, and increase revenues for targeted provision-
ing of content and services.

Semantic Web and social software technologies have proved to be a success in re-
solving the knowledge acquisition bottleneck. Approaches such as Semantic Wikis
[7], [10] enable acquisition of large quantities of arbitrary ontology instance data.
Community-driven ontology management [11], [12] shows feasibility of acquisition
of ontology classes, properties and mappings from the end user communities. Mean-
while on the large-scale light-weight and tag-based social Web, user-generated poli-
cies have not yet gained a broad usage. The latter is largely due to the complexity
of this problem w.r.t. the user perspective [5] and a lack of practices and tools for
policy acquisition from the non-expert users.

The main contributions of the presented work are:

• Definition of a user-driven policy management environment for open, sharable
infrastructures such as for Web or mobile services,

• A concept and a tool for policy acquisition from the end users, grounded on
Semantic Web technologies.

• An empirical study conducted to test the approach and the tool. The study shows
that end users modeled the policies employing the tool successfully and are in-
clined to use similar tools in the future.

• Observation-based, quantitative and qualitative feedback on the end user policy
acquisition concept and the implementation is presented. Requirements towards
the design of an improved policy acquisition tool are drawn.

The paper is structured as follows. In Section 2, we describe our approach of a policy
management for the Social Semantic Web. In Section 3, we describe the potential
research applicability and the related work. The implementation of the policy ac-
quisition tool is presented in Section 4. The user study and tool evaluation settings
are described in Section 5. In Section 6, the results of the study are presented, and
lessons for the future construction of policy acquisition tools are drawn. Section 7
concludes the paper.

2 Semantic Policy Management

The following paragraphs describe the basic components of our architecture. The
architecture is strongly related to conventional ontology and policy management
services [2], [5], [9], but is enriched with end-user generated policy acquisition and
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advanced policy communication. The basic model is that of an open system in which
policy rules can be shared, adapted to individual needs and enriched with facts and
instance combinations.

A Policy Storage and Query component is provided to efficiently store and
query parts of policy data and metadata by providing indexing, searching and query
facilities for ontologies. In addition to conventional policy management services
and practices [2], [5], [9], we propose to enrich the existing search and query com-
ponents with community-generated policy information. This would improve their
performance and make the search, reasoning and consistency checking features ma-
ture and more attractive to use.

As the users of the environment are generally not bound to a single community or
application, they must be able to publish personal and community-related policies
in a multi-accessible way. The current focus in semantic policy storage and query-
ing is thus maintaining distributed repositories with functionalities for aggregation,
decomposition and discovery of information in simple ways.

A Policy Editing component is introduced for creating and maintaining policies
and instance data. The front-end, a user-friendly interface, helps users to easily add
and modify policy-like rules on the basis of existing imported ontology classes and
properties shared among several users and communities, policies and instances. The
back-end consists of a storage and query system. A Policy Editor enables sharable
editing for multiple users and tight integration with semantic publishing, delivery
and visualization components, allowing the involved parties to observe the evolution
of policy settings. These requirements are due to the elevated degree of flexibility
required by community-oriented environments as the Social Semantic Web and its
members to freely evolve schemata, policies and to influence community processes.

A Policy Versioning component is introduced to maintain different versions of
policy definitions, as communities, content and relationships change over time. The
user should be able to easily adapt policies to new scenarios and communities with-
out losing previous definitions. Earlier versions can be reused for definitions of new
policies. Also users could experiment with more restricting policy definitions and
roll back to previous versions wherever practical. A Policy Versioning component
interacts with existing versioning systems like svn [3] to provide a versioning ser-
vice to the user. Semantic metadata describes the necessary versioning information
inside the policy definition itself.

A Policy User Profile and Personalization component is responsible for the
users’ access to the environment and it connects the policies with the user profiles.
At a more advanced level, the component helps to share and communicate policies
across the users’ profiles, apply policies dependent on the user profiles and recom-
mend policies based on the user profiles. In particular, access and trust policies can
be implemented taking into consideration community and social networking infor-
mation provided by the users [7].

Our overall ontology-based policy management approach features: user-driven
policy construction, meaning that the system extensively assists the users to model
the policies correctly (e.g., proactive suggestion of the ontology items that can
be combined in a policy, consistency checking for the modelled policy solutions);
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policy semantic representation and sharing across communities, essential for the
further extension for the rules layer of the Semantic Web; ontology import and pol-
icy creation on the basis of shared ontologies, the user is free to input any ontolo-
gies he/she likes and define policies on them.

Thus, ontology-based and community-oriented policy management is an advance
over a conventional policy management. The advantages are gained by introducing
an infrastructure that enables the communities to manage their policies.

3 Research Applicability and Related Work

In this section, we discuss the applicability of the approach and related work in the
field of (semantic) policy editing.

3.1 Applicability of Policy Acquisition Tools

In a distributed environment, such as the Internet, there is a need to set policies for
sharing user information and for providing access to services on the Web. However,
the ways to model and operate with Semantic policies are currently very limited, and
there are little or no approaches for policy acquisition from the end users. Mean-
while enabling the end users to define and share policies is crucial for widespread,
acceptance and the growth of the rule-based Semantic Web.

The types of users of a Policy Acquisition Tool (PAT) include (but are not re-
stricted to) the following:

• Individual users who have one or several profiles and have to manage them on
several systems (related to single-sign-on systems);

• Owners of web services who want to sell or offer their functionality to others and
need to specify the conditions under which the service can be used;

• Users who manage the physical reality or link physical and virtual worlds. For
instance, such user activities include setting policies on forwarding phone calls
from the user’s phone to his/her mobile phone while he/she is on vacations, or
sending an SMS to a remotely-located mother if her baby wakes up and starts to
cry, employing integration with the sensor technology.

The customers of a PAT would be companies or institutions:

• providing single-sign-on applications;
• providing identity management and security systems (e.g., for the users who want

to specify different user groups on an instant messenger and show their location
information only to some of these groups);

• developing aggregation solutions for systems with similar functionalities for
users to have one profile and a possibility to set various policies for various sys-
tems (such as Trillian for instant messaging);
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• providing (semantic) web service publication space and (semantic) web service
search engines for web service owners to annotate their services with specific
service features (e.g., conditions for execution);

• providing community sites where people add/create content (such as Flickr for
pictures), so that the users set policies on how and by whom their content can be
accessed and used;

• providing systems for the management of physical environments such as semi-
automatic policy-based assistance in a hospital on observing patients, notifying
nurses, etc.

3.2 Related Work

In current software products, policy editing often can be performed in a simple man-
ner, in particular, via checkboxes and scroll-down forms. Well-known examples of
such policy management include a policy editing interface for handling files in Mi-
crosoft Word. For the user convenience multiple templates are offered for selection
of the rule type that the user may want to edit, e.g., in Microsoft Outlook. Also,
in the contemporary applications, web-portals and online shops, the users are of-
ten asked to commit to agreements or copyrights written in a natural language by
clicking an “accept” button. Such agreements or copyright statements in particular
may contain policies on the e-mail addresses and personal data sharing, the users’
preferences, etc.

Techniques from the following research fields are relevant for the user-oriented
policy acquisition:

• Policies on the Semantic Web in general: state of the art in this area and the new
trends (e.g., automated trust negotiation) are overviewed by Bonatti et al. [2].
As a particular effort, Attempto Project1 has developed tool support for trans-
ferring statements (possibly, user rules) specified in controlled natural language
(English) to the OWL format [10];

• Policies have been applied to web services [13], and “The Web Service Policy
Framework”2 is an example of an industry-led effort in this area;

• Ontologies for defining policies: a number of works are driven in this area, for
instance, an ontology for defining business rules in OWL [12];

• Knowledge acquisition methods for ontology construction, including knowledge
acquisition principles in ontology editors, community portals [16];

• Editing of policies: an editor developed by Karat et al. [8] is one of the advanced
works most strongly related to our work and therefore we go into detail when
explaining the differences to our work. The editor has three variations of policy
editing for the end user: (i) Unguided and (ii) Guided Natural Language inter-
faces, and (iii) Structured List method, i.e., the interface allowing composition

1 Attempto Project: http://attempto.ifi.unizh.ch/site/description/index.html
2 The Web-Service Policy Framework:

http://www-106.ibm.com/developerworks/library/ws-polfram/
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of policies out of pre-existing items, via web form-based selection. One of the
test-based observations was that “Structured List methods helped the users create
more complete rules for all element categories except Conditions as compared to
the Unguided NL method”.

In our work, the ontology-based policy engine is structurally similar to the Struc-
tured List method, i.e., major part of the policy specifications are created from pre-
existing components (in our case, ontology and instance data items). Using ontology
technologies brings an added value to the conventional policy editing technologies
due to the following factors:

1. End users define the policies easier and faster than with other methods (including
both natural language and Structured List methods) due to the fact that the users
are familiar with ontologies employed for their profile or context information;

2. The composed set of rules is even more complete than the most complete set
obtained by now (with the Structured List method);

3. While the Structured List method was shown to be the most preferred method by
users, the ontology-based method would become the first preferred method.

There are also tools enabling the users to edit the policies:

• PERMIS3 has similar policy editing functionalities as addressed here (e.g., for
personal data protection), however, the tool does not include semantic policies,
there the policies are specified in XML which hinders referencing or reusing
items of already existing ontologies. In addition, the tool is restricted for sce-
narios specific for settings of certain existing platforms (namely, Apache Web
server, Globus Toolkit, Shibboleth, .Net, Python interfaces);

• WebSphere Policy Editor4 is an Eclipse plug-in tool for generating, creating, and
editing cache policies (as in PERMIS, based on XML) for the dynamic cache
service of WebSphere R© Application Server;

• P3PWiz5 is an online commercial tool by Net-Dynamics allowing website own-
ers to design P3P6 compliant policies via graphical interfaces. Mainly pre-
defined selection forms are used, which are tightly compliant to the fixed P3P
specification. Other similar online services are P3PEdit7 and P3PWriter8. IBM’s
P3P Policy Editor9 is also a similar tool which is downloadable as a JAR file.

The policy constructions supported in these tools are restricted to certain domains
and do not allow inclusion of arbitrary ontology-based vocabularies. As new do-
mains and ontologies always appear and evolve in community user-driven systems,
inability to support construction of policies in dynamic semantic environments is a
severe bottleneck of the aforementioned tools.

3 PERMIS: http://sec.cs.kent.ac.uk/permis/
4 WebSphere Policy Editor: http://www.alphaworks.ibm.com/tech/cachepolicyeditor
5 P3PWiz: http://www.p3pwiz.com
6 P3P, the Platform for Privacy Preferences: http://www.w3.org/P3P/
7 P3PEdit: http://p3pedit.com
8 P3PWriter: http://www.p3pwriter.com
9 IBM P3P Policy Editor: http://www.alphaworks.ibm.com/tech/p3peditor
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4 Policy Acquisition Tool

In this section, we describe the implemented tool for a policy acquisition from end
users: its general overview, functionality and user interfaces.

4.1 Tool Overview

The implemented policy acquisition infrastructure is designed as a component for
a community Semantic Web portal, providing policy management facilities to the
community members and managers. The infrastructure is built as a Web-based ap-
plication using JSON technology10 [4] and exploiting Python version of Euler [6]
for manipulating ontology schemata, instance data and policies in a N3 format [1].
A policy is modeled as a rule in a typical form of one or more conditions followed
by one or more conclusions.

The architecture of the community-driven policy acquisition infrastructure is
shown in Figure 1. The policy acquisition tool (PAT) is facilitated by another major
block, the policy engine (PE). A PAT server is a component interacting with the end-
user over a GUI, and the policy engine is a component responsible for the “logical”
side of the system, accomplishing integration of external and internal information,
reasoning and rule production. The PAT server is the active component addressing
the policy engine with requests whenever the user loads a policy, selects the policy
building blocks or saves a policy.

The policy engine (PE) is a stateless request-/response-based server that deals
with any kind of requests expressed in N3 [1]. The policy engine has associated
a Decision Space, a set of files containing N3 triplets as well as rule objects, i.e.,
parsed N3 statements, kept in memory. The files contain persistent semantic data
like ontology definitions, instance data and rules. Volatile semantic data relevant
for the current policy request are added to the N3 objects in memory. The Request
Processor is the part of the PE that extracts data from the request (out of a SIP
message, a http GET/POST message or a SMS) and inserts it into the decision space.
The policy engine may also extract data from a user profile, user context such as
location, or policy data via an additional context interface. The Reasoner, the heart
of PE, is a N3 rule engine that is invoked with the receipt of a request and uses all
semantic data made available in the decision space as reasoning input. The reasoner
is based on the python implementation of Euler (backward-chaining, enhanced with
Euler path detection).

The tool applications comprise usage and population of domain-dependent and
domain-independent ontologies, and service support for the portals’ data and meta-
data. The prototype is using N3 notation due to its simplicity and efficiency in
representation of the rules, and a straightforward integration with other semantic
languages such as RDF/S and OWL. Technically, the rules written in N3 syntax
are compact enough to be effectively executed and managed even on devices with
limited computational and storage capacities, such as mobile phones. The overall

10 JSON: http://www.json.org
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Fig. 1 Policy management infrastructure

size of the ontologies employed in the presented user studies comprised 94 ontol-
ogy items (including classes, properties, instances) for the Eshop case study and 127
items for the Etiquette case study.

4.2 Tool Functionality

Below we list the functions and features of PAT. Currently most of the listed func-
tions and features have been implemented and the others are being implemented.

PAT functions are as follows:

• Viewing a policy/user rule: With PAT, the user can view all the constructed poli-
cies, possibly divided into groups of rules;

• Dynamic user interface generation: The user interface is generated directly from
the ontologies and the instance data that are imported by PAT. The ontologies and
data can be provided by the end user(s) or deduced by the policy engine based
on defined business logic. For example in Table 1, PAT recommends the user to
choose between the objects that are compatible with the subject “Maria”;

• Modifying a policy/user rule: By loading a specific rule from the policy engine’s
decision space, it is possible to modify existing rules, i.e., either rules generated
by the current user or by other users;

• Assisted fill out: User profiles and context ontologies are employed to assist the
user in filling out the policy items when modeling a rule. In the shown experi-
ments here, PAT interface offers only combinable data according to the context
ontologies;

• Deleting a policy/user rule: Alike to modifying a rule, it is also possible to delete
the currently edited rule from the policy engine space. A deletion immediately
effects queries from other clients;
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Fig. 2 Interface for policy acquisition: policy construction

• Saving a policy/user rule: Once the user has successfully finalized a rule, the
rule can be saved directly to the policy engine’s decision space (as a N3 language
notation text file). Figure 3 shows an example of the finalized rule;

• Human readable format rule tagging: Naming a policy or user rule for further
reference and search enables the users to retrieve the rules employing the rules’
human-readable names or tags. All PAT functions (viewing, modifying, deleting
and saving) benefit from this human readable format.

An example of a policy that is valid for an Eshop case study on online shopping
(see Appendix) and is applicable to a hypothetical online customer Maria is “We
might receive information about you from other sources and add it to our account
information“. This policy is being designed in PAT’s user interface in Table 1 and 3,
and its N3-based representation is as follows:

Maria a :Customer.
Eshop a :Eshop.
External_Info_about_Maria a :External_Customer_Info.
Marias_Account_at_Eshop a :Eshop_Customer_Account.
{
Maria :has Marias_Account_at_Eshop.
Eshop :receives External_Info_about_Maria

} => {
External_Info_about_Maria

:is_added_to :Marias_Account_at_Eshop
}
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Fig. 3 Interface for policy acquisition: policy is finalized

As the user in question is already familiar with Eshop and its terms, the selection
of the relevant concepts for the rule in the interface becomes easier for him/her.

5 User Study

In this section, we explain the goals of the user study, and its set up and procedure.
Goals of the user study were as follows:

• To investigate the users’ attitudes towards applying a semantic policy editor;
• To identify usability problems of the evaluated PAT interface and to derive sug-

gestions for its improvement;
• To gain a first evidence about the following theses:

– The editor will contribute to the widespread use of policies on the web and in
mobile environments (e.g., the users use the tool well and think that they will
use it in the future);

– Policy acquisition tools are applicable both to private data management and
business/company settings;

– The editor reduces the costs of policy construction and makes the policy de-
sign accessible to non-professionals;

– The editor is helpful in reducing the mistakes in the process of the rule con-
struction;

– The editor makes the user more aware of policies and encourages the user to
observe, construct and manage them.
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User study setup. The user study contained 10 test persons of different age (between
25 and 35), sex (4 female, 6 male), education and technical experience. To obtain
a MOS (mean opinion score) the subjects were asked to rate the criteria on a five
grade scale (1-fully disagree, 3-undecided, 5-fully agree) with half-grades possible
(e.g., 2.5). The working device was a laptop placed on a table. The test took place
in the HTI (human telecommunication system interface) lab, simulating a home at-
mosphere. A test conductor was observing and taking notes during the test.

User study procedure. The test with each user lasted for up to one hour and
comprised the steps as specified in Table 1. A questionnaire, the log files created au-
tomatically during the test and the filled out observation forms were used to analyze
the user study.

6 Results

In this section we present and discuss the results obtained in the user study. The
first subsection discusses findings derived from the observation of the users while
they were constructing policies. The second subsection summarizes and discusses
the results obtained from questioning the users about the policy acquisition tool.

6.1 Observation-Based Results

In this subsection we present the user study results (obtained via observation of the
users) and a discussion. In particular, we explored how people started and proceeded
with the construction of a policy, to which extent the resulting policies were com-
plete and correct, how much time the user spent on the construction of a policy, how
well the user understood modeling of more complex rules comprising such construc-
tions as multiple conditions and consequences, active vs. passive voice or negation.

All the users without any exception started to model the first policy beginning
with the first graphical condition field (“subject” of the statement), see Figure 2.
Later on, the users discovered that modeling a rule from any graphical slot was pos-
sible: 4 out of 10 users discovered and started using this feature themselves and the
remaining 6 users did the same after an indication from a test conductor. The fea-
ture of constructing the complex rules (the “Add sentence” button) on the interface
drew more attention: 7 out of 10 users noticed it and started to try it out proactively
themselves, and only 3 users ignored the feature until the test conductor drew the
attention to it.

Another interesting observation was that the users were generally inclined to
model at first the consequence of the rule and then the condition(s), which was
contradictory to the modeling suggested by the user interface. Six out of 10 users
started modeling with representing the consequence prior to the condition: as a rule
they modeled the consequence statement in the condition statement, realizing their
misplacement afterwards. Three users demonstrated such behavior persistently, i.e.,
more than once during the test.
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Table 1 Test roadmap

Step Details
1. Introduction to the user study A description of the type of assessment, the opinion scale

and the presentation of the policy editor were given in oral
form before the beginning of the test.

2. Explanation of the Eshop use
case scenario to the user

The first scenario Eshop is detailed in Appendix, Case
Study 1.

3. First scenario: Eshop policy
modeling tasks done by the user

The user was told that he/she was to act as a manager
of an internet shop (Eshop). He/she had to model the on-
line shop’s privacy policies in a policy editor for the cus-
tomers. The customer was named Maria: “Maria regularly
shops online, likes special offers and recommendations,
but wants to keep her personal profile information under
control.” The user was to model 5 policies according to
that case within the policy management environment.

4. Explanation of the Etiquette
use case to the user

The second scenario Etiquette is detailed in Appendix,
Case Study 2.

5. Second scenario: Etiquette
policy modeling tasks done by
the user

Here the user had to implement behaviour rules valid for
different situations. The policies modelled would be incor-
porated in software to help children, foreigners, robots or
automated personal assistants to make choices about their
behaviour. Again 5 tasks for various situations (e.g., tea
party, restaurant) were to be implemented by the user.

6. Overall questionnaire an-
swered by the user

A final questionnaire provides the information about the
attitude of users towards the policy editor.

7. Test completion

In ca. 90% of the cases policies were modeled correctly by the user, i.e., the re-
sulting rule conveyed the same meaning as the one offered to be modeled. Almost
every second “correctly modeled” rule was represented using the same vocabulary
and the same level of precision as implied initially with the given ontology. As-
suming the community-driven rule development and sharing, incomplete rules (e.g.,
lacking certain condition or consequence statements) or rules using alternative vo-
cabularies could achieve the same level as the completely and precisely modeled
rules after being augmented with the context information and ontology mappings
repositories [15]. The ratios for the users’ policy modeling success rates are pre-
sented in Figure 4.

An average amount of time spent on the construction of a policy was 3.5 minutes
(Table 1, 3 and 5). Major delays have been caused by a reasoner taking the time to
upload the matching statements and the recurring need to re-model certain parts of
the rules when they proved to be unfitting. As the users were getting familiar with
the tool, the time spent on a construction of a typical policy approached one minute.
Technically, the spent time can be reduced by a more scalable implementation.
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Fig. 4 Policy modeling success rates obtained in the experiment

Additionally, we observed the users’ reaction on various logical constructions:
(i) rules containing negation statements, (ii) rules containing statements represented
both in active and in passive voices, (iii) rules containing more than one condition
statement, and (iv) rules containing more than one conclusion statement.

For the rules containing negation statements, the test included not appearing vo-
cabulary to express a statement with a negation and the test leader suggested the user
to model the same statement using a positive construction. In this case, 6 out of 10
users modeled the statement positively indicating that the modeled statement is not
the same as the provided statement, while the other 4 users modeled the statement
without indicating the difference.

A mix between active and passive voices in the statement descriptions and mod-
els has been explicitly indicated as an obstacle by 2 users out of 10. Though the
majority of the users (8) did not raise the issue of an active and passive voice mix,
in many cases the users were expecting usage of a certain voice in the statement
model. Occasionally incorrect expectations in the voice matter lead to longer rule
construction times as the users had to re-model the rule parts that are constructed
based on wrong assumptions.

Rules with more than one condition or more than one consequence were modeled
more imprecisely than rules with only one condition or consequence by the user in 5
and 1.5 cases out of 10, accordingly. There, in 3 and 6 cases out of 10, the user still
modeled the rule with only one condition or consequence, though giving a note on
imprecise modeling. Only in 1 and 2.5 cases out of 10, the users implemented such
complex rules logically correctly via finding less trivial tool usages, in particular,
representing the semantic of one rule by modeling two separate rules.
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6.2 Questionnaire-Based Results

The questionnaire consisted of nine questions. Users were asked to answer all the
questions. Under every question they could give a grade from 1-5, where 1 meant
“fully disagree” and 5 meant “fully agree”. Below we present the questions, the feed-
back and the recommendations provided by the test persons verbally. In Figure 5,
the mean scores of the grades for all the questions and all the users are summarized.

Question 1: Was it easy for you to understand the system?
Users liked the minimalistic design (that led to fewer distractions) and that learning
to use the tool is easy. After about 2 accomplished modelled policies, the users were
familiar with the policy editor and could fully concentrate on the more complex
tasks and not the system itself. They rated the easiness of use of the system with a
MOS of 3.6 (standard deviation of 1.15) that is above average. The difficulties in
understanding the system mentioned by users were:

• Active / passive or negatively formulated policies: the policy linguistic descrip-
tion and its ontology vocabulary could mismatch the users’ expectations;

• Distinguishing between “condition” and “consequence” of the policy: the users
attempted to model a consequence in a place of a condition;

• Two users mentioned that editing the rules starting from the consequence is easier;
• Speed: the loading time was too long, what made users impatient to try further

combinations;
• Clarity and visibility: an overview of the selectable conditions and results at each

time was desired.

Recommendations: Keeping a simple and overview giving design; clear and obvi-
ous explanations of entities; clear labeling; improving the speed (e.g., via caching of

Fig. 5 Policy modeling success rates obtained in the experiment



A Semantic Policy Management Environment for End-Users 263

information); specialized and customized policy editors, kept simple with well-
chosen expressions.

Question 2: Was it easy to find/select the right terms to express your ideas?
The obtained MOS was 2.88 (standard deviation of 0.81) for the expressive potential
of the policy editor. Here users again pointed out that they would like to be able to
change all the fields anytime and that they had difficulties in choosing the direction
of implementing (“subject – predicate – object” or “object – predicate – subject”).
Also the negation containing policy and synonym search were confusing.
Recommendations: flexible system, easy to edit and change yet simple; well-chosen
available vocabularies.

Question 3: Was it easy to combine simple sentences in more complex constructions
to express your ideas?
Users found it easy to combine simple sentences in more complex constructions
(MOS=3.67, standard deviation 1.03). The question here appearing is about the log-
ical operation relating to two or more conditions. However, 5 persons left out this
part, needing more explanations and time than they were willing to spend;
Recommendations: anticipate complex structures and define the connections and re-
lations between the options to choose properly.

Question 4: Did the system work in such a way as you expected?
The novelty of policy acquisition tools as a class leads to mostly no exact expec-
tations. One person was expecting to write the policies in words without further
options, whereas another thought of a graphical display. Still in general the imple-
mented system matched the test subjects, resulting in a MOS grade 4.00 (standard
deviation 0.5) for this question.
Recommendations: considering a tree-like design: visualization of conditions and
rules as a graph overview.

Question 5: Do you think that the amount of time you generally have spent on the
construction of a policy is adequate?
The most improvable factor of the policy editor is time consumption. The loading
time on the one hand and users’ thinking time on the other hand are influencing this
aspect, leading to the rating of 2.50 (standard deviation 1.33).
Recommendations: More simplicity and technical optimization are desired here.

Question 6: Can you imagine yourself using the policy editor in the future for man-
aging your personal data?
With a MOS rating of 3.83 (standard deviation 1.01), the users were willing to use
policy editors in future for managing their personal data. After experiencing the sys-
tem 9 users had positive attitudes towards policy editors, one user could not think of
an application. The only concerns were related to privacy, security and transparency
of the tool.
Recommendations: Privacy and security procedure should be declared.

Question 7: Can you imagine using the policy editor professionally or privately for
defining policies to offer services or sell products?
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Here users were very convinced (highest rating of the study: 4.03; standard deviation
0.96) that they would chose to use the policy editor. The difference to the previous
question is that the application did not concern employment of personal data (but
offering a service / selling a product). In addition, the users would like to have
more options to select, simpler (well-constrained) domains and to have a “testing
function” in order to make sure that the modeled policies lead precisely to the result
that the user wants.
Recommendations: testing function; available overview of all implemented rules.

Question 8: Do you think that you would use this or a similar system regularly in
the future?
Again a relatively high MOS grade of 3.9 (standard deviation 0.74) was given. The
users are eager to use policy acquisition tools on a regular basis in the future. They
found the system “helpful”.
Recommendations: topic-related customization.

Question 9: What was your overall impression of the policy editor? What are its
strengths and weaknesses? Please provide us any kind of feedback in a free form.
The overall perception was very positive. Users liked the idea of editing policies,
the user interface and found the usage easy after a short period of learning how
the tool works. Again the problems noted above were pointed out (improveable
speed, difficulties with more complex rule structures, “consequence vs. condition”
modeling, more intuitive vocabularies. An improved PAT is expected to be received
even better.
Recommendations: Improved modelling principles, in particular, based on recom-
mendations from further user tests or placing the system online.

7 Conclusions and Discussion

We see the following value being added by an ontology-based policy management
compared to conventional policy practices:

1. Spreading of policies, freedom in policy distribution and sharing, annotation of
the end users’ data and services, easyness in reading other people’s and organi-
zations’ policies; all this would be difficult without the semantic practices.

2. Reduction of costs for policy construction: existing similar policies may be
available and easy to reuse elsewhere. For example, most of the internet shops
have very similar polices on how to deal with the customer data and they would
not need to redefine all the policies from scratch. One could also advance eGov-
ernment visions by provisioning machine readable laws, e.g., on data protection,

3. Reduction of the mistakes in the user-generated policy modeling as the sys-
tem’s storage, query and reasoning service as well as sharing of policies within
communities act as controllers for policy correctness.

4. Better awareness of the end users about policies, rules and regulation: With
the suggested system the policies are easily retrieved and presented to the users.
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Policy editors emerge as new assistance tools, allowing users to define rules in vari-
ous settings. The user study showed that users came along very well with the policy
modeling tasks, without special preparations or much prior knowledge of the con-
cept. Overall, the test subjects felt consistently very positive about the introduced
policy acquisition tool. In particular, the standard deviation of users’ evaluation on
the overall tool usage (question 1) is 1.15, which shows that the opinions have had
minor differences within the user set. The test subjects were commonly eager to use
similar tools for private as well as professional purposes: question 8 related to this
criterion has the mark higher than the average and the rather low standard deviation
of 0.74. Most of the involved persons appreciated the benefits of the system (in par-
ticular, saved costs, policy management by the end consumer and the reduction of
the modeling mistakes).

The occurred usability issues define requirements for the next versions of the
tool. In particular, the response delay mainly depends on the complexity of requests
regarding vocabulary retrieval and validation, a missing caching mechanism of in-
ference results and the reasoning strategy of the policy engine. The currently rather
generic yet complex request of the PAT server towards the policy engine should be
split in a small and simple set of specific requests to obtain vocabulary and validate
usage. Furthermore, it should be investigated to find the optimal reasoning algo-
rithm for different types of policy requests and scenarios. The user interface could
be simplified by offering different levels of verbosity for editing policies. Distinct
vocabularies or placements of statement slots should be offered for editing condition
and conclusion triplets.

Apart from technical and usability issues, the following more socially-oriented
questions should be investigated in community-driven policy modeling studies:

• How users share personal data, multiple identities, etc. Initial observations can be
drawn from social networking websites (e.g., LinkedIn, Xing, etc.) where users
can select whether they share a specific type of information with other users;

• Specifying, accumulating and storing arbitrary policies could result in a “policy
Wikipedia” provisioning commonsense knowledge rules of what users find right
and appropriate, e.g., “do not drink and drive”. Such community effort would also
have an anthropological effect in enabling observation of which kind of policies
are shared between large communities and which policies are less popular.

• Certain policies vary by countries, cultures and time (e.g., eating any kind of food
using hands could have been acceptable in certain countries in the past, but not
in the present). This adds to additional technical challenges in policy versioning,
matching and comparison.

Finally, we are convinced that policy acquisition from the end users is a highly im-
portant functionality for services offered in user-centered open environments, such
as in the (Semantic) Web or mobile settings. Also we foresee that implementations
of such ontology-based policy acquisition will become essential for any end user-
oriented environment involving policies, such as business and private data manage-
ment tools, ubiquitous environments, eGovernment applications.
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Appendix: Case Study Descriptions

Case Study 1: Eshop
You are a manager of an internet shop (Eshop). You need to model for an Eshop
customer the following privacy policies in a policy editor. The customer’s name is
Maria.

1. Information You Give Us: we store any information you enter on our website or
give us in any other way.

2. You can choose not to provide certain information but then you might not be able
to take advantage of many of our features.

3. Automatic Information: we store certain types of information whenever you in-
teract with us.

4. E-mail Communications: we often receive a confirmation when you open e-mail
from Eshop if your computer supports such capabilities.

5. We also compare our customer list to lists received from other companies in an
effort to avoid sending unnecessary messages to our customers.

Case Study 2: Etiquette
You need to model the following policies related to basic human behavior or eti-
quette in a policy editor. The policies modeled by you would be incorporated in soft-
ware to help children, foreigners, robots or automated personal assistants to make
choices about their behavior.

1. Restaurant. What about Doggy bags? There’s nothing wrong with taking your
leftovers home in a doggy bag, especially since portions are usually more than
any human should eat in a single sitting.

2. Tea Party. Since it is a tea party, it’s okay to eat with fingers.
3. Phone Conversation. While answering a call, do not scream or use a harsh voice.
4. Phone Conversation. In case of a poor connection or when you are abruptly dis-

connected, the individual who originated the call is responsible for calling back
the other party.

5. Phone Conversation. If you want to leave a voice mail message on the phone,
repeat your name and telephone number twice, clearly.

References

1. Berners-Lee, T., Connolly, D., Kagal, L., Scharf, Y., Hendler, J.: N3Logic: A Logic for
the Web. Journal of Theory and Practice of Logic Programming (TPLP) (2007) (Special
Issue on Logic Programming and the Web)



A Semantic Policy Management Environment for End-Users 267

2. Bonatti, P.A., Duma, C., Fuchs, N., Nejdl, W., Olmedilla, D., Peer, J., Shahmehri, N.:
Semantic web policies - a discussion of requirements and research issues. In: Sure, Y.,
Domingue, J. (eds.) ESWC 2006. LNCS, vol. 4011, pp. 712–724. Springer, Heidelberg
(2006)

3. Collins-Sussman, B., Fitzpatrick, B.W., Pilato, C.M.: Version Control with Subversion.
O’Reilly, Sebastopol (2004)

4. Crockford, D.: The application/json Media Type for JavaScript Object Notation (JSON).
RFC 2647 (July 2006)

5. Davies, J., Fensel, D., van Harmelen, F.: Towards the Semantic Web: Ontology-Driven
Knowledge Management. John Wiley & Sons, Chichester (2002)

6. De Roo, J.: Euler proof mechanism (2007), http://www.agfa.com/w3c/euler/
7. Golbeck, J., Parsia, B., Hendler, J.: Trust Networks on the Semantic Web. In: Proceedings

of Cooperative Intelligent Agents 2003, Helsinki, Finland (2003)
8. Karat, C.-M., Karat, J., Brodie, C., Feng, J.: Evaluating Interfaces for Privacy Policy Rule

Authoring. In: Proceedings of the Conference on Human Factors in Computing Systems
(CHI 2006), pp. 83–92 (2006)

9. Kaviani, N., Gasevic, D., Hatala, M., Wagner, G.: Web Rule Languages to Carry Poli-
cies. In: Proceedings of Eighth IEEE International Workshop on Policies for Distributed
Systems and Networks (POLICY 2007), pp. 188–192 (2007)

10. Kuhn, T.: AceRules: Executing Rules in Controlled Natural Language. In: Marchiori,
M., Pan, J.Z., Marie, C.d.S. (eds.) RR 2007. LNCS, vol. 4524, pp. 299–308. Springer,
Heidelberg (2007)

11. Riehle, D. (ed.): Proceedings of the 2005 International Symposium on Wikis (WikiSym
2005), San Diego, California, USA, October 16-18 (2005)

12. Sriharee, N., Senivongse, T., Verma, K., Sheth, A.P.: On Using WS-Policy, Ontology, and
Rule Reasoning to Discover Web Services. In: Aagesen, F.A., Anutariya, C., Wuwongse,
V. (eds.) INTELLCOMM 2004. LNCS, vol. 3283, pp. 246–255. Springer, Heidelberg
(2004)

13. Verma, K., Akkiraju, R., Goodwin, R.: Semantic Matching of Web Service Policies.
In: Proceedings of the Second International Workshop on Semantic and Dynamic Web
Processes (SDWP 2005) (2005)
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User-Driven Semantic Wiki-Based
Business Service Description

Heiko Paoli1, Andreas Schmidt2, and Peter C. Lockemann3

Abstract. A key factor for success of companies operating in a globalized
market environment is a modern SOA-based infrastructure. An essential com-
ponent of a SOA infrastructure is the central service registry. Current stan-
dards for organizing service registries and their implementations are driven
by the technical aspects of the infrastructure. When using such technically
organized service registries, business users often fail to find the needed infor-
mation. With the concepts of Web 2.0 in mind, we present a new approach
to the organization and implementation of the business registries that are
driven by the needs of business users. The paper discusses the problems
of the current technically driven approaches, presents an architecture for a
business user-driven service registry and introduces an implementation of the
architecture using UDDI and Semantic MediaWiki.

1 Introduction

A key factor for the success of companies operating in a global market envi-
ronment is a flexible communication and information infrastructure that can
be quickly and easily adapted to changing needs. Lately, service orientation
has evolved as one of the more promising concepts for providing this flexibility
[4]. Information infrastructures that follow the paradigm of Service-Oriented
Architecture (SOA) allow information processes to be defined conveniently
and with minimal effort as a succession of calls on available services [10, 12].

Judging from the many trade journals, service orientation does not yet
live up to these expectations. We claim as our thesis that the failure is due
to service descriptions that are of little help to the business users. Current
descriptions have been written by service developers and just cover technical
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aspects such as service interface, formal parameters, or supported protocols.
But this is not the world of the business users who initiate and control the
business processes and react to numerous events in them. They need to know
which services are available for which business purpose, how these services
can be connected, which services have to be replaced when a business process
has to be changed or whether new services are needed in order to adapt to
new requirements.

As part of the solution we propose differentiating between different stake-
holders. Designing information processes should be the responsibility of per-
sonnel that understands both, information systems and the business processes
(we refer to them as business analysts). They need to know what the services
have to offer to the business, and they should be able to communicate with
the business users to map their needs to calls on the services. How these ser-
vices have been technically implemented should be of little concern to them.
The implementation of the services, and their connection to information pro-
cesses, is the domain of service developers .

Service registries should address all stakeholders. Current service descrip-
tions, though, concentrate on the service developers. To include the business
aspects in a published service description would be the task of the business
analysts. The objective of this paper is to discuss how the analysts can ef-
fectively be supported to carry out this task. Any solution should keep in
mind that in an environment subject to frequent change, service description
cannot be a one-time affair but rather a continuous and collaborative effort
among business analysts and service developers [25].

Web 2.0 seems to be an appropriate interaction paradigm in which all
stakeholders can be given an active part in service description. This paper
presents a new collaborative and lightweight approach to describing services,
and shows how business users can take an active part in it, so that a service
registry would be able to cover their needs as well.

2 Problem Analysis

As discussed before, service discovery has technical and business (“semantic”)
facets. The technical part of a service description deals with the syntax of
the service interface and is affected by the underlying SOA infrastructure.
The semantic part should reflect the business objectives of the service. We
examine some of the consequences of the two facets.

2.1 Capturing the Semantics of Business Aspects

The technical part of a service description has always been formulated in a
way to make algorithmic processing possible. For the purpose of computer-
assisted service discovery the same should hold for the semantic part.
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Consequently, the business analyst must build a formal model of his or
her conceptualization of the business domain, and relate the services to this
model.

Take the following example. A business analyst has been given the task
to build a new public information portal for flood emergency management.
How will he or she find the already published services that might be useful?
Suppose the analyst searches for a suitable service under the term of “flood
level”. Then he or she will in all likelihood miss a service for retrieving the
current water level of rivers, even though this would be a good candidate for
building the portal. If we had a relation from “flood level” to “water level”
and used it in the discovery process, chances would be much higher that more
of the appropriate services would be found.

We conclude that traditional information retrieval techniques based on
descriptive terms are clearly insufficient and must be augmented by consid-
eration of each term together with its network of somehow related terms.

2.2 Orthogonality of Technical and Business Aspects
of the Service Description

Service implementations are technical artefacts and represent technical ab-
stractions from real-world phenomena. Technical descriptions specify how
they can, and must be used within a computational environment. Conse-
quently, technical descriptions should only concern the service developers.
Likewise, semantic descriptions should solely be of interest to the business
analysts and users. Moreover, being an abstraction the same service imple-
mentation may be applicable in different business situations and, hence, may
have more than one semantic description. Take again the water level service.
It may be viewed, and employed, differently by a flood manager, the manager
of a river shipping company and the manager of a hydropower plant. And
finally, a service may very well have technically been implemented in differ-
ent ways so that it needs different technical descriptions while the semantic
description remains the same.

Consequently, both for technical and application reasons the technical and
business aspects of the service description should be kept separate, something
that has been known in software engineering as separation of concerns1.

2.3 Support of the Dynamic and Collaborative
Process of Service Description

Modern business is not a static affair. Consequently, new services may come
and go, while other services must continuously be adapted or applied to new
1 Progr. for Separation of Concerns,
http://www.dmi.unict.it/~tramonta/PSC07/

http://www.dmi.unict.it/~tramonta/PSC07/
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business cases. Continuous change to the business descriptions in the registry
is, therefore, a constant challenge for which classical, waterfall-model like
approaches that start with business process analysis and end with formal
approval, with numerous coordination meetings in between, are ill-suited. In
today’s interlinked world the flexibility of SOA should be complemented by a
more flexible approach where the organization of the business registry should
be turned into a collaborative and continuous task along the lines of, say, the
Web 2.0 concept.

2.4 Conclusion and Requirements

As we have seen in the problem analysis, a business-oriented service registry
should meet three main requirements:

R1 Capture the semantics of business aspects to make services more
accessible to business users

R2 Keep technical and business aspects of the service description
separate for optimal support of the different user groups

R3 Support the collaborative and dynamic evolution of the service
description to accommodate changing needs

3 UDDI as a Foundation

UDDI is practically the only standard for advertising services by service reg-
istries. The ambitious goal of UDDI was to establish a world-wide service
registry to create a world-wide market of services and enable small and un-
known companies anywhere in the world to offer their innovative services to
customers on the other side of the globe. Therefore we should try to stay
with UDDI as the basis of our registry unless UDDI completely fails to ac-
commodate the requirements R1 through R3.

Figure 1 gives a condensed overview of UDDI. Central to UDDI is the
UDDI registry. The registry points to the service description (WSDL) and
the service itself. The description of a published service provided by WSDL
should enable the service consumer to use the service via the underlying
technical infrastructure. This description is therefore related to the technical
interface of the service, describing syntactically its operations, formal param-
eters, message types, and supported protocols.

UDDI indeed provides a mechanism for augmenting the service description
by metadata, although the mechanism seems fairly cumbersome for business
analysts and users. The metadata take the form of name/value pairs that
are stored in the technical Model (tModel) of UDDI. The name part of the
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Fig. 1 Implementation and usage of a SOA with UDDI (Source [23])

tModel represents the namespace of any data structure which is to be used
to characterize the service, whereas the value part is a unique pointer to the
referenced data structure. The idea behind this approach is to categorize the
registered services by standardized and uniformly known global category sys-
tems, such as the North American Industry Classification System (NAICS).
The category system has been criticized as insufficient and the UDDI data
model as very limited [20]. Indeed it seems far from satisfying requirement
R1 because the category system is much too coarse to describe the services,
and also too large for a user to become familiar with and to select the terms
appropriate for a given situation. In addition the effort in manpower and time
is inordinate to continuously develop huge and global category systems [28].
To conclude, the current UDDI concept seems little supportive of business
semantics.

The concept of tModel seems to go some way towards requirement R2,
though. And indeed, UDDI supports several user roles. The top left-hand
corner of Figure 1 shows three user groups of the service registry: developers,
business analysts and administrators. Administrators deal mainly with the
technical management of the registry and the published services, and provide
technical support for the other user groups but do not create or employ new
services themselves. However, the two other groups, developers and business
analysts, match two of our own stakeholders. But as far as service description
is concerned, all user groups are treated alike: There is just one common
description method.
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Requirement R3 is not addressed by the concept of UDDI at all. UDDI
does not care whether the global category systems remain the same or not.
Therefore, the process of standardization of category systems is outside the
scope of UDDI. Similarly, if a service or its application is changed, it is left
to the publisher whether and how to adjust the service description. UDDI
does not foresee any explicit support.

To summarize, UDDI as a concept seems well organized to support re-
quirements R1 and R2. It offers no direct support for R3, but nor does it
place obstacles in the way. On closer examination, though, even the support
of R1 and R2 with the tModel as the only mechanism seems rather poor.

4 Related Work

4.1 Business Semantics (R1)

In [24] WSDL is the industry standard for describing Web services while
UDDI is the industry standard for advertising them. The authors pursue the
general objective of automated discovery of Web services taking semantics
into account. They propose that a DAML+OIL ontology be used to annotate
WSDL message parts in order to add the necessary semantics to the Web
service description. WSDL itself is extended by new markup tags which allow
to attach the semantic description in the form of the preconditions and effects
of a Web service. By the time a service is published to UDDI, the extended
WSDL description is mapped to the tModel where it becomes accessible to the
discovery process. Sivashanmugam et al. also develop a three-phase algorithm
for the discovery process. At the start of a process a template is generated
into which the service requirements are entered. In the first phase services are
matched by functionality (service operations) and then the result is ranked
in the following phases on the basis of semantic similarity of input/output
parameters and preconditions/effects.

The work seems to go a long way towards R1. We note, though, that
requirement R2 is poorly met: The semantics are entirely embedded in WSDL
and thus cannot be separated from the technical description. Further, the
semantics are expressed in notations unnatural to the business user.

A bit earlier, Paolucci et al. took a similar approach [21]. They present in
greater detail an algorithm for matching service requests to advertised services
based on semantic descriptions in the form of ontologies. From the point of
view of R2 their approach seems somewhat more advanced, since the DAML-S
semantics are kept on a semantic layer. By the time a service is advertised, a
DAML-S/UDDI translator constructs a standard UDDI description and stores
it in the UDDI data model while the semantics for the matching algorithm is
sent to a DAML-S matching engine and stored there with a reference to the
constructed UDDI description. In the discovery process the stored semantics
in the DAML-S matching engine is used while the DAML-S/UDDI translator
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provides the dependent UDDI descriptions. Unfortunately, no application ex-
perience is discussed, but it seems doubtful that business users would feel
comfortable with the semantic description or would consider the approach
transparent enough to evaluate the outcome of their search.

Even earlier, McIlraith et al. already employed the DAML family for se-
mantic markup of Web Services [18]. Their objective was different, though:
They wished to automate the discovery, execution, composition, and inter-
operation of Web services for the use in multiple agent systems. With the
help of ConGolog - a programming language for robot systems - it should
be possible to write generic procedures, e.g., a generic procedure to plan a
business travel, without knowing which services are currently available and
how they should be invoked to execute the procedures. If an agent wants to
use a generic procedure, appropriate services are discovered, composed and
executed automatically. Again, the discovery process is supported by ontolo-
gies. Since everything is automated the use of a common method for technical
and semantic aspects is a requisite rather than an obstacle.

4.2 Separation of Aspects (R2)

The discussion in the previous section shows that separation of concerns is
on everyone’s mind but seems poorly executed from a business application
point of view. Separation of concerns is a widely held philosophy in software
engineering, but there the technical aspects predominate, and the experts
involved are technical people. Still one may learn from the general model by
Bergmans et al. for composing systems from multiple concerns [1]. The au-
thors introduce a number of requirements for design-level composability, and
define a category of composability problems that are inherent for given com-
position models. One result are criteria when separation of concerns should be
applied to reduce the complexity of software by composing independent com-
ponents, and when it should be avoided because of composition anomalies.
We conclude that our approach does not fall into the category of composition
anomalies so that requirement R2 is indeed justified.

4.3 Collaborative Service Description (R3)

Collaborative work in general, and collaborative authoring in special, is noth-
ing new. However, since we wish to make use of standards – such as UDDI –
we need to employ standards for the collaboration as well. Such a standard
is MediaWiki where categories can be assigned to articles in order to support
searching and navigating through its content. Krötzsch et al. extend this con-
cept to links between articles so that they become machine-processable [17].
Links between articles can be viewed as named relations, and articles can
have named attributes. Both can be used for navigation and searching by an
embedded query language. The language can also be used to create dynamic
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articles, e.g., to have an article in which all services related to “water level”
are listed. This article is automatically updated when a new article about
such a service is created or when an already published article is deleted.

[17] seems to confirm that a Semantic MediaWiki is ideal as a frontend
for business analysts because it is easy to use, allows adaptation to dynamic
changes in a collaborative way and, moreover, is a suitable framework for
the semantic needs of R1. Besides adjusting service descriptions, one mainly
collaborative task is the continued development of the ontologies. [27] reports
on the engineering of lightweight ontologies by using tagging mechanisms. The
idea behind this approach is that interesting information is shared within a
community, which is then tagged by the latter to categorize it. Concepts of
a lightweight ontology can then be derived from the used tags. The ontology
is constructed and changed in a collaborative and Web 2.0-like way.

5 A Comprehensive Approach to Business Service
Description

5.1 Basic Architecture and Workflow

We start with requirement R3. Similar to the suggestion in Section 4.3 we
make use of Web 2.0. More specifically, we take a Semantic MediaWiki-based
approach to the collaborative development of the business registry. To meet
requirement R2 we decide to stay with UDDI for the technical registry and to
add the Wiki solution as a front end to UDDI. Finally, to satisfy requirement
R1 we follow the approach of Section 4.1 and employ ontologies to capture
the network of related terms. In particular, our aim is a lightweight ontology
that can be easily handled by business experts without extensive training in
ontology engineering. In contrast to the approach of Section 4.1 we do not
extend the UDDI data model but rather use the light-weight ontology with
the Semantic MediaWiki. Contents of the UDDI Registry are dynamically
rendered by an extension of the Semantic MediaWiki. We refer to our solution
as an Extended Semantic MediaWiki .

Figure 2 shows the system architecture. It consists of four main compo-
nents: a UDDI-based technical registry, a Semantic MediaWiki-based busi-
ness registry, an ontology server and an ontology engineering component.
The figure also indicates the basic workflow within the architecture. A soft-
ware developer as a service publisher can use any UDDI-compatible client to
publish a new service into the registry, which may also include a technical
description like a WSDL file in the case of a Web service. In addition to the
technical description, the software developer may add some keywords based
on the ontology in order to roughly categorize the business use of the Web
service. The content of the UDDI Registry is dynamically embedded into
the content of the Semantic MediaWiki, which forms the business-oriented
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Fig. 2 System Architecture: Combining UDDI with a Semantic MediaWiki

registry. The keywords chosen by the software developer are used as an ini-
tial categorization for the service. From now on business users can search or
navigate along the contents of the Semantic MediaWiki, add additional infor-
mation to the dynamically generated pages, or create new pages. A Semantic
MediaWiki is chosen to make the contents of the business registry machine
understandable and to add implicit facts with the help of an ontology server.
The ontology engineering component allows the business users to adapt the
used business ontology to their needs in a lightweight and collaborative way.

We will discuss in more detail the steps that have been numbered in
Figure 2.

5.2 Ontology

We observe from Figure 2 the central role of the ontology. Hence, we give a
very brief outline. The left-hand side of Figure 3 gives an example of the orga-
nization of our ontology. The top level part provides the domain-independent
concepts such as the terms Concept, Business Object and Service. These are
refined to a network of concepts of the business domain of which Figure 3
just shows three examples, the terms water, water level and water gage
information.
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Fig. 3 Organization and presentation of the business registry together with dy-
namically embedded UDDI entries and implicit facts

In a collaborative environment the presentation of ontologies for effective
and efficient use by the business analysts is particularly important. Presen-
tation of the business registry is in the form of Wiki pages, with relations
between concepts mapped to semantic links supported by the Semantic Me-
diaWiki (right-hand side of Figure 3). In the example, water is a top level
(business) concept while water gage is a business object concept, and water
gage information is of type service and stands for a published and reusable
service in the SOA infrastructure which will return a water gage.

We use OWL-Lite as the ontology description language. Currently we use
KAON2 as a reasoner, but any other compatible reasoner should also be pos-
sible [19]. To make the ontology both persistent and generally available it is
stored in a relational database from where it can be retrieved by the Seman-
tic MediaWiki, the ontology server, the ontology engineering component, and
the UDDI registry.

5.3 Annotation of Wiki Pages

A service such as water gage information is initially entered into the system
by its developer. He or she publishes it to the UDDI registry together with
a technical WSDL description, and is encouraged to augment it by intuitive
keywords found in the ontology. Together with the publication a Wiki page
is generated for the service, and automatically annotated with the aforemen-
tioned keywords as well as semantic links that are obtained from the relations
of the general UDDI data model. The “Business Entity” element of the UDDI
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data model denotes the business analyst who is responsible for the business
description so that the analyst may now be notified of the new service.

Business analysts can create new Wiki pages or modify existing ones (in-
cluding generated Wiki pages) for the purpose of adding further annotations.
The annotation of Wiki pages can be carried out by means of such Semantic
MediaWiki features as semantic links, semantic attributes, and inline queries
(to embed dynamic content). Many annotations can be obtained from the on-
tology by navigating through it and extracting further facts, or by using the
reasoner to derive implicit facts or some of the semantic links. For example,
on the left-hand side of Figure 3 the solid arrows represent relations that are
explicitly available from the ontology (hasType, belongsTo, provides), while
the dashed arrows represent relations that are implicitly available because of
reasoning through the ontology server.

Not only does our approach satisfy requirements R2 and R3, but it clearly
does so with great benefit to the two stakeholders of business analyst and ser-
vice developer. A business analyst can concentrate on the business description
and freely organize and annotate the Wiki pages. For example he or she may
express the business context of a service, e.g., business use cases, business value
etc. The business description is limited neither by the (technical) data model
of UDDI nor the facilities of WSDL (that would allow us to describe a service
only along its technical interface, e.g., operations, input, output parameters).
On the other hand the UDDI registry remains compatible to current SOA im-
plementations and allows developers to use their favorite UDDI tool to publish
the technical description of newly implemented services.

5.4 Service Discovery

Other than in Section 4.1 we do not foresee automatic service discovery.
Rather both the business analyst and the business user discover appropriate
services by navigating through the ontology. This explains the emphasis we
give to the presentation via Wiki pages. Take again the right-hand side of
Figure 3. Note that much of the page contents for all terms is automatically
generated. In particular, business object pages list all relevant services. For
example, for an overview page on water level all water gage services are
listed. If a new service is published which also returns a water gage, it will be
automatically listed on the water level page without any additional manual
intervention.

Consequently, our approach satisfies requirement R1 as well. The proposed
organization of the business registry and the use of an ontology which is well
known to the business analysts provides a familiar and easy-to-use environ-
ment for them. The business registry supports navigation along business ob-
jects for discovering needed services. The use of an ontology server together
with the domain ontology enables a business-oriented search, e.g., a search
for all services which provide a water level. The use of dynamic Wiki-Pages
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makes it possible for business analysts to build well adapted Single Points
of Information for business users. In this context, a Single Point of Informa-
tion means, that one dynamic Wiki-Page can contain many semantic queries
related to a specific business process. Therefore all of the information nec-
essary for fulfilling this business process can be collected automatically and
presented via the same Wiki-Page.

5.5 Lightweight Ontology Engineering

In the dynamic business environment that we postulated in Section 2.3 the
ontology itself is bound to frequently change as well. Rather than entrusting
a central authority with modifying the ontology we rely on the combined and
distributed competency of all business analysts, and perhaps even users. Ac-
cordingly, we let the ontology evolve in collaboration of the business experts
whenever one sees the need. Since we cannot expect the analysts to be ex-
perts in building ontologies, the engineering of the ontology should be made
as simple as possible.

We ease the task in two ways. For one the ontology is visualized as a graph,
and all modifications can be easily done by dragging and dropping the nodes
of the visual presentation rather than in some formal language. Second, the
range of possible modifications is restricted (hence the name “lightweight
engineering”). It is possible to create alternative labels for a concept and
choose a preferred label for it. Concepts can only be connected via broader-
narrower and related relations. By using Wiki pages all modifications to the
ontology are immediately seen by all other business analysts.

6 Implementation

Figure 4 shows our implementation of the service registry. It consists of a
central relational database, which holds the UDDI entries, the Semantic Me-
diaWiki pages and the ontology. On top of the relational database we have a
J2EE application server and an HTTP server with PHP support. The J2EE
application server represents the technical UDDI-compatible registry, which
is realized through three components: a UDDI framework to support the
UDDI API (which enables technical descriptions), a SOAP Engine to sup-
port the UDDI protocol, and a UDDI browser to view the contents of the
UDDI registry and publish new services. Our implementation is fully com-
patible to standard UDDI that explicitly allows publishers to use their own
UDDI browser if they wish to (shown as the UDDI browser component at
the bottom of Figure 4). The HTTP Server with PHP support represents the
business-oriented registry realized through an extended Semantic MediaWiki
component - the extension is necessary to support the automatic genera-
tion of content from the UDDI registry. For ontology engineering we use the
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Fig. 4 Implementation of the service registry

existing tool SOBOLEO, a Web-based implementation of a Simple Knowl-
edge Organisation System [27].

7 Experiences and Conclusions

The work presented in this paper has its origin in a project that was financed
by the Ministry of Environment of Baden-Wuerttemberg. The environmental
administration of Baden-Wuerttemberg has a long experience with environ-
mental information systems in service oriented architectures. At the moment
a redesign to a modern SOA-based infrastructure is planned by the State Insti-
tute for Environment, Measurements and Nature Conservation on behalf of the
Ministry of Environment. The main objective is to provide all relevant parts
of the system as services by a registry, and it should be possible to add a wide
though unknown range of the services in the future. The system should be ca-
pable of handling hundreds of business users and service developers. To avoid
duplicate work and to make all published services transparent to all business
users a business oriented service registry seemed essential. The initial ontology
we have used is based on an already existing and widely used taxonomy devel-
oped for the environmental information system of Baden-Wuerttemberg. The
technical infrastructure as described above was developed in close communi-
cation with more than 10 representatives of business analysts and 5 represen-
tatives of developers, and was rolled out for a first testing period in April of
2007. First feedback by users sounds encouraging.

The thesis underlying our work is that service orientation will become
widespread only if services can be discovered and employed with ease not
just by service developers but also by business analysts. We have translated
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the needs to three requirements, the separation of technical and semantic
descriptions, natural use of the semantic descriptions by business people,
and a collaborative approach to dealing with the business dynamics. First
experiences seem to support our thesis for the narrow scope of environmental
information systems. What is definitely needed are more systematic and wider
ranging empirical studies before we can be sure that our approach is an
important step in overcoming the still existing doubts on the effectiveness of
service-oriented architectures.
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Facilitating Knowledge Management in
Pervasive Health Care Systems

Bo Hu, Srinandan Dasmahapatra, Paul Lewis, David Dupplaw, and Nigel Shadbolt

Abstract. Realising the vision of pervasive health care will generate new challenges
for knowledge management and data integration. Such challenges are fundamentally
different from issues and problems that we face in centralised approaches as well as
non-clinical scenarios. In this paper, we reflect upon our experiences in the MIAKT

project wherein a prototype system was developed to support data integration and
decision making in the breast cancer domain. While the decision making needs to
rely on different clinical expertise, the MIAKT system leveraged a system ontology
to glue together distributed services. Situating the MIAKT system in a highly per-
vasive environment reveals the inefficiency of global vocabularies via domain on-
tologies and the inappropriateness of “static” system ontologies with assigned sys-
tem configuration instances. We examine the capability of a process calculus based
language, Lightweight Coordination Calculus (LCC), in meeting knowledge man-
agement challenges in pervasive health care. The key difference in approach lies in
making the representational abstraction reflect the relative autonomy of the various
clinical specialisms (eg., mammography or histopathology) involved in contribut-
ing to patient management. The bringing together of diverse forms of information
necessary for the collective medical assessment is managed by tracking the mes-
sage passing protocols undertaken by medical personnel. The scope within LCC of
accommodating boolean-valued constraints allows for flexible integration of hetero-
geneous sources in multiple formats, which are characteristic features of a pervasive
healthcare environment.

1 Introduction

“The most profound technologies are those that disappear. They weave themselves
into the fabric of everyday life until they are indistinguishable from it”. This is Mark
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Weiser’s vision [19] of how technologies might eventually blend in with our sur-
roundings. Projecting this vision on to health care gives a picture wherein “smart”
software agents would act on behalf of human specialists in collecting/monitoring
critical life support data, extracting information from the data, jigsawing informa-
tion/data together, and eventually enabling decisions and actions to be taken on the
outcome of such processes. One of the most far-reaching consequences of such a vi-
sion is the emergence of a different paradigm of patient care. Currently, a person ex-
periencing a perceptible ailment invokes the “patient-seeing-doctor” pattern, where
a doctor is often an array of specialists. Instead, the new health care paradigm em-
phasises a degree of continuous medical surveillance, with key decisions for medical
follow-ups requiring automated processing, and in a decentralised manner.

One of the fundamental questions concerning pervasive health care is how to trig-
ger, choreograph and respond to distributed data/information resources [20]. More-
over, with the dispersal of sites of information gathering and exchange, the trace-
ability of decisions and outcomes needs to be maintained for reasons of review,
updates of protocols in the interest of improving health care provision, and for other
reasons such as insurance claims. Knowledge management schemes in health care
settings concentrate on the tasks of creating, discovering, preserving, delivering and
exploiting the knowledge assets [12, 17]. In pervasive settings, maintaining traces
of evolution of knowledge makes the passage of data, particularly those that impinge
on decision making, be of vital importance. For instance, decisions about (say) in-
creases in blood sugar levels may be drawn from information about time of day
(in the context of habitual mealtimes, for instance) and forwarded to relevant med-
ical centres where an information triage may be conducted. This simple example
suggests that the “anywhere and anytime” nature of the requirement of appropriate
information availability poses serious challenges for knowledge engineering.

What we report in this paper is built upon the experience and lessons of the
MIAKT project that successfully developed a knowledge management framework
for breast cancer screening program [3]. Using MIAKT as a stepping-stone, we in-
vestigate solutions to knowledge management issues, either general to all applica-
tions targeting the pervasive environment or specific to the health care domain. The
modus operandi of the proposed solution is to view knowledge management in per-
vasive health care through the apparatus of interactions/conversations and examine
the problem from both a behavioural and an epistemological perspective. We devise
a mechanism for integration and sharing what dynamically emerges from interac-
tions among different parties involved in providing health care services. This follows
naturally from the domain requirements of recording and processing key knowledge
as well as the procedures that are invoked to provide the relevant knowledge, all un-
der the constraints of clinical guidelines and ethical concerns.

This paper is structured as follows: in Section 2 we present health care as the
motivating application wherein two approaches, a system ontology-based one and
an interaction-based one, are examined. Specific requirements set by the health
care domain are also addressed. Section 3 reviews the MIAKT system architecture
and discusses why it is not suitable for supporting pervasive health care. Section 4
presents the interaction driven knowledge management and explains, by the means
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of examples, the vantage of this interaction/conversation-powered framework. Sec-
tion 5 concludes the paper and lays down possible future research directions.

2 Why Pervasive Health Care Is Different?

Thus far, knowledge in health care, to some extent, remains a “cottage industry” with
largely tacit knowledge only explicit to isolated specialists, organisations and pro-
fessional guilds. Although the necessity of collaboration has been recognised, there
is little systematic knowledge sharing of clinical intervention outcomes. This is par-
tially due to the lack of proper technologies and partially because of the division of
clinical labour. Health care data is diverse in format, massive in size, and inconsistent
in quality. While exposing data can be easily accommodated with the current capabil-
ity (e.g. the Information Retrieval technologies [21], the database technologies [7],
the standardised Resource Description Framework (RDF) [9], etc.), knowledge learnt
therefrom is less “transplantable”—the process of acquiring knowledge is difficult
to be standardised and prescribed. With the flux of data from heterogeneous sources,
many assumptions enjoyed by conventional knowledge management becomes less
applicable. Such assumptions include a centralised data repository and a globally
accepted knowledge model which, although not perfect, provides a placeholder to
rendezvous point upon which heterogeneous information/data can be projected. In-
stead, the diversity in clinical domain knowledge makes isolated knowledge islands
dominant. Such an archipelagian landscape inevitably increases the cost of health
care and decreases the quality of health care services. The situation is exacerbated in
the pervasive health care scenario when full access to the entire domain knowledge
is replaced with fragmented views that are limited by different privileges granted to
the users, different usage of the data, and different hardware capacity.

An important consideration with respect to the new type of knowledge man-
agement is the distributed nature of not only the data but also the users access-
ing the data. With the advance of modern transportation, communication, and
tele-medicine, patients are not longer restricted by physical and geographical con-
straints. In the situation of comorbidity (e.g. heart disease, AIDS, cancer, diabetes,
or mental health), it is not a surprise to find that a patient is examined in one hospi-
tal; his/her case is reviewed by clinicians from another hospital; and he/she is treated
in a third hospital by yet another group of clinicians due to speciality and availabil-
ity. Data about a particular patient might be held by different departments within
one hospital, from different hospitals and/or even from hospitals located in different
countries. Data requests might come from members of a dedicated team logging in
from their office or home, auditing committee, interns requiring information for ed-
ucational purposes, and patients themselves all with different access privilege and
access capabilities. Differences in work idioms in different situations evidently has
the potential to significantly impinge on the quality of services that one is offered.
Apart from the wide spread in geographic regions and a diverse landscape of users,
the heterogeneity of clinical data is also demonstrated in the different levels of gran-
ularity of domain knowledge, different nomenclatures used in sub clinical domains,
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different protocols followed, different levels of details passed on in the form of
medical records, and different standards reinforced by industrial manufacturers. In
such an environment, knowledge which is a prime capital can only be based upon
distributed and heterogeneous data/information sources and needs to be processed
automatically in streaming mode. Users, therefore, need to locate the correct data
providers, retrieve the most appropriate parts of the exposed data and glue together
all the bits and pieces of information to make sensible conclusions. In the mean-
time, we need to observe the data integrity and obey regulations on data privacy and
ethics. These constraints suggest that exploitation of the data should not be directly
tied to the data itself but rather through dedicated “knowledgeable” services.

We emphasise the “knowledgeable” aspect of these services due to the fact that
they provide added values besides the mere exposure of the encapsulated data,
avoiding inter- and intra- individual variation when interpreting data, and thus knock
down the entry threshold of potential data providers. We would argue that there
is a clear distinction between data/information and knowledge drawn therefrom.
In many applications, knowledge management is oversimplified or misinterpreted
as information and/or data management. Although we appreciate the importance
of organising and exposing data, we would like to argue that data/information
does not equal knowledge which, though based on the (explicitly observable)
data/information, benefits from procedural and conceptual transformations and re-
alignment of the data and the theoretical frameworks of domain experts that are
called upon in the application of knowledge in appropriate settings, clinical or
otherwise [2, 5, 18]. We contend that the management of data/information con-
cerns mainly on observation, storage and retrieval while the management of knowl-
edge focuses more on interpretation, reuse, sharing, and revision. This distinction
can help to ensure that the word “knowledge” is not abused and the exchange of
data/information is not misinterpreted as the exchange of knowledge where the lat-
ter task is mainly conducted via a series of negotiation/conversation. That is to say
that unlike facts and information procured through observation, knowledge is ought
to stem from interaction with the physical world and other individuals and the ex-
change of knowledge can only be done by exchanging messages conveying what
we observe with respect to our surroundings. A concrete incarnation of knowledge
is, therefore, established and validated from such messages via revision, updates
and transformation of the contents of a prior knowledge base. Following the same
path, we believe that knowledge management is better situated when being viewed
through the lens of interaction.

With the distinction between knowledge and data in mind, we reveal yet another
prerequisite of knowledge management targeted at pervasive health care. Tradition-
ally, knowledge management concentrates more on dealing with “what is”, i.e. the
“static” snapshot of “what” the things are, and pays less attention to the transitions
among different descriptive stages in the network of the domain of discourse. Medi-
cal ontologies/vocabularies are the direct outcomes of such a static view [13]. Giving
a generic definition/specification of what is in the domain of discourse is of course
important, but the significance of capturing the links that intermesh isolated infor-
mation islands into operable and reproducible knowledge at a large scale often gets
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overlooked in the actual solutions provided by tools. The relational aspects become
more evident from the context-dependent nature of knowledge. In many cases, infor-
mation extracted from the same data might lead to different knowledge when exam-
ined in different conversational contexts. For instance, body temperatures taken in
the morning or within a certain period of the administration of febrifuge yield a to-
tally different result from those taken in the evening or outside the time window that
the medicine takes effect. The requirement of discerning contexts wherein knowl-
edge is obtained and interpreted initiates a progress from the question “What is X?”
to “How did I come to know X?” to “How can I share my experience on acquiring
X?” That is to say that when managing knowledge in clinical domain, one shares
also the reasoning procedures wherewith the knowledge is procured. In pervasive
setting where (for example) knowledge islands might locate at different geographic
regions, each participating individual needs to handle a continuous stream of mon-
itoring data based on which its local interpretations are made. Hence, knowing the
context wherein the data is to be parsed and interpreted becomes even more of a
pressing issue.

3 The MIAKT Project and MIAKT System

The phenomena of calling upon a non-conventional knowledge management in per-
vasive health care is evident in the MIAKT project which will be used as the exam-
ple application in this paper. The MIAKT project aims to support multidisciplinary
meetings (MDM) for the diagnosis and management of breast cancers. MDMs in-
clude specialists from different clinical backgrounds who come together to make a
diagnosis of the patient’s disease based on data that have been gathered and anal-
ysed. This data may include images from a variety of imaging modalities, such
as X-ray mammograms, Magnetic Resonance Imaging scans, ultrasound scans and
histopathological slides cut from biopsies taken from the suspect areas. The data will
also include information about the patient obtained from different sources, such as
previous examinations and outcomes, medication allergy records, and family history
of specific diseases.

Given the diverse nature of the expertise and the working practices within each
sub-discipline expert involved, the complexity of the task of patient management in
the face of potentially ambiguous data makes for multiple possible paths through the
space of actions that representative agents can take. If a formulation can allow for
the creation of multiple paths triggered by the requirements that are suggested by the
information at hand, which is translated into messages passed to update the relevant
information available to agents, then this could serve as a prototypical scenario for
the pervasive world, solutions to which thus can be reused and adapted in similar
applications.

Reviewing MIAKT in this light brings opportunities and challenges. The design
philosophy of MIAKT system is grounded in the MIAKT architecture (as shown in
Figure 1) developed primarily to allow the integration of various knowledge-based
tools, that are published as services, into a knowledge management system [4].
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Fig. 1 MIAKT services

Exposing services instead of data has the advantage of allowing partners within
the MIAKT project to retain control over their data while having their services and
fragmented knowledge merged into a single knowledge management system.

Tacit knowledge underpinning MIAKT services is captured in a domain ontology
and a system ontology. Different knowledge services are projected upon a common
conceptualisation, the MIAKT domain ontology (BCIO) [8]. BCIO acts as a refer-
ence point. It provides handles for the relevant information concerning a particular
case on different aspects and at different granularity levels. This allows a specialist
to concentrate on the fragments that he/she is really familiar with and makes avail-
able his/her evidence, conclusions and the basis of the judgement to the users of
other modules [8]. However, knowledge possessed by one service can only achieve
its modularly accessible vision if backed up by a communication mechanism with
which integration with other fragments is facilitated.

As an effort towards defining this mechanism, we developed the MIAKT Sys-
tem Ontology (MISO) that organises the different services and regulates data trans-
fers within the system. Users can invoke the available distributed services anno-
tated based on their exposed functionality. MIAKT utilises MISO to facilitate the
exchange of information among different services. Analogous to other communi-
cation protocols, MISO specifies the format of messages passing from one service
to another, the message initiators and recipients, the mechanism to parse and under-
stand the contents of the messages, and the structure of the replies. Defining how the
various services should work together is, however, beyond the capacity of MISO, a
system ontology which is inherently static. In MIAKT, such dynamic information is
scripted in a predefined, deterministic manner with descriptors drawn from MISO.
Although fully compliant with the working procedure of a UK MDM, it fails to pro-
vide a mechanism to ensure this working procedure is correctly followed—such a
task is unloaded to human users with “quality assurance” being laid in the hands of
good will.

We contend that the service oriented architecture illustrated in Figure 1 is likely
to be a typical one that is currently used to facilitate the needs of distributed health



Facilitating Knowledge Management in Pervasive Health Care Systems 291

care applications. Such applications are characterised by a centralised, universal do-
main ontology (e.g. BCIO) and system ontology (e.g. MISO), a centralised task
registry, an ad hoc, fixed task invocation script with centralised control mechanism,
and a predefined list of available services. We, by no means, deny the usability and
applicability of such an architecture; we would like to argue that the above architec-
ture, although served well in the MIAKT scenario, cannot service the needs of the
pervasive health care scenario envisaged and described in the introduction. It does
not formalise how the data should be transferred and how a mutual understanding
is established that underpin pair-wise communication. Such weaknesses make the
MISO less favourite in domains wherein a major concern is not only what can be
exchanged but also on how things should be passed and how the messages are un-
derstood by the recipients. Such behavioural and epistemological aspects are of par-
ticular importance in channeling the flow of messages. We, therefore, need a means
to capture both the static aspect and the dynamic aspect of the domain knowledge.
In the next section, we will retell the MIAKT story in light of process calculi.

4 From MISO to Interaction Model

The MIAKT prototype provides us an ideal platform to investigate the impacts
and implications of applying semantic-rich technologies to knowledge manage-
ment with respect to a truly distributed/pervasive health care system. By truly dis-
tributed/pervasive, we mean a framework avoiding centralised repositories and thus
a centralised view, concrete or virtual is not endorsed. In practice, a centralised
repository is credit for its effectiveness, security, and manageability. This is true as
long as patients do not go beyond the catchment area of a hospital. Centralised so-
lution becomes less attractive when one is injured while visiting another region or
another country; when one needs daily care while on holiday in a retreat cabin; and
when specialists are summoned up from different areas in a teleconference to dis-
cuss a rare case. Such examples all share the same characteristic of decentralisation.
As illustrated in Figure 2, in a fully pervasive environment, we observe the relative
independence of each participating agent or intelligent device.

We shall lay out the various domains of expertise that are called upon to pro-
cess evidence and build up a clinically appropriate representation of a patient based
on very different views. We accommodate the diversity and heterogeneity while
systematically enable the choreography of individual information resources so as
to combine their knowledge of a particular patient or a particular disease. While
the conceptual tokens within each specialism needs to be indexed for completeness
against specific sub-domain ontologies, we leave out the detailed capture of local up-
dates of informational states that reference the conceptual tokens. Instead we take a
behavioural outlook where the supporting software infrastructure gains meaning not
(intensionally) via local state changes, but instead by keeping track (extensionally)
of the messages and resources that were exchanged and consumed in order for the
system to function as required.
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Fig. 2 Pervasive health care architecture

This shift of emphasis immediately suggests to us to take a process oriented view
for system design and analysis. The formalism we use in the application is based
on the Lightweight Coordination Calculus, LCC [14] which is a logic programming
language based on the low-level specification of message passing and local state
changes, something akin to CCS or π-calculus[11, 16]. As discussed in Section 2 a
system supporting health care provided by multi-disciplinary teams requires deal-
ing with groups of people who have seldom had their systems engineered to perform
tasks together. This too, fits the paradigm of concurrency, where there is no single
locus of control for task execution. Instead of the other resources existing merely to
serve the control unit, these entities lead an autonomous existence and only undergo
message induced transitions upon opening up access to each other—centralised con-
trol gives way to concurrent processes wherein each party accomplishes the tasks
allocated to it and expose the results to accommodate the requests from the others.
Moreover, this interaction based sharing of information enables a dynamic way of
knowledge composition: by sharing knowledge through interactions we indirectly
share data. We will demonstrate that leveraging interaction models as opposed to
trying to combine knowledge in the traditional manner benefits health care knowl-
edge management and complements the existing work in the MIAKT project.

4.1 Lightweight Coordination Calculus

LCC is a process calculus for specifying coordination among multiple partici-
pants [15]. It does so by clearly stating what role an individual plays in a messaging
process. An LCC model is built upon the principle that role-playing agents should
obey the laws and/or protocols that are explicitly specified against the roles that
such agents are expected to take. LCC ensures the fulfillment of roles by individuals
through regulating the message-flows among them. These include: the messages that
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should be sent and are expected to be received and what constraints should be sat-
isfied before a message can be handled. The full picture of LCC syntax is specified
in Extended Backus-Naur Form (EBNF) as in Figure 3:

〈Framework〉 := {〈Clause〉 ,}1+

〈Clause〉 := 〈Agent〉 :: 〈Definition〉
〈Agent〉 := a(〈Type〉, 〈ID〉 )

〈Definition〉 := 〈Agent〉 | 〈Message Clause〉 | 〈Definition〉 then 〈Definition〉 |
〈Definition〉 or 〈Definition〉 | 〈Definition〉 par 〈Definition〉 |
null ← 〈Constraint〉

〈Message Clause〉 := 〈Message〉 ⇒ 〈Agent〉 | 〈Message〉 ⇒ 〈Agent〉 ← 〈Constraint〉 |
〈Message〉 ⇐ 〈Agent〉 | 〈Constraint〉 ← 〈Message〉 ⇐ 〈Agent〉

〈Constraint〉 := Term | 〈Constraint〉 ∧ 〈Constraint〉 | 〈Constraint〉 ∨ 〈Constraint〉
〈Type〉 := Term

〈ID〉 := Constant
〈Message〉 := Term

Fig. 3 Grammar of LCC

In an LCC interaction model, we use predicate a() to specify the role that an
individual is playing, ⇒ and ⇐ to specify the direction of message flow, and ← for
constraints. Their use will be documented in the next subsection. Term and Constant
are implementation-specific. In the current version, Term is a well-formed formula
in Prolog logic programming language and Constant is a Prolog constant starting
with a lowercase letter. LCC also provides constructs for parallel (par), sequential
(then) and switch branching (or) controls.

Interpreting LCC is tantamount to unpacking LCC clauses, finding the next tasks
that a set of agents are permitted to perform by definition and updating the status of
an interaction accordingly. A set of clause rewriting rules are introduced to ensure
LCC constructs are interpreted in a consistent manner [15]. Let Ci be an LCC clause
from a model M; Ii be a set of received messages currently queueing for an individ-
ual participating in an M-based interaction; Ci+1 be the unfolded new LCC clause;
Ii+1 ⊂ Ii be the set of remaining unprocessed messages; and Oi be the outgoing mes-
sages generated when processing Ci. An LCC model is interpreted by exhaustively
unfolding clauses as detailed in [15] to produce the following sequence:

C1
I1, I2,M,O1−−−−−−−→C2, . . . , Ci

Ii , Ii+1,M,Oi−−−−−−−−→Ci+1, . . . , Cn−1
In−1, In,M,On−1−−−−−−−−−−→Cn,

The interpretation of LCC constraints depends on a particular implementation.
In this paper, we assume Prolog as the underlying programming language and thus
interpret the constraints in terms of a Prolog logic program. Nevertheless, this by no
means denies the possibility of implementing LCC constraints with other program-
ming languages, such as JAVA.

Pooling together the rewriting rules for LCC-specific constructs and the interpre-
tation of a Prolog program, we obtain the semantics of LCC models. For instance,
in the LCC interaction model presented in Figure 4, the sequence construct then
is unfolded by examining the first part of the sequence or, if it is closed (i.e. exe-
cuted), unfolding the next part. After unfolding, the system tries to instantiate all the



294 B. Hu et al.

a(on call doctor,N) ::
routine check(P) ⇐ a(,A) then(

take temperature(P) ⇒ a(nurse , S) then
take blood sample(P) ⇒ a(nurse , T ) ←¬blood test(P)

)

Fig. 4 An example of LCC

variables (e.g. P and A) to examine the satisfiability of LCC clauses. A narrative in-
terpretation of the LCC model in Figure 4, therefore, reads “when an on call doctor
receives a routine check request on a patient (P), he/she first asks an arbitrary nurse
(S) to take P’s body temperature. When the body temperature is done, he/she asks
an arbitrary nurse (T ) to take P’s blood sample if P has not been given blood test
before.” Note that whether nurse S and T are the same person is unknown from the
context.

4.2 Collaborating as LCC Role Players

In the “eyes” of LCC, knowledge management task is tantamount to negotiation.
We use a few examples from the MIAKT scenario to explain how LCC interaction
models are utilised. We would like to emphasise that knowledge management is built
upon an awareness of the flow of information within the system, reflecting protocols
and guidelines that are driven by legal and ethical concerns given the sensitive nature
of clinical information. Tacit knowledge is, therefore, observed through the patterns
of messages. Such a transparent knowledge acquisition procedure implies that the
way that one learns can be literally copied with the same conclusion as long as the
same contexts are reconstructed. For instance, in Figure 5, we define how a domain
specialist could join a particular MDM event and how she could retrieve patient
records from those holding the data and merge these “foreign” patient records with
her local copies.

Domain specialist E’s participation in an MDM starts with an invitation initiated
from the meeting coordinator which is denoted as MDMC and represented using a
role introducing predicate, a(mdmc,C). This invitation specifies that domain spe-
cialists in an MDM should satisfy a list of restrictions given as X . In an interaction
model, this is expressed as a message from the MDM coordinator (represented as an
outbound double arrow leading from the coordinator to the specialist). An individual
is given the full responsibility to decide whether she is capable enough to take the role
of a domain specialist in a particular MDM instance. An acceptance will be sent off
if she is confident of meeting all the requirements X raised by the coordinator. The
source of confidence might come from her education and working experience, her
knowledge about this particular patient, and/or her availability during the time this
MDM event is to be held. Exactly how the constraints are satisfied and how E’s con-
fidence is interpreted are left to E herself or a software agent acting on behalf of E .
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a(specialist,E) ::
invitation(E,X) ⇐ a(mdmc,C) then
accept(E) ⇒ a(mdmc,C) ← satis f ies(X) then
. . .
request(Patient,Y,M) ⇒ a(mdmc,C) ← certi f icate(Y ) ∧ trans method(M) then
receive(Patient) ⇐ a(mdmc,C) then⎛
⎜⎜⎜⎜⎜⎜⎝

get patient id(Patient, ID) then
retrieve local record(ID,Patientlocal) then⎛
⎜⎜⎝

align(Al ,Patient,Patientlocal) ← f ind local aligner(Al)
or
align(Patient,Patientlocal) ⇒ a(aligner,Ar) ←¬ f ind local aligner(Al)∧

f ind remote aligner(Ar)

⎞
⎟⎟⎠

⎞
⎟⎟⎟⎟⎟⎟⎠

. . .⎛
⎜⎜⎜⎜⎝

classi f y(Patient) ←¬missing info(Patient)
or(

patient record(Patient,M) ⇒ a(datahandler,H) ← missing info(Patient)∧
f ound new handler(H)

)
then

. . .

⎞
⎟⎟⎟⎟⎠

. . .

Fig. 5 Domain specialists

For instance, a crawling tool such as semantic squirrel1 might set off to gather all
the information from E’s electronic diary, her personal webpage, emails, publica-
tions, and her resume so as to compile a profile of E . Or alternatively, when safety
and privacy is the concern, relevant information can be collected from more control-
lable sources, e.g. databases of skill sets maintain by national authorities. This can
be done with or without the supervision of a human and the results could be a stand-
alone measure or one criteria as a part of a comprehensive measure covering some
aspects of E .

Upon joining an MDM, E’s concern can be boiled down to several separated
but closely related tasks: data acquisition, knowledge creation, knowledge sharing.
Specialist E first sends a request to download the patient’s record from local and
remote data repositories. Together with the request, she also submits certificates Y
for receiving the data and her preferred methods M for data transfer.

Each specialist only has access to a small fragment of the patient data. How
an MDM team would glue the information together and build up diagnostic deci-
sion therefrom then relies on to what extent they overlay their knowledge, together
with their general expertise of the field and their experiences, onto the body of
a particular patient. Knowledge sharing within an MDM team should not be as-
sumed to be on an equal basis. It might be necessary to present the conclusion
together with the evidence to specialists from different background. For instance,
in Figure 6 a specialist is asked to evaluate the condition of a patient and whether
he/she should be recommended for an ultrasound scan. A special message is used to

1 http://semantic-squirrel.org
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signify the end of the communication. As long as the ending message is not received,
the individual taking “a(recommendation request(P,D,S),M)” role await messages
from “a(ultrasound expert,Su)” and repetitively update its local records based on
the fragments of knowledge that are available to her.

Figure 6 and Figure 7 present two alternative ways to elicit the tacit knowledge
behind patient’s data. In the recommendation request model, an individual takes the
responsibility of liaising with the radiographers and ultrasound specialists to decide
whether a patient should be recommended an ultrasound test. The flexibility of LCC
is evident from the two models implementing ultrasound specialists. Figure 7(a)
leaves plenty room to the users to decide how to evaluate patient’s record (D) while
Figure 7(b) details the situations that should be considered. In both models, tacit
knowledge is extracted from patient record via communications with ultrasound
specialists.

4.3 Reusing Existing Knowledge

Comparing and contrasting localised patient data against that provided by MDMC
could be the first step towards establishing a common ground for exchanging knowl-
edge. Most likely, however, patient records gathered by MDMC are not in a ready-
to-use format for E . The received data must, therefore, be aligned with that kept
locally by E . If an alignment has already been established and can be reused in the
current task, E invokes the local aligner to integrate remote patient data with the
local records. If, on the other hand, information in the received patient records is
beyond the coverage of existing alignments, E needs to locate a dedicated aligning
service and submit both the remote and local patient records for aligning. Fragments

a(recommendation request(P,D,S),M) ::
. . .

/* forward patient record to a field expert */
patient record(D) ⇒ a(ultrasound expert,Su) then

/* accumulate a final score for recommendation */
score(T ) ⇐ a(ultrasound expert,Su) then⎛

⎜⎝ null ←¬equals(T,0) then
null ← update(S,T ) then
a(ultrasound recomm(P,D,S),M)

⎞
⎟⎠

or⎛
⎜⎜⎜⎜⎝

null ← equals(T,0) then⎛
⎜⎜⎝
/* make final recommendation */
recommend (P,“ultrasound”) ⇒ a(radiographer,Rad) ← (S ≥ 1)
or
recommend (P,“no ultrasound”) ⇒ a(radiographer,Rad) ← (S < 1)

⎞
⎟⎟⎠

⎞
⎟⎟⎟⎟⎠

Fig. 6 Cyclic model for ultrasound recommendation
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a(ultrasound expert1,X) ::

patient record(D) ⇐ a(recommendation request(P,D,S),M) then

/* return an overall score */
score(X) ⇒ a(recommendation request(P,D,S),M) ← evaluate(D,X) then update(D)
or
score(0) ⇒ a(recommendation request(P,D,S),M) ← already updated(D)

(a) Evaluation model 1

a(ultrasound expert2,X) ::

patient record(D) ⇐ a(recommendation request(P,D,S),M) then⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

/* assign scores to different situations */
score(1) ⇒ a(recommendation request(P,D,S),M)

← axillary lymph lump(D) then update(D)
or
score(1) ⇒ a(recommendation request(P,D,S),M)

← breast implants(D) then update(D)
or
score(1) ⇒ a(recommendation request(P,D,S),M)

← localised breast nodularity(D) then update(D)
or
score(1) ⇒ a(recommendation request(P,D,S),M)

← (abnorm(D) > P3∧age(D) < 35) then update(D)
or
score(1) ⇒ a(recommendation request(P,D,S),M)

← pal pable breast lump(D) then update(D)
or
score(−99) ⇒ a(recommendation request(P,D,S),M)

← ((last us(D)−date o f invest(D)) ≤ t) then update(D)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

or
score(0) ⇒ a(recommendation request(P,D,S),M)

(b) Evaluation model 2

Fig. 7 Ultrasound result evaluation

of the aligner interaction model is shown in Figure 8. It is evident that we do not
assume a conceptualisation which is globally accepted by all the participants. The
existence of a domain ontology as a common reference point is not mandatory but an
advantage to incorporate domain knowledge. For instance, one can align against and
translate a patient record into existing standards in clinical domains, such as HL72,
DICOM3, etc or a purpose-built application ontology, e.g. the BCIO developed for
MIAKT.
2 http://www.hl7.org/
3 http://medical.nema.org/
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a(aligner,RA) ::
align(Patient1,Patient2) ⇐ a(specialist, ) then⎛
⎜⎜⎝

(
global align(Patient1,O) then
global align(Patient2,O)

)
← exist domain ontology(O)

or
local align(Patient1,Patient2) ←¬exist domain ontology(O)

⎞
⎟⎟⎠

. . .

Fig. 8 Data Aligner

submit an alignment task
and fetch the results

submit an alignment task
and fetch the results

establish consensus
gradually

Aligners

Fig. 9 Accomplishing mutual understanding

Establishing consensus (and other knowledge management tasks) is, therefore, no
longer a task concerning only two parties. Instead, a group of interested peers might
be involved to offer a much larger and more diverse pool of knowledge. Figure 9
illustrates a scenario whereby a consensus emerges upon consultation between those
who are willing to play the Aligner role.

In the same vein, creating knowledge might concern more than one party who
will pool their knowledge together in order to understand the problem at hand. In
Figure 10, “a(ultrasound expert(I,C),Su)” acts as a local coordinator for a group
of classifiers who draw upon their knowledge based on the results of a patient’s
ultrasound scan using data mining or pattern recognition technique. Such knowledge
is collected and composed to elicit more “knowledgeable” inspection that cannot be
achieved with single knowledge source. In the same way as in the scoring example,
how to compose multiple knowledge sources is left to the individual taking the role
of “a(ultrasound expert(I,C),Su)”.

4.4 Being Proactive

In line with the World Health Organisation’s view on “increasing the effectiveness
of adherence interventions” [22], the pervasive health care paradigm offers patients
more convenient and personalised health services than ever before and assists in



Facilitating Knowledge Management in Pervasive Health Care Systems 299

a(ultrasound expert(I,C),Su) ::
. . .

/* forward ultrasound result to a group of image analyser */⎛
⎜⎜⎝

patient record(D) ⇒ a(classifier, Ih) ← I = [Ih|It ] then
classi f ication(Ih,D) ⇐ a(classifier, Ih) then
null ← update(C,D) then
null ← a(ultrasound expert(It),Su)

⎞
⎟⎟⎠

or

/* inform MDMC with the final classification */
null ← compose(Cfinal,C)
ultrasound result(Cfinal) ⇒ a(mdmc,C)

. . .

Fig. 10 Iterative model for Ultrasound recommendation

a(patient assistant,P,Status) ::
null ← get sys time(CurrentTime) then⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

get body temperature() ⇒ a(sensor,ST ) ← check(Status) then
temperature(T ) ⇐ a(sensor,ST ) then
null ← update(Status,T )
par
get heart rate() ⇒ a(sensor,SHR) ← check(Status) then
heart rate(H) ⇐ a(sensor,SHR) then
null ← update(Status,H)
par
get eeg() ⇒ a(sensor,SEEG) ← check(Status) then
eeg(E) ⇐ a(sensor,SEEG) then
null ← update(Status,E)
. . . . . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

then

⎛
⎝ null ← is critical(Status) then

warning(P) ⇒ a( f amily doctor,D) par
alert(P,M) ⇒ a(visualiser,V ) ← medication(Status,M,H)∧get history(H,P)

⎞
⎠

or(
null ←¬is critical(Status) then
null ← a(patient assistant,P,Status)

)

Fig. 11 Personal Assistant

patient’s adherence to treatment regimens; at the same time it relieves clinicians of
many tedious routine jobs and significantly reduces administrative costs. This vision
can be facilitated through an interaction model dedicated to a patient. For instance,
as illustrated in Figure 11, a simple personal assistant interaction model can run on
mobile and/or embedded devices that continuously monitors the status of a patient.
In case that a change of the patient’s body temperature, heart rate, EEG signal, etc.
triggers an alarm, the personal patient assistant notifies the patient’s family doctor
with a compiled and refined version of the patient’s data while in the meantime
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analyses the patient’s status and his/her history in order to recommend possible
medication, e.g. orally taking Aspirin.

The interaction model based knowledge and data management ensure a consistent
communication between patients and their doctors and an in-time feedback from
patients, both positive and negative.

4.5 Handling Multimedia Data

In clinical domain, multimedia data abounds, e.g. X-ray images, MRI scans, ultra-
sound scans, etc. Transferring unprocessed multimedia data obviously increases net-
work traffic, especially in pervasive health care settings where portable devices only
have limited processing power, memory, and file system capabilities. Leveraging
high level annotations becomes a feasible alternative to raw data and “knowledge-
able” content-based multimedia data management [10] is therefore a facilitator for
such data transfer. In Figure 12, we illustrate an example of how X-ray images are
annotated, retrieved and visualised (by dedicated visualisers for images and texts).

a(xray analyser,A) ::
get descriptor(X) ⇐ a(xray specialist,XS) then⎛
⎜⎜⎜⎜⎜⎜⎝

get descriptor(X) ⇒ a(analyserimage, [Ai]) then
descriptor(D) ⇐ a(analyserimage,Ai)
or
null ← show(X) then
descriptor(Dlocal) ⇒ a(xray specialist,XS) ← generate descriptor(Dlocal)
. . . . . .

⎞
⎟⎟⎟⎟⎟⎟⎠

then

descriptor(Dlocal) ⇒ a(xray specialist,XS) ← update(Dlocal,D)

visual(show(X), image(X))
visual(generate descriptor(X), dialogbox(X))

(a) Xray Analyser

a(xray specialist,XS) ::
null ← get descriptor(D)
descriptor(D) ⇒ a(xray provider,R) then⎛
⎜⎜⎝

image(X) ⇐ a(xray provider,R) ← show(X)
or
(not available(K) ⇐ a(xray provider,R) ← error(K)
. . . . . .

⎞
⎟⎟⎠

visual(get descriptor(D), input(X))
visual(show(X), image(X))
visual(error(K), text(“Noimage f ound′′ ,K))

(b) Xray Browser

Fig. 12 Multimedia data handler
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Expertise on image analysis is not mandatory for the individual taking the role of
a(xray analyser,A). He/she can either manually annotate the image with a set of de-
scriptors or take advantage of his/her knowledge of other human specialists (clinical
domain specialists or image analysis experts) or automated software tools to request
a list of image descriptors. In both cases, tacit knowledge instead of raw data is lever-
aged and manipulated. When manually crafting the image descriptors, a graphic user
interface could be rendered by a dedicated specialist visualiser: visual(Data,Type).
Similarly, in order to retrieve an X-ray image for diagnosis purposes, the Xray spe-
cialist was prompted a dialog box to input image descriptors (D). He/she then sub-
mits D to the Xray image provider. Such a request might be tackled in the local
hospital or relayed to a repository at a remote site. In Figure 12(b), three different
types of visualisers are invoked to provide a seamless change of visual effects in the
user interface.

4.6 Enhancing Security with LCC

Among others, security is a major concern in health care applications. π-calculus
and it extensions (enriched with dedicated security constructs/functions) lay down
a nice framework wherein authentication, authorisation, data integrity and data en-
cryption issues can be formally modelled and analysed [1, 6]. Although LCC is
not devised as a security protocol calculus, one can implement security primitives
with constraints and message passing sequences among different parties and lever-
age restriction scoping to ensure that secured information is only exposed to the
authorised participants. For instance, upon receiving a request of patient’s data, one
might check whether the data requester is what he/she claim to be by asking for
a authentication message, e.g. a signature and whether the data requester has
the privilege to view the entire patient record or part of it by looking up the access
policy associated with his/her ID, e.g. a compulsory match ∃l ∈ L.[IDis l]. This is
under both security and clarity considerations. Certain patient information is sen-
sible and should not be disclosed to those who are not responsible for interpreting
the data. Figure 13 illustrates fragments of LCC interaction model that retrieves
data based on the request submitted by an arbitrary domain specialist. It is evident
that whether or not a particular specialist is qualified to receive the requested data
is subject to data-specific justification using is authorised(E, ID) where ID can be

a(datahandler,H) ::
patient record(Patient,M) ⇐ a(specialist,E) then
is authorised(E, ID) ← get patient id(Patient, ID) then
inform(Patient) ⇒ a(specialist,E) then
get(P,M) ⇒ a(DataMart,D) ← registered(D)∧ contains(D,P)

∧matches(P,Patient)∧ trans method(E,M)
. . .

Fig. 13 Data Handler
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computed from the information in passed together with Patient. Meanwhile, this in-
teraction model also emphasises on the customisation of data transfer methods. We
use trans method(E,M) to state that the data transfer task is specific to a particular
specialist.

LCC based security also allows each individual institution to implement its local
version of the security enforcement functionalities. In the datahandler example,
each hospital can implement a local version of the is quali f ied() constraint using
password, biometrics, or public key based methods. We do not delve into this issue
further since it is beyond the scope of this article.

The local implementation will be informed to all the parties that are concerned
when communication is to be carried out. Expressed in a π-calculus like formalisa-
tion, we have

(νc)

⎛
⎜⎝c̄〈(Msg,hash)〉︸ ︷︷ ︸

A(Msg)

| c(x).let (m, f ) = x in f (m)︸ ︷︷ ︸
B

⎞
⎟⎠

Informally, this process states that both the message and the hashing function are
passed through a dedicated channel between A(Msg) and B running parallel indi-
cated with composition operator |.

5 Conclusions

In this paper we reviewed our experience in designing and developing a service-
oriented system that provides knowledge management for application domains with
distributed knowledge sources. Our approach is tuned in particular to handle het-
erogeneous knowledge in clinical domains wherein data integrity and knowledge
delivery are given a strong emphasis due to the privacy and ethic concerns. Such re-
quirements are met by concealing the data with knowledge services and composing
the services based on individual applications.

It is our contention that similar data-oriented health care systems could be sig-
nificantly enhanced with emerging semantics-rich technologies. In order to explore
such potentials, we experimented with a system ontology to regulate what can be
passed onto others by a service encapsulating the date. We took one step further to
enhance this static conceptualisation with a process calculus, LCC. LCC prescribes
communications with interaction models that represent the interaction/coordination
procedure while leaving plenty of room for implementation specificity. It can faith-
fully reflect organisational and national protocols and guidelines by way of spec-
ifying the exact workflow that an event or a task should follow. The merit of an
LCC empowered knowledge management system is in the fact that knowledge is
not treated as a static snapshot of the domain of discourse but a dynamic and ever-
changing conceptualisations of the domain. We track how knowledge is extracted
and situate data in interaction/conversation of all concerned parties. This is done by
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leveraging the vantage of LCC as a process calculus as well as its capability of
specifying constraint and its flexibility in satisfying constraints.

There are certainly many aspects needed to be further addressed with respect
to an LCC-driven knowledge management. Firstly, when formalising epistemo-
logical knowledge, finding the right trade-off between speciality and generality is
critical and difficult. One needs to justify to what extent the fine-grained “know-
how” knowledge should be codified and delivered. Too gross might make it hard
to repeat the same knowledge acquisition procedure while too fine might jeopar-
dise the transferability and interoperability of an interaction model. Secondly, LCC
can be enhanced with features such as typed variables, built-in facilities handling
temporal constraints, and assertions with probability as so to better capture clin-
ical knowledge. Although it is possible to emulate many of these with the cur-
rent capacity of LCC (through calls to other programming languages implementing
Constraints), explicitly introducing them can certainly increase LCC’s read-
ability and usability. Thirdly, user study is necessary to demonstrate the learning
curve of LCC. Such users are preferably domain specialists who work interactively
with other clinicians and intelligent software agents rather than knowledge engi-
neers. Finally, the usability of LCC models in the clinical domain would be better
demonstrated with real-life clinical protocols and guidelines. A successful health
care knowledge management application might, therefore, root in a faithful repre-
sentation of such protocols and guidelines, modelling of which requires trained eyes
and mind.
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Integrating Semantic Technologies with
Interactive Digital TV

Antonis Papadimitriou, Christos Anagnostopoulos, Vassileios Tsetsos,
Sarantis Paskalis, and Stathes Hadjiefthymiades

Abstract. Interactive digital TV is becoming a reality throughout the globe. The
most essential aspect of TV broadcasting is enhancing the interaction experience
for the viewer. To this end, we explore the potential of introducing semantics in the
distribution, processing and usage of the media content. We propose a smart iTV
receiver framework capable of collecting, extending and processing semantic meta-
data related to the broadcast multimedia content. A system architecture is presented
along with examples of services to illustrate the combination of semantic metadata
content, user preferences and external data sources.

1 Introduction

There is no doubt that Television (TV) is one of the most prevalent media technolo-
gies. Analog TV broadcasts have been on air for more than five decades, and their
impact has qualified TV as a massively used technology throughout the globe. Yet,
recent technological developments have created new opportunities for the evolve-
ment of the TV Broadcasting market. Technological advances include the appear-
ance of Digital TV (DTV) and the manufacturing of Set-Top-Boxes (STBs) capable
of executing interactive applications in the TV receiver. To this end, over the past
years, there has been a coordinated effort from multiple organizations towards the es-
tablishment of standard digital transmission technologies and application execution
environments for interactive TV (iTV). This has led to the development of several
standards such as Digital Video Broadcasting (DVB) transmission specifications [6]
(for satellite, cable and terrestrial TV) and the Multimedia Home Platform (MHP)
[3] as middleware for interoperable interactive applications.
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Most interestingly, there is already an extensive network of digital TV (DTV)
infrastructure based on these specifications, numbering a multitude of homes sub-
scribed to iTV services from different broadcasters. Hence, an open market is evolv-
ing with great prospects of benefit both in terms of provider profit and user satis-
faction. The next step to the future of digital TV is the enhancement of interactive
applications provided to the iTV subscribers. This is critical for the consolidation
of iTV and its further penetration into the home entertainment market. Towards the
goal of providing rich and personalized interactive services we propose a semantics-
aware iTV receiver platform and the respective business model for its exploitation.
The proposed platform is named POLYSEMA and features a prototype iTV receiver
system capable of collecting, extending and processing semantic metadata related
to the broadcast multimedia content.

Metadata information is used at the receiver in order to offer pioneer services
to users. One such service is the retrieval of web information related to the current
TV program. For instance, users might have included in their profile that they are
specifically interested in some movie star. Then, every time this particular actor
appears on a TV program (movie, show etc.) the system can retrieve from the web
information, trivia and news about that actor. Another example is allowing for a finer
granularity of parental control over the media content shown on TV. Specifically,
parents may designate some rules about the content their children are forbidden to
watch and each time the metadata describing a video scene triggers the respective
rules, the display of audiovisual content on the screen will be suppressed. Other
interactive services may include smart personal video recording, semantic channel
recommendation and many more.

The technical specification of the POLYSEMA platform is based on several stan-
dards widely adopted by research and industry communities. This makes the pro-
posed system a compelling solution for STB manufacturers and TV Broadcasters
worldwide. Particularly, the standards fostered by POLYSEMA include the DVB-T
specifications [5], the MHP standard as an application execution environment [3],
the OSGi platform for a service-oriented integration platform [1], the MPEG-7 stan-
dard as a metadata description standard [17] and Semantic Web technologies [10]
as the base for semantics representation and logic-based inference.

The contribution of our work is manifold. To our knowledge, previous work on
semantic applications for interactive TV focused on particular services such as chan-
nel recommendation [12]. On the contrary, we consider the development of a broad
range of semantically enriched applications, all built upon an extensible set of ba-
sic services offered by the core POLYSEMA platform. Moreover, we introduce the
concept of Scene-by-Scene interactive TV, which stands for the development of ap-
plications which adapt their behavior according to the content shown during each
separate video scene. Another novelty of our system is that users can modify a wide
set of preferences and define rules about when applications should be triggered, thus
leading to an increased level of personalization. An additional critical feature of the
design of the POLYSEMA receiver is that it supports the development of applica-
tions which can retrieve and display program-relevant information from the World
Wide Web. This is an attempt towards the convergence of iTV with the WWW,
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a combination which can leverage the quality and broaden the scope of services
offered in the context of iTV.

Lastly, we substantiate that our prototype system can be easily migrated to the
real world of broadcasting by describing a flexible business model which allows for
a multitude of value-added services from multiple providers. In this business model,
media providers have to supply multimedia content, whereas service and metadata
providers provide interactive services and metadata describing the content in some
certain format (MPEG-7 [17]). Broadcasters multiplex interactive applications into
their transport streams so that TV viewers receive both the multimedia content and
the application logic required to take advantage of metadata descriptions. Receivers
download metadata from the transport stream and/or the web sites of service aggre-
gators, and process the information to match displayed content with user-defined
rules and preferences.

The rest of the paper is organized as follows: Section 2 presents the work related
to the POLYSEMA approach. In Section 3, we elaborate on the architecture of the
proposed system, whereas Section 4 illustrates examples of interactive services and
how they can be supported by the proposed iTV Platform. Section 5 is used to
describe the business model which allows multiple stakeholders participate in the
media content distribution value chain and thus hold a share in the revenue of the
iTV market. Finally, section 6 concludes the chapter.

2 Related Work

Since the appearance of digital TV both academic and industrial stakeholders have
focused on the convergence of the Web with the world of television broadcasting.
The DVB consortium [6] produced the specifications of the Multimedia Home Plat-
form [3], in order to establish the features that a state-of-the-art interactive television
platform should support. The MHP specification includes a profile which supports
web browsing and an email client functionality. Web browsing is realized via the in-
troduction of the DVB-HTML [14] markup language. Unfortunately, DVB-HTML
has not been adopted yet by STB manufacturers because it is a quite complex spec-
ification, thus leading to higher device costs and the rise of interoperability consid-
erations. An alternative to DVB-HTML was recently presented in [13]. That work
developed a method for transcoding web pages to MHP-compliant visual compo-
nents. This meant that even STBs with lower capabilities can browse the web.

Nevertheless, convergence of WWW with DTV does not only refer to brows-
ing the web from the television screen and remote control. It also signifies that
a broad scope of diverse applications can be migrated from the web to the TV
broadcasting world. Especially when it comes to personalized and smart interac-
tive services, semantic web can be the key technology to enable the development
of pioneer multimedia platforms. Two major research efforts towards this direction
are the AVATAR [12] and the MediaNet [18] projects. AVATAR is a project which
utilizes most of the techniques and technologies that the POLYSEMA project uses,
such as video annotation, ontology-based modeling, multimedia metadata, and user
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profiling/personalization through semantic reasoning. The project’s main objective
though is to create a personalized digital TV program recommender. The system
accomplishes the task by taking into account the user’s profile and TV-Anytime
[8] meta-information of each TV program. The POLYSEMA project, on the other
hand, provides a platform which supports a variety of personalized interactive ser-
vices. The MediaNET project is divided in five sub-projects, each of which covering
a significant area of the multimedia content: creation, service providers, network op-
erators, etc. As far as interactive services are concerned, it delivers the AmigoTV
service and a PVR. Moreover, MediaNET offers iTV/Web convergent services such
as e-voting and e-shopping via the TV device. However, the project does not inves-
tigate the benefits from using metadata during the various phases of the multimedia
content lifecycle.

Another aspect in designing iTV platforms based on MHP is how applications
running on the MHP runtime environment can communicate with the rest of the
system. The work introduced in [21], consists of a low-level implementation of a
platform, which is both OSGi and MHP compliant. It uses the notion of XbundLets,
i.e. classes that implement both the interface of an OSGi bundle and the MHP ap-
plication lifecycle. XBundLets feature several advantages, such as straightforward
bi-directional communication between OSGi Bundles and MHP Xlets, as well as
improved performance. On the other hand, to support such a dual execution envi-
ronment, the reference implementation of the MHP platform needs to be modified.
This is a major drawback in adopting this architectural approach, as protocol com-
pliance is a crucial issue in Interactive Television.

3 POLYSEMA Architecture

The goal of providing semantic-awareness in iTV services demands the cooperation
of several diverse information and telecommunication systems. Specifically, digi-
tal broadcasting systems have to be combined with knowledge-based systems such
as reasoners and rule engines. In a task like this, the architecture of POLYSEMA
platform had to be carefully designed in order to be modular enough, so that the
complexity of the implementation could be kept manageable.

Another important consideration in the development of the platform was that it
had to be compatible with current broadcasting technologies and standards adopted
world-wide. This feature facilitates future attempts for seamless integration of
semantic-aware services into the real world of Interactive TV. Nevertheless, attain-
ing provision of innovative services without compromising compatibility with ex-
isting products is not a trivial matter.

This section is devoted to describing the modular architecture of POLYSEMA
platform by presenting the novel design of the receiver, as well as the enhancements
at the broadcasting server. Moreover, we explain how POLYSEMA software com-
ponents cooperate with existing broadcasting and receiver solutions.
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3.1 Extending the Broadcasting Server

MPEG-7 files can describe multimedia content on a scene-by-scene basis, by pro-
viding distinct descriptions for different sections of the video separated by clearly
defined time markers. This model allows for a wide range of interactive applica-
tions, which adjust their behavior as the content presentation advances. A remark-
able problem inhibiting such applications is that, in broadcast environments, the
receiver cannot keep track of the absolute media time of individual TV programs in
the incomming Transport Stream. That happens because iTV subscribers may tune
to a specific program at any time during the broadcast. In such cases, applications
are unaware of the absolute media time of a program event. The only way to syn-
chronize video with an application is to transmit stream events within the stream, as
described in the DSM-CC specification [2].

To overcome this problem, POLYSEMA utilizes a software module to convert
MPEG-7 timestamps to stream events sent by the broadcasting server. The module
parses the MPEG-7 document, which describes the content to be broadcasted, and
performs a mapping of MPEG-7 time elements to stream events, at the granularity
of video segments. A time event signals the transition to a new scene of the video,
which is associated to an MPEG-7 segment. A stream event consists of an identifier,
name and data. Data refers to any string, so it is possible that the data field may
contain the MPEG-7 segment identifier. Any time the receiver tunes to a channel,
the application can determine which part of the video is being displayed by listening
for stream events and consulting the MPEG-7 document.

Summing up, the Transport Stream (TS) produced at the server side and sent to
the receiver contains:

• AV content, MHP applications, and the broadcast file system mounted on the
transport stream,

• stream event objects that convey synchronization information,
• files in the DSM-CC object carousel, which may include MPEG-7 files describ-

ing the multimedia content or links to those MPEG-7 files, so that the receiver
can locate and obtain the corresponding metadata files over the Internet.

As one can see in the above list, the MPEG-7 document (or a URL link to it) is
sent over the Broadcast File System. Recent work on carrying metadata in MPEG-2
Streams (see [11] for a comprehensive presentation of the respective ISO amend-
ment) defines different methods for this purpose. Metadata can be sent either by
using private sections of MPEG-2, Packetized Elementary Stream (PES) packets
or the Broadcast File System. The latter approach was preferred in POLYSEMA,
as it allows for prefetching of the complete metadata, so that it can be timely pre-
processed by the semantic component, before the respective video scenes arrive.
Moreover, the POLYSEMA receiver can retrieve the metadata from the Internet, by
reading just a URL link from the broadcast filesystem. We believe that this model of
metadata transmission is more appropriate, because it saves bandwidth for AV infor-
mation in the TS, while the metadata can be fetched concurrently from an Internet
connection available at the receiver.
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3.2 The POLYSEMA Smart Receiver Architecture

Each interactive service consists of both a presentation part and a logic part which
run at the Multimedia and the Semantic Component of POLYSEMA respectively
(Fig. 1). Presentation refers to actions that the media player (i.e. DVB-MHP re-
ceiver) should perform when it comes to displaying the results of the logic part.
Such actions are implemented in a platform-independent way by using the Java-
based MHP application environment. The Semantic Component determines the ac-
tions which comprise each service, i.e. the logic behind each interactive service. The
Content Retrieval and Composition Component (CRC) is in charge of retrieving and
integrating any external resources to be used by invoked services. The Service Man-
agement Component is responsible for allowing TV viewers to declare their prefer-
ences and define customized services, so that the Semantic Component will know
when and what actions to trigger. All components are built in an OSGi-based service-
oriented fashion, in order to provide maximum flexibility in composing interactive
TV services. The rest of the section describes the details of each component.

3.2.1 The Multimedia Component

The Multimedia Component of the POLYSEMA platform refers to the set of ap-
plications running in the MHP Execution Environment of the DVB receiver. There
is no need for specialized hardware, as any DVB-MHP receiver can download and
run the MHP applications which comprise the Multimedia Component. The only
requirement is that the MHP profile running at the STB provides for Return Chan-
nel (RC) communication. This is necessary for the interaction of the Multimedia
Component with the Semantic Component.

The operation of the Multimedia Component is based on a basic MHP application
(Xlet) running at the receiver. Xlets are classes that run under the JavaTV application
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   & Composition 
      Component
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POLYSEMA 
   iTV API
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Fig. 1 Overall system architecture of the POLYSEMA platform
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model, which enforces a certain application lifecycle for every Xlet and an applica-
tion manager that asserts the correct execution of many Xlets in one STB. The first
responsibility of the basic Xlet of POLYSEMA is reading the broadcast file system
and retrieving the MPEG-7 file describing the multimedia content (or the URL link
pointing at locations where the metadata file is publicly available). The link or file is
then fed to the Semantic Component which is accountable for storing and processing
the semantic description. Moreover, the basic Xlet subscribes and listens to incom-
ing stream events. Upon the reception of a stream event, it inquires the Semantic
Component for actions that should be carried out for the specific video scene. Each
action is implemented as a separate Java class, whose instances are created by the
basic Xlet.

The complete set of available actions comprises the POLYSEMA iTV Applica-
tion Programming Interface (API). This set includes methods/actions such as dis-
playing messages and information, changing channel or sound volume, recording
the video or hiding the displayed content. The API is described by the Service De-
scription XML file which is downloaded by the Semantic Component from the Ser-
vice Aggregator, as will be explained in a subsequent section. This file is used by
the Service Management Component to let users combine basic actions and de-
fine customized services. The POLYSEMA iTV API is also used by the Semantic
Component, in order to instruct the Multimedia Component about which actions to
perform. Receivers that do not have semantic processing capabilities will still be
able to display the multimedia content, but will not enjoy semantics-aware interac-
tive services. The Multimedia Component also interacts with a local HTTP Server,
running as an OSGi bundle, which is used as a proxy to store prefetched information
retrieved from the WWW.

3.2.2 The Semantic Component

The Semantic Component includes all processes relevant to service metadata (i.e.,
inference processes that drive the personalized service provisioning) and the coor-
dination of value added services offered by the platform. A more detailed view of
its internal architecture is presented in Fig.2. A basic assumption for our system is
that every AV content item is described by an MPEG-7 document. In order to reason
over this document we transform it to a corresponding ontology, which was based
on that proposed in [19]. In fact, we have developed a stripped down version of
the ontology in order to eliminate any elements not used by our system. Moreover,
the user defines, through the Service Management Component, their service prefer-
ences by combining templates of possible actions and declaring rules about when
such services should launch and how they should be presented. The user input is
based on the TV User Ontology, which describes the user profile and preferences.

The Reasoning Component of the system uses the MPEG-7 document of the TV
program and the user ontology (along with other domain ontologies such as the
TV-Anytime classification schemes of MPEG-7) to infer which services should be
activated during the broadcast. The Reasoning Component wraps the functionality
of both a reasoning and a rule engine. Its reasoning capability is required mainly
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for classifying the multimedia content and the user preferences to predefined cate-
gories, while the rule support is used for deciding which services should be executed
given the TV program metadata and the user profile. Bossam [15] is used for the im-
plementation of the reasoning component. Once the appropriate services have been
selected for execution by the Reasoning component (i.e., an action plan is formed),
it is the responsibility of the Scheduler component to coordinate the execution of the
respective application logic. Such logic is registered in the Service Registry module
through procedures specified by OSGi.

The Scheduler instructs the Content Retrieval & Composition (CRC) and the
Multimedia components what actions they should perform. The Content Retrieval
& Composition component is a framework for registering and managing interfaces
with external information sources. For each new source that is registered (e.g., Web
site, multimedia database, RSS feed), the available content is described along with
its type (e.g., text, video) and the invocation details (e.g., source URL, parameters).

3.2.3 Content Retrieval & Composition Component

The purpose of the Content Retrieval & Composition Component (CRC) is to sup-
port the interactive services that display relevant information from the WWW. Once
the Semantic Component has preprocessed the semantic description and has de-
cided that certain web information should be fetched and displayed to the viewer, it
instructs the CRC component to start prefetching the relevant data.
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The CRC component consists of several bundles that implement the automated
access to external web sites. For instance, in the prototype system we developed
bundles which access content from several well-known sites such as IMDB [7]
and Wikipedia [9]. The automated access classes follow a common abstract de-
sign, which involves management of created class instances, caching retrieved data
till the end of the TV program and creating output lists containing all the requested
web information.

The automated access bundles of various sites differ in the actual information
available from these sites. This is reflected to the methods supported by different
bundles. Each installed bundle updates a registry, called CRC Registry, which is
used by the Scheduler of the Semantic Component to map user requested infor-
mation to bundle method calls. Every call issued to the CRC component by the
scheduler results in a piece of information retrieved and being cached in the internal
structures of CRC bundles. In order to make this information available for display
at the Multimedia Component, the CRC component returns the information to the
Scheduler which then stores it in text or image files at the local HTTP Server run-
ning within the Semantic Component. The Multimedia Component then accesses
the HTTP Server to retrieve the information files and display the content to the user.

The data fetched from the WWW can be either of textual or visual format. Text
data may include movies information, encyclopedic knowledge, sport statistics etc.
Visual information refers to images and photos related to a subject requested by
the user.

3.2.4 Service Management Component

This component implements a management console for the POLYSEMA services.
Specifically, it provides the users with a graphical user interface (GUI) through
which they can configure all the installed services according to their preferences.
Since each residential gateway may have different services installed, this GUI can-
not be predefined and delivered as a pre-built component. Hence, a dynamic GUI
generation process is involved that automatically generates the GUI based on the
service descriptions that accompany the service code. Moreover, the users can fill
in their profiles through this component. The synthesis and rendering of the compo-
nent’s GUI is handled by Java Server Pages. The service configurations correspond
to rules that should be applied to the displayed content and that define actions that
should be taken by the other components (e.g., CRC) or by the MHP applications.
Once the service preferences and user profiles are defined by the users, they are
automatically translated into ontological instances and/or rules. These knowledge
elements are used as input to the Reasoning Component and drive the service per-
sonalization process.

3.2.5 System Integration with OSGi

The software components of POLYSEMA and particularly of the Semantic Compo-
nent are deployed on the OSGi platform in order to take advantage of the flexibility
of OSGi bundles. Each of the aforementioned components is developed as an OSGi
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bundle, which can access other bundles’ services through their registered interface
in the OSGi registry.

The Multimedia Component could not be developed as an OSGi bundle, because
it consists of applications running in the MHP receiver. The OSGi and MHP envi-
ronments have different properties because they follow different design principles
(see [21] for a relevant discussion). In order to retain full compatibility with industry
standards such as MHP and DVB, and still harvest the service management flexibil-
ity of OSGi, we decided to build a delegate bundle in the OSGi platform that con-
ceals the nature of MHP applications from the rest of the system. The MHP-based
Multimedia Component communicates with the delegate bundle via the IP return
channel of the receiver. The remaining OSGi-based components of POLYSEMA
interact with the Multimedia Component by accessing the respective MHP-delegate
OSGi service.

4 Provision of Interactive Services

This section lists the basic services we implemented for the POLSYSEMA prototype
and gives a sample interactive application to highlight the way interactive services
are executed in POLYSEMA. The services which are currently supported are:

• WWW information retrieval service: This service displays information gathered
from the Internet relevant to specific elements of the media (e.g. actors, directors,
scene locations etc.). The Multimedia Component receives a list of information
objects retrieved from the WWW by the CRC Component. The list may contain
pieces of text or images, displayed through a scrolling window interface. The

Fig. 3 Displaying information from the WWW regarding the actor
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user can navigate through the available information by their remote control or
disable the execution of the service (Fig. 3).

• Parental control service: Parental control implements a control mechanism for
blocking media access to inappropriate content. Options regarding the censoring
of the inappropriate content can be one of a) Video off, b) Sound off, c) Video
and sound off and d) Channel change. All options cause the suppression of in-
appropriate content for a time duration specified by the Reasoning Component
of the system. The last option tunes the receiver to another channel in the Trans-
port Stream defined by the user. After a time period indicated by the Reasoning
Component, the receiver returns to its former state.

• PVR service: The PVR service allows the recording and playback of broadcast
content. The service is activated by the receipt of a message by the Semantic
Component, which instructs the automatic recording of the multimedia content
for a specified time period. The user can browse a list of recorded multimedia,
from which the individual recordings can be deleted, played-back, etc.

• Alerting service: This service enables the asynchronous display of messages in
the form of an information alert (emergency news, sports event, etc.). These alerts
can originate from different sources. An interesting case is displaying the con-
tents of an RSS feed (Fig. 4). In this case, the CRC component is instructed to
listen to specific feeds and store the respective information. Upon a change in
the information included in the feed, the updated information is sent to the TV
screen in form of an alert.

• Channel recommendation service: Channel recommendation aims to provide the
viewer with suggestions for channels of interest to them. To accomplish this task,
an external information flow is used to determine the program of the available
channels. The program is described in an XML format according to the xmlTV

Fig. 4 Displaying an RSS Feed from BBC
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reference specification and can be provided by the Broadcaster of the TV program.
The xmlTV files contain enough information to form the basis of semantic process-
ing at the POLYSEMA’s Semantic Component. During the semantic processing,
the provided information is matched against the user preferences and channel sug-
gestions are created. The implementation of this service uses the alerting service,
since the channel suggestions are displayed as special alert notices.

To outline how services are implemented in the POLYSEMA platform, we give
an example of a service and its execution. Consider a user who includes in their
profile their interest in vehicles in general. It could be requested that, in case of ap-
pearance of a vehicle in a TV program the system should collect information about
it from the Web (e.g. Wikipedia). Fig. 3 depicts a screenshot of such an application.

The MPEG-7 document is assumed to contain detailed metadata that annotate
the scene in which an actor drives a small motorbike (Fig. 3). A URL link to the
MPEG-7 document, located at the Service Aggregator server, is transmitted through
the transport stream. At the beginning of the film, the MHP application running at
the receiver requests that the Semantic component downloads the MPEG-7 over the
Internet. Afterwards, the Semantic component creates an MPEG-7 ontology from
the document, processes the descriptions of the film’s scenes to match them with the
user rules and produces the respective actions. As the broadcast advances, each film
scene annotated by the MPEG-7 metadata, is eventually displayed on screen. The
corresponding stream event is triggered at the receiver and the MHP application re-
quests from the Scheduler component to return the desired actions, i.e. the outcome
of the preprocessing of the Reasoning component for that particular scene. Subse-
quently, the Scheduler supplies the desired content to the Multimedia Component
through certain layout templates gathered and formatted by the Content Retrieval &
Composition Component. Then, the MHP code corresponding to the specific service
is invoked in order to present the relevant information to the user.

5 Business Modeling Issues

This section aims at presenting a business model which would allow the involved
stakeholders to gain revenue from the introduction of semantics-aware Interactive
Services by exploiting the POLYSEMA system. The existence of a sustainable busi-
ness model is essential because it can leverage the practical application of our pro-
posed system in the real world of broadcasting. To this end, we illustrate an appro-
priate business model in Fig. 5. In this figure, one can see the revenue (Ri, i=1..3)
and information (Ii, i=1..5) flows between the core players and roles of this model.

The central entity in this figure is the Broadcaster. The Broadcaster is respon-
sible for assembling any video content, application logic and metadata resources
into a single digital television Transport Stream to be broadcasted to all subscribers.
MPEG video files are supplied by the Media Content Provider. Application logic
refers to the MHP applications required to run at the receiver in order to make
semantic interactive services feasible. These applications could be provided by
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Fig. 5 Business Modeling for POLYSEMA

another market player, namely Platform Provider, but we simplify the diagram by
having the Broadcaster assume the responsibility of this role. Additional responsi-
bility of the Platform Provider is to directly provide initial installation assistance
and further technical support to the subscribers.

The business model includes a class of market players called Service & Meta-
data Providers. There can be a wide variety of Service & Metadata Providers, which
would allow for a broad scope of diverse applications to run on top of the basic inter-
active platform offered by the Platform Provider. It is not necessary that all Service
Providers will provide Metadata and vice versa. Separate Players can produce only
services or metadata. Nevertheless, having a single player assume both responsi-
bilities will facilitate the creation of more meaningful metadata descriptions, as the
descriptions will be written in correspondence to the context of specific interactive
services.

The possibility of existence of several Service & Metadata Providers indicates
that a Service Aggregator player should manage the input from them. In the figure,
this role is also assumed by the Broadcaster. This is because it is a good practice
to let subscribers deal with a single entity, which is then responsible to distribute
the revenue to the rest of the players. One of the activities of the Service Aggrega-
tor is to provide access control management. Each subscriber will have to contact
the public server of the Service Aggregator to download the catalogue of services
available by the platform. Without this catalogue, the receiver will not be able to pro-
vide any advanced interactive services. This catalogue can be dynamically created
by the Service Aggregator, based on accounting information specific to each sub-
scriber, thus offering a flexible, internet-based access control management scheme.
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Table 1 Description of revenue and information flows

Flow ID Description
I1 This flow represents the Transport Stream that also contains the DVB

Carousel. It consists of a) the video content, b) typical broadcast infor-
mation, c) the MHP-related service logic and d) a link to the Service Ag-
gregator public server.

I2 This flow represents the information sent to the subscriber upon login to
the platform. It consists a) of catalog of services that corresponds to its
subscription, and b) the MPEG-7 metadata file that may also depend on its
subscription (in case some services come with their own MPEG-7 annota-
tions).

I3 The video content to be delivered by the broadcaster.
I4 a) service data and b) MPEG-7 metadata for the broadcast program.
I5 a) service OSGi part (e.g., CRC bundles), b) service-specific domain on-

tologies.

A detailed description of the information flows between the various players of the
business model is summarized in Table 1.

Finally, regarding the revenue flows we should note that various payment mod-
els and subscription types can be supported. For example, a user may subscribe
for a fixed set of services or for unlimited use of services (flow R1). Alternatively,
users can pay for some basic set of services and be additionally charged depending
on their service usage. The flow R2 can then be implemented in a pay-per-install
manner, which gives income to the Service Providers depending on the installa-
tions (for a limited period) of their services by the users. Another, Internet-oriented,
revenue sharing method among the Broadcaster and Service Providers is pay-per-
impression. According to this model, each provider receives commission every time
a user uses its service a fixed number of times (e.g. a thousand times).

6 Conclusion

The research work carried out in the context of the POLYSEMA project is driven by
the great importance of metadata in providing future iTV services and the need to
manage them efficiently. Moreover, the POLYSEMA platform supports applications
which adapt their behavior as the content presentation advances, allowing thus for
innovative iTV services. Additionally, we believe that more effective personalization
can only occur if the preferences of each user are known. This can only be achieved
if semantic reasoning process takes place in the end-user premises. Future research
may include an even more generic framework for designing services and integrating
a variety of external web resources into the TV watching experience.

In this paper we have described the design and implementation of the POLY-
SEMA platform as well as some sample services and some relevant business mod-
eling issues. However, the POLYSEMA project deals with more issues peripheral
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to the topic of semantics-aware multimedia. Firstly, some algorithms for semantics
extraction from subtitles have been designed. Such extraction involves automatic
video classification from subtitles [16], ontology learning from subtitles and video
summarization from subtitles. Moreover, in order to be able to test the platform with
real MPEG-7 descriptions, we had to develop a new tool for MPEG-7-compliant
video annotation [20]. This tool exploits ontologies for the annotation process and
exports both MPEG-7 documents as well as MPEG-7 ontological instances (i.e.,
populates our MPEG-7 ontology). More updated information on the project results
can be found in [4].
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Marrying Game Development with Knowledge
Management: Challenges and Potentials

Jörg Niesenhaus and Steffen Lohmann

Abstract. The game industry has long been neglected as a market and research area
for knowledge management and semantic technologies. However, as the budgets for
game projects are growing and game development is subject to an increasing pro-
fessionalization and specialization coupled with outsourcing and offshoring, new
needs and potentials for continuous knowledge management and the use of seman-
tic technologies emerge. This chapter starts with a description of the current situ-
ation and examines typical game development activities and involved parties that
could benefit from a continuous knowledge management support. Subsequently, it
provides a general framework architecture and implementation examples that show
how knowledge management and semantic technologies can be employed to support
game development.

1 Game Development as an Application Area for Knowledge
Management and Semantic Technologies

The game industry has gone through an overwhelming economic growth within the
past years and analysts foresee a strong growth in the nearby future as well. The
branch of game development and publishing is already a major industry with its
strongest markets in North America, Japan, and Europe. In 2007 the nine European
core markets1 sold video and computer games worth e 7.3 billion (excluding hard-
ware sales) [15]. Games software sales in the U.S. recordede 6.9 billion (9.5 billion
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lands, Switzerland, Sweden, and Finland.
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dollar) in 2007 and the Asia-Pacific market earned e 7.4 billion in 20062. The in-
dustry‘s annual growth ranges from 17 percent (U.S. sales between 2003 and 2006)
[7] up to 21 percent (German sales between 2006 and 2007) [4]. Pricewaterhouse-
Coopers predicts a doubling of the German market size of 2006 for computer and
video games reaching e 2.6 billion in 2010 [4]. One reason for this steady growth
is the diversification of gaming products converting more and more casual gamers
into active consumers3. Furthermore, people that were socialized with games often
tend to keep on gaming resulting in an age above 30 years for the average American
or British gamer4 [15].

1.1 Application Area for Knowledge Management

The ongoing economic growth is accompanied by an increasing professionalization
in the development of digital games. In addition, higher budgets and larger devel-
opment teams cause a growing specialization. Large scale projects involve up to
1,000 participants nowadays and accumulate development costs up to tens of mil-
lions of euros5. Due to the outsourcing of development parts, the whole process
also tends to be more geographically dispersed. Specific components (e.g., game
engines, graphic assets, level artifacts, or development environments) are frequently
bought from third-party developers [20].

Along with this professionalization, specialization, and globalizaton, the doc-
umentation and maintenance of knowledge in game projects gets a higher priority.
Complex dependencies have to be handled and not only data but also knowledge has
to be transferred between project partners. Furthermore, a huge amount of knowl-
edge on game-specific aspects is generated, such as the design of the game world,
the storytelling, the basic game mechanics, and technical specifications (cp. [19]).
In simple terms:

Nowadays, an essential part of game development is knowledge management.

However, any attempt that aims to support knowledge management in the devel-
opment of digital games is faced with specific challenges as the development ac-
tivities are characterized by highly agile and creative processes. Thus, appropriate

2 Official numbers of 2007 were not available at time of writing.
3 Popular examples for this diversification are music games such as “Singstar” (a popular

competitive karaoke game by Sony) and “Guitar Hero” (a video game that is delivered
with plastic guitar controllers enabling gamers to playback famous songs) or “brain train-
ing” games (compilations of several math games and puzzles which are meant to train the
human brain) such as “Brain Age” or “Big Brain Academy” as well as intuitive control
schemes offered by modern consoles.

4 According to the Entertainment Software Association (ESA).
5 An example for a large scale project is Grand Theft Auto IV by Rockstar Games [22].
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knowledge management solutions must satisfy a number of criteria (which we ab-
breviate with the term “ALIGN” according to their initials):

• Adaptable: being easily adaptable to changing project demands
• Lightweight: following the principles of simplicity and ease-of-use
• Immediate: adding immediate benefit to the project and all its participants
• Generic: providing a general solution for various projects
• Nonrestrictive: not dictating strict procedures but fostering creativity

1.2 Application Area for Semantic Technologies

The complex dependencies that connect the artifacts involved in game develop-
ment and the knowledge structure of the whole project can benefit from a semantic
grounding. In general, semantic technologies attracted significant attention in soft-
ware engineering recently. Initiatives such as the W3C’s Ontology Driven Architec-
ture (ODA) [24] or the OMG’s Ontology Working Group [25] testify the growing
interest for ontology-based approaches in software engineering and related disci-
plines. Furthermore, some lightweight approaches connecting the so-called Social
and Semantic Web such as Semantic Wikis [21] or Social Semantic Annotation
[9] are promising candidates for application in game development, since they are
normally easy to use, require only little effort and can simultaneously provide a
semantic structure that is of great help in large software development projects [18].

However, not only the development process can benefit from the application
of semantic technologies. As game worlds are often large in size and complex
in their dependencies, they are normally represented in huge class hierarchies or
ontology-like strutures. Authentic storytelling or the behavior of non-player char-
acters (NPCs) are typical cases where the game logic uses rules and inferences
upon a formal representation of the game world. Research in the area of interac-
tive digital storytelling has shown many opportunities to organize huge amounts of
data in order to create believable story worlds. For instance, Crawford suggests an
“inverse parser”, a dramatic sublanguage for storytelling applications where users
select predefined words and terms to communicate with the story world [6]. As a
basis for the sublanguage Crawford proposes the use of systems like WordNet6.
Another approach in this area is the system “HEFTI”7 by Ong and Legett that uses
a knowledge base as an combination of “story components” that represent certain
time segments in the story and are composed by a “story builder” instance [16]. The
knowledge base also includes “contextual sets” to categorize different plot entities,
events, scripts, actions, and characters within the story components.

Other approaches analyze games on a more general level. For instance, the
aim of the “Game Ontology Project” [26] is the development of an ontology that

6 WordNet is a lexical database which groups substantives, verbs, adjectives and adverbs into
sets of cognitive synonyms, each expressing a distinctive concept; http://wordnet.
princeton.edu/

7 HEFTI stands for Hybrid Evolutionary-Fuzzy Time-based Interactive Storytelling System.

http://wordnet.princeton.edu/
http://wordnet.princeton.edu/
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Fig. 1 Challenges, requirements, and promising solution concepts in the integration of game
development, knowledge management, and semantic technologies

describes central structural elements of digital games and their interrelations. All
these approaches reflect the growing demands for semantic technologies to formally
describe games and game worlds and generate intelligent character behavior and au-
thentic storytelling.

Figure 1 summarizes the challenges, requirements, and potential solution con-
cepts regarding the integration of game development, knowledge management, and
semantic technologies. In the following, we focus on the support of knowledge-
intensive activities in the game development process as a promising application area
of semantic technologies. Based on a description of the state of the art in Section
2, potentials for integrated knowledge management are identified in section 3. In
Section 4 we propose a framework aiming to support knowledge management in
game development on three distinct levels. We close with a conclusion and outlook
on future work in Section 5.

2 State of the Art

So far, no established or even standardized continuous support for qualitative knowl-
edge management exists in the area of digital games. Due to many differences be-
tween game projects and work-related software projects, established methods and
tools from software engineering cannot be transferred one-to-one. Tools currently
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used by game development teams are mostly designed for single use cases and are
combined by the teams in order to support more complex tasks.

2.1 Data and Document Management

Normally, development studios use version control systems (such as Perforce8,
Alienbrain9) in order to administrate data and documents. Knowledge about tech-
nical and game mechanical issues is primarily stored inside the single files of these
version control systems that are updated in variable time intervals. Outdated knowl-
edge partially exists for any length of time; contrary and inconsistent conclusions
across several documents are not rare.

Usually, it is differentiated between runtime files and design documents. The
game is generated out of the runtime files (e.g., engine, scripts, graphics) in its dif-
ferent design stages. The design documents describe guidelines and design decisions
concerning the use of technology and game mechanics and define responsibilities.
Though it is common practice to set references between the documents, this is pri-
marily done manually so that references often become obsolete or fragmentary as
time passes by. In many cases, most files are insufficiently or not at all commented
due to a lack of time. Thus, the function of a file can often only be derived from its
location in the file system, the version control structure, and its name. The absence
of a global knowledge management is clearly noticeable in this structure.

In addition to the version control systems, web-based project management plat-
forms (such as Mantis10, Jira11) are used to support, for instance, bugtracking, task
coordination, and change requests. Due to the lack of a comprehensive platform
solution for game development, some studios and publishers develop their tools in
order to customize the workflows according to the needs of their project.

It is essential for the project to establish well-defined workflows and knowledge
exchange policies that are easy to handle and not too time-consuming. Another vital
point is the establishing of a project vocabulary or use case examples in order to give
team members an idea on how to contribute to the system and to ensure a consistent
form of knowledge storage.

2.2 Outsourcing Content and Code Production

Outsourcing content and code production in game projects places special demands
on knowledge management. External teams and partners have to match the existing

8 Perforce is a software configuration management system;
http://www.perforce.com

9 Alienbrain is an asset management system supporting graphic intensive projects;
http://www.softimage.com/products/alienbrain

10 Mantis is a web-based bugtracking system; http://www.mantisbt.org/
11 Jira is a browser-based bugtracking system with customizable workflows;
http://www.atlassian.com/software/jira/

http://www.perforce.com
http://www.softimage.com/products/alienbrain
http://www.mantisbt.org/
http://www.atlassian.com/software/jira/
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production standard and integrate their code pieces, graphic assets, and further mul-
timedia objects into the given game structure.

In order to share data with external partners, development studios often use web-
based document sharing platforms (such as Microsoft Sharepoint12). In addition,
specific communication channels protected by security protocols (e.g., Virtual Pri-
vate Network (VPN)) provide connections for critical data transfers between part-
ners. Further information is often communicated via e-mail or the above-mentioned
web-based project management platforms.

Given this infrastructure, the transfer of data is well supported but when it comes
to communicate knowledge between the commissioning studio and external partners
problems start to emerge. Loose design documents and knowledge scattered across
several e-mails or postings on web-based platforms result in inaccuracies and mis-
conceptions in the development process which are time-consuming for both sides.
The commissioning studio outsources development tasks with the goal of saving
manpower and money but the additional communication and coordination overhead
is often underestimated and not considered in the calculations.

2.3 Media Exchange and Consistent Game Design

The realization and communication of a consistent game design is not only chal-
lenging for the cooperation between commissioning studios and external partners
but also for the studio’s internal communication. Much of a game’s knowledge is
implicitly provided by artworks, videos, mockups, and other media formats. To en-
sure a consistent design, it is therefore important to set up relations between these
different media artifacts and to provide sufficient metadata. Since the development
of the game design is a creative and complex process that normally involves several
departments of a development studio, the communication of technical and artistic
aspects is nearly equally important. Metadata extensions for graphic files (such as
XMP [1]) are a first step in the direction of coupling data and knowledge exchange.
However, metadata is yet not widely used within game development. To sum up:
Developing a consistent game design and communicating it to the project partici-
pants, particularly to outsourcing partners, is a crucial task for the success of a game
that is not sufficiently supported at the moment.

3 Potentials for Integrated Knowledge Management

By analyzing typical activities and involved parties in the development of digi-
tal games, the potentials for continuous knowledge management support become
apparent.

12 Microsoft Sharepointis a browser-based collaboration and document management platform;
http://office.microsoft.com/en-us/sharepointserver/default.
aspx

http://office.microsoft.com/en-us/sharepointserver/default.aspx
http://office.microsoft.com/en-us/sharepointserver/default.aspx
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3.1 Knowledge Management with Respect to the Development
Process

At the beginning of the game development process in the phases of pitching and
pre-production (see Figure 2) central activities are the generation of ideas and the
creation of new game concepts: Numerous ideas are developed and discarded lead-
ing to a permanent change of the game’s shape. Converting these agile processes
into permanent knowledge is of great value for a development team as it allows to
reconstruct at a later time why ideas were discarded, which challenges occurred,
and how a problem was finally solved. During development of a game the team oc-
casionally returns to an earlier point of discussion and reconsiders decisions on the
basis of a new understanding of the game context. In many cases, previous experi-
ences are included in the considerations so that it is furthermore useful to activate
knowledge of projects that have been successfully accomplished in the past. Knowl-
edge should always be connected with project structures, files, and program code to
enhance the chance of reusing already existing components [19].
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With the beginning of the production phase, the demand for constant documen-
tation increases with every generated version of the game. In this phase, priority
should be given to the interconnection of file structures, data, and knowledge to
make every development step traceable and – if required – revocable at a later time.
The production phase is usually initiated by the core team of the development studio
that sets up the technical infrastructure of the project, such as the engine technology
and development environment, and defines the fundamental game design. Then, the
team is gradually expanded by members of the artistic and programming depart-
ments. In later production phases specialists such as story writers, sound and level
designers, voice actors, or testers complement the team. Being not able to share all
knowledge right from the start of the project, it is apparent that people who join the
team at a later development stage need to quickly catch up all relevant knowledge
about the game.

After the completion of a game project, the review and final feedback discussions
start. This phase has come to be called postmortem in developer jargon. At this stage,
the processes, problems, and experiences of the completed project are discussed
in order to draw conclusions for future developments. In addition to the feedback
given by the developers, the experiences of the service units and publishers as well
as feedback of external experts are brought into discussion. Furthermore, reviews
of magazines and community feedback are discussed in order to identify critical
issues that need to be patched immediately or in a future version of the game. It is
differentiated between features that were very well received by the community and
features that earned a lot of criticism. Afterwards, the criticized aspects of the game
are analyzed in detail and the team decides whether to invest time and resources in
the improvement of these aspects or to skip them. The outcomes of this review and
discussion phase define the basis for subsequent developments and should therefore
be saved in structured form allowing easy access in the future.

3.2 Knowledge Management with Respect to the Involved Parties

The exact composition of the involved parties is, of course, subject to variation and
depends largely on a project’s size and goals. Typically, the following groups take
part in the development of digital games (see Figure 2):

The group of developers includes all participants actively involved in product
development, such as game designers, programmers, graphic artists, level design-
ers, etc. All developers contribute with their personal experiences and expertise to
the project. Due to an above-average fluctuation of participants between develop-
ment teams or departments it is eminently important to externalize project-relevant
knowledge of the individual team members in order to prevent a loss of knowledge
when a member leaves the team.

The publisher is responsible for the finance, placement, marketing, and dis-
tribution of the game. Besides the continuous dialogue with the developers, all
knowledge-intensive processes converge at the publisher making it possible to
launch a product successfully. The coordination of marketing and public relations,
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the localization of a game for different markets, and the organization of the distribu-
tion are only a few examples for these processes. Publishers often distribute several
products at a time; therefore, it is vital for them to know when a product is ready
to ship in order to calculate the costs, start the marketing campaigns, sign contracts
with the retailers and present the products at trade fairs. If problems occur and a
project fails to match the gold master date13 the publisher has to update the plan-
ning and contracts. Based on the given information, publishers decide on additional
human or financial resources for the project to finish it as fast as possible or they
cancel it if the success of the project is doubtful or if it can be foreseen that an
project extension will consume far too many resources.

The cooperation with outsourcing and offshoring partners requires a particularly
intensive form of knowledge exchange since it is essential to create a shared under-
standing of the project and to ensure that all externally developed components fit
seamlessly into the game (see Section 2.2). Typical outsourcing partners are studios
or freelancers that specialized on graphical assets, sound design, and voice acting
or specific game contents such as level design or artificial intelligence program-
ming. Some of the tools that have been developed by the studio are also used by
partners. Therefore, it is important to share not only updates or new versions of a
tool but additionally all relevant knowledge about it (e.g., bug reports, new features,
how-tos, etc.).

The group of media representatives consists of journalists, editors, and produc-
ers who work for media formats dealing with digital games. Often, members of this
group get the chance to test an early version of the game in order to prepare pre-
views. The feedback of these previews is of great help for the developers since media
representatives are often among the first external persons that review the game. Due
to their broad experiences with digital games they often give valuable advice regard-
ing bugs or weaknesses of the tested version. Moreover, journalists have to match
their own deadlines before magazines go to press or television reports are produced;
therefore, it is important for publishers and development studios to know these dead-
lines when releasing news, demo versions, or media of an upcoming game that shall
have a specific media coverage (e.g., a cover page on a magazine).

Furthermore, external experts are often involved in game projects to assist the
developers, for instance, in technical, usability, or child-welfare issues. It is of great
importance to the developers and publishers to receive early feedback on possible
obstacles in order to still have an influence on changes. A high age rating by a public
rating agency14 (e.g., ’Mature’ or ’Adult-Only’) can have a negative impact on the
sales numbers of a game and is an important factor for the calculation of a publisher.
Frequently, developers are supported by domain experts when designing products
for special target groups or application areas. For instance, pedagogues might sup-
port the developers in the areas of serious games [14] and game-based learning [17].
Sometimes, external usability engineers are hired in order to evaluate the game in-
terfaces, identify usability issues or conducting large-scale playability tests [11].

13 The final version of a game which goes into manufacturing is called gold master.
14 In many countries public rating agencies define generally binding age restrictions for

media products.
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The community that builds around published or announced game products is of-
ten characterized by a high activity and engagement when it comes to the critical
review and discussion of a game or the generation of ideas for improvements and
extensions. There are numerous well-established community portals, boards, and
weblogs that focus on digital games (e.g., Gamespot15, IGN16). Thus, we consider
it valuable to integrate the community as far as possible in the development process
in order to gain new ideas, helpful suggestions, and feedback from outside. Some
projects go as far as to give away basic decisions of the game design to the com-
munity and let the game fans actively participate in the development process (e.g.,
Top Secret17). More common, some game developers offer polls or questionnaires
to the community which might have an impact on certain features or give the de-
velopers a better idea of the most wanted features for a game. Another method to
involve the community in the development process is to create a “closed beta” (for
preselected community members) or a “public beta” (for everyone who is interested)
phase where gamers are allowed to play parts of the nearly finished game for free.
Closed or public betas are normally combined with ingame or online questionnaires,
board discussions, and feedback forms. In addition, the developers evaluate game
logs in order to balance features or find bugs.

4 Continuous Integration of Knowledge Management

In order to serve the demands for continuous knowledge management support in
game development we propose a framework architecture consisting of a collabora-
tion environment, embedded feedback channels, and knowledge extraction mecha-
nisms. All these components are connected by a central repository that uses semantic
technologies for knowledge representation (see Figure 3). In the following, we de-
scribe the framework’s architecture in more detail and illustrate possible types of
support by implementation examples.

4.1 Knowledge Repository

A knowledge repository forms the central access point for all knowledge manage-
ment activities in the development process. It stores the project’s knowledge in struc-
tured form and incorporates the following features:

• Best Practices knowledge: Initially, a basic set of ontologies provides conceptu-
alizations that proved to be successful in previous projects. These fundamental
structures describe the project on a rather general level by pointing to

15 One of the biggest game portals for the American and European market;
http://www.gamespot.com

16 Big American and British portal for interactive entertainment and new media;
http://www.ign.com

17 Top Secret is a massive multiplayer online racing game which is developed under the lead
of David Perry together with about 60.000 community members.

http://www.gamespot.com
http://www.ign.com
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Fig. 3 Framework for supporting knowledge management in game development

important concepts that should be filled with project-specific knowledge during
development. The Best Practices knowledge must, however, not only be based on
a team’s own background. The knowledge repository also enables the reuse of
existing ontologies that have been developed in third-party projects or were pub-
lished specifically for application in software engineering [23, 8]. However, the
Best Practices knowledge should only be considered as a helpful starting point
instead of being misunderstood as a structure the project’s knowledge manage-
ment must adhere to; it should not hamper creativity and innovation.

• Shared understanding: The initially provided knowledge base is collaboratively
adapted and extended by all project participants during development. It acts as
a shared conceptualization that consolidates the different perspectives of the in-
volved parties so that it adequately represents the project’s consensual knowledge
at any time.

• Evolutionary conceptualizations: The knowledge repository is continuously up-
dated in accordance to the project’s evolution. History and version control mech-
anisms allow to track, review, and selectively rollback changes.

• Context-sensitive integration: A large part of the knowledge in the repository is
semi-automatically derived from the project’s context. For instance, if user feed-
back refers to specific components of the game (see Section 4.3) a reference to
these components is stored along with the feedback in the knowledge reposi-
tory allowing for future retrieval and reconstruction of the contextual setting.
Vice versa, the knowledge management support is adapted to the development
context ideally providing “the right features at the right time in the right way”.
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• Hybrid formality: The knowledge repository supports different degrees of ex-
pressiveness: Some parts of the project’s knowledge might already be in a highly
structured form while others are less formal and structured. Correspondingly, so-
phisticated techniques such as automated reasoning can only be applied to parts
of a knowledge base that offer sufficient formality.

The knowledge repository is based on semantic technologies, in our case on the
XML-based knowledge representation formats RDF, RDF Schema, and OWL [3].
By using these Semantic Web standards, ontologies that are available on the web
can easily be added to a knowledge base of the repository. The application of Se-
mantic Web standards is additionally motivated by the fact that the implementation
of the framework’s components is also mainly based on web technologies in our
approach. This enables access for distributed development teams simply by using a
web browser, without the need of installing specific knowledge management soft-
ware on local devices.

In addition, the knowledge repository provides interfaces for syndication and fur-
ther processing of parts of the knowledge base (e.g., via web services or news feeds).
That way, a developer weblog (see Figure 4a) or mailing list can easily be connected
to the repository. The other way around, external knowledge (e.g., provided by hard-
ware producers) can also be integrated via appropriate interfaces according to the
access rights.

4.2 Collaboration Environment

A collaboration environment provides comprehensive access to the knowledge
repository. It is designed according to the principles of simplicity [13] and quick
collaboration [5]. Besides the developers, the publishers and partners have separate
access rights and are enabled to adapt and update parts of the project’s knowledge
base. Typical community features such as commenting and rating are combined with
semantic technologies allowing for an enhanced knowledge retrieval.

Figure 4b shows an implementation example of the collaboration environment
that is based on the OntoWiki system [2] and has been developed in the context of
the SoftWiki project18. The user interface provides features for intuitive, web-based
editing and updating of knowledge bases and allows easy interlinking of knowl-
edge pieces or referencing on the underlying topic structure. In addition, participants
can ’tag’ parts of a knowledge base with freely chosen keywords, resulting in an
emerging ’tag space’ that represents the participants’ vocabulary with respect to the
developed product [18]. The effort and formal overhead of expressing knowledge,
modifying the knowledge base, or setting relations between knowledge instances
are minimized due to the adoption of the Wiki paradigm [5].

18 SoftWiki Distributed, End-user Centered Requirements Engineering for Evolutionary
Software Development; http://softwiki.de

http://softwiki.de


Marrying Game Development with Knowledge Management 333

(a) (b)

(c) (d)

Fig. 4 Examples of knowledge management support for game development

4.3 Embedded Feedback Channels

The central collaboration environment is extended by decentralized feedback chan-
nels that can be embedded directly into the development or run-time game environ-
ments. Depending on the type of project and state of development, different groups
are equipped with appropriate feedback channels (e.g., QA-team, community, ex-
ternal experts).

Figure 4c shows a possible realization implemented in the scripting language
LUA [10]. It can be seamlessly integrated into the run-time environment of the game,
in this case, of the online game World of Warcraft (WoW)19. The tool provides user-
initiated input forms that are available at any time in the game and equip the WoW
user with an opportunity to report encountered problems or suggestions for improve-
ment. Moreover, it can be used to trigger predefined questionnaires at certain time
events or situations.

Figure 4d shows an alternative implementation that can be easily embedded in
web browsers in order to elicit feedback on browser games without a change of
the environment. In addition, the tool captures contextual information by linking
feedback to artifacts of the game environment, if possible (e.g., location, time, ap-
plication status, etc). This contextual knowledge helps in later analysis as it allows
for a more systematic exploration and facilitates the understanding of feedback.

19 http://www.worldofwarcraft.com or http://www.wow-europe.com

http://www.worldofwarcraft.com
http://www.wow-europe.com
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Embedded feedback channels have a high potential when it comes to foster com-
munity engagement. As mentioned in Section 3.2, communities that build around
games are characterized by an above-average activity and commitment. Providing
participation opportunities and incentives that stimulate community engagement can
be highly valuable to product improvement and innovation generation. With the right
tools, communities might be actively involved in development, leading to games that
better meet the users’ desires.

4.4 Knowledge Extraction Mechanisms

Next to these forms of knowledge management support requiring active participation
of the involved participants, the framework also considers project-related knowl-
edge that is passively provided by available sources. Examples are user statements
on weblogs, community portals, and discussion boards or documents and product
descriptions from previous projects. Relevant information available in these sources
is semi-automatically extracted and integrated into the project’s knowledge base in
order to get a comprehensive impression on how a game product is perceived by
others. Due to an increasing use of XML- and RDF-based formats for content and
knowledge representation, automated processing is increasingly feasible.

A central requirement for extraction mechanisms is that the integration process
remains always in the control of the developers in order to not swamp the project’s
knowledge base with unstructured data. With the Semantic Integrator we proposed a
tool that supports semi-automatic knowledge discovery from large datasets and inte-
gration in an existing ontological structure [12]. Document sources can be mined for
project-related contents by composing search queries with relevant concepts from
the project’s knowledge base. The results are presented in structured form; project-
related terms and paragraphs are highlighted. Statements that are considered as rele-
vant for the project can be extracted and integrated into the knowledge base accord-
ing to the conceptual structure (e.g., as feature requests, ideas for improvement, etc).

5 Conclusion

We analyzed and systematized typical knowledge-intensive activities and involved
parties in game development and proposed a general knowledge management frame-
work aiming to serve the demands of this application area. In particular, we tried to
point out that a continuous integration of knowledge management support and se-
mantic technologies into the development process of digital games is not only crucial
for the success of large and distributed projects but also results in several benefits
for the involved parties. These include easier adherence to the timetable and lower
dependency on the knowledge of individuals reducing the risks and costs of develop-
ment. Continuous knowledge management support and semantic representation also
facilitate the development of game series and secondary or downstream exploitation,
for instance, if a similar game structure or the same engine are reused in subsequent
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projects. Besides its function as documentation, the knowledge base can also serve
as a source of inspiration for these subsequent projects.

Similar to other application areas of software engineering, ontologies can help to
create a shared understanding in game projects and are able to support the classifica-
tion and interoperable exchange of game artifacts and knowledge. The game industry
is well-known for being a driver of new technologies. Therefore, game development
might be a promising testbed of semantic technologies. Vice versa, semantic tech-
nologies and knowledge management solutions that proved to be successful in game
contexts might be suitable candidates for application in non-gaming environments.
Altogether, the interplay of game development, knowledge management, and se-
mantic technologies offers a lot of potential in different directions that need to be
further explored and evaluated. Our general goal was to take a first step towards a
continuous knowledge management support for agile and creative development pro-
cesses. It has become clear that this goal is faced with several specific challenges
that require combined research and development efforts.
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Luczak-Rösch, Markus 235

Maier, Ronald 79
Martin, Michael 61
Mikhailov, Ivan 7

Nejkovic, Valentina 141
Niesenhaus, Jörg 321

Ong, Ernie 25

Paoli, Heiko 269
Papadimitriou, Antonis 305
Paskalis, Sarantis 305
Pellegrini, Tassilo 1

Riss, Uwe V. 25, 79

Sack, Harald 129
Schaffert, Sebastian 1
Scharl, Arno 217
Scheir, Peter 95
Schmidt, Andreas 79, 269
Shadbolt, Nigel 285
Shafiq, Omair 113
Spiliopoulos, Vassilis 45



338 Author Index

Tifous, Amira 155
Tochtermann, Klaus 1
Toma, Ioan 113
Tosic, Milorad 141
Tsetsos, Vassileios 305

Valarakos, Alexandros G. 45
von Landesberger, Tatiana 205

Voss, Viktor 205
Vouros, George A. 45

Weichselbraun, Albert 217

Zeiß, Joachim 249

Zhdanova, Anna V. 249



Subjet Index 

aggregation operator   53 
AJAX   138, 142 
ALC   175 
algorithmic description   220 
Architecture   49, 65 
associative networks   97 
associative retrieval   97 
automated detection of erroneous  

instances   200 
automated extraction of opinions   217 

Black-Box techniques   172 
business intelligence   12 
business model   316 
business processes   270 

career guidance   88 
case study   56 
centralised data repository   287 
channel recommendation service   315 
cognitive psychology   102 
collaboration environment   332 
collaborative authoring   129 
collaborative service description   275 
collaborative tagging   89, 142, 145 
COMA++   58 
Common Information Model   199 
communities of practice   155 
concept-property selector   53 
consistency checking algorithm   189 
consistency of metadata  32 
context-dependent nature of knowledge   

289
corporate IT infrastructure   237 
corporate ontology   240 
corporate ontology engineering   235 
Corporate Ontology Lifecycle Methodology   

240
Corporate Semantic Web   236 

DAML+OIL   274 
data quality management   187 

DBC/JDBC   7 
DBMS   13 
decentralization   291 
decision-centered visualization   209 
DICOM   297 
Digital TV   305 
Digital Video Broadcasting   305 
DILLIGENT   236 
discrete steps   47 
DOLCE   124 
domain of discourse   288 
domain specific language   194 
DVB-HTML   307 
D2RQ   16 

effectiveness of retrieval systems   96 
electoral behavior   218 
Erfurt API   65 
explicit semantics   143 

framework   331 
functional requirements   244 
functions and features   256 

game-based learning   329 
game development   322, 327 
game industry   321 
Glass-Box techniques   175 
globally accepted knowledge model   287 
Globus toolkit   114 
GRDDL   13 
grid computing   113 
grid service   118 
Grid Service Execution Environment   122 
Grid Service Modeling Language   117 

Haystack   40 
HCOME   236 
HL7   297 



340 Subjet Index

IMDB   222, 313 
improving health care provision   286 
inconsistency detection   188 
index layouts   10 
informal learning   85 
information maps   63 
Information retrieval & evaluation   104 
information visualization   207 
Intelligent Content Objects   113 
interaction protocol   143 
interactive TV   305 
IkeWiki   133, 246 

JAVA   293 
JENA   12, 52 
JSON   255 
JspWiki text formatting rules   146 
J2EE   280 

KAON2   278 
knowledgeable services   288 
knowledge artifacts   26 
knowledge-based system   210 
knowledge capitalizing problem   156 
knowledge extraction mechanism   334 
knowledge-intensive activities   327 
knowledge management criteria   323 
knowledge maturing   81 
knowledge representation paradigms   62 

LCC syntax   293 
lifecycle   241 
Lightweight Coordination Calculus   292 
Linking Open Data   20, 76 
Lucene   99 

Maariwa   131 
machine learning methods   219 
MaknaWiki   132 
management phases   24 
mapping association tree   50 
mapping relational data   16 
MarQL   136 
maturing services   86 
Maximum Entropy Model   222, 228 
metadata annotation   195 
METHONTOLOGY   236 
minimal unsatisfiability preserving  

subterminology   172 
monotonic logic   177 
MPEG-7   309, 316 

multimedia data   300, 310 
Multimedia Home Platform   305 

Natural Language Processing   218 
NEPOMUK   27 
NeOn Methodology   236 
North American Industry Classification  

System   273 
N3   255 

OGSA   115 
Ontology Alignment Evaluation Initiative   

46
ontology-based web publishing   134 
ontology-based information system   235 
ontology concepts   159 
ontology engineering methodology   236 
ontology language   64 
ontology mapping   46 
ontology metamodel   131 
OntoWiki   61, 246, 332 
On-To-Knowledge   236 
OSGi   308 
OWL   64 ,189, 199, 253, 332 
OWL API   57 
OWL-DL   176, 201 

pairs selector   54 
parental control service   315 
parser   51 
Part-Of-Speech detection   222 
Pellet   200 
Personal Information Model Ontology   33 
personal learning environment   80 
personal task management   34 
PlatypusWiki   132 
process model   83 
policy engine   255 
pOWL   67 
PVR service   315 

quality assurance   290 

RapidOWL   236 
RDF   195, 287, 332 
RDFa   13, 73, 151 
RDF API   37 
RDF Graph   22 
RDF inferencing   11 
RDF mapping   17 
RDF Reactor framework   39 
RDF/S   64¸157, 255 



Subject Index  341

RDF Sponge   13 
relevance judgement   106 
requirements   48, 63 
revision control system   138 
Rhizome   132 
Rich Internet Application   136 
Rise   132 

scientific workplace   2 
security protocol   326 
semantic   98 
semantic annotation   100, 136 
Semantic Desktop   96 
Semantic MediaWiki   88, 132, 276 
semantic policy storage   251 
semantic task management architecture   36 
Semantic Web   1, 7, 46, 62, 96, 113, 130,  

142, 156 171, 250 
Semantic Web Services   113 
sentiment detection   217 
SER model   84 
SeRQL   37 
service discovery   279 
Service Oriented Architecture   122, 269 
SHIN   172, 177 
SIOC   16 
SKOS   281 
Similarity   46, 50 
similarity matrix   51 
similarity method   52 
SKOS   74 
SOAP   31, 86 
SOBOLEO   281, 90 
SoftWiki   73 
Social Semantic Desktop   27, 29 
social network management   34 
social software   250 
social task management   34 
Social Web   151 
SoftWiki   332 
SPARQL   10, 16, 37, 106, 133  
SPARUL SPARQL extension   12

SQL data manipulation   22 
SweetWiki   133 
SWOOP   245 

tag cloud   144 
Tagged Linguistic Units   220, 229 
Tagging   89 
task-analytic approach   206 
Task Model Ontology   33 
task pattern lifecycle   91 
Textual   99 
tf-idf measure   101 
triple storage   8 
TV User Ontology   311 
typed relationship   143 

UDDI   86, 272 
UDDI Registry   276 
Unified Activity Management   40 
user-driven policy construction   251 
user-generated content   250 
user-generated policies   250 
user interface   72 
user study   259 

Visual Analytics Framework   214 

WebSphere Policy Editor   254 
weighting of annotations   101 
Wikipedia   130, 313 
WordNet   323 
work activities  26 
WSDL   86, 272 
WSML   118 
WSMO   114 
WSMX   115 
WYSIWYG   133, 151 

XBRL   13 

Zend Framework   68


	Title Page
	Preface
	Contents
	Introduction
	Networked Knowledge - Networked Media: - Bringing the Pieces Together
	References


	Frameworks and Infrastructures
	RDF Support in the Virtuoso DBMS
	Introduction and Motivation
	Triple Storage
	SPARQL and SQL
	Clustering and Scalability
	{\it Query Execution Model}
	{\it Performance}

	Mapping Relational Data into RDF for SPARQL Access
	Applications and Benchmarks
	Future Directions
	Conclusion
	References

	Semantic Task Management Framework: Bridging Information andWork
	Introduction
	General Approach
	{\it Leverage Semantic Information for Task Management}
	{\it Establish a Desktop-Wide Task Management Layer}
	{\it Platform for Application Developers}
	{\it Enriching the Semantic Desktop by Task Management}
	{\it Ensuring Consistency of Metadata}
	{\it Social Aspects of Task Management}

	Semantic Task Management Framework
	{\it Task Model Ontology (TMO)}
	{\it STMF Services}
	{\it Core STMF Architecture}
	{\it Layered Refinements on the TMO and STMF}

	Related Work
	Conclusions and Future Work
	References

	AUTOMS-F: A Framework for the Synthesis of Ontology Mapping Methods
	Introduction
	Problem Statement and Requirements
	AUTOMS-F: Architecture and Implementation
	{\it Framework’s Conceptualization}
	{\it Synthesizing Mapping methods}
	{\it Implementation Issues}

	A Case Study: The AUTOMS Ontology Mapping Tool
	Related Work
	Concluding Remarks and Future Work
	References

	Developing Semantic Web Applications with the OntoWiki Framework
	OntoWiki – A Visual Semantic Wiki
	{\it OntoWiki – Not a Classical Wiki}
	{\it Generic and Domain-Specific Views}
	{\it Workflow}

	The OntoWiki Application Framework
	{\it Architecture Overview}
	{\it Persistence Layer}
	{\it Application Layer}
	{\it User Interface Layer}

	Use Cases
	{\it SoftWiki – Requirements Engineering the Wiki Way}
	{\it Caucasian Spiders Database}
	{\it Professor Catalogue of the University of Leipzig}

	Conclusion
	References

	Conceptual Foundations for a Service-oriented Knowledge and Learning Architecture: Supporting Content, Process and Ontology Maturing
	Introduction
	Knowledge Maturing
	Seeding – Evolutionary Growth – Reseeding
	Maturing Services
	{\it Semantic Wiki Services for Career Guidance (Contents)}
	{\it From Collaborative Tagging to Emerging Semantics (Semantics)}
	{\it From Task Management to Process Management (Processes)}

	Conclusions
	References

	ARS/SD: An Associative Retrieval Service for the Semantic Desktop
	Introduction
	BasicConcepts
	{\it Semantic Desktop}
	{\it Associative Information Retrieval}

	An Associative Information Retrieval Service for the Semantic Desktop
	{\it Calculating Semantic Similarity of Concepts}
	{\it Calculating Text-Based Similarity of Documents}
	{\it Semantic Annotation of Documents}
	{\it Weighting the Annotations}
	{\it Searching the Network}

	Implementation Inside the APOSDLE Project
	Evaluation
	{\it Semantic Web Information Retrieval and Evaluation}
	{\it The Test Corpus}
	{\it Measures Used for Evaluation}
	{\it Queries Used for Evaluation}
	{\it Collecting Relevance Judgments}
	{\it The Obtained Service Configuration Ranking}
	{\it Discussion}

	Related Work
	Conclusions and Future Work
	References

	GRISINO – A SemanticWeb Services, Grid Computing and Intelligent Objects Integrated Infrastructure
	Introduction
	GRISINO Architecture
	SWS-Grid Transformer
	{\it Extensions to the WSMO Conceptual Model}
	{\it Extensions to the WSML Formal Language}
	{\it Extensions to the WSMX Execution Environment}

	The KCO-SWS Transformer
	Use Case Example
	Conclusions
	References


	Application Areas
	Collaborative Web-Publishing with a Semantic Wiki
	Introduction
	Related Work
	The Maariwa Concept – Architecture and Implementation
	{\it Maariwa’s Ontology metamodel}
	{\it Integration of Semantic Annotation and Textual Content}
	{\it The MarQL Semantic Query Language}
	{\it Maariwa Architecture and Implementation}

	Conclusion
	References

	Collaborative Wiki Tagging
	Introduction
	Concept of Collaborative Wiki Tagging
	Collaborative Tagging Wiki Syntax
	Collaborative Wiki Tagging Portal Prototype
	Discussion and Related Work
	Conclusions
	References

	O’CoP, an Ontology Dedicated to Communities of Practice
	Introduction
	Ontology Development Method and O’CoP Ontology Structure
	Description of the Main Concepts of the Ontology
	{\it Community}
	{\it Actors}
	{\it Competency}
	{\it Resources}

	Lessons Learnt from the O’CoP Ontology Development
	Conclusions
	References

	Incremental Approach to Error Explanations in Ontologies
	Introduction
	Error Explanation Techniques – State of the Art
	{\it Black-Box Techniques}
	{\it Glass-Box Techniques}

	Incremental Approach to Error Explanations
	{\it Incremental Tableau Reasoner}
	{\it Computing a Single MUPS}
	{\it Computing All MUPSes}

	Experiments
	Annotation Tool Prototype
	Conclusions and Future Work
	References

	Using Ontologies Providing Domain Knowledge for Data Quality Management
	Motivation and Goal
	Related Work
	Multiple Utilizations of Domain Ontologies for DQM
	{\it Context-Sensitive Inconsistency-Detection with Ontologies}
	{\it Proactive Management of Consistency Constraints}
	{\it Duplicate Detection}
	{\it Metadata Annotation}
	{\it Domain Ontologies as a Foundation for Correct Data}

	Conclusions and Future Work
	References

	Semantic Search and Visualization of Time-Series Data
	Introduction
	Related Work
	User Tasks and Current State of Data Search
	{\it Search Tasks}
	{\it Data Sources and Currently Used Search Engines}

	Semantics-Based Time-Series Search and Visualization
	{\it Decision-Centered Visualization}
	{\it Search and Visualization Framework}
	{\it Query Processing and Response Identification}
	{\it Output Generation}

	Search System Output and Evaluation
	Relationship to Visual Analytics Research Initiatives
	Conclusions
	Future Work
	References

	An Evaluation Framework and Adaptive Architecture for Automated Sentiment Detection
	Introduction
	Related Work
	Lexical Approaches versus Full Parsing
	Algorithm Description
	{\it Arithmetic Methods}
	{\it Machine Learning Methods}
	{\it System Architecture}

	Evaluation
	{\it Statistical Properties of the Corpora and Implications}
	{\it Detailed Results}
	{\it Discussion}

	Tagged Linguistic Units
	{\it Database Creation}
	{\it Iterative Extension and Optimization}

	Conclusion and Outlook
	References

	Managing Ontology Lifecycles in Corporate Settings
	Introduction and Related Work
	Corporate Ontology Engineering
	{\it Ontology-Based Knowledge Integration Scenario}
	{\it Ontology-Based Services Scenario}
	{\it Corporate Ontology Engineering Requirements}

	The Corporate Ontology Lifecycle Methodology – COLM
	{\it The COLM Phases}
	{\it Functional Requirements of Corporate Ontology Engineering}

	Comparison of Tools
	Conclusion and Outlook
	References

	A Semantic Policy Management Environment for End-Users and Its Empirical Study
	Introduction
	Semantic Policy Management
	Research Applicability and RelatedWork
	{\it Applicability of Policy Acquisition Tools}
	{\it Related Work}

	Policy Acquisition Tool
	{\it Tool Overview}
	{\it Tool Functionality}

	User Study
	Results
	{\it Observation-Based Results}
	{\it Questionnaire-Based Results}

	Conclusions and Discussion
	References


	Use Cases: From Digital TV to Health Care Systems
	User-Driven Semantic Wiki-Based Business Service Description
	Introduction
	ProblemAnalysis
	{\it Capturing the Semantics of Business Aspects}
	{\it Orthogonality of Technical and Business Aspects of the Service Description}
	{\it Support of the Dynamic and Collaborative Process of Service Description}
	{\it Conclusion and Requirements}

	UDDI as a Foundation
	Related Work
	{\it Business Semantics (R1)}
	{\it Separation of Aspects (R2)}
	{\it Collaborative Service Description (R3)}

	A Comprehensive Approach to Business Service Description
	{\it Basic Architecture and Workflow}
	{\it Ontology}
	{\it Annotation of Wiki Pages}
	{\it Service Discovery}
	{\it Lightweight Ontology Engineering}

	Implementation
	Experiences and Conclusions
	References

	Facilitating Knowledge Management in Pervasive Health Care Systems
	Introduction
	Why Pervasive Health Care Is Different?
	The MIAKT Project and MIAKT System
	From MISO to Interaction Model
	{\it Lightweight Coordination Calculus}
	{\it Collaborating as LCC Role Players}
	{\it Reusing Existing Knowledge}
	{\it Being Proactive}
	{\it Handling Multimedia Data}
	{\it Enhancing Security with LCC}

	Conclusions
	References

	Integrating Semantic Technologies with Interactive Digital TV
	Introduction
	Related Work
	POLYSEMA Architecture
	{\it Extending the Broadcasting Server}
	{\it The POLYSEMA Smart Receiver Architecture}

	Provision of Interactive Services
	Business Modeling Issues
	Conclusion
	References

	Marrying Game Development with Knowledge Management: Challenges and Potentials
	Game Development as an Application Area for Knowledge Management and Semantic Technologies
	{\it Application Area for Knowledge Management}
	{\it Application Area for Semantic Technologies}

	State of the Art
	{\it Data and Document Management}
	{\it Outsourcing Content and Code Production}
	{\it Media Exchange and Consistent Game Design}

	Potentials for Integrated Knowledge Management
	{\it Knowledge Management with Respect to the Development Process}
	{\it Knowledge Management with Respect to the Involved Parties}

	Continuous Integration of Knowledge Management
	{\it Knowledge Repository}
	{\it Collaboration Environment}
	{\it Embedded Feedback Channels}
	{\it Knowledge ExtractionMechanisms}

	Conclusion
	References


	Author Index
	Subjet Index


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (ISO Coated v2 300% \050ECI\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /Warning
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /Warning
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 150
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 600
  /MonoImageMinResolutionPolicy /Warning
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c006500720020003700200061006e006400200038002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f00720020006f006e006c0069006e0065002e000d0028006300290020003200300030003800200053007000720069006e006700650072002d005600650072006c0061006700200047006d006200480020000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e0063006f006d000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.276 841.890]
>> setpagedevice




