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Preface

The meeting of researchers from multi-agent systems engineering and the social/
economic/organizational sciences plays a vital role in the cross-fertilization of
ideas, and is undoubtedly an important source of inspiration for the body of knowl-
edge that is being produced in the multi-agent field. The MABS series continues
to pursue its goal of bringing together researchers interested in multi-agent sys-
tems with those focused on modelling complex social systems, in such areas as
economics, management, and organizational and social sciences in general.

This volume is the ninth of its series. It is based on papers accepted for the
9th International Workshop on Multi-agent-Based Simulation (MABS 2008),
co-located with the 7th International Joint Conference on Autonomous Agents
and Multiagent Systems (AAMAS 2008), which was held in Estoril, Portugal,
May 12–16, 2008. All the papers presented at the workshop have been extended,
revised and reviewed again in order to be part of this volume. The success of this
field is reflected in the outstanding number of submissions that we received at
that time. Forty-four submissions from 14 countries were received, from which we
selected 16 for presentation (near 35% acceptance). We are very grateful to the
participants who provided a lively atmosphere of debate during the presentation
of the papers and during the general discussion on the challenges that the MABS
field faces.

We are also very grateful to all the members of the Program Committee
and the additional reviewers for their hard work. Thanks are also due to Juan
A. Rodriguez-Aguilar (AAMAS 2008 Workshop Chair), to Simon Parsons and
Joerg P. Mueller (AAMAS 2008 General Chairs), to Lin Padgham and David
Parkes (AAMAS 2008 Program Chairs) and to Ana Paiva and Luis Antunes
(AAMAS 2005 Local Organization Chairs).

March 2009 Nuno David
Jaime Sichman
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Abstract. Agent-based computational economics studies the nature of 
economic processes by means of artificial agents that simulate human behavior. 
Human behavior is known to be scripted by cultural background. The processes 
of trade partner selection and negotiation work out differently in different 
communities. Different communities have different norms regarding trust and 
opportunism. These differences are relevant for processes studied in economics, 
especially for international trade. This paper takes Hofstede’s model of national 
culture as a point of departure. It models the effects on trade processes of one of 
the five dimensions: power distance. It formulates rules for the behavior of 
artificial trading agents and presents a preliminary verification of the rules in a 
multi-agent simulation. 

Keywords: culture, negotiation, trust, deceit, simulation. 

1   Introduction 

Any experienced international traveler knows that economic transactions do not come 
to pass in the same way across cultures. Haggling, checking on quality,  and style of 
negotiation vary considerably across the world. 

In the quest to understand the mechanisms that underlie these differences this 
article adopts the approach of designing agent-based simulation models. It builds on 
[1], that describes the modeling of behavioral differences of participants in a human 
gaming simulation. The game gives players the choice to either trust their trade 
partners to live up to their promises, or to spend money, time, and relational assets to 
check (trace) them. In the game, differences are observed between players from 
different cultural backgrounds [2]. Generally negotiation - which is an essential 
process in trade - is recognized to develop differently in different cultural settings, see 
e.g. [3]. For electronically mediated negotiations, [4] reports considerable differences 
across countries with respect to expectations and process. 

Negotiation relates to the pre-contract phase of economic transactions. Trust and 
opportunism predominantly relate to the post-contract phase: the delivery. [5] gives 
evidence that both trust and opportunism can be profitable in this phase. It suggests 
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that in different societies self-sustaining systems of either trust or opportunism might 
prevail. [6] supports these findings: the extent to which people expect deceit and are 
likely to lie in business negotiations differs considerably across cultures. 

The discipline of agent-based economics [7] recognizes that using artificial agents 
to simulate human behavior contributes to the understanding of economic processes. 
Models of cultural influences on behavior in searching, bargaining, monitoring, and 
enforcing contracts are essential for developing realistic agents that can help us 
understand the differentiation of economic systems and institutions across the world. 
The design of culturally scripted agents serves several purposes. First it is useful for 
research into the effects of culture in trade, as described in the previous paragraph. 
Secondly, it can be used in education and training to make traders aware of cultural 
differences. Furthermore, the models can be used for developing negotiation support 
systems. 

The approach taken by the authors is to make use of the widely used 5-dimension 
framework of Hofstede [8]. The present paper’s research goal is to investigate the role 
of the cultural dimension of power distance as a determinant of trade processes and 
outcomes. We adopt the perspective of the trader that uses the endemic logic of a 
particular orientation on the power distance scale.  

2   Power Distance and Trade 

Can traders predict the behavior of potential partners depending on which part of the 
world these partners come from? Granting that each individual is unique, they can. 
For this, traders need knowledge about the socialization that the potential partners 
underwent in childhood, in other words about their culture. In many cases, nationality 
is a good predictor of the participants’ basic values. For instance, business in China 
tends to be done over a meal, and observing social hierarchy during meals is 
important. In the Netherlands, business is done during working hours and little 
concern is given to the formal status of traders. This statement is inadequate for some 
Chinese and some Dutch traders but it is certainly more true than its opposite would 
be. The work of Hofstede [8, 9] characterizes these values in the form of five basic 
dimensions of social life that pertain to identity, power distance, gender roles, fear of 
the unknown, and long- vs short-term orientation.  

The dimension of power distance is central in the present paper. Hofstede [8] 
defines power distance as the extent to which the less powerful accept and expect that 
power is distributed unequally. The dimension runs from egalitarian (small power 
distance, e.g., in Anglo, Germanic and Nordic cultures) to hierarchical (large power 
distance, in most other cultures; see table 1). 

Table 1. Some distinctions between norms in hierarchical and egalitarian societies 

Large power distance (hierarchical) Small power distance (egalitarian) 
Might is right No privileges and status symbols 
Formal speech; acknowledgement Talk freely in any context 
Dictate, obey Negotiate 
Show favor to mighty business partners Treat all business partners equally 
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There are some pairs of countries in the Hofstede database that differ on power distance 
more than they do on other dimensions. They are Russia - Israel, Costa Rica - Guatemala, 
and France - Austria. Still it would not do to take subjects from these pairs of countries, 
have them negotiate, and attribute the results to difference in power distance. Besides 
cultural differences on other dimensions, differences in perceived identity, historical 
antecedents, personality factors and a host of other context factors  have to be taken into 
account. By using software agents, these other contextual factors can be excluded and 
power distance can be isolated. However, simulation results will have to be interpreted as 
an abstraction that cannot be extrapolated to the real world without much caution. Isolating 
one dimension for the sake of experiment is a decidedly artificial method. In real life, the 
dimensions always operate as one whole, a cultural Gestalt, together with contextual 
factors. One of the contextual factors is personality: in any trade situation it matters what 
personalities the partners bring to the table. As it turns out personality and culture are not 
independent. In a meta-analysis of their mutual cross-country data Hofstede and McCrae 
[10] found that power distance correlates negatively with extraversion and openness to 
ideas and positively with conscientiousness.  

In spite of the limitations of isolating a single dimension, we argue that the 
experiment is worthwhile carrying out. Empiric evidence for the relevance of the 
power distance dimension for negotiation processes is given in [3]. Furthermore, 
modeling the isolated dimensions can serve as a preparation for the more complicated 
integral modeling of culture’s consequences for trade.  

The core of trade is the execution of transactions: exchanging commodities or 
rights for money. Transactions are based on a contract that may specify additional 
conditions that enforce the delivery according to the contract. The contract is to be 
negotiated among the trade partners. Contracting is not the only relevant activity of 
trading agents, however. Fig. 1 presents an overview of relevant processes.  

 

Fig. 1. Processes and internal information flow of a trading agent 

Before entering negotiations, agents have to select each other as partners to 
negotiate with, based on their trade goals (sell or buy?; which commodity?; which 
quality?) and knowledge about potential partners. This information also plays an 
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important role during the process of negotiation. Once a contract has been agreed 
upon, the traders can either cooperate (deliver truthfully) or try and use an opportunity 
to defect. Upon delivery the receiver can either trust or put the delivery to the test, the 
latter usually at some cost where trust is for free. The delivery and trust decisions are 
based on personal preferences and cultural background, as well as on beliefs about the 
trade partner and the trade environment. Experience from the negotiation and delivery 
processes may change a trader’s beliefs about the trade environment or about 
individual trade partners. The beliefs will, in addition to a trader’s preferences, guide 
decision making in future trading. In this paper we limit ourselves to beliefs about 
trade partners. For this purpose three traits can be defined that trading agents maintain 
a belief about: fairness, trustworthiness, and benevolence. These beliefs are 
maintained for each trade partner. The belief about another agent’s fairness represents 
an agent’s expectation that a fair contract can be negotiated with the other agent. The 
belief about another agent’s trustworthiness represents an agent’s expectation that the 
other agent will deliver according to contract. The belief about another agent’s 
benevolence represents the expectation that the other agent will accept deliveries 
without putting them to the test, in other words that the other agent will trust. 

The power distance dimension has its effect on behavior in trade. The relevant 
issues are a trader’s cultural background in a hierarchical or egalitarian society and 
the status or rank difference with its partner that an agent experiences against this 
cultural background. The following subsections specify the expected behavior with 
respect to these issues for each trade process. 

Negotiation Behavior. Traders from small power distance cultures may have 
different ways to negotiate, but they will always negotiate. Traders from large power 
distance cultures on the other hand are not used to negotiating seriously. The powerful 
dictate the conditions. The less powerful have to accept. In cultures of large power 
distance that are also feminine or collectivistic the powerful may exercise restraint, or 
the lower ranked may successfully plead for compassion, but this is not a common 
decision making process, like a negotiation. The most powerful decides. When people 
from hierarchical cultures are forced to negotiate, because they are in a position of 
equal status or trade with foreigners, the negotiations often end in a game of power.   

A trader from a culture with large power distance expects a lower ranked business 
partner to accept his conditions rapidly. If the lower ranked partner has the same 
cultural background, there is no problem and the rights of the higher ranked partner 
will be recognized and respected:  the lower ranked opponent will be modest and give 
in easily. However, a trader from an egalitarian culture will not give in to the pressure 
if his status is lower, but will either react furiously (e.g., break off negotiations) or 
simply ignore the pressure (make a counterproposal), in which case the opponent will 
be furious (and e.g., break off negotiations). 

If a trader from a culture with large power distance negotiates with a foreigner and 
assumes the foreigner to have a higher status, he may give in more easily than the 
foreigner expected. In that case the foreigner will be happy, but his opponent will 
have "left money on the table". If both are from hierarchical cultures but do not 
perceive one another’s hierarchical position they may make misattributions resulting 
in one of them being dominated or stopping the negotiations.  
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Trade Goal Selection. Traders having a cultural background of small power distance 
opportunistically trade both low and high quality commodities and have a risk attitude 
that is not particularly influenced by power distance.  

In hierarchical societies there are differences in selected trade strategy. The higher 
ranked prefer to trade high quality valuable commodities to underline their status that 
fits their position in life. They will not avoid deals where less powerful opponents 
technically have the opportunity to defect, because the higher ranked rely on their 
power to enforce cooperation. 

The lower ranked have three incentives to prefer trade in low quality commodities 
in hierarchical societies. First, they know their place. Second, they are poor. Third, 
they may be cheated by high status opponents that make improper use of their power 
when trading valuable commodities; the lower ranked can avoid the risk of being 
deceived by trading commodities that have little appeal for higher ranked. 

Maintenance of Beliefs about Partners. If counterparts have equal status, like in 
egalitarian societies, the experience of previous deals counts, be it personal experience or 
the experience of others (reputation). Failed negotiations decrease partner's future 
acceptability, and negotiations resulting in an agreement increase it for egalitarian traders.  

In case of status difference in hierarchical societies, the acceptability of trade partners 
does not depend on experience in previous deals: the lower ranked have no choice but to 
accept business conditions and to show truthful and trusting behavior, whatever 
experience they have and whatever the reputations of their opponents are.  So a lower 
ranked trader may have a belief about the fairness and trustworthiness of a higher 
ranked trader, but cannot show distrust. However, he may avoid a powerful trader that 
he believes to be unfair or untrustworthy... In a hierarchical society a trader of lower 
status forced into an adverse agreement by one of higher status will of course not find 
the opponent more acceptable afterwards, and try harder to avoid the opponent. 

This cultural scripting may have its repercussions in intercultural trade. A lower 
ranked trader from a hierarchical culture might avoid a foreign trader if he assumed 
that his lower status did not allow him to negotiate successfully. A higher ranked 
trader from a hierarchical culture might overplay if he assumed that a foreigner would 
recognize his status and comply with his demands. An egalitarian trader who did not 
sufficiently respect the status of a hierarchical partner might fail to do business. 

Truthful or Untruthful Delivery. After an agreement has been reached, it comes to 
delivery. If the quality of the commodity is invisible at first sight, the supplier can be 
opportunistic and deliver a lower quality product than agreed upon, thus making an 
extra profit. By doing so, regardless of the society’s power distance, the supplier takes 
the risk of serious damage to the relation with the customer if the deceit be revealed.  

For egalitarian traders, decisions to deceive, trust, and forgive are not influenced 
by their partner's status. Instead they depend on the quality of the relations they want 
to maintain and the sanctions they may expect.., In hierarchical societies, the higher 
ranked do not have to fear for repercussions when trading with lower ranked 
opponents, so the decision whether to defect or not merely depends on their morality, 
relationship, personality and/or circumstances. The lower ranked on the other hand 
will not easily consider to defect and will usually comply when trading with higher 
ranked and will only defect if in need. In collectivist societies, they would expect the 
higher ranked to recognize their need and to mercifully condone their behavior. 
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Trust or Trace. After delivery, the buyer may either request the delivered 
commodity to be traced, or accept it trustingly without tracing,.. In societies with 
large power distance, the lower ranked have no choice but to show trust in the higher 
ranked, whatever belief about their trustworthiness they may have. The higher ranked 
have no reason to distrust the lower ranked, because they assume that deceit of a 
higher ranked would not even be considered. So for the decision to trust, the belief 
about partner's trustworthiness is only relevant among equally-ranked or in relations 
where egalitarian traders are involved.   

In intercultural contacts, the behavior of traders from hierarchical societies may be 
credulous in the eyes of their egalitarian opponents, because the high ranked rely on 
their status and the low ranked think it is improper to trace, thus encouraging deceit 
by the foreigners and eventually damaging the relation if deceit be revealed.  

In egalitarian societies trust is equally important in every relation, regardless of 
partner's status. In these societies, decisions to trust a delivery or to request a trace 
(thus showing distrust) are not influenced by status difference. However, showing 
distrust may be harmful for relations, so there may be other incentives for benevolent 
behavior, but those incentives are not related to the dimension of power distance. 

We assume that trust between parties will develop if negotiations succeed, even in 
the absence of positive evidence for the truthfulness of deliveries. On the other hand, 
a tracing report that reveals deceit will reduce trust. 

Partner Selection. A trader has to select partners to deal with, either through 
response to a proposal made by another trader, or by proposing to another trader. 
Traders may use different criteria to select partners for new deals, according to their 
personal preferences and societal rules. The important criterion that differentiates 
partner selection across the power distance dimension is status.   

In hierarchical societies traders will try to avoid partners who have higher status 
than they have themselves, because the higher ranked have the power to dictate 
business conditions. Traders will never propose business to higher ranked others 
because they are afraid of getting a bad deal. However, if they receive a proposal from 
a higher ranked trader they have to accept and the only thing they can do is plead and 
hope for magnanimity. Although one can exploit status in trading with less powerful 
counterparts, powerful traders in hierarchic societies prefer to do business with 
partners of their own level of power, because it would lower their status to get 
involved with people below their own standing.  

In egalitarian societies status plays no role in partner selection. There are people 
who are labeled to have a high or low status in some respect like (show) business, 
politics, or sports. In strictly egalitarian societies, this will not influence the behavior 
of business partners. However in intercultural contacts, the traders from hierarchical 
societies may be influenced by the status labels of their egalitarian partners. 

3   Representation in Agents 

This section formalizes the knowledge about the influence of power distance on trade 
processes that was introduced in section 2. The relevant attributes of transactions from 
this viewpoint are the economic value of the transaction, the quality of the traded 
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goods as a status attribute in its own (“we deal in superior quality products only”) and 
a perceived risk that the trade partner will not fulfill his or her contractual obligations. 
The latter is based on trust in the supplier and attributes of the transaction, including 
product quality: highly valued products such as organic food, designer clothes, and 
jewelry are a more likely target for swindle and counterfeiting than are commodities. 
The formalization is based on DESIRE [11], an agent specification language based on 
information type definitions, process composition, and production rules. 

The negotiation process is simulated using the negotiation architecture of Jonker 
and Treur [12]. The architecture is based on utility functions for comparing bids and a 
set of decision parameters. In this case we use the following utility function. In other 
cases, other types of functions may be appropriate, possibly involving additional 
attributes. In such case, some of the rules given later in this section may have to be 
adapted. 

Ubid = w1f1(valuebid) + w2f2(qualitybid) + w3f3(riskbid) (1) 

with w1 + w2 + w3 = 1 , and wi in [0, 1] , for all i.  f1 presents the economic value of 
the bid in the interval [0, 1]; f2 presents the additional value in [0, 1] that is attached in 
society to trading in high quality products; f3 evaluates the risk of swindle of the 
transaction in [0, 1], with 1 representing a transaction without any risk. 

Weight factors <w1, w2, w3> characterize an agent’s trade strategy, e.g., <high, 
high, low> represent an opportunistic strategy, <low, high, high> a quality-minded 
strategy, and <high, low, high> represent a thrifty strategy.  

Traders in extremely egalitarian societies do not adapt their trade strategy to 
partner’s status. Traders in hierarchic societies do. Lower ranked traders in 
hierarchical societies prefer a more thrifty strategy than the higher ranked ones. The 
higher ranked follow an opportunistic or quality-minded strategy, depending on status 
difference with their trade partner. Let the relation agent_trait_value: ISSUE × Real, stand 
for the natural inclination of the agent to weigh an issue. Then the effect of the power-
distance and the status of both parties can be implemented as follows. 

/* 1 calculate weight factors using PDI and status */ 
if cultural_script_contains(power_distance_index(H: Real)) 
    and agent_label(status, S: Real) 
    and current_partner(C: Trader) 
    and partner_model_contains_belief(C, status, Y: Real) 
    and agent_trait_value(value_preference, P: Real) 
    and agent_trait_value(quality_preference, Q: Real) 
    and agent_trait_value(risk_aversion, R: Real) 
    and N: Real = P + (1-H)*Q+H*S*Q + (1-H)*R+H*(1-S+Y)*R 
then utility_weight_for_value( P / N ) 
    and utility_weight_for_quality( ( (1-H)*Q + H*S*Q ) / N ) 
    and utility_weight_for_risk( ( (1-H)*R + H*(1-S+Y)*R ) / N ); 

Traits, status, and power distance index are real numbers in [0, 1]. This rule 
represents that - in proportion with the power distance index - the weight that traders 
attribute to trading valuable high quality products relatively increases with their social 
status, while the weight they attribute to risk relatively decreases with increasing 
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feeling of superiority to the partner or increases with decreasing feeling of inferiority. 
The divisions by N normalize the sum of the weight factors to 1, so the weight of the 
economic value is indirectly affected by changes of quality and risk weights. 

After evaluating a partner’s bid with respect to value, quality, and risk, an agent 
has to decide whether to accept or to refuse the bid, and, in the latter case, whether to 
break off the negotiation or to make a counteroffer.  Decision parameters are utility 
gap (difference of utilities that an agent will accept between partners’ and own bid), 
impatience (probability that an agent will quit if utility or progress is low), concession 
factor (maximal relative concession with respect to the opening bid), and negotiation 
speed (maximal relative step toward maximal concession in a negation round). 
Furthermore, the rules use a cut-off value (minimal utility of partner’s bid for which 
an agent continues) and a minimal progress value (minimal relative improvement of 
utility of partner’s bids required in three rounds) as criteria to break off negotiations.  

In the architecture of Jonker and Treur, agents accept an offer if the difference 
between partner’s bid and their own bid is smaller than the utility gap parameter. As 
explained in section 2, negotiation in a hierarchical society is a game of power. The 
more powerful dictate the conditions of the deal. An agent from a hierarchical society 
feels forced to accept a bid of a more powerful partner even if the utility gap is not 
covered: the agent is aware that the utility of the bid would be unacceptable if it were 
made by a less powerful agent, but accepts. 

/* 2 hierarchic agents accept sooner if partner is powerful */  
if cultural_script_contains(power_distance_index(H: Real)) 
    and agent_label(status, S: Real) 
    and current_round(X: Integer) 
    and current_negotiation(C: Trader, X, L: Commodity_list) 
    and partner_model_contains_belief(C, status, Y: Real) 
    and agent_trait_value(acceptable_utility_gap, G: Real) 
    and others_bid_utility_in_round(U: Real, X) 
    and my_bid_utility_in_round(V: Real, X) 
    and V-U < G * (1 + H * max(0, (Y-S)) * X ) 
then stop_negotiation(C, X, L, accept_offer); 

Rules 3 and 4 express that in a hierarchic society an impatient agent will less likely 
break off negotiations with a more powerful opponent (suppressed impatience). 

/* 3 have patience if powerful partners make unrealistic bids */  
if cultural_script_contains(power_distance_index(H: Real)) 
    and agent_label(status, S: Real) 
    and current_round(X: Integer) 
    and current_negotiation(C: Trader, X, L: Commodity_list) 
    and partner_model_contains_belief(C, status, Y: Real) 
    and agent_trait_value(cut_off_value, M: Real) 
    and others_bid_utility_in_round(U: Real, X: Integer) 
    and U < M 
    and agent_trait_value(impatience, I: Real) 
    and random(0, 1, Z: Real) 
    and I * (1-H*max(0, Y-S) ) * 0.5 > Z 
then stop_negotiation(C , X , L, gap); 
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/* 4 have patience if powerful partners make no concession */  
if cultural_script_contains(power_distance_index(H: Real)) 
    and agent_label(status, S: Real) 
    and current_round(X: Integer) 
    and X > 3 
    and current_negotiation(C: Trader, X,  L: Commodity_list) 
    and partner_model_contains_belief(C, status, Y: Real) 
    and agent_trait_value(minimal_progress, M: Real) 
    and progress_in_bids(X-3, X, P: Real) 
    and P < M 
    and agent_trait_value(impatience, I: Real) 
    and random(0, 1, Z: Real) 
    and I * ( 1-H*max(0, Y-S) ) * 0.5 > Z 
then stop_negotiation(C, X, L, no-accom); 

Rule 2 is about accepting partners’ bids. A hierarchic agent also accommodates a 
more powerful partner by making greater concessions in his own bids. In the 
architecture of Jonker and Treur: decrease the minimum utility parameter (rule 5). 

/* 5 hierarchic agents give in easily if partner is powerful */ 
if cultural_script_contains(power_distance_index(H: Real)) 
    and agent_label(status, S: Real) 
    and current_partner(C: Trader) 
    and partner_model_contains_belief(C, status, Y: Real) 
    and agent_trait_value(concession_factor, F: Real) 
then   minimum_utility ((1-F)*(1-H*(0.5*(Y-S)+0.5*abs(Y-S)))); 

The negotiation speed parameter, i.e. the relative size of concessions toward the 
minimum utility, is not influenced by power distance. However, the absolute size of 
concessions increases with power distance, because concession size is the product of 
negotiation speed and the difference between the previous bid’s utility and minimum 
utility. 

The following rule (rule 6) is about the delivery, once a deal has been closed. 
Contracts may leave room for opportunistic behavior such as delivering goods of 
inferior quality. The decision whether to defect or to cooperate is modeled as 
comparing the temptation to deceive with a threshold (honesty, an agent’s personal 
trait). The temptation depends on factors like the product quality agreed in the 
contract. In hierarchic societies the threshold for defection is influenced by status. 

/* 6 hierarchic agents are conscientious with a powerful partner */ 
if cultural_script_contains(power_distance_index(H: Real)) 
    and agent_label(status, S: Real) 
    and current_partner(C: Trader) 
    and partner_model_contains_belief(C, status, Y: Real) 
    and agent_trait_value(honesty, T: Real) 
then   deceit_treshold(T+H*(Y-S)*(1-T)); 

The agents maintain a belief about the trustworthiness of other agents, i.e. the 
probability that they will not deceive. However, the decision to trust does not depend 
on this belief only. The relevance of this belief depends on two factors. First, the 
product quality agreed in the contract influences the relevance: expensive, high 
quality products are more sensitive to deceit than cheap, low quality products. 
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Second, in hierarchic societies the relevance of interpersonal trust for the decision to 
put deliveries to the test (trace) decreases as status difference increases (rule 7, which 
is only relevant for contracts about high quality product transactions). Low status 
agents do not trace high status agents, because they do not dare to show distrust. High 
status agents do not trace low status agents, because they trust that the opponents of 
lower status will not dare to defect. 

/*  7 hierarchical agents do not trace if status difference is big */  
if deal_in_round(C: Trader, B: Bid, X: Integer) 
    and current_round(X: Integer) 
    and cultural_script_contains(power_distance_index(H: Real)) 
    and agent_label(status, S: Real) 
    and partner_model_contains_belief(C , status, Y: Real) 
    and partner_model_contains_belief(C , trust, T: Real) 
    and random (0, 1, Z: Real) 
    and (1-H*abs(Y-S))*(1-T) > Z 
then  to_be_traced(B); 

Beliefs about partners are updated, based on experience. For trustworthiness belief: 

tC,x = (1-δ+) tC,x-1 + δ+ eC,x ,  if eC,x ≥ tC,x-1 , 
tC,x = (1-δ-) tC,x-1  + δ- eC,x ,   if eC,x < tC,x-1 . 

(2) 

with δ+ =  εδ- and δ+, δ- , and ε all in the interval [0,1] ; tC,x represents trust in agent C 
after round x; eC,x represents the experienced result with C in round x. eC,x is either 1 
(partner cooperated) or 0 (partner defected). Note that the model does not reason 
about the cause of the experience, e.g. by maintaining beliefs about partner’s 
competence and honesty; the only thing that counts is the effect. 

A similar update function is defined for benevolence. Being traced reduces the 
belief in partner’s benevolence and not being traced is perceived as a confirmation of  
trust.  

The belief about fairness is maintained similarly. For fairness the utility of the deal 
is used as experience value, a broken negotiation having an experience value of zero. 
When selecting partners, egalitarian agents compare others with respect to fairness. 
Hierarchic agents also use fairness, but their priority is to avoid status difference (rule 
8). However, they cannot refuse if a higher-ranked proposes to do business (rule 9). 

/* 8 hierarchic agents avoid partners with status difference */ 
if no_ongoing_negotiations 
    and not_recently_proposed_to_me (C: Trader) 
    and cultural_script_contains(power_distance_index(H: Real)) 
    and agent_label(status, S: Real) 
    and partner_model_contains_belief(C , status, Y: Real) 
    and partner_model_contains_belief(C , fair, F: Real) 
then acceptability (C,  (1-H*abs(Y-S))*F); 
 
/* 9 high-ranked partner is hard to refuse for a hierarchic agent */ 
if no_ongoing_negotiations  
    and recently_proposed_to_me (C: Trader) 
    and cultural_script_contains(power_distance_index(H: Real)) 
    and agent_label(status, S: Real) 
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    and partner_model_contains_belief(C, status, Y: Real) 
    and partner_model_contains_belief(C, fair, F: Real) 
then acceptability (C, (1-H*abs(Y-S))*F + H*max(0, Y-S)); 

Details of partner selection that are not related to specific cultural dimensions are 
given in [1]. 

With respect to the decision making presented in this section the following must be 
noted. According to March [13], decision making can be modeled as either rational or 
rule-following. Equation (1) may suggest that the agents are modeled as rational 
utility maximizers. To some extent they are, as the first term of the function 
represents economic value of the transaction, e.g. the profit that a trader expects to 
gain based on market price beliefs and calculated risk. However, the other terms of 
equation (1) represent deviations from economic rationality that may be influenced by 
a trader’s personality and culture. The second term represents an economically 
irrational preference for quality, for instance for dealing in luxury products in a 
situation where more profit can be made by dealing in standard products. The third 
term represents a risk aversion that goes beyond the calculated risk accounted for in 
the economic value of the transaction. Furthermore, the utility function is only used to 
valuate and compare bids during the negotiation process. All decisions about partner 
selection, accepting a bid, continuation of negotiation, deceit, and trust are modeled to 
be rule-following in the terminology of March. 

4   Experimental Verification 

The production rules formulated in the preceding section were verified in two steps. 
First, the formulation of the rules was verified in one-to-one agent scenarios. The 
rules were verified by step-by-step observation of the actions (duration of 
negotiations, quality levels and utilities of closed deals, break-off, trust and deceit 
decisions, and belief update) for different values of power distance index and status 
difference. Secondly, as DESIRE is not a suitable environment for simulating larger 
populations of agents, for verification of emerging properties at the macro level the 
agents were implemented in a multi-agent environment. For this purpose, CORMAS 
was chosen. CORMAS is a Smalltalk-based tool for multi-agent simulations that 
facilitates simulation with larger populations [14]. The verification results at macro 
level are discussed in this section. 

Table 2 presents results of multi-agent simulations in single-culture and 
multicultural settings. Agents have the role of either supplier, customer, or tracing 
agent. In time step 1 the customers send a proposal to a supplier of their choice. In 
each next time step the trading agents may wait for a reply when they did send a 
proposal in the previous time step, or they may either reply with an acceptance 
message or a counter proposal, or ignore received proposals and take the initiative to 
send a new proposal to a preferred potential partner. If a deal has been closed, the 
supplier delivers and the customer may accept the delivery or forward it (at the cost of 
a fee) to the tracing agent. The tracing agent tests the quality, returns the delivery and 
reports its findings to the customer and the supplier. In case of deceit the tracing agent 
fines the supplier. 
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Table 2. Number of successful transactions in runs of 100 time steps. The agents are divided 
into two groups of four suppliers (S1 and S2) and two groups of four customers (C1 and C2). 
All agents have equal parameter settings, except power distance and status that may differ 
across groups. H stands for hierarchic cultural background (power distance index = 0.99); E for 
egalitarian (p.d.i. = 0.01); S for superior status (status = 0.8); I for inferior (status = 0.2). 

 run# S1 S2 run# S1 S2 run# S1 S2 run# S1 S2 

run# 1 HS HS 2 HI HI 3 HS HI 4 ES EI 
C1 HS 11 12 HI 8 10 HS 36 1 ES 17 13 
C2 HS 19 13 HI 12 10 HI 0 23 EI 10 13 

run# 5 ES EI 6 HS HI 7 EI EI 8 ES ES 
C1 HS 33 0 ES 20 11 HS 10 14 HS 14 16 
C2 HI 0 30 EI 5 13 HI 9 14 HI 16 17 

run# 9 ES EI 10 HS HS 11 ES EI 12 HI HI 
C1 HS 23 0 ES 20 13 HI 1 21 ES 10 11 
C2 HS 26 0 EI 10 10 HI 1 24 EI 14 11 

The results illustrate that the ease of trade depends on trader’s status in hierarchic 
societies (runs 1 and 2). Trade stratifies according to status in hierarchic societies, but 
not in egalitarian ones (3, 4). In mixed settings stratification occurs especially when 
the hierarchic make the first proposal (5). Stratification is reduced when egalitarians 
make the first proposal, especially for the lower classes (6). When hierarchic traders 
have no choice but to trade with egalitarians they do so (7, 8).  However, when given 
the choice they prefer peers (9-12). These results demonstrate that realistic tendencies 
emerge from interactions of agents following the rules specified in this paper.  

5   Conclusion 

There is a wealth of literature on trade and culture that so far has not been considered 
in formalized models of trade. In agent-based economics, individual traders are 
modeled as intelligent agents cooperating in an artificial trade environment. The 
agents are modeled to mimic authentic human behavior as closely as possible. In 
recent papers the differences between such agents is no longer solely attributed to 
differences in their individual economic situations. Aspects such as personality and 
attitude are considered as well, see for example, [15]. Without considering such 
aspects, the simulations will not correspond to reality. With respect to formalizing the 
important influence of cultural background on trade, we only found a few papers. 
These papers study trade at the macro-level. An example is [16]. This paper presents 
an equilibrium analysis on the amount countries invest in learning another language 
and culture and the size and welfare of those countries. Another example is [17]. That 
paper presents a formal model of the influence of trade on culture, i.e., the reverse 
direction of influence as studied in the current paper. Other literature also uses macro-
level models, such as the gravity model to study the correlation between culture and 
trade, e.g., [18]. 
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Most agent models of culture that can be found in the literature aim to adapt 
system behavior and user interfaces to the user’s culture. Kersten [19] urges the 
necessity of cultural adaptation of e-Business systems and proposes an architecture 
that adapt both business logic and user interface. The rationale for adapting systems to 
user’s cultures is given by Kersten et al. [4], who report significant differences in 
expectations, perception of the opponent, negotiation process, and outcomes of 
electronic negotiations across cultures. However, no actual implementations of 
models of culture in e-Business have been found to be  reported. Blanchard and 
Frasson [20] and Razaki et al. [21] report an application of Hofstede’s dimensions in a 
model to adapt e-Learning systems to the user’s culture. Recent research on cultural 
modeling in agents mostly focus on Embodied Conversational Agents (ECA), 
including non-verbal behavior like facial expressions, gestures, posture, gazing, and 
silence in conversations; see, e.g., [22, 23]. For instance, the CUBE-G approach of 
Rehm et al. [24, 25] is based on the Hofstede dimensions and focuses on modeling 
into virtual characters the processes of first meeting, negotiation, and interaction in 
case of status difference. 

All models discussed so far have in common that they model culture with the 
purpose to support human decision making or to improve human-computer 
interaction. The purpose of the model proposed in the present paper is to realistically 
simulate emergent behavior in multi-agent based simulations for research in the social 
sciences. The aspects of ECA are of less relevance in this context. Agent behavior 
may be modeled in a more stylized way. An approach that does so for the purpose of 
multi-agent simulations is that of Silverman et al. [26, 27]. They model agents as a 
composition of biological, personal (personality, culture, emotions), social (relations, 
trust), and cognitive (decision) modules, completed with modules for perception, 
memory, and expression. Their approach is a generic structure for modeling the 
influence of culture on agent behavior – along with factors like stress, emotion, trust, 
and personality – through Performance Moderator Functions (PMF). It differs from 
our approach in that it is an environment to implement validated models of culturally 
differentiated behavior, while our approach aims to develop and validate such models. 

The contribution of this paper is the formalization of culture with respect to the 
influence of the power distance dimension on trade. This formalization has been 
carried out at the micro-level, i.e. at the level of individuals participating in trade. The 
traders’ behavior is formalized in the form of rules that take power distance and status 
difference into account. The agents reason with a perceived model of the parties they 
consider for trading. These perceived models do not contain estimates of the culture 
of the other parties. Furthermore, the rules do not model the motivations and emotions 
that underlie the behavior.  However, for study of macro-level effects as a 
consequence of cultural differences in micro-level interaction it is sufficient that the 
rules realistically model the effects of culture on individual behavior. 

The work of Hofstede [8] offers detailed information to model the effect of culture 
on human behavior. Hofstede’s model is based on a thorough statistical analysis of a 
massive amount of data. The five dimensions of culture discovered by factor analysis 
of the data are an efficient instrument to type national cultures. For each of the 
dimensions Hofstede’s work offers extensively validated descriptions of difference in 
behavior along the dimensions. These descriptions are very well applicable to 
modeling differences in behavior of artificial agents. 
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The approach taken in this paper is to model a single one of Hofstede’s 
dimensions. The other dimensions are treated in other work [1, 28, 29, 30]. Modeling 
a single dimension of culture is artificial. In reality, all aspects of cultural background 
have their effect simultaneously.  However, modeling behavioral differences for a 
single dimension offers the possibility develop narrative descriptions of hypothetical 
behavior as presented in section 2 of this paper, to implement this behavior into 
agents, and to verify if the aggregated effects correspond with the expected behavior 
on the basis of Hofstede’s theory. The results of the simulations presented in section 3 
demonstrate that realistic tendencies emerge from interactions of agents that follow 
the rules specified in this paper.  

Future work aims to integrate models for the separate dimensions into agents with 
believable culturally differentiated behavior, and to validate and calibrate the 
integrated models in two ways. First, business, economics, and negotiation science 
literature offer hundreds of papers that describe and analyze differences between 
cultures and intercultural interactions. Second, gaming simulations like [2] can be 
used to validate agent model behavior in specific configurations.  
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Abstract. This paper discusses the results of the agent based model’s cross-
validation with domain experts. Subsequently, the next research step – the 
conceptual design of the evidence based outsourcing model – is introduced and 
implementation difficulties are discussed. Both models are developed in the 
course of the ongoing PhD research on outsourcing behaviour at financial 
institutions and are validated and discussed in this context. 

Keywords: agent-based modeling, outsourcing, offshoring, transaction cost 
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1   Introduction 

Newspaper headlines this summer were dominated by the turmoil of the credit 
markets. Reasons for this were, inter alia, the unexpected rise in US subprime 
mortgage delinquencies, the resulting surprisingly big losses reported by banks and 
eventually the sharp shortage in liquidity. The aftershock phase is now characterized 
by deeper recession. The course of these events did not help the banking sector to 
establish a reputation for having reliable risk management systems. 

One possible reason for the banking disaster can be found in the drain of appropriate 
knowledge assets necessary for crisis management. "The effects of the subprime crisis 
on our business are better than one would assume initially since banks depend on us to 
audit their risk management systems. During the whole outsourcing hype of the early 
90s banks lost many qualified IT personnel and therefore could not retain the necessary 
know-how to cope with their problems"1 so the director of the IT-efficiency department 
at the Financial Services Advisory practice in PricewaterhouseCoopers Germany. This 
is by far, not an exclusive opinion. The Chairmen and President of the Frankfurt School 
of Finance & Management Udo Steffens suggests in [1] that the misery of the banking 
sector originates from the fact that the involved institutions simply did not have enough 
experience in order to assess the real risks. 

As studies show, the companies that are extremely successful over a substantial 
period of time are characterised by the ability to carry out radical strategic changes 
without imperilling the operational effectiveness.[2] The question of what services 
                                                           
1 Author’s own translation of the original citation from German language. 
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and functions a company should produce in-house versus what it should acquire from 
third party vendors is at the heart of this process. 

The rapid economic growth of the late 1990s and the sudden crash of the early 
2000s reinforced the wave of re-engineering issues in many corporations. During the 
downturn, outsourcing leaped to the fore as a cost-saving quick fix when budgets 
were squeezed. The cult of core competency cultivated by Prahald [3] and Hammer 
[4] led to a decade of re-engineering and downsizing. One theory which ties up with 
this cult in the IT/S sourcing research is the Transaction Cost Theory (TCT) [5]. 

The transaction cost theory (TCT) model [6] reported here was used to investigate 
a particular issue of the TCT concerning the formalization of the term asset 
specificity. The results of the cross-validation of the model through domain experts 
are reported. While the results were in line with the theoretical literature, they 
diverged significantly from the experience of our informants.  

This paper discusses the results of the model’s cross-validation with corresponding 
domain experts. Subsequently, the conceptual design of the next logical research step 
– an evidence based outsourcing model (EBOM) – is introduced and implementation 
difficulties are discussed. Both models, the TCT and the EBOM, are developed in the 
course of the ongoing PhD research on outsourcing behaviour at financial institutions. 

2   Methodology 

A methodology of evidence-based modelling was adapted. The rules for the agents were 
derived partly from the relevant reports and partly from qualitative insight into the 
modelled target system. These insights were gained from semi-structured interviews 
with domain experts. Internal and published support documents were collected.  

Since it is common practice in sourcing projects for the analysis to be provided by 
third party consultants, these were selected as a target group of stakeholders. It should 
be remembered that the sample used for qualitative studies was opportunistic. 

The TCT model includes a direct representation of relevant relations from the 
transaction cost theory. The main subjective of the presented model is the reproduction 
of the individuals’ behaviour inspired by TCT and willingly abstract from any thoughts 
of social components that might matter in the target system. However, the original 
theory needed to be altered in a way that made it possible to translate the theory in an 
agent based model. Since Williamson’s framework belongs to the realm of equilibrium 
theories and can be regarded as a snapshot in time, it did not allow for translation of the 
processes. 

Before the conceptualization of the EBOM a cross-validation round with 
stakeholders was scheduled. The ulterior motive for this is the reinforcement of the 
feedback loop in the design process of the model. The TCT model is a formalization 
of the economic theory with evidence based elements in it. Since the used theory is 
controversial in the academic world but, nevertheless, widely used by practitioners, 
the results of stakeholder’s feedback were hoped to be enlightening. Through the 
process of cross-validation there was evidence of shortcomings of the theory. These 
are valuable contributions for the next research round and also for the awareness of 
stakeholders. Next chapter brings out the gist of the validation process with industry 
collaborators. 



 Intrusion of Agent-Based Social Simulation in Economic Theory 19 

3   Stakeholder Validation 

In the following chapters the results of the model validation in cooperation with 
domain experts are reported. The stakeholders were presented with the model setup, a 
representative run and the results of the parameter exploration. The issue of detail is 
pragmatic. The level of detail chosen should enlighten the relationships of interest and 
hide unwanted detail and was previously discussed in earlier interviews. 

3.1   (Production) Space 

The n-dimensional product characteristics space (PCS) [7], similar to the approach 
taken by Klos in [8], was used in an attempt to represent the core TCT concept of 
“asset specificity”. The Lancastrian PCS approach was adopted for the TCT model in 
such an altered way that instead of products and consumers, the space has now been 
populated with agents representing vendors and consumers. This way, one could 
define product differentiation and asset specificity on the same space. Thus, the 
location of the vendor agents represents the service he offers and the location of the 
client agent represents the in-house service he would like to outsource. 

Thus, with the help of this apparatus one can define the specificity of own services 
by the number of agents who can provide the same service. The degree of specificity 
evaluation is then a subjective function of the corresponding agent.  

This interpretation of asset specificity was welcomed by the stakeholders since it 
reflects the way companies evaluate standardisation of their IT services – if someone 
else on the market can provide the needed service without extensive alterations of the 
company’s workflow then the service is deemed to be standard. 

Another virtue of PCS is the possibility to express the concept of bounded rationality 
through the acceptance range of each agent. This construct was in line with the essence 
of bounded rationality – that agents’ computational and information processing 
capacities are limited [9] – and correspond with the experiences of stakeholders – that 
depending on the size of the company, it will not be possible to survey all appropriate 
vendors on the market. 

Furthermore, Lancaster’s approach will allow for interface to extend the results of 
the EBO model to consumer theory. Investigating sourcing theories under the aspect 
of consumer theory is a promising, though uncommon for sourcing community, 
approach. 

3.2   Opportunism2 

Williamson’s framework is interwoven with the notion of opportunism. This is the 
drive of every agent since TCT does not allow for mutual thoughts. Both agent types, 
client and vendor, re-evaluate their situation at every simulation step and are prepared 
to terminate the ongoing partnership in the case that an improvement of the agent’s 
current situation is possible. The ulterior motive for this agent’s behaviour is the 
notion of opportunism. 

                                                           
2 The sort of opportunism described in this section deals with opportunistic behaviors, which 

may occur during a transaction between two agents. 
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However, this behaviour caused disagreement amongst most of the stakeholders 
interviewed. One does not disclaim the existence of opportunism on the executive 
floors of every corporation. Admittedly, the aforementioned opportunistic behaviour 
should not be such a pivotal part of a sourcing partnership. According to the domain 
expert from Accenture, in most outsourcing negotiations a vendor is set up as an 
enemy, which has to be forced into doing what the buyer of service thinks is best. 
Negotiation is usually set up around driving cost down, which is normal for the 
procurement activity. Notwithstanding, sourcing contracts are very different from 
normal procurement. It is a question of setting up a relationship which lasts for 
several years and cannot be treated as a one-off deal. “If we have a good social 
relationship with our sourcing partner, most of the time, it embodies in a good 
professional partnership. However, a dysfunctional social relationship holds lots of 
surprises which can rub off negatively on the professional level”, so the procurement 
CEO at T-Systems. 

3.3   Preference and Matching 

The fact that any sourcing partnership is initiated by the client was endorsed. Thus, 
stakeholders pushed for a wider awareness level of clients about the existence of 
possible vendors. Correspondingly, proportions of the service providers which should 
be known to a client, with respect to the overall outsourcing market, were specified. 

A disagreement was evoked by limited facets of the partnership search routine. In 
the current model a client would choose his contractual partner on the basis of the best 
match to his characteristics (i.e. vendor with shortest distance to the client on the 
PCS). In case a client cannot find any suitable vendor, even after altering his 
acceptance range, he will be matched to himself, thus preferring in-house production 
over outsourcing. The whole range of consideration aspects in the outsourcing process 
are discussed in further detail in paragraph 4. 

3.4   Adaptation 

Some vendors, who did not get any requests, will relocate randomly one step in any 
direction in the production space. This is an attempt to alter services’ characteristics 
in order to look more appealing to the clients, which might not have considered this 
vendor otherwise. The customers, to the contrary, are assumed to be stationary and 
alter their acceptance range with respect to what is an acceptable service level 
agreement to them. 

The domain experts suggested the consideration of cases where one would encounter 
joined sourcing i.e. situations where several small banks would adopt a common 
services portfolio in order to deliver enough scale for the vendor. Standardisation is not 
only an objective of the clients. The domain experts have mentioned that outsourcing 
companies try to standardise their portfolio of products in order to grow whilst keeping 
costs under control.  

The willingness of the agents to terminate their ongoing relationships was 
questioned by stakeholders. Despite being in line with the TCT, termination was said 
to be an uncommon tactic in the experience of stakeholders. It was pointed out that 
due to legislative restrictions, most of the contracts will terminate in the natural way. 
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Indeed, some disaster scenarios are possible where an ongoing relationship can be 
terminated prematurely. The domain experts specified probabilities for such an event 
to take place. 

3.5   Representative Run 

The results from a representative run over 10.000 simulation steps with 1000 vendors 
and 500 clients were presented to the audience of domain experts. 

In the rule-based system the number of activations can be used as an indicator for 
activity of the system. In figure 1 the cumulative number of rule activations for 
client/vendor agents is represented. In addition, the amount of ongoing transactions at 
each time step of the simulation is laid in the same chart. Correspondingly, in figure 2 
the number of client-agents who ended up in the lock-in3 is presented. 

The diagram of activations in figure 1 exhibits that the model is constantly fluctuating, 
therefore agents are either applying topological or/and general reasoning rules4. The charts 
suggest that the system is in continuous dynamic though it has the tendency to gradually 
lose on activity. Both the number of rule-activations for the clients as the number of 
ongoing transactions in the system are decreasing rapidly at the beginning and slowly in 
the later stages of the simulation. 

At the start of the simulation, a large number of rule activations are observable. 
This is partly due to the setup rules which fire at the beginning of the simulation but 
also partly due to the high degree of interaction between vendors and customers at the 
start of the simulation as they are seeking the contractual partners. The use of agents’ 
memory economises on re-evaluations at a later stage of the simulation.  

Domain experts were confronted with one possible explanation for the observed 
behaviour, namely, due to the ex ante negative experiences with some vendor-agents 
in the past, and the client-agent would not consider these vendor-agents as a viable 
alternative. Therefore the client-agent will remain in his current transaction despite 
being deeply dissatisfied, coupled with the availability of malicious vendors, lock-in 
is created. Furthermore, the selfish nature of the TCT prescribes the agents to break 
up the relationship as soon as they see a better alternative rather than their current 
transaction partner. Consequently, there is a high level of activity to observe during 
the earlier stages of the simulation – in the so called mating stage – where everybody 
is aspired to find the perfect match. Subsequently, the amount of possible alternatives 
(vendor-agents without a negative experience track record) for the client-agents 
decreases and so his activity thus bringing an overall sedation in the system. 

Experts reported that figure 1 exhibits, approximately, the state of the sourcing 
market since the economic downturn of the early 2000 when outsourcing leapt to the 
fore as a cost-saving quick fix when budgets came under squeeze. There was a lot of 
turmoil on the sourcing market since everybody was outsourcing compulsively. Since 
then the market exhibits some activity but can be regarded as being in a more or less 
                                                           
3 A client-agent is thought to be in the lock-in if he is not satisfied with the transaction he is 

currently involved in but cannot drop out of it (be it due to the lack of alternative vendors or 
personal preferences of the client-agent). 

4 The difference between the topological and reasoning rules as well as rules itself are described 
more in-depth in [6]. 
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semi-stable state. However, the constant decrease of transactions and activity could 
not have been verified by all interviewed domain experts. 

The explanation of the model behaviour the experts were confronted with was 
accepted. However, it was pointed out that, most of the time, these are not the 
negative ex ante experiences which deter banks from switching providers but the 
“patron” effect. It is cheaper and less risky to subcontract to someone you know for a 
long time instead of opting for a newcomer. 

 

Fig. 1. Number of rule activations for all agent types and transactions. Upper line – clients’ 
rules; middle line – transactions; lower line – vendors’ rules. 

 

Fig. 2. Number of client-agents who ended up in the lock-in situation 

3.6   Dynamic Equilibrium 

In the forefront of results discussion with domain experts an objective of the 
equilibrium behaviour of the TCT model had high topicality. During parameter 
exploration an issue of the stable behaviour of the model was examined. In order to 
find out whether the system resides / converges into a sort of dynamic equilibrium, a 
perturbation run was conducted5. 

As one can clearly see on the presented charts in figure 3 and 4 there is a big jump 
in all the graphs subsequent to a new batch of agents being inserted into the system. 
The overall intensity of activations increases in value, nevertheless the typical shape 

                                                           
5 For some time after the model run the number of clients and vendors were doubled. New 

agents were injected into the system and randomly distributed over the production space. 
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of the curves remains the same. New constellation produces the same long and stable 
periods of rule activations. 

This behaviour was confirmed by domain experts. Undoubtedly, any market can 
exhibit volatile and unforeseen behaviour. However, sourcing market at the 
investigated target system – big financial institutions – featured equilibrium-like 
behaviour since it was introduced by IBM a few decades ago. In the face of the 
current turmoil in the banking industry, experts showed a great deal of interest in the 
factors which can bring such a system to be out of balance. This task remains to be 
answered by the EBOM. 
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Fig. 3. Number of rule activations and ongoing transactions 
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Fig. 4. Number of client-agents who ended up in the lock-in situation 

4   Implication of Validation for EBOM 

The discussed TCT model is an intermediate stage in the course of the ongoing 
research project on outsourcing in financial institutions. Therefore, the next logical 
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step would be to use the feedback from the process of cross-validation for the 
development of the next stage model. This EBO model should be based entirely upon 
the evidence from the stakeholders and should not be constrained by any economic or 
behavioural theory.  

Building the TCT model and confronting stakeholders with it was intended in order 
to point out data requirements, and help to determine which data is important and 
which can be dismissed. In the current research stage additional interviews were 
conducted in order to fill gaps, which became evident through the analysis of the TCT 
model. In the course of the cross-validation with stakeholders several issues arose, 
which are reported in detail in the following sections. 

 

Fig. 5. Facets of the sourcing decision 

Overall, six facets of the sourcing process were identified by the domain experts. 
Figure 5 illustrates these different aspects of the sourcing decision. 

4.1   Co-dependence of Services 

While outsourcing is a not a new phenomenon by any stretch of imagination, for 
much of its history it has been primarily focused on discrete services [10]. However, 
IT has evolved and cannot be regarded as an assemblage of discrete services. These 
services both support and depend on each other. The notion that services are 
autonomous and thus decisions around these services can be made autonomous is 
absolutely wrong. 

As an increasing amount of services are getting outsourced, coordinating a portfolio 
of service providers is becoming tedious, thus causing significant service disruptions in 
numerous organizations. Therefore, stakeholders urged for more intertwined sourcing 
relationships. Scenarios where vendor A can deliver a service for a client only in 
collaboration with vendor B needs to be incorporated into the model. 

The representation of the firm’s skills universe (FSU), as was done by Tylor in [11], 
provides a possible way of dealing with the whole services agglomeration of the 
company. According to the experience of stakeholders and theories of Prahald [3], one 
would assume roots of the graph as core services thus all other services depending and 
predicating on these core services. Therefore, a dislocation of the service to the third 
party vendor can be expressed as an extraction of the corresponding node with its links 
from the FSU of the client. 
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4.2   Sourcing Partnership 

During the validation process the awareness emerged that with respect to relationships 
one should define the following bank profiles – the risky ones and the risk averse ones 
– with the consequence of reflecting diverse outsourcing strategies. It is regarded as 
risky to streamlining a corporation to its essential elements with only one sourcing 
partner. A distribution of the service failure probabilities on multiple contracts is a 
safer option. Therefore, the agents with high risk aversity would preferably enter into 
the multisourcing6 relationships rather than relying on a single vendor. 

It was also pointed out that simple relationships such as those implemented in the 
TCT model are an extreme oversimplification. A more interconnected construction of 
partnerships with multiple sourcing partners, have to be implemented in the new 
model. “It is not enough if we have a good relationship with our vendors. Since they 
can deliver services we need only by working hand in hand with each other it is 
pivotal for them to have a good cooperation too” so the CFO of T-Systems. Thus a 
network topology of the contractual relationships will reflect the circumstances. 

Furthermore, experts have specified three types of the sourcing deals: effectiveness, 
acquisition of new services and transformation & change. Each of the contract types 
has different setups, pre-requirements and outcomes. 

Another artefact of the sourcing market is the capacity and scale savings of the 
vendor. One should not automatically assume that the service provider would be able 
to deliver economies of scale and so deliver the services I used to have at the 
discounted price. The only way the service providers can deliver an unprecedented 
level of service at a discounted price is through increasing scale and standardized 
products. Thus, the client has to create and govern the scale in a move towards a more 
standardised service portfolio. 

4.3   Social Aspect of the Partnership 

The view of technology in general as a tool which is considered to be independent of 
the social context, in which it is developed and used, is widely spread in the 
information systems literature [12]. The majority of domain experts agreed on the 
importance that information technology cannot and should not be regarded separately 
from the social context it is situated in. However, a precise statement with respect to 
this topic could not be achieved. Therefore, stakeholders were urged to investigate 
this issue with respect to the volatility of the equilibrium state of the system. It was 
reported about the projects which have failed due to social resistance of the company 
employees. The further discussion on this topic led to the strategy & change issue. 

4.4   Strategy and Change 

The main shortcoming of the TCT is the absence of strategic consideration possibilities. 
Williamson’s framework does not allow for making any business strategy considerations. 
Also, TCT does not allow for translation of processes since it takes a snapshot view of the 
corporation. 

                                                           
6 A new operational model that envisages provisioning of business services from multiple 

sources inside and outside the corporation to obtain the best business outcomes. 
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Absence of representation of business and outsourcing strategy was the biggest 
deficiency of the TCT model criticized by stakeholders. According to their experience 
the misalignment of business and outsourcing strategy scuppers the majority of 
sourcing projects. First, aligning the sourcing strategy with the business strategy of 
the company is pivotal for the achievement of the set goals. “If a company plans to 
enter into a sourcing relationship in order to expand, she cannot use a cost minimizing 
sourcing strategy”, as stated an IT-consultant from Accenture. Second, if the goals of 
the sourcing project are not communicated well enough down the company hierarchy 
one will result in high personnel attrition rates and loss of tacit knowledge. 

Furthermore, the adjustment of the business and sourcing strategy to each other has 
to be done on a continuous basis. A base line view of operations set up on the current 
knowledge cannot stay the same over the lifespan of a sourcing partnership since 
operations do not possess a steady state. 

From an implementational point of view, the term strategy is difficult to grasp and 
translate into the model. Therefore, experts have agreed to the following definition – 
the enterprise’s sourcing strategy is the bundle of planned actions for the achievement 
of set business goals. Thus one has two sets of items that have to be linked. By 
adopting this definition of the strategy, it is possible to fall back on earlier work of 
Moss [17]. In the critical incident management model agent’s cognition is presented 
by problem space architectures – which are in effect relationships between goals and 
the sub-goals to achieve these goals – drawn from cognitive science. The construct is 
then rounded up by the use of Endorsements [13]. 

The drain of knowledge in the course of inadequately managed sourcing actions can 
easily be implemented by the use of FSU [11]. Thus an extraction of the corresponding 
node with its children from the skill graph represents loss of information. The closer 
the location of the extracted node to the root, the bigger the damage to the tacit 
knowledge of the corporation. 

4.5   Asset Specificity 

Formalization of Asset Specificity was one of the main objectives for the TCT model. 
An attempt to translate a loosely defined term into a formal simulation model can be 
regarded as successful since all of the interviewed stakeholders approved the 
suggested formalization – subjective function based on the amount of other agents 
able to provide considered service. However, an institution of asset specificity, or core 
competency as practitioners tend to call it, remains a term which is hard, if not 
impossible, to define precisely. After in-depth discussions, the majority of experts 
referred to intuition and own experience as a guidance for core competency 
evaluation. The words of the senior consultant in the IT practise group at BCG reflect 
the situation accurately “It is our biggest challenge to find out the thin line which 
separates what can be standardized and what has to be customised“. 

5   EBOM 

This chapter introduces the design of the EBOM that is being developed under 
implications provided in the previous chapter. Whereas TCT model is build around a 
theory and matched to evidence in consequent steps, the EBOM follows a different 
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approach – it is build around evidence first and is going to be investigated on a match 
to possible theoretic frameworks at a later stage. Thus the insights obtained after 
evaluation of the TCT model were constitutional for the EBOM’s design. 

5.1   The Setting 

Similar to TCT model, a rather strict distinction between physical and social 
environment of agents was made. The focus of this distinction was put on separation 
between physical and social spaces, both in terms of semantics and techniques used 
for their representation. Furthermore, since agents are considered here in more than 
one social context an agent’s social environment consists of and is modelled by more 
than one network layer. 

A bird’s eye view of the model is provided in figure 1. It showcases the interplay 
of different components composing the EBOM. The model represents actors from the 
case study as individual agents. Actors in this context are players of the outsourcing 
market – clients and vendors. 

 
Fig. 6. Schematic view of the model’s components and their relations to each other 

The model is run at monthly steps. For each year (consisting of 12 ticks) the model 
executes the following sequence of events: agents proceed with re-evaluation of their 
situation, alter their strategies according to the results of their evaluation and act 
accordingly. 

More precisely, clients aim at either reducing their costs or gaining new skills. Both 
objectives can be accomplished trough outsourcing, in case of cost reduction, and 
sourcing, in case of acquisition of new skills. Clients interchange their strategies 
depending on their current situation. In the process of agents’ interactions clients are 
playing an active part, since they trigger the interactions. A client would broadcast a 
service request (SR) through the system and vendors, who can match the request, will 
respond with offers. Depending on an evaluation of SR respondents a client will either 
send a contractual offer or not. A vendor, in her turn, will perform an evaluation of all 
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received offers based on several vendor-specific preferences with regard to clients. 
Once the deal is accomplished it is followed by the transition of skill sets from the 
vendor to the client. During a transaction each of the two partners may opt out of 
the contract prematurely or stay committed until the natural end of the transaction. In 
the case of a premature end of the transaction, sanctions are imposed on the defecting 
partner. 

Vendors, among themselves, are able to enter into merger relationships. These can 
happen in a volunteer manner, thus two suppliers deciding to collaborate, or in a 
hostile manner, thus an underperforming supplier is getting absorbed buy a market 
rival. 

5.2   Agents 

Generalized agent types were determined based upon elicited knowledge, i.e. the 
storylines derived from the transcripts of the interviews. These agent types differ 
along dimensions like activities related to goal achievement and social network 
integration. Thus, the model is based on the definition of two different kinds of agents 
that perform different tasks. A population of N clients and M vendors with M > N  is 
assumed. 

In order to explicitly contrast social and economic influences on the decision 
making of agents with regard to success of (out)sourcing relationships, two decision 
making driving dimensions of an agent’s perception were introduced: economic 
success and social environment. On the basis of these two factors agents decide on 
their collaboration partners, i.e. a client agent would not only consult a financial side 
of a deal but would also evaluate, so called, soft factors (ethnicity of a vendor, 
vendor’s reliability, etc.). 

By purpose, agents were not endowed with exaggerated opportunistic drive a 
priory, as was done in the case of TCT. More importantly, a set of abstract decision 
rules for different types of actors was compiled, which forms the basis for the 
implementation of agent’s decision rules in EBOM. These rules are entirely based on 
stakeholders’ input and are not burdened by the theory. Thus, it is to investigate, 
whether opportunistic patters can emerge from the given set of rules. 

5.3   The Network 

In order to capture intrinsic properties of the modelled social system a multilayered 
network of agents was required. EBOM’s environment represents agents’ relationships as 
links in a network of multiple layers. An agent may be seen as a node in different social 
network contexts. Thus, an agent has two semantically different meanings depending on 
the context it is related to – sourcing relationships network (clients2vendors) and 
organizational relationships network (vendors2vendors).  

Neither the merger nor the collaborator networks exist initially. Thus, these 
networks are created from the scratch each time simulation is run. Two networks 
differ in complexity depending on interactions of agents. The network is dynamic in a 
sense that clients and vendors are constantly establishing new relationships and 
terminating old ones. 
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5.4   FSU 

During the validation of the TCT model it became evident that, majority of 
interviewed stakeholders used an internal IT representation that resembles strong 
similarity to a spanning tree structure. Nodes were referred to in diverse manners - 
hardware agglomeration points, knowledge or personnel skills of a corporation’s unit, 
etc. Thus, for the EBOM nodes were interpreted as a collection of tasks or so called 
skill sets (SS) needed to get to the next node on the branch. 

It is believed that a directed spanning tree is an adequate representation of interplay 
of goals with SSs necessary to achieve these goals. A similar concept was already 
used by Moss [17] and Taylor [11]. 

 

Fig. 7. Representative Firm Skills Univers of 20 nodes 

From figure 7 it becomes clear that while some SSs strongly depended on several 
basic (parent) SSs, others, in contrary, developed more or less independently as 
branches of the tree. 

An issue of asset specificity represented a sine qua non while implementing the 
model. Despite attempts to confine a focus of stakeholders on a standard set of “skills”, 
the notion of an asset being more specific than others was omnipresent. EBOM 
introduces, besides other behavioural indices, a definition of asset specificity inspired 
by the initial findings of TCT model’s development and evaluation process. TCTM 
deals with AS by estimating the number of providers, who can provide a particular 
service of interest. Considering, that this notion was endorsed by practitioners it was to 
determine now, how to incorporate the aforementioned way of going AS issue into 
EBOM. 

A challenge arose from the fact that TCTM did not distinguish between different 
services in a client’s portfolio but aggregated to a single service. Together with 
practitioners a notion of a redundant service was produced. Hence a redundant service 
could be interpreted as a service that exhibits alternative ways of delivering it. Putting 
this finding it into a relation with a spanning tree concept means, that any node, casted 
as redundant, has to be reachable form a root node via several paths. An in-degree could 
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be used in here as a specificity indicator of a SS. A distance to the root node can be 
utilized as an indicator too – the closer is a SS to the root the more core-specific it is. 

5.5   Strategy 

Before an agent can enter a sourcing relationship it has to define its sourcing strategy. The 
TCT model’s validation revealed that absence of strategic considerations was the biggest 
shortcoming of the model. It was hard to form an assemblage of theories from a plethora 
of strategic guidelines. However, according to the practitioners’ statements all strategic 
considerations can be reduced to a two generic once – transformation/enhancement and 
efficiency. Efficiency deals are concern primarily with reducing costs, i.e. outsourcing in-
house services and transformation/enhancements deals are concerned primarily with 
acquisition of new skills. Thus, the model allows for these two types of contracts. 

It was already mentioned in the evaluation chapter that many stakeholders assigned 
a high proportion of the success in the sourcing endeavour to the alignment of the 
sourcing and business strategies to each other. Thus, companies switch between both 
strategy-types according to the current needs of the business. The dynamics of the 
interplay between both strategy types in the EBOM is showcased in the figure 8. 

 
Fig. 8. The interplay between the different strategy types chosen by the client agent 

Stakeholders urged for several strategies for clients, since the change between 
several strategies would represent the dynamic nature of business or agility in 
response to changing business circumstances.  

6   Discussion 

The example of the TCT showed that ABSS can be utilised as an appropriate tool for 
theory examination. Therefore, we need a more critical observation of theories 
borrowed from different disciplines before these can be established. The methodology 
presented in the paper aims to point out obscurities where the theory is not clear 
enough. As the process of formalisation is a discipline which needs to be precise, 
ABSS claims to compensate for the lack of precision in the IT/S research so far. 
ABSS uses models to devise precise statements about these theoretical points, which 
are not clear in the theory a priori. 

The proposed formalisation of asset specificity used for agent’s reasoning succeeded 
in reproducing results forecasted by TCT and offered a qualitative description of the 
term. Furthermore, the model and results produced by it were partly confirmed by 
domain experts used for cross-validation. Organisational structures emerged from the 



 Intrusion of Agent-Based Social Simulation in Economic Theory 31 

interaction and information exchanges between individuals in the artificial world. It 
was shown that organisational structures depend on connectivity and information 
exchange between agents.  

Nonlinear social behaviour needs to be included in the outsourcing research on the 
more elaborate basis rather than just excluding it from the outset per asylum to 
economic theories. Nonlinear behaviour is excluded in most econometric observations 
as the concept of nonlinearity leads to problems for the statistician and their forecasts.  

The necessity to model economic processes and theories used for decision making 
in the practise becomes more eminent if one considers the recent example of Société 
Générale. Who, from the involved bank staff, could have thought that a single trader 
could produce such extensive damage without being discovered by the technology 
systems, which have checks and balances built in? The French bank made a loss of 
£3.6bn [14] following unauthorised activity of a swindler trader who managed to 
cover up fraudulent activity as a result of his understanding of the bank's fraud control 
systems. He risked billions by betting on future trends in the stock market. The failure 
to detect fraudulent activity of this scale from an employee emphasizes the need for 
banks to constantly monitor and upgrade their fraud systems. 

History is, however, being repeated. In February of 1995, one man single-handedly 
bankrupted the bank that financed, inter alia, the Napoleonic Wars, and was Queen 
Elizabeth’s personal bank – Barings bank [15]. These incidents make the usefulness 
of agent based modelling in economic theory eminent. 

While it has been addressed by many academics and practitioners in a variety of 
ways, it is still a challenge for most organisations to identify what to outsource and 
what to retain in-house. Moss and Edmonds showed [16] that appropriately specified 
models can be used to assist domain experts identify and amend dissonance between 
their own qualitative judgements and quantitative relationships drawn either from 
statistical or physical theory. This is the path the described outsourcing research is 
intending to follow in order to produce an agent-based model, which can highlight 
different aspects of, and provide valuable insights into the sourcing process. 
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Abstract. This paper describes an agent-based simulation model of the spread of 
HIV/AIDS in the Sub-Saharan region. The model is part of our studying social 
complexity in the Sekhukhune district of the Limpopo province in South Africa. 
The model presents a coherent framework and identifies the essential factors 
agent-based modellers need to take into account when modelling HIV spread. 
The necessary empirical data are drawn from the villagers’ accounts during our 
fieldtrip to the case study region and reports from the available epidemiological 
and demographic literature. The results presented here demonstrate how agent-
based simulation can aid in a better understanding of this complex interplay of 
various factors responsible for the spread of the epidemic. Although the model is 
specific to the case study area, the general framework described in this paper can 
easily be extended and adapted for other regions. 

Keywords: HIV/AIDS, evidence-driven modelling, sexual networks. 

1   Introduction 

This paper takes another step forward towards simulating the spread of HIV using 
agent-based modelling techniques. There have been several recent papers applying 
ABM to the spread of this pandemic ranging from those relying on simplistic assump-
tions to those driven by detailed epidemiological surveys and anecdotal evidence (c.f. 
[8, 12, 13, 19]). For modellers the greatest challenge is the availability of evidence, 
especially when the study is conducted in one of the most impoverished regions in the 
world: Sub-Saharan Africa. Another challenge for MABS modellers is determining 
the characteristics of dynamical networks as the simulation proceeds. If agents are 
heterogeneous and able to join or leave the modelled system during the simulation, 
the network characteristics may change completely over the course of a simulation 
run. Modelling dynamical populations of agents is necessary for exploring the trans-
mission of HIV both horizontally and vertically. We adopt this methodology in this 
paper. 

The human immunodeficiency virus (HIV) is passed on by the transmission of 
blood, semen, or breast-milk from an infected person. As with other sexually trans-
mitted diseases (STDs) HIV is spread through intimate contacts between individuals. 
HIV can also be transmitted through infected syringes and via mother-to-child trans-
fer. In the case of sexual intercourse, the spread is dependent upon how the involved 
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individuals are sexually linked. In a monogamous relation, for example, the individu-
als are linked in a dyad and do not contribute to the spread of HIV (and other STDs) 
outside their relationship. The topology and dynamics of a sexual network depend 
upon the cultural context of the respective society. Tendency of clustering, mixing 
behaviour and the variation in the sexual contacts are important determinants of the 
network and have significant implications in the spread of the epidemic [7].  

Few empirical studies are available that address the role of sexual networks in the 
spread of HIV/AIDS and other STDs in Sub-Saharan Africa. One such study is Hel-
leringer and Kohler’s report on individuals’ preferences for sexual partners and the 
resulting sexual network on the Likoma Island in Malawi [3]. A major problem with 
such empirical data is the ‘boundary-specification problem’, which refers to the task 
of specifying inclusion rules for actors or relations in a network [6]. It is hard to vali-
date if the studied social network is indeed representative of the examined phenom-
ena. In other parts of the world, several studies have claimed the typical characteristic 
of a sexual network to be that of a scale-free network (c.f. [8, 9]). In the case of Sub-
Saharan Africa, we lack the evidence whether the sexual network in rural areas fol-
lows a power-law distribution.  

This paper describes the extended epidemiological component of an evidence-
driven agent-based model of the impact of socioeconomic stressors, including 
HIV/AIDS, in a village in South Africa [1]. It is implemented in Java using the Repast 
simulation toolkit [25]. The epidemiological component has been enhanced with fur-
ther evidence from several studies conducted in the region (c.f. [3, 18]) as well as the 
anecdotal accounts from villagers of Ga-Selala in the Limpopo province, South Af-
rica, gathered during our own fieldwork.  

In the next section, we introduce the model component specific to the spread of 
HIV/AIDS. Section 3 presents the simulation results, followed by a brief discussion 
on the related work in section 4. Section 5 presents the conclusions and outlook. 

2   Model Specification 

In this section, we describe the model parameters and processes related to the spread 
of HIV/AIDS in the simulated village society. As homosexuality is considered taboo 
in the case study area and empirical data are therefore lacking, the model so far con-
siders only heterosexual relationships. We are aware that this may not reflect reality 
correctly and introduce a bias into our results. 

2.1   Agents 

Agents represent individuals characterized by their gender, age group, marital status, 
health status and expected lifetime. They live together in households, engage in sex-
ual interaction, marry, work, migrate and maintain kinship and friendship links. 
Household composition is derived from detailed survey data of the Sekhukhune Dis-
trict made available to us by the RADAR1 programme. 

Stages from HIV to AIDS and Health Status. At the start of the simulation, a 
proportion of agents are initialized with HIV/AIDS based on gender and age-specific 
                                                           
1 http://web.wits.ac.za/academic/health/PublicHealth/Radar/ 
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prevalence data from the South African National HIV Survey2. As the simulation 
proceeds, agents transmit HIV via sexual intercourse (horizontal transmission) and 
from mother to child in the case of newborn agents (vertical transmission). There is 
also a possibility for migrant workers to contract HIV, which we discuss later on. 

The stages of the disease from being infected with HIV to developing AIDS and 
finally dying have been modelled in various ways (c.f. [5, 16]). Our model follows the 
WHO clinical staging of HIV disease in adults and adolescents, which consists of four 
stages. In the first stage (primary HIV infection), it takes a few weeks until serocon-
version, where an HIV infection can be detected. As the model runs on a monthly 
time scale, we have assumed this stage to pass in a month (time step). The second 
stage (clinically asymptomatic stage) lasts for a median of 8 years. In the model, this 
time-lag varies for each agent and is sampled using the Weibull distribution to get an 
overall central value of 8 years. The third and fourth stages describe the progression 
from symptomatic HIV infection to AIDS. We have combined these into one last 
stage where agents are identified with AIDS and progress to death in 10 to 13 months 
time. Figure 1 illustrates the stages in the model.  

Adult agents continue their sexual activities until they are identified as having 
AIDS. In this last stage their health declines rapidly, forcing them to leave their cur-
rent job, if any. Fertility of female agents declines from the clinical latency period 
until death. In future, we plan to incorporate the data on age-specific fertility available 
for rural South Africa3. 

Early Infection
Clinical
Latency

AIDS Death

 

Fig. 1. Stages of progression to AIDS for agents in the model 

Birth and Death of Agents. Child agents are born to couples or single mothers 
during the simulation. Pregnancy is only possible if the male partner is not away on 
migration. The male to female ratio of children is assumed 1:1. Agents are assigned 
an expected lifespan at the time of their creation. However, they may die much earlier 
due to infant mortality, AIDS, or lack of nutrition and can severely retard the 
population growth of the community [1]. 

2.2   Model Parameters for the Spread of HIV/AIDS 

In this section, we discuss the parameters concerning the sexual mixing process, 
agents’ preferences for sexual partners and the epidemiological aspects. 

Distribution of Sexual Partners. Evidence shows that people in the case study area 
may have several sexual partners at the same time. We have used a lognormal 
distribution to model the maximal number of concurrent sexual partners, with different 
settings for male and female agents as reported by Helleringer and Kohler [3] in their 

                                                           
2 http://www.avert.org/safricastats.htm 
3 e.g. http://www.hst.org.za/healthstats/5/data/geo 
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study of individual sexual activities and behaviour on the Likoma Island (Malawi). 
Unlike men, women in the region show a much lower tendency of having multiple 
sexual partners (see figure 2). Most female agents have at most one or two sexual 
partners at a time. The current model does not represent sex workers as individual 
agents. 
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Fig. 2. Frequency distribution for maximum number of concurrent sexual partners for (left) 
male and (right) female agents 

Transmission via Sexual Intercourse. The chance of the transmission of HIV per 
coital act has been reported variably in studies and clinical trials by epidemiologists. 
A typical probability of transmission used in models is 0.001 per coition [12, 13]. 
Nevertheless, the chance of the transmission of HIV infection varies with the stages 
of the disease. For example, Koopman et al. [5] have studied the implications of early 
transmission when this probability is highest. Using different probabilities for the 
stages of HIV can influence the rate of spread of the infection in the community. 
Table 1 gives the transmission probabilities for different stages used in the model. We 
have also tested a different set of values that are adapted from a study in by Wawer et 
al. in Uganda [17] (see section 3.2). 

Since the model runs on a monthly timescale, an individual’s chance of contracting 
the infection is calculated by multiplying the transmission probability with the num-
ber of coital acts/month (picked randomly from 7-13)4. A sexual partner of an infected 
migrant is only at risk whenever the migrated agent visits home for a 1-3 months 
break, every 4-6 months. 

Table 1. Different transmission rates per coital from [5], used in the model 

Stage Duration Transmission Probability 
Early 3 months 0.2 

Middle 104 months (8 years) 0.001 
Late 10-13 months until death 0.076 

Mother-To-Child Transfer and Child Mortality. Without treatment, there is typic-
ally 20-45% chance for a mother-to-child HIV transfer (MTCT). However, given the 
                                                           
4 Wawer et al. [17] report an average of 10 coital acts/month. 
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availability of drugs and regular treatment, the chance can be reduced to as low as 
2%. In the model we have assumed a 30% chance for MTCT without Antiretroviral 
(ARV) treatment [12]. Three different types of treatments based on the WHO 
guidelines are currently being considered in the model. They range from the minimal 
and least effective treatment of a single dose of nevirapine to the full treatment of 
mother and newborn with azidothymidine (AZT) for 28 weeks. The chance for MTCT 
varies considerably depending upon the available treatment; the accessibility of 
effective treatment therefore has significant policy implications. 

As estimated by Newell et al. [10], 32.5% of the infants born with HIV infection 
die within a year and around 50% die within two years. Modelling infant mortality is 
imminent for studying HIV spread as this affects the sustainability of the community 
in successive generations. Table 2 gives the probability used in the model for HIV-
related infant mortality up to 2 years of age. After that, a child follows the stages in 
the development of HIV as discussed before. 

Table 2. HIV-related infant deaths in South Africa [10] 

Year Deaths due to HIV 
≤1 325% 
≤ 2 52.5% 

2.3   A Simple Sexual Mixing Scheme 

Modelling dynamic social networks requires a mechanism for sexual mixing of the 
agents. Sexual behaviours and preferences for choosing a sexual partner are strongly 
influenced by the social norms of the community [2, 14]. For our project, we have 
implemented several sexual mixing processes through which individuals form sexual 
relationships. The schemes assume a heterosexual society and monogamous marriage 
where male agents look for potential partners. A female agent may accept or reject the 
courtship offer. The schemes differ in terms of agents’ choice criteria for a partner, 
courtship duration and the distribution of sexual partners. A comparison of the im-
plemented schemes and the resulting sexual networks would go beyond the scope of 
this paper. For demonstrating the feasibility and usefulness of our approach, it is suf-
ficient to focus on one of these schemes.  

Attractiveness is a score assigned to agents (log-normally) and a male agent looks 
for a female whose attractiveness exceeds their own aspiration level (assigned log-
normally as well). Agents without a single female partner have their aspiration levels 
decreased successively. For those satisfied with their current sexual partner(s), the 
aspiration level is increased incrementally. 

In addition to the above rule, we have also implemented rules specific to rural 
South African communities. In this scheme, incest and inbreeding are prohibited. 
Agents search for sexual partners mostly among their friends and friends of friends. 
The friendship network evolves dynamically based on the rules outlined by Jin et al. 
[4] and informal savings clubs (stokvels) [1]. There is also a 5-10% chance for pick-
ing a female as potential partner randomly. This follows from the villagers’ account 
during our fieldtrip to Sekhukhune District. Furthermore, young-adult agents look for 
partners of the same age group. The female agents’ criteria change with age: Young 
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female agents prefer males of similar age, while older female agents prefer unmarried 
suitors who have some employment.  

The sequence of steps at each tick (simulation month) in the simple sexual mixing 
scheme adapted from [15] follows as: 

 

There is a courtship time in the model for each agent [15, 19]. From the anecdotal 
evidence we know that it takes 1-2 years before a couple decides to marry. Since a 
male has to pay lobola (bride price) to the female’s household for the right to marry 
her, the marriage of the couple can be further delayed [1].  

Not every sexual relationship ends in marriage, though. So far, we have modelled 
the break-up of a partnership randomly, using different probabilities. We are planning 
to incorporate more adequate break-up rules from a study in the region [3]. Finally, 
we are also exploring the effects of the assumption that married female agents do not 
have sexual partners outside of their marriage. 

3   Preliminary Simulation Results 

In the simulation experiments for this paper, we have set the initial size of the mod-
elled community (a village in the Sekhukhune district, Limpopo province, South Af-
rica) to be 111 households (~950 individual agents). At each time step, we introduce 
new cases of HIV for migrant agents using a Gamma distribution [1]. This accounts 
for some migrant agents having sexual interaction with sex workers. 

3.1   Searching Potential Female Sexual Partners  

From the anecdotal evidence, we know that sexual partners usually are already ac-
quainted by some means or other but to some extent may have met by chance. To 
investigate the effect of the proportion of random encounters on the spread of HIV, 
we conducted experiments for three different values with the default parameter values 
and sexual mixing mechanisms describe above. The upper age limit for sexual activity 
was set to 55 for male and 45 for female agents. At each time step, male agents 
choose female partners from their circle of friends and acquaintances, or with a 5, 15, 
or 25% chance choose from all adult females. Figure 3 shows the average proportion 
of agents infected with HIV of 5 runs each for 900 steps (~75 years).   

1. For all adult male agents looking for sexual partners 
a. Update aspiration level 
b. If agent is not away or is visiting home 

             Then find potential female partners 
c. Choose a female agent and send courtship offer 

2. For all adult female agents 
a. Update aspiration level 
b. If agent has received an offer 

Then choose a suitor and reject the rest 
3. For every unmarried couple, count courtship duration 
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Fig. 3. Average percentage of HIV infected agents with (above) 5%; (middle) 15% and (bot-
tom) 25% chance for a random search, with 2nd standard deviation 

As can be expected, the percentage of HIV infected agents is lowest in the first 
case (i.e. with 5%). This is because agents mostly stay within their social groups. 
With more opportunities for encountering a female agent randomly, the spread of 
infection increases slightly. On average, the development over time is quite similar in 
all three cases. However, the pattern of variability in the simulations runs differs es-
pecially for the first half of the runs. This indicates that with a higher probability for 
finding a sexual partner, almost all the female agents of marriageable age were ap-
proached by the male agents. The variability increases in the later half, as the popula-
tion decreases due to deaths and a decrease in the number of births. This results in 
fewer female agents available for new sexual partnerships.  

3.2   Role of Different HIV Transmission Rates and Exogenous Incidence 

Different probabilities for HIV transmission per coital act for the different stages of 
HIV have been reported. In the previous section, we applied the probabilities reported 
by [5] with quite high rates of transmission in the early and late stages. To explore 
how the transmission rates affect the observed HIV prevalence, we combined three 
different sets of rates with the introduction of new cases of HIV infection amongst 
migrants (‘exogenous incidence’). The investigated cases are: (I) transmission rates as 
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reported in [5] with exogenous incidence and (II) without, (III) transmission rates as 
reported in [17] with exogenous incidence and (IV) without, and (V) a constant 
transmission rate of 0.0012 [5, 9] without exogenous incidence. Table 3 shows how 
the average transmission probabilities per coital act from [17] have been adapted into 
the model for cases III and IV. 

Table 3. Different transmission rates per coital act adapted from [17] 

Stage Duration Transmission Probability 
Early 3 months 0.0082 

Middle Until 15 months 0.0015 
Middle 90 months  0.0007 

Late 14 months until death 0.0028 

As before, selected agents are initialized with HIV/AIDS based on their gender and 
age at the start of the simulation. In contrast to the simulation runs reported in the 
previous section, we now also randomly assign each infected agent with one of the 
different stages of HIV. This change causes a large proportion of agents to die within 
the first 10-15 simulation years. Note that agents are not assigned with extra-marital 
sexual partners at the start. Consequently, transmission via sexual interaction drops in 
all cases in the beginning of the simulation and remains on a lower level than before 
(see section 3.1).  

The results shown in Figure 4 clearly demonstrate the influence of both exogenous 
incidence and different probabilities used for HIV transmission on the overall per-
centage of HIV infected agents. Introducing new infections from ‘outside’ into the 
simulated population keeps the epidemic going (see case I and III) whereas without 
such exogenous incidence it eventually runs its course, with prevalence declining to 
zero (case IV and V). The higher transmission rates in case II causes the decline to 
take longer as more agents have been reached by the spread of HIV.  

The transmission rates play a large role in determining the extent of the spread. Us-
ing the rather high probabilities reported by Koopman et al. [5] (see Table 1) results 
in a significantly higher average prevalence, even without exogenous incidence. For 
the set of probabilities from a more recent study in Uganda [17] (see Table 3), the 
average prevalence is low compared to the first two cases. The effect of death of ini-
tially infected agents in the early phase is much more prominent with low transmis-
sion probabilities. Case V with its constant transmission rate and lack of exogenous 
incidence can be regarded as a lower limit for the simulated system. 

The five cases highlight an important cause of HIV spread in the Sub-Saharan re-
gion, which is the role of commercial sex workers and migrant agents. Currently, this 
is introduced as a macro component modelling the exogenous incidence. Also, one 
needs to further explore the effects of different probabilities at different stages as they 
have important consequences with respect to AIDS prevention measures [5]. Last but 
not least, sexual transmission holds the key for HIV transmission for all settings and 
is influenced by our choice of the sexual mixing scheme. The effects of the latter will 
be explored as next steps. 
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Fig. 4. Average percentage of HIV infected agents for the five cases 

3.3   Characteristics of the Sexual Network 

The sexual network in our model is dynamic in that not only links are formed and 
dropped again based on the model parameters and the mixing scheme discussed 
before but also nodes (agents) enter and leave the network over time. Since only het-
erosexual relations are considered in the model, we get a 2-mode network. 2-mode 
networks have received considerable attention recently in the social network analysis 
(SNA) community and several alternative counterparts of the network analysis meas-
ures (e.g. clustering) have been proposed. Moreover, analysing networks with chang-
ing populations is still challenging for SNA researchers.  

A spanning tree structure is a typical signature of sexual activities in a heterosexual 
community [c.f. 22]. The empirical research by [22] shows the community of college 
students to be linked in a single spanning tree. A chainlike spanning tree is character-
ized by few cycles, low redundancy and sparse density. Note that a spanning tree is 
not possible in case of random mixings and positive preferences for partners [22]. 
Such characteristics evolve only in the presence of both positive and negative prefer-
ence rules when individuals may choose to accept or reject a relationship. 

With the current model setup, we get a spanning forest instead of a spanning tree. 
A spanning forest has several definitions; in our context, it means a forest of discon-
nected spanning trees. Figure 5 shows the disconnected spanning trees of the sexual 
network for two different settings, the default distribution for the maximum number 
of concurrent partners (see Figure 3) and a distribution with increased number maxi-
mum sexual partners allowed. 

In Figure 5 (left) we see only a few spanning-tree-like structures compared to Fig-
ure 5 (right). Dyads have been omitted for clarity in the visualization. These dyads are 
mainly due to marriages where a female agent is limited to marital sexual activity and 
her husband is unable or unwilling to find additional sexual partners. Increasing the 
number of allowable concurrent partners decreases the dyad frequency and increases 
the possibility of higher sub-graph structures.  
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Fig. 5. Snapshot of sexual network taken at the 350th tick for (left) the default maximal num-
bers of concurrent partners and (right) increased numbers 

The simple sexual scheme discussed in this paper does not lead to the joining of 
many small-sized spanning trees into long chains as reported by [22]. Nevertheless, 
the individuals’ choice for partners is reflected in the snapshot taken from the simula-
tion. Obviously, as the network changes at every time step, looking at just a single 
snapshot may not be enough to understand the underlying processes. A detailed study 
of these simulated heterosexual networks and the role of different mixing schemes in 
their evolution will be presented separately. 

4   Some Related Work 

Using agent-based simulation to model the spread of HIV is still a rather novel approach. 
To our knowledge only a few other agent-based models exist today, which limits the op-
portunity to put our own work in context. Notice that many microsimulation and com-
partmental models have been developed in the past concerning the spread of HIV/AIDS 
and its impact. In this section, we restrict our discussion to some of the agent-based mod-
els for the spread of HIV/AIDS. Rhee [13] presents an agent-based model of HIV spread 
and policy interventions based on a community in Papa New Guinea. Agents maintain 
sexual and friendship links through which the idea of condom usage is spread. The model 
uses a fixed transmission probability and takes care of the different stages from HIV to 
AIDS. The population is kept fixed and HIV is spread through a stochastic sexual mixing 
scheme [21]. Rhee reports a prevalence of ~30% on a scale-free network in ~20 years. 
This is similar to the results reported in this paper, although in our case the epidemic pla-
teau undergoes changes due to births and deaths of the agents. 

Sumodhee et al. [16] have looked into the role of social behaviour on the spread of HIV 
in a Taiwanese homosexual community. The purpose of the model was to assess factors 
like ‘number of partners per agent’, ‘condom usage’ and ‘degree of faithfulness towards 
long-term partners’. The model reproduces an artificial social network with scale-free 
characteristics and focuses on individual behaviour. They assume different courtship dura-
tions within and across groups of similar sexual activities and the resulting sexual network 
changes as new links are formed and existing ones are broken. In contrast to [16], in our 
model, we assume a heterosexual community. Moreover, we have not yet incorporated the 
use of contraceptives into the model. Courtship duration in our case differ across individu-
als and depend upon the number of current partners. 
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Heuveline et al. [19] outlined an agent-based model, building upon a microsimulation 
model, aimed at understanding the demographic impact of HIV/AIDS. The proposed 
local processes related to marriage patterns, migration, horizontal and vertical transmis-
sion of HIV and social interaction among the agents. Their model thus addresses issued 
related in our overall model [1] and in this paper. The authors planned to incorporate 
demographic data into their model as we have used in our case. However, the social 
aspects covered in our model reflect stakeholders’ perceptions from a real case study 
from the CAVES Project (see [1, 23]). Unfortunately, any further development by the 
Heuveline et al. is not been reported. 

The model reported in a recent paper by Tawfik and Faraj [24] simulated a rural 
society in the Limpopo province, South Africa. The model incorporates marriages 
among agents resulting in the creation of new households during the simulation, 
which become part of the social network. While their paper is similar to our previous 
work [1], they do not take into account the economic impact of HIV/AIDS. Instead, 
their work is directed towards the use of social network ties in propagating awareness 
and applying various intervention strategies against HIV/AIDS and tuberculosis. 
However, they do not the different stages of the HIV infection and the change in 
transmissibility as HIV-positive agents progress from one stage to another.  

5   Conclusions and Outlook 

Understanding the impact of HIV/AIDS is a multidimensional problem, and a model 
must be constrained by evidence wherever possible. Traditional models of HIV 
spread based on Monte Carlo simulations and system dynamics techniques (e.g. [12]) 
have been developed for almost two decades. However, such techniques are typically 
infeasible in tackling the interplay of multiple processes especially when dealing with 
complex social systems. 

To our knowledge, agent-based simulation models still lag behind in successfully 
capturing the recent advances in understanding HIV transmission. Most models ad-
dress this problem with specifically assuming a priori network configurations (e.g. a 
scale-free or a small-world network [18]). However, having a dynamical sexual net-
work where the links, i.e. the individuals’ sexual partnerships, change during simula-
tion in not enough. Firstly, the network characteristics do not necessarily remain 
stable in a dynamical population [20] and secondly, simulating vertical transmission 
of HIV is not possible.  

As next steps, we would like to explore the model’s parameters and its robustness 
under different initial settings. We are also investigating the role of different sexual 
mixing processes about the evolved network characteristics and HIV transmission.  

Incorporating further evidence can lead towards a better understanding of the long-
term impact of HIV/AIDS. There is a tendency for polygyny in the region, which will 
be implemented next. Furthermore, we need to incorporate rules to restrict agents to at 
most one sexual partner towards the later stages of the disease [11]. Lastly, HIV in-
fectivity can increase significantly in the presence of other STDs and diseases such as 
genital ulcers, and we would like to address this as future work. 
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Abstract. When a set of people interact frequently with one another, they often 
grow to think more and more along the same lines, a phenomenon we call “collec-
tive cognitive convergence” (C3). We discuss instances of C3 and why it is advan-
tageous or disadvantageous; review previous work in sociology, computational 
social science, and evolutionary biology that sheds light on C3; define a computa-
tional model for the convergence process and quantitative metrics that can be used 
to study it; report on experiments with this model and metric; and suggest how the 
insights from this model can inspire techniques for managing C3. 

1   Introduction 

When the same people interact frequently with one another, the dynamics of the col-
lective can lead to a convergence in cognitive orientation, thus “collective cognitive 
convergence” (C3). C3 is seen in many different contexts, including research subdisci-
plines, political and religious associations, and persistent adversarial configurations 
such as the cold war. Tools that support collaboration, such as blogging, wikis, and 
tagging, make it easier for people to find and interact with others who share their 
views, and thus may accelerate C3. This efficiency is sometimes desirable, since it en-
ables a group to reach consensus more quickly. For instance, in the academy, it en-
ables coordinated research efforts that may accelerate the growth of knowledge.  

But convergence can lead to collapse. It reduces the diversity of concepts to which 
the group is exposed and thus leaves the group vulnerable to unexpected changes. For 
example, in academia, specialized tracks at conferences sometimes become unintelli-
gible to those who are not specialists in the subject of a particular track, and papers 
that do not fit neatly into one or another subdiscipline face difficulty being accepted. 
The subdiscipline is increasingly sustained more by its own interests than by the con-
tributions it can make to the broader research community or to society at large.1  

Groups that have undergone cognitive collapse will only produce output conform-
ing to their converged set of ideas, and will be unable to conceive or explore new 
                                                           
1 This paper was motivated by frustration in the industry track at AAMAS07 that some subdis-

ciplines of agent research were becoming so ingrown, focusing only on problems defined by 
other members of the subdiscipline, that it was difficult to apply them to real problems. 
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ideas. In the worst case, self-reinforcing collapse may lead a group to focus on a cog-
nitive construct meaningful only to the group’s members. Highly specialized aca-
demic disciplines can become increasingly irrelevant to people outside of their own 
circle. 

We became interested in this phenomenon by observing increasing balkanization in 
multi-agent research. Since we work in multi-agent simulation, it occurred to us that 
some light might be shed on the phenomenon with a multi-agent model. Many groups 
do not collapse, and a simulation can also help us understand how they maintain their 
diversity. This paper presents some preliminary results. 

Section 2 discusses previous work related to our effort. Section 3 describes our 
model, and a metric that we use to quantify C3. Section 4 outlines a series of experi-
ments that exhibit the phenomenon and explore possible techniques for managing it. 
Section 5 suggests directions for further research, and Section 6 concludes. 

2   Previous Work 

Our research on C3 builds on and extends previous work in sociology (both empirical 
and computational) and evolutionary biology. 

2.1   Sociological Antecedents 

There is abundant empirical evidence that groups of people who interact regularly 
with one another tend to exhibit C3. Sunstein [27] draws attention to one version of 
this phenomenon, “group polarization”: a group with a slight tendency toward one 
position will become more extreme through interaction. This dynamic suggests that 
confidence in group deliberation as a way of reaching a moderating position may be 
misplaced. He summarizes many earlier studies, and attributes the phenomenon to 
two main drivers: social pressure to conform, and the limited knowledge in a delim-
ited group. Our model captures the second of these drivers, but not the first. Sunstein 
suggests some ways of ameliorating the problem that we explore with our model. 

One recent review of computational studies of consensus formation [14] traces re-
levant studies back more than 50 years [11], including both analysis and simulation. 
They differ in the belief model and the topology, arity, and preference of agent inter-
actions. Rather than attempting an exhaustive review, we situate our work in these 
dimensions. 

Belief.—An agent’s belief can be either a single variable or a vector, with real, bi-
nary, or nominal values. Vector models usually represent a collection of beliefs, but in 
one study [3] the different entries in the vector represent the value of the same belief 
that underlies different behaviors, to explore of internal consistency.  

Topology.—Some models constrain interactions by agent location in an incom-
plete graph, usually a lattice (though one study [18] considers scale-free networks). In 
others any agents can interact (often called the “random choice” model). 

Arity.—Agents may interact only two at a time, or as larger groups. 
Preference.—The likelihood of agent interaction may be modulated by their simi-

larity. 
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Table 1. Representative Studies in Consensus Formation 

Study Belief Topology Arity Preference? 
Krause [17] Real variable Random Many Yes 
Sznajd-Weron [28] Binary variable Lattice Two No 

Real variable Random Two Yes Deffuant [7] 
Binary vector Random Two Yes 

Axelrod [2] Nominal2 vector Lattice Two Yes 
Bednar [3] Nominal vector3 Random Many No 
This paper Binary vector Random Many Yes 

Table 1 characterizes several previous papers in this area in terms of these dimen-
sions. Our work represents a unique combination of these characteristics. In particular, 

• We consider a vector of m beliefs, rather than a single belief. This model allows us 
to look at how an individual may participate in different interest groups based on 
different interests, but also makes describing the dynamics much more difficult 
than with a single real-valued variable. In the latter case, individuals move along a 
linear continuum, and measures such as the mean and variance of their position are 
suitable metrics of the system’s state. In our case, they live on the Boolean lattice 
{0,1}m of interests, and our measures must reflect the structure of this lattice.  

• We allow many individuals to interact at the same time. This convention captures 
the dynamics of group interaction more accurately than does pairwise interaction, 
but also means that our agents interact with a probability distribution over the be-
lief vector rather than a single selection from such a distribution. 

• We allow our agents to modulate the likelihood of interaction based on how similar 
they are to their interaction partners. This kind of interest-based selection is critical 
to the dynamics of interest to us, but makes the system much more complex. 

One consequence of selecting the more complicated options along these dimen-
sions is that analytic results, accessible with simpler models, become elusive. Almost 
all analytical results in this discipline are achieved by modeling the belief of agent i as 
a single real number xi and studying the evolution of the vector x over time as a func-
tion of the row-stochastic matrix A whose elements aij indicate the weight assigned by 
agent i to agent j’s belief, x(t+1) = Ax(t). This model captures interaction arity greater 
than two, but not vector beliefs or agent preferences. Conditions for convergence un-
der preferences have been obtained [17], but only for six or fewer agents [14]. Bednar 
et al. [3] have derived convergence times for a form of vector belief, but only for 
binary interactions and with no preferences. Even for binary interactions, the combi-
nation of vector-based beliefs and preferences has resisted analytical treatment (in 
studies of an isomorphic system, bisexual preferential mating [15, 24]).  

In a forthcoming paper [21], we have derived formal convergence results for a very 
simple case of our model (all agents interacting as a single group), but even this 
model is unable to capture the full richness of behavior that we observe. Given this 

                                                           
2 [10] finds faster convergence when some elements in the vector function as interval variables. 
3 All entries reflect the same belief in different behavioral settings, and pressure toward internal 

consistency is part of the model dynamics. 
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research context, in this paper we focus our attention on simulation results, to develop 
intuitions that may reward future analytical exploration. 

2.2   Biological Antecedents 

The subgroups that form and cease to interact when convergence turns to collapse re-
semble biological species, which do not interbreed. So we look for insight to research 
in biological speciation (see [5, 12] for reviews). Compare Dawkins’ notion of the 
meme in cultural evolution [6]. The most commonly proposed speciation mechanisms 
are allopatric, sympatric, and parapatric.  

• In allopatric speciation, genetic barriers gradually evolve between two or more 
geographically isolated species (for instance, organisms living on separate is-
lands). One configuration of our model can be interpreted as allopatric speciation.  

• Parapatric speciation has no discrete barrier between populations; individuals are 
distributed along a geographic continuum and are separated by distance. Finally, 
in sympatric speciation a single population with no physical or geographic gene 
flow barriers divides into separate species.  

• Sympatric speciation requires two interacting forces: 1) a force that drives sym-
patric speciation (e.g. resource competition or sexual selection) and 2) assortative 
mating that generates phenotypic variability and maintains evolving phenotypic 
clusters that eventually become species. Assortative mating refers to a mating 
system where different individuals express preferences for different phenotypes 
(e.g. some female birds prefer males with red feathers and other females prefer 
males with blue feathers). Some configurations of our model correspond to sym-
patric speciation. 

Sexual selection [1, 9] refers to the differential mating success of individuals in a 
population, and can be based on either an asymmetric mating system (males compete 
and females choose) or a symmetric mating system (mutual mate choice where both 
sexes compete and choose). One sexual selection mechanism, Fisher’s runaway proc-
ess, leads to extravagant traits in males that are detrimental to their survival. 

While the relative importance and frequency of these speciation mechanisms in na-
ture are still heavily debated, the mathematical prerequisites for each mechanism have 
been extensively studied [5, 12, 16]. This work could be adapted to predict when and 
how C3 will develop, and how it can be managed. 

Our C3 model can be considered an instance of a runaway sexual selection speci-
ation model with mutual mate choice. We assume a homogenous environment, no 
physical barriers for the exchange of ideas and a symmetric “mating system” where 
individuals express their “mating preferences” (i.e. their preference for an atomic in-
terest; see Section 3 below) mutually. In our model, a preference for extreme traits is 
modeled as the probability of adopting an interest based on the prevalence of this in-
terest in a given neighborhood. A successful runaway process in our model can be 
viewed as the development of academic specializations with little practical relevance.  

There has also been much theoretical work done to study the amount of gene flow 
or migration that is necessary to prevent isolated populations of organisms from di-
verging or losing diversity due to genetic drift, or sampling error [13]. Sewall Wright 
argued in his Shifting Balance Theory that a subdivided population with intermittent 
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migration could exhibit more rapid evolutionary change than a single cohesive breed-
ing population [25]. The mathematical frameworks for studying migration could be 
applied to modeling the exchange of ideas or individuals between groups in C3, and 
the amount of exchange that is necessary to prevent intellectual isolation.  

3   A Model and Metrics 

We have constructed a simple multi-agent model of C3 to study this phenomenon. 
Each participant’s interests are a binary vector. Each position in the vector corre-
sponds to an atomic interest. A ‘1’ at a position means that the participant is interested 
in that topic, while a ‘0’ indicates a lack of interest. Similarity between two vectors is 
measured by the normalized Hamming similarity, which is the number of positions at 
which the two vectors agree, divided by the overall length of the vectors. At each 
step, each participant 

• identifies a neighborhood of other participants based on some criteria (here, usually 
similarity between their interest vectors greater than a similarity threshold θ, but al-
ternatively geographical proximity, or proximity in a social network), 

• learns from this neighborhood (by changing an interest j currently at 0 to 1 with 
probability pinterest = proportion of neighbors having interest j set to 1), and  

• forgets (by turning off an interest j currently at 1 to 0 with probability 1 – pinterest). 

One boundary condition requires attention. If an agent has no neighbors, what 
should pinterest be? We take the view that interests are fundamentally social constructs, 
persisting only when maintained. Thus an isolated agent will eventually lose interest 
in everything, and in our model, a null community leads to pinterest = 0 for all interests. 
Alternative assumptions are certainly possible, and would lead to a different model. 

We need quantitative measures of agent convergence to study C3 systematically. 
Because we are working with vectors of beliefs rather than a single belief, simple 
summaries such as the mean and variance of a scalar (commonly used in studies of 
the system x(t+1) = Ax(t)) are not available to us. We have examined a number of 
possible measures over sets of belief vectors. 

• Bednar et al. [3] deal with belief vectors, but where the elements reflect (possibly 
inconsistent) manifestations of the same belief under different circumstances. The 
attractor of interest for a single agent is thus a vector all of whose entries are the 
same, and for a community, concurrence across these single values. 

• Some speciation models that model genomes as Boolean vectors [15] use the num-
ber of shared 1’s in the vectors xj, xk of two agents aj, ak to measure their similar-
ity, and average this quantity over a population to estimate the closeness of the 
population. This measure has the property that two vectors of all zero’s are maxi-
mally separate; we prefer a measure (such as the Hamming distance) that recog-
nizes identical vectors as maximally similar, whether the agreement is in 1’s or 0’s. 
Simply averaging the similarity loses the important distinction between highly 
clustered agents and uniformly distributed agents.  

• Sophisticated statistical techniques exist for estimating the “true” social beliefs of a 
population empirically, based on their (noisy) responses to questionnaires [26]. In 
our case, the vectors are accurate representations of the agents’ beliefs. 
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• One interesting class of measure that we have not pursued, and that might usefully 
supplement our measures, is the persistence of agent associations over time [20].  

In the original version of this research [22], we derived a convergence measure 
from the distances at which agents cluster in a hierarchical clustering. This measure is 
costly to compute and does not lend itself to analytical treatment. A much more satis-
factory measure is the mutual information between topics and agents. The mutual in-
formation between two features (a, b) over a set of data is 
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In our case, b indexes over topics and a indexes over agents. p(a,b) is the probabil-
ity that the ath agent is interested in the bth topic, while p(b) is the sum of this prob-
ability over all agents, and p(a) is the sum for agent a over all topics. Consider two 
cases. 

First, if all agents have the same interests, p(a) is independent of p(b). Then p(a,b) 
= p(a)p(b), and the logarithm (and thus MI) vanishes.  

Second, if each agent has a distinctive set of interests, p(a,b) will differ from 
p(a)p(b). Sometimes it will be less, sometimes more. When it is less, the logarithm 
will be negative, but will be weighted by a relatively small value of p(a,b). When it is 
more, the logarithm will be positive, and will be weighted by the larger p(a,b). The 
resulting MI will be greater than zero, with an upper bound equal to the lesser of 
log(m) and log(n). 

Thus MI is an easily computed measure of the degree of diversity in an agent popu-
lation. 0 indicates that all agents have identical interests, while a higher value indi-
cates divergence.  

Fig. 1 shows the behav-
ior of the MI over a sam-
ple run with 20 agents and 
interest vectors of length 
10, where the probability 
of learning and forgetting 
is equal, and where agents 
are considered to be in the 
same group if the similar-
ity between their interest 
vectors is greater than 
θ=0.5. All agents collapse 
to the same interest vector 
at about generation 600. A 
generation consists of se-
lecting one agent, choos-
ing its neighbors, choosing 
with equal probability whether it shall attempt to learn or forget, selecting a bit in its 
interest string at random, then if it is learning and the bit is 0, flipping the bit with 
probability plearn * pinterest, or if it is forgetting and the bit is on, flipping the bit with 
probability pforget * (1 pinterest.).  
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Fig. 1. Evolution of 20 agents, 10 interests, neighborhoods 
defined by similarity > 0.5 
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4 Some Experiments 

With this model and metric, we can explore C3 under a variety of circumstances. As 
we might expect, forming groups based on similar interests leads to rapid cognitive 
convergence. But other sorts of neighborhoods also lead to convergence. 

4.1 Things that Don’t Work 

We have explored several different kinds of neighborhood formation policies that also 
lead to convergence.  

4.1.1   A Universal Group 
Perhaps highly tolerant 
agents, who consider all 
agents their neighbors, 
might avoid convergence. 
Fig. 2 shows the evolution 
when two agents consider 
one another neighbors if 
their similarity is greater 
than 0 (that is, they have at 
least one bit position in 
common). This configura-
tion might model a confer-
ence with only plenary 
sessions. The population 
still collapses. 

4.1.2   Fixed Neighborhood Size 
Perhaps the problem is that as agents converge, their neighborhoods in-crease in size. 
Fig. 3 shows the effect of defining an agent’s neighborhood at each turn as the group of 
four other agents that are 
closest to it. This configu-
ration models a conference 
with separate tracks, or-
ganized on the basis of the 
common interests of their 
members. It corresponds 
to the biological model of 
sympatric speciation. The 
assortative component is 
provided by the preference 
for partners with similar 
interests, while the limit 
on group size provides 
pressure toward diversity. 
Though agents base their 

0 200 400 600 800 1000
0.0

0.1

0.2

0.3

0.4

0.5

Generation

M
ut

ua
lI

nf
or

m
at

io
n

 

Fig. 2. θ = 0 
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Fig. 3. Fixed-size agent neighborhoods (four closest 
agents) 
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adaptation at each turn on only 20% of the other agents, the MI still goes to zero, as 
agents form subgroups within which interests collapse.  

4.1.3   Random Neighborhoods 
Even more radically, let an agent’s neighbors at each step be four randomly chosen 
agents (like a conference where papers are assigned to tracks, not by topic, but ran-
domly). In spite of the resulting mixing, the population again collapses.  

The time to convergence is highly variable, not only among these examples but 
within a single configuration.4 The one constant across all runs is that the system does 
converge, in fewer than 500 generations (often far fewer).  

4.2   Introducing Variation 

The collapse of agent interests is abetted by the lack of any mechanism for introduc-
ing variation. Once the population loses the variation among agents, it cannot regain 
it. We have explored three mechanisms for adding variation to the population: random 
mutation, curmudgeons, and fixed interacting subpopulations. 

4.2.1   Random Mutation 
The simplest approach is 
mutation. At each genera-
tion, with some small 
probability pmutate, after 
learning or forgetting, the 
active agent selects a bit at 
random and flips it. Fig. 4 
shows an extended run 
with parameters the same 
as Fig. 1 (neighborhoods 
defined by θ = 0.5), but 
with pmutate = 0.06. Muta-
tion is certainly able to 
reintroduce variation, but 
the level is critical. If mu-
tation is too low (say, 
1%), it is unable to keep up with the pressure to convergence, while if it is too high 
(10%), the community does not exhibit any convergence at all (and in effect ceases to 
be a community). The nature of its contribution follows a clear pattern. When it is in 
the critical range, the system occasionally collapses, but then discovers new ideas that 
reinvigorate it. 

Mutation as an abstract mechanism corresponds to several possible effects in real-
world group dynamics. 
                                                           
4 This variation also shows the limits of applying a simple analytical derivation of convergence 

time such as that of Bednar et al. [3] to our more complex system. For the simplest case of a 

universal group, a forthcoming study [21] shows that convergence is proportional to 
mnte /−

, 
where m is the number of topics and n the number of agents, but this analysis does not take 
into account more complex groupings. 
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Fig. 4. Adding 6% mutation 
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• An agent might exhibit spontaneous curiosity about some topic that it has not 
previously thought important. 

• An agent’s attention might be drawn to a topic because of exogenous events such 
as news reports. In effect, the agent is in multiple groups concurrently, the com-
munity whose members are modeled by the C3 agents, and a broader community 
(e.g., subscribers to the New York Times). We model this interplay of information 
from multiple communities explicitly later in this section. 

• Yves Demazeau5 has suggested the dynamic of a changing set of topics over 
time. Mutation approximates this dynamic, in the following sense. Mutation re-
places a single agent’s position on a topic by a randomly chosen 0 or 1. If the 
population adds a new topic, concurrently deleting an old one so that the total 
number of topics remains the same, the effect is the same as if each agent were to 
mutate the same position in its vector, so that agents have random values in that 
position. Thus topic addition can be viewed as mutation across the whole popula-
tion rather than just a single agent. 

4.2.2    Curmudgeons 
A curmudgeon is a non-conformist, someone who regularly questions the group’s 
norms and assumptions. Sunstein [27] observes that “group members with extreme 
positions generally 
change little as a result of 
discussion,” and serve to 
restrain the polarization of 
the group as a whole. 

Recall that ordinarily 
agents learn by flipping a 
0 bit to 1 with probability 
pinterest (the proportion of 
neighbors that have the 
bit on), and forget by 
flipping a 1 bit with prob-
ability equal to 1 – pinterest. 
To model curmudgeons, 
when an agent decides to 
learn or forget, with prob-
ability pcur,, it reverses these probabilities. That is, its probability of forgetting when it 
is curmudgeonly is pinterest (instead of 1 - pinterest in the non-curmudgeonly state), and 
its probability of learning is 1 – pinterest.  

Fig. 5 shows the effect when 1% of the agent decisions are reversed, again with the 
baseline configuration of Fig. 3. The system clearly converges, but does not collapse. 
Furthermore, pcur can achieve this balancing effect over a much wider range than pmu-

tate. As much as researchers may resent reviewers and discussants who “just don’t get 
it,” curmudgeons are an effective and robust way of keeping a community from col-
lapsing, as long as they are not excluded from the community. 

                                                           
5 In very helpful discussion at the MABS workshop where this paper was presented. 
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Fig. 5. 1% curmudgeons 
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4.2.3   Fixed Interacting Subpopulations 
The third source of variation is even more robust, and somewhat surprising, being en-
dogenous rather than ex-
ogenous. So far, our agents 
have chosen new neighbors 
at every step, based on their 
current interests. What 
would happen if we assign 
each agent to a fixed group 
at the outset, using a fixed 
similarity threshold?  

The behavior depends on 
the structure of the graph 
induced by a given thresh-
old. Fig. 6 shows how the 
number of components de-
pends on the threshold for 
groups formed in popula-
tions of 20 agents with 10 interests each. The shift from many components at 0.9 to a 
few at 0.6 is an instance of the well-known phase transition in random graphs in 
which a giant connected component emerges as the number of links increases [8], in 
this case as a result of lowering the threshold. Four cases merit attention. 

If θ is very high, there are 20 components, one for each agent. With no neighbors 
to reinforce its interests, each agent will begin to forget them, and the agents will in-
dependently approach the fixed point of an all-zero interest string. 

With a low θ, all agents will form one group, and converge as in Fig. 2.  
At intermediate θ above the phase shift, each agent’s set of neighbors the agents 

clump into small disjoint components. Each of these groups evolves independently, 
yielding high diversity among groups but collapse within groups. This model corre-
sponds to allopatric speciation, in which physical separation allows groups to evolve 
separately. 

For intermediate θ below the phase shift, the agents form a number of neighborhoods, 
but some agents (“bridging agents”) belong to more than one neighborhood. Fig. 7 
is a graph of one such case with θ = 0.7, with an edge between two agents if the similar-
ity between those agents is greater than θ. Because neighborhoods are fixed over the run, 
each neighborhood can converge relatively independently of the others, but the bridging 
agents (in this case, for example, agent 20) repeatedly displace each neighborhood’s 
equilibrium with the emerging equilibrium of another group. Convergence within local 
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neighborhoods provides the 
source of diversity that, 
mediated by bridging 
agents, keeps nearby 
neighborhoods from col-
lapsing. The model of Bed-
nar et al. [3] can be aligned 
with this result by drawing 
on their observation that 
the pressure to internal 
consistency for a single 
agent is formally equiva-
lent to the pressure to con-
formity among a group of 
agents.  

Fig. 8 shows the behav-
ior of this interplay of separate but linked groups. Diversity actually increases over 
the first 50 generations, as individual groups explore their 
local configuration of topics. Then, the interaction between groups leads to conver-
gence, but the population does not collapse because each group exerts a pressure to-
ward its own consensus. This mechanism, like curmudgeons and unlike mutation, is 
robust against intermittent collapse. It reflects a community whose subdisciplines rec-
ognize the value of members who bridge with other subdisciplines and exchange 
ideas between them. Such members are likely to be tolerated better by subgroups than 
would curmudgeons, because the source of the variation introduced by the bridging 
individuals is perceived as resulting from their multidisciplinary orientation rather 
than their orneriness.  

This last mechanism is related to Sunstein’s observation that polarization is more 
likely if people feel strong solidarity with their group. By definition, bridging indi-
viduals are part of multiple groups. They are less completely identified with a single 
group, and thus unlikely to be drawn completely into the group consensus. As a result, 
they can keep the group leavened with new ideas, protecting against collapse. 

5   Directions for Future Work 

A number of directions for further work suggest themselves. For example: 

• We allow agents to have only binary interests. In practice, a person’s level of inter-
est in a topic is more nuanced, and it would be interesting to explore the behavior 
of models with real-valued interests. 

• Our topics are independent of one another. In practice, topics may have an influ-
ence on one another, which might be represented by a weight between any two top-
ics. Increase in an agent’s interest in one topic would lead to an increase in interest 
in related topics. 

• An analytical model of C3 (compare our previous work on multi-agent convergence 
[23]) might suggest additional mechanisms for monitoring and avoiding collapse. 
Existing work on the mathematics of speciation offers a promising foundation, 
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though our combination of vector beliefs and preferential group interaction is sig-
nificantly more complex than the systems that have been analyzed previously. A 
forthcoming paper [21] presents a formal analysis for the case of a single interact-
ing population (θ = 0). 

• How can convergence be monitored in practice? Our metric, while effective for 
simulation, is impractical for monitoring actual groups of people. Explicit ques-
tionnaires [26] are appropriate for experimental settings but not for monitoring 
groups “in the wild.” One might monitor the amount of jargon that a group uses, or 
lack of innovation. A promising example of initial work in this area is Schemer [4].  

• Convergence is a two-edged sword. What is degree of convergence allows the pro-
duction of specialist knowledge without risking collapse? 

• How does convergence vary with group size? Recent work [19] suggests that con-
vergence in small groups requires specialized knowledge, while convergence in 
large groups requires a general knowledge base. 

• We have assumed homogeneous tendencies to learn, forget, mutate, or behave 
curmudgeonly over all agents. How does the system respond if agents vary on 
these parameters? In particular, what is the impact of these parameters for bridging 
individuals in comparison with non-bridging individuals? 

6   Conclusion 

Groups of people naturally converge cognitively. This convergence facilitates mutual 
understanding and coordination, but if left unchecked can lead to cognitive collapse, 
blinding the group to other viewpoints.  

Experiments with a simple agent-based model show that seemingly obvious 
mechanisms do not check this tendency. In the domain of academic conferences, 
these mechanisms represent plenary sessions, special tracks, and random mixing. A 
source of variation must be introduced to counteract the natural tendency to converge. 
Mutation is effective if just the right amount is applied, but tends to let the system in-
termittently collapse. Curmudgeons are more robust, but socially distasteful. Perhaps 
the most desirable mechanism consists of bridge individuals who provide interaction 
between individually converging subpopulations. These individuals arise when groups 
are well-defined, but have thresholds for participation low enough that some indi-
viduals can participate in multiple groups.  

Insights from this simple model can help monitor and manage collaboration. For 
example, consider the problem of academic overspecialization. Topical conference 
tracks can contribute to collapse. The narrow focus of such tracks is enhanced by se-
lecting reviewers for each paper who are experts in the domain of the paper. Papers 
must be well aligned with the subdiscipline to rank high with such experts, and bridg-
ing papers are at a disadvantage. What if one reviewer for each paper were a senior 
researcher (thus capable of discerning high quality in problem formulation and execu-
tion) but not a member of the paper’s main topic (and thus less disposed to exclude 
papers that cross disciplinary boundaries)? Such a scheme might encourage the accep-
tance of quality papers that would otherwise fall in the cracks between subspecialties, 
and the presence of these papers in topically-organized conference tracks would then 
provide the bridging function that avoids collapse in our experiments.  
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Abstract. In this paper, we focus on computational modeling of adver-
sarial activities and asymmetric warfare in a tactical setting. As a topic
for simulation study, asymmetric warfare is an odd and ill-conditioned
problem. Empirical data is scarce or one-sided, while the subject itself
presents a constantly adapting and moving target that makes it a strate-
gic priority to conceal its inner workings from the observers.

To provide an insight into the dynamics of the asymmetric conflicts,
one needs to constrain the model in rigorous social-scientific concepts,
including those of organization theory, theory of collective action, and
social network analysis.

Our model, called NetMason, enables controlled experiments to repli-
cate and analyze alternative policies of disruption of activities of terrorist
organizations. In addition, sensitivity analysis with respect to behavioral
assumptions can be easily performed.

Keywords: Multiagent Simulation, Organizational Learning, Social Net-
work Analysis, Dynamic Social Networks, Terrorist Networks, Irregular
Warfare.

1 Introduction

As a subject for simulation study, asymmetric warfare is an odd and ill-
conditioned problem. Empirical data in this field is scarce or one-sided, while the
subject itself presents a constantly adapting and moving target, that makes it a
strategic priority to conceal its inner workings from the observers, [10]. Insurgen-
cies evolve in step with counter-insurgency efforts, resulting in a co-evolutionary
process. Terrorist organizations do not exist in a political or social vacuum [8],
and complex logistics of the terrorist operations are just as important as moti-
vations and resources available to the insurgency.

Social network analysis (SNA) is acknowledged as a powerful tool in this
context, see [6]. Recently, a SNA model of dynamic terrorist network has been
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proposed, namely a cellular network [15,19,11]. A cellular social network is a non-
traditional organizational configuration consisting of quasi-independent cells of
densely connected agents and a distributed chain of command connecting cells
in a non-hierarchical fashion.

Despite the progress in SNA research, there is a significant and growing gap
between the desired counterinsurgency analysis tools needed and the available
and relevant computational social science. Traditional SNA models lack the pur-
poseful agents and can not account for organizational dynamics and evolution.
At the same time, a number of agent-based solutions have been proposed to
model organizational change. For example, K. Carley [5,3] has proposed a model
(DyNet) to account for organizational processes such as information diffusion, in-
stitutionalization and recovery of organizations from disruptions. While DyNet
can account for macroscopic properties of the organizational evolution, its micro-
level foundations are based on fixed-strategy agents.

In this paper, we demonstrate a robust model of operations of terrorist organi-
zations. Our model, called NetMason, combines the ability to simulate complex,
large, and decentralized organizational networks with the ability to realistically
represent individual agents and interactions. Such a realism is enabled by the
use of artificial intelligence (AI) techniques and robust knowledge representation
— as a backbone of every agent.

NetMason is intended to bring quantitative reasoning into the field of irregu-
lar warfare modeling by enabling controlled, computational experiments. These
experiments can be used to replicate and analyze alternative policies in terms of
their impact on the daily functioning of the insurgency and levels of violence.

2 NetMason Architecture

We structured the mental model for agents according to Belief-Desire-Intention
(BDI) architecture, see [14]. In BDI structures, agents differentiate between their
perception of the world, long-term strategic goals and short-term action plans
and use planning algorithms to tie these concepts into sequences of behaviors
and actions. This approach has been widely applied in the AI community, and
has found implications in modeling of dynamic organizational networks, for ex-
ample [22,1].

One could argue that in human organizations, the variability in decision-
making originates from two sources. The first source is the differentiated po-
sitions on the social network and access to resources and knowledge. The second
is the agents’ inherent heterogeneity in decision-making abilities. It has been a
commonly raised argument against BDI architectures for simulation of organiza-
tional systems that BDI imposes a homogeneous behavioral logic amongst agents,
see [1]. We avoid this problem by extending the BDI backbone and allowing not
only differentiation in agents’ roles and access to information. In NetMason, de-
tails of planning and communication procedures can be customized for each of
the agents using a library of behavioral scripts.

Consequently, each of agents is a set of independent components joined by
a common interface (see Figure 1). Central to the dynamics of an agent are
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Fig. 1. Graphic shows the main components of each individual agent, with flowcharts
representing scripts used to model the 1998 bombing of the US Embassy in Dar es
Salaam. Each of the components can be customized with agent-specific Groovy scripts
that can be specified in the scenario file.

Planner and Communicator modules, which are responsible for invoking planning
and communications scripts. The BDI architecture requires separation of agent
knowledge and perception of the world into short-term (intentions) and long-
term (beliefs) components:

– Intentions. Intentions are represented by a set of maps and stacks that
preserve information about current actions of an agent and it’s strategic
goals, necessary to implement Hierarchical Task Network (HTN) planning
procedures and task timeouts. The project plans representing procedural
constraints for HTN are common for all agents and are part of the environ-
ment.

– Beliefs. Beliefs of an agent are represented as a network of facts. This net-
work is used to store information about agent’s information about contacts,
resources and capabilities of it’s peers. This network also encodes the agent’s
transactive memory, see [21], storing acquired interaction histories as edge
properties. Each of the elements of the network can be labeled with a confi-
dence value.

The Communicator module has two basic functions. First, it is responsible for
parsing of incoming messages. Second, it includes procedures for self-initiated chat-
ter and for controlling the trust and confidence into incoming traffic. Chatter is
an essential social activity undertaken by agents. It allows informal networks and
weak ties between agents to form, and facilitates informal transfer of knowledge.
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Currently, agent must know how to interpret and respond to following classes of
messages:

– InquireAbout, AddFact. When an agent determines that a resource, ca-
pability or information absent from it’s long-term memory is required to
proceed with the project, InquireAbout message will be initiated and send
to a selected peer. Respondent might answers with AddFact message that
contains relevant piece of knowledge.

– TakeTask, ConfirmActivity, DelegateActivity. When an agent is con-
vinced some other agent is able to execute a task, TakeTask message might
be send. The contractor reportes successful executions or failures.

– MeetAgent, TakeResource. Instead of executing a task itself, an agent
might choose to introduce delegating agent to potential contractor using
MeetAgent message. Similarly, transfer of resource over the social network
is accomplished with TakeResource message.

We use a minimal subset ofmessages required for the organization to accomplish
projects, but this can be easily extended with addition of new behavioral scripts.
The choice of communication partners, selection of messages and responses and all
memory-based calculations are subject to direct trust principles of [9].

The Planner module uses derivative of a Hierarchical Task Network decompo-
sition algorithm to service tasks represented using task precedence and depen-
dence networks, as in [18,17]. In the simulated scenarios constraints among tasks,
resources and capabilities are described in the form of so called task network.
Given target task, Planner will proceed and recursively solve for the sequence of
other tasks that need to be executed and resources and capabilities to acquire
in order to fulfill all of the goal’s dependencies.

Planner module exploits the fact that every agent is embedded in an orga-
nization when trying to obtain the goals. Using default behaviors, the Planner
may initiate messages querying for help and delegate activities to other agents.
For example, if required task dependency is not found in long-term memory, In-
quireAbout message will be send. If agent who is able to execute the task or has
access to dependency is present in memory, message TakeTask might be send.

The last element of the BDI architecture, desires (objectives to be accom-
plished), are exogenous to the agents. In the current version of NetMason agents
have no mechanism for self-initiating projects. Therefore, initial matching
between agents and high-level tasks is provided in the simulated scenarios. Af-
terwards, this matching evolves through delegating the tasks subject to trust
constraints and changing social network.

3 Using NetMason

To instantiate the ideas from previous section, we joined together a number of
open source solutions. The core of current version of NetMason is the MASON
simulation framework that provides a fast discrete-event multi-agent simulation
library core in Java, presented in [12]. For efficient representation of beliefs and
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basic graph operations, we use the JUNG social network package, see [13]. The
database persistence and required experimental instrumentation is provided by
Apache Cayenne persistence framework. Lastly, to increase scenario flexibility
we use the Mozilla Rhino scripting engine. Scripting enables users to change the
behavioral logic of agents or create new types of interactions without need for
recompiling the framework. We plan that as NetMason evolves, future models
will be built by using collections of scripts rather then by changes to the model
infrastructure itself.

The simulation is started by loading a scenario from an XML file using
DyNetML, see [2], see [20]. In particular, a scenario file contains information on:

1. Initial social network, used to generate initial beliefs for agents;
2. Initial matching between agents and capabilities / resources;
3. Specific behavioral scripts to be used by each of the agents;
4. Pre-generated plan templates specifying task hierarchies and resource / ca-

pabilities dependencies for each of the subtasks;
5. Pre-scheduled events, including initial task assignments.

Each simulation run, including details of all events and messages, is stored
in a relational database using the persistence layer. The database is consistent
with DyNetML and can be used to feed data into reporting, statistical or social
network analysis software. This allows to use existing tools like ORA to visualize
and analyze the evolution of terrorist organizations.

One of the MASON features that is being exploited is strict separation of
visualization and simulations layers. This feature allows for the same version of
our model to be run efficiently on a single core desktop machine with all GUI
features turned on or in a batch mode distributed over a Linux cluster of high
end multi-core nodes feeding results into a common database1.

4 Experiments

This section will feature a practical application of NetMason. It’s purpose is to
demonstrate the current state of NetMason and establish technical and process
validity of selected algorithms. In order to facilitate this process we have created a
set of test scenarios, one of which is described in the next Subsection in more detail.

4.1 Dar-es-Salaam Scenario

The scenario is based on data gathered in the wake of the 1998 bombing of the
US Embassy in Dar-es-Salaam. It is composed of following elements:

– Social network. Network consists of 14 terrorists with differentiated access
to resources (four different resources are bomb material, money, truck and
bomb tooling) and knowledge (bomb building expertise, weapons specialist,
surveillance expertise).

1 MASON was the first ABM system to provide this key feature in computational
social science and remains the leading system in this respect.
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Fig. 2. View of the Dar-es-Salaam scenario file, with task structure removed. For clearer
view of underlying agent×agent network, please refer to Figure 4. Legend: agents,

resources, capabilities.

– Task structure. The project they are tasked with (bombing) consists of two
smaller sub projects (building the bomb itself and performing target surveil-
lance) in addition to securing the transportation and financial resources. All
in all, the task hierarchy contains three tasks with nine preconditions.

– Dynamic structure. This includes names of behavioral scripts used for
each agent as well ”deus ex machina” messages that will be used to trigger
certain events (like initial task assignment in default experiment or death /
removal of an agent as used in later experiments).

Figure 2 presents the full initial social network and capability network for the
Dar-es-Salaam scenario. For clearer view of the initial social network, please refer
to Figure 4. The Dar-es-Salaam scenario is used in three separate experiments
that are intended to present different aspects of NetMason dynamics and validate
it against the extant body of organizational learning literature.

4.2 Micro-level Validation

The first set of experiments explores NetMason’s execution dynamics and their
accordance with assumptions laid out in the previous Section:

Experiment 1. Evolution of beliefs of agents and communications tak-
ing place during a simulation run will be visualized. In this experiment,
default configuration of the scenario will be used and a chosen agents
(Usama bin Laden) will be asked to execute a single bombing.

Figures 3 and 4 show evolution of beliefs for a sample agent as well as pre-
dicted intensity of communication taking place, reprojected onto the initial social
network.
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(a) Initial configuration of beliefs. Only
first-degree facts (certanities) read of
the scenario file are present.

(b) Terminal configuration after project has
been executed. Agent has learned about
other agents and their properties.

Fig. 3. Evolution of long-term memory (beliefs) for agent Mohammed Rashed Daoud.
Prepared for Experiment 1. Legend: agents, resources, capabilities.

Fig. 4. Agent to agent communication intensity recorded during a single run of Experi-
ment 1. The link width is proportional to the total number of messages passed between
a pair of agents.

Experiment 2. Improvement in team performance as a function of task
repetitions will be assessed. As in the default scenario, group is always
able accomplish the bombing task, therefore as a metric of interest, time
to bombing completion will be used.

Figure 5 shows distribution of times necessary to gather all dependencies and fi-
nalize the execution of three subsequent bombings. A significant decrease in the to-
tal execution time is observed after successful accomplishment of the first bombing.
This is due to the establishment of trusted pathways in the organization,
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Fig. 6. How does elimination of an agent
affects the performance of the terrorist
team? Shown is decrease in proportion of
accomplished tasks after agent is removed,
with associated 95% confidence intervals.
Calculated using Experiment 3 setup.

necessary to gather different project components in an efficient manner. Organiza-
tional learning during the second and third tasks affects performance of the group
in a marginal way, demonstrating the law of diminishing returns. In Experiment
2, 300 repetitions per scenario modification (additional task, agent removal) were
performed and the results used to calculate desired statistics. Following Sections
contain detailed discussion of results.

4.3 Macro-level Validation

The goal of the next experiment is to generate macro-level statistics of perfor-
mance of the terrorist team under varying conditions:

Experiment 3. Robustness of terrorist group with respect to the elim-
ination of some of the members will be studied. A metrics of interest
will be the proportion of tasks completed as a function of terrorist elim-
inated. Those values will be compared to predictions of Organizational
Risk Analyzer [4].

Experiment 3 explores the one of the pivotal questions in the security-related
analytics, namely the issue of discovering the optimal method of disrupting the
activities of a terrorist team when only partial information is available. Currently,
such problems are solved by application of SNA heuristics. It should be noted,
that their static nature can not a account for the fact that the terrorist networks
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Table 1. R-Spearman rank correlations between NetMason Impact indicies obtained
from Experiment 3 and selected Social Network Analysis measures for Dar-es-Salaam
scenario. The SNA metrics were computed using the Organization Risk Analyzer [4].

Metric Spearman-R p-value
Degree 0.215 0.422

Socio Economic Power 0.235 0.380
Bonacich Power 0.385 0.139
Constraint Burt -0.553 0.026

Betweenness 0.589 0.016
Capability 0.614 0.004

Boundary Spanner Potential 0.674 0.002

morph and evolve fluidly in response to anti-terrorist activity, see [16]. In Net-
Mason, after setting initial conditions, the organizational structure of a terrorist
network is not fixed, instead it dynamically emerges from the local constraints
that require maintenance of secrecy (via the trust heuristics) to be balanced with
operational efficiency. NetMason provides a dynamic solution to the disruption
problem. Thus, estimates of the effect of the removal of an individual on the
operations of a particular cell can be regarded as more dependable than those
obtained from classical SNA.

For each agent removed, decrease in the long-term performance of the whole
team was recorded. By repeating this scheme 300 times for each of the agents,
we obtain estimates of how many of tasks can be accomplished within allotted
time as compared to how many the full team would accomplish as a function of
agent / group of agents removed. Average value of this measure for a given agent
will be later referred to as NetMason Impact. This way we obtain a clear ranking
of agents that can be potentially targeted for removal, presented on Figure 6.

In Table 1 we correlate NetMason Impact with SNA recommendations, ob-
serving a number of high correlations. From all of the SNA measures available
in ORA, three correlate particularly high with NetMason Impact: Betweenness,
Capability and Boundary Spanner Potential. Betweenees emphasizes role of an
agent in information transfer, Capability in access to knowledge and resources
and Boundary Spanner Potential accounts for importance of agent in unifying
sub communities of organization and contributing to robustness of it’s structure.
NetMason Impact integrates those measures into a scalar value, at the same time
accounting for dynamics of a particular scenario.

5 Summary

This paper presents the first version of NetMason, a computational model for
analysis of irregular warfare. NetMason combines specific knowledge about irreg-
ular conflicts (expressed using scenario files) with social network analysis, agent-
based modeling, automated event data analysis and other supporting modeling
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technologies. General outline of modeling philosophy as well as results of very
first validation experiments were also included.

Experiments 1 and 2 demonstrated face validity of NetMason, both on orga-
nizational (macro) level as well as on the level of individual dynamics (micro).
Experiment 3 docked our model within the extant SNA results. To clearly evi-
dence value-added NetMason offers, more elaborate validation study is necessary
that would use new datasets.

NetMason is currently in active development. Apart from enhancing the sce-
nario library, our goals for the nearest future include following augmentations:

Agent Strategic Reasoning. NetMason agents should be able to make strate-
gic decisions and choose for themselves high-level goals (desires), as well as
communicate them to other agents in the network. This will allow for simu-
lating the spread of insurgency and tactics it uses. We shall utilize a proba-
bilistic mechanism of decision-making, informing the prior probabilities from
empirical data collected during investigations of terrorist incidents.

Friend-or-Foe perception. While terrorist groups cause significant harm and
loss of life to local populations, they can be perceived as “freedom fighters”
or friendly forces, while counter-insurgency (COIN) operations are viewed as
enemy raids. If such mentality persists, the counter-insurgency forces cannot
achieve their mission and face increasing militancy in the population. NetMa-
son should model evolution of friend-or-foe attitudes among the population,
and includes facilities for in-silico experiments for influencing these attitudes
based on social science theories of cognitive balance and norm adoption [7].

Logistics and Economy. As mentioned earlier, insurgent and terrorist activi-
ties often result in the creation of underground economies and cottage indus-
tries for providing supplies for covert organizations. We aim to represent such
feedbacks, with focus on the market for building, distribution, and operation
of Improvised Explosive Devices (IED’s). This will be accounted for by al-
lowing agents to strategically manage and exchange resources (e.g. weapons,
money) and their time and labor.
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Abstract. We use simulation to evaluate agents derived from humans
interacting in a structured on-line environment. The data set was gath-
ered from student users of an adaptive educational assessment. These
data illustrate human behavior patterns within the environment, and we
employed these data to train agents to emulate these patterns. The goal is
to provide a technique for deriving a set of agents from such data, where
individual agents emulate particular characteristics of separable groups
of human users and the set of agents collectively represents the whole.
The work presented here focuses on finding separable groups of human
users according to their behavior patterns, and agents are trained to em-
body the group’s behavior. The burden of creating a meaningful training
set is shared across a number of users instead of relying on a single user to
produce enough data to train an agent. This methodology also effectively
smooths out spurious behavior patterns found in individual humans and
single performances, resulting in an agent that is a reliable representative
of the group’s collective behavior. Our demonstrated approach takes data
from hundreds of students, learns appropriate groupings of these students
and produces agents which we evaluate in a simulated environment. We
present details and results of these processes.

1 Introduction

Most work that lies at the intersection of education technology and agent-based
systems employs agents within intelligent tutoring systems as knowledgeable,
automated teachers. Other work has explored the notion of simulated students
[1,2,3] as a means to better understand the processes that underpin human learn-
ing by constructing models based on theories from pedagogical and/or cognitive
science literature. Some of our earlier work deployed simple agents as learning
peers in simple games, where the agent controllers were built from data collected
in previously played games [4]. The current work extends these ideas by using
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data from an on-line educational assessment environment to train agents, and
we employ simulation as a means for evaluating the agents we derive.

We are not the first to suggest constructing agents to emulate human be-
haviors in on-line systems [5,6,7]. Previous work has shown that training agents
to emulate humans produces better results if the training set is a composite of
multiple humans grouped according to application-specific metrics [8]. A large
data set is generally desirable when training agents, and grouping human data
sets with similar characteristics helps smooth out anomalies. In the study pre-
sented here, we apply data-mining techniques to interaction logs from a dynamic,
on-line educational assessment environment in order to find effective groupings
within the human data set. We then use the data groups to train agents that
can be deployed in a simulation environment where each agent effectively em-
bodies a user model that is characteristic of the humans in its training group.
Related work has been reported previously (e.g., [9,10,11]), but within differ-
ent user modeling contexts and not with the purpose of subsequently using the
models to control agents in a simulation environment.

Our procedure is as follows. The first step is to partition the interaction data
set that will serve as the basis for training a suite of distinct, agent-based, proba-
bilistic controllers. This step is crucial to the success of each agent as an emulator
of a specific class of human behaviors. If the data used to train the agents is not
well defined, then there may be two problems. First, the behavior of individual
agents may have too much variation and so an agent would be an unreliable
model of the human users in its group. Second, the agents in the suite may not
be distinct enough from each other (i.e., their behavior patterns may overlap
significantly) and so an agent would be unreliable as a model of only the users
in its group. In this paper, we compare different techniques for partitioning the
data, using standard clustering methods from the data mining literature. The
second step is to produce an agent for each cluster whose actions typify behaviors
characteristic of members of the cluster. The final step is to evaluate the results
by placing all the agents we generated in a simulated assessment environment
and by measuring which agents most closely resemble the human counterparts
they are meant to be simulating. Our results demonstrate that one clustering
technique clearly produces a better approximation of group behavior patterns
than the others, as evaluated through simulation.

2 Our Approach

Figure 1 contains a graph illustrating a generic landscape for an interactive
environment. Imagine that each node represents a state in the environment, such
as a page in a web site, a question in an on-line test or a room in a computer
game. The red and green links between nodes indicate paths that users can follow
based on actions they take in the interactive environment. For example, clicking
on a hyperlink will send a user to another web page, or answering a question
correctly will send a user to another question, or earning game points will send
a user to another room. All users start their interactions with the system in the
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A B C

Fig. 1. Sample trajectories

same place—at the node on the far left. A sequence of user actions translates
into a trajectory through the landscape. Three sample trajectories are drawn
with heavy black lines in the figure.

In fact, the figure is modeled after an educational assessment environment.
Each node represents a question in the assessment, and links indicate possible
paths from one node to another. All students start at the same node, the leftmost
one in the figure. Students who answer a question correctly move along the green
link (up and to the right). Students who answer a question incorrectly move
along the short red link (down and to the right). Thus Figure 1 illustrates the
paths taken by three different students. Student A (left side of the figure) did
well, answering most questions correctly. Student B (middle of the figure) did
poorly at first, rallied, slumped, rallied, and slumped again to the end of the
assessment. Student C (right side of the figure) started off well, but then made
a series of mistakes. The differences in performance of these three students is
clearly visible. Notice in particular that while students B and C ended up at the
same node at the end of the assessment, they took very different paths through
the landscape.

Most assessments report results and group students using the final, or “exit”,
score achieved. In our example, this corresponds to the last node visited, on
the right edge of the landscape. However, with the advent of dynamic, on-line
testing, a much richer data set is available and so reports can provide more
information about student performance than simply an exit score. We believe
that in environments like the one that corresponds to our sample data set, a lot
can be learned from examining the trajectories taken through the landscape. So,
we focus on trajectories and experiment with techniques for grouping students
according to similarities in their trajectories. It is important to note that the
students do not make directed choices about which paths to take, but rather the
system chooses each next node in response to the student’s performance up to
that point. As mentioned earlier, we wish to create a suite of agents that each
mimic certain classes of human behavior. Section 2.1 describes several methods
for partitioning the complete data set into clusters, grouping humans with similar
behavioral characteristics, as exhibited by following similar trajectories through
the landscape. The experiments conducted here are based on a data set of 117
students who had accessed the assessment environment in 2006.
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Fig. 2. Hierarchical clustering of student response vectors, using Euclidean distance
with 012 coding. The vertical axis identifies individual students. The horizontal axis
contains h values.

2.1 Partitioning Training Data

Data clustering is a well-studied field in the literature, and the particular algo-
rithm chosen for a clustering task varies depending on the characteristics of the
data set and the goals of the task. Our aim is to produce a coherent grouping
that will serve to train a suite of agents that are distinct from each other. We
investigated a variety of techniques and here we compare two types: Euclidean
distance based on feature vectors and Hausdorff distance based on geometric
similarity.

Euclidean distance. We generated “feature vectors” to encode the student re-
sponses in the assessment. For the landscape illustrated in Figure 1, we generated
94-dimensional feature vectors for each student, each dimension representing a
student’s response to one question. Note that sequences of questions are chosen
for students dynamically, based on the their performance and the connections
defined in the landscape; so students do not (and can not) visit every node.
There are three possible results for any question: correct, incorrect or not seen.
We experimented with different ways to encode results including: 0=incorrect,
2=correct, 1=not seen (021 coding), −1=incorrect, 1=correct, 0=not seen (-110
coding), 0 =incorrect, 1=correct, 2=not seen (012 coding), and also a 3-variable
coding: seen ({1|0}), incorrect({1|0}), correct ({1|0}). We employed a hierarchi-
cal clustering algorithm in Matlab [12] using the Euclidean distance between
the feature vectors as the distance measure. Note that according to the metrics
described in the remainder of this paper, the feature vector encoding that pro-
duced the best results is the 012 coding. Thus, for the sake of brevity, we only
present the Euclidean 012 coding results here.

Hausdorff distance. Since our aim is to group students according to the sim-
ilarity of trajectories followed on the assessment maps, we decided to employ
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Fig. 3. Hierarchical clustering of student trajectories, using Hausdorff distance. The
vertical axis identifies individual students. The horizontal axis contains h values.

clustering techniques on sequential data. Similar work has been reported on
classifying Linux users with respect to their experience level based on command
logs [13] and on clustering financial time series data [14]. We generated the land-
scape illustrated in Figure 1 by assigning coordinates to each question in the
educational assessment, and we used the Hausdorff Distance to compute the
dissimilarity between any two paths. After computing the pairwise distances
between each path, we applied a hierarchical clustering algorithm in Matlab.

2.2 Comparing Clusterings

We compare the results of different clustering algorithms by measuring the dis-
tance between data points within each cluster and the separation between clus-
ters, seeking to minimize intra-cluster differences (the level of similarity within a
cluster) and maximize inter -cluster differences (the amount of dissimilarity from
one cluster to another).

One way of comparing clustering results is using a type of figure called a den-
drogram. A dendrogram consists of brackets that connect objects hierarchically.
The height (h) of each bracket indicates the distance between any two objects (or
groups of objects) being connected. Figures 2 and 3 show dendrograms for the
Euclidean 012 coding and Hausdorff methods, respectively. The Euclidean 012
method found 8 main clusters at level h = 8 while the Hausdorff method found
8 main clusters at level h = 2. Because lower h values indicate less difference
amongst group members, the Hausdorff method has better results.

Another way we compare the clustering results is with metrics that have been
demonstrated to compare clusters of trajectories in related work [15]. Two metrics
are employed. The first is “shape complexity”, or σ, which is computed as:

σ = disp/length

where disp is the displacement or the distance between the first and last points
in a trajectory and length is the number of points in the trajectory. The second is
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Hausdorff method Euclidean 012 method
cluster size points σ cov

1 11 121 2.64025 5687.83
2 6 64 2.42758 3871.61
3 19 203 2.22529 6487.44
4 28 298 4.43650 6841.44
5 4 37 4.89523 6909.63
6 12 108 4.55438 5109.01
7 18 197 4.91468 8704.28
8 19 206 5.40067 8579.10

average 3.93682 6523.79

cluster size points σ cov

1 6 68 4.87123 8353.60
2 19 204 8.83936 15166.20
3 4 41 2.20674 4062.49
4 8 89 2.14947 7424.48
5 16 175 3.29415 4157.30
6 15 159 1.60082 4469.70
7 21 223 7.63581 12024.50
8 28 275 7.57357 7320.25

average 4.77139 7872.31

Fig. 4. Cluster similarity measures, showing for each cluster: the number of trajectories
in the cluster, the total number of points covered by all the trajectories in the cluster,
the standard deviation for σ and the standard devation for cov (see text for further
explanation)

“divergence”, or covariance of the first, middle and last points in the trajectory.
Figure 4 compares these values for the Euclidean 012 and Hausdorff methods.
The size of each cluster (number of students belonging) is shown as well as the
average number of points in the trajectories of all student members. The columns
to focus on are the two rightmost, which contain the standard deviation of σ
and cov for the trajectories that comprise each cluster. The absolute numbers are
not important here; what is important is the relationship between the numbers
within each column. Smaller numbers indicate tighter coherence amongst cluster
members—this is our aim. The average σ for the Hausdorff is 3.95, whereas for
Euclidean, the average σ = 4.77. The average covariance for Hausdorff is 6523.79,
whereas for Euclidean, the average cov = 7872.31. Using these metrics, the
Hausdorff distance clustering technique results in better coherence. We note that
a cluster-by-cluster comparison reveals that the Hausdorff coherence is better for
the clusters on either end of the spectrum, while the Euclidean is better for those
in the middle. This is an interesting result which bears further investigation.

One additional factor to take into account with the clustering methods is
the choice of number of clusters. The more clusters there are, the better the
coherence amongst cluster members (and the smaller the standard deviation of
our two metrics). However, there is a trade-off: perfect coherence can be achieved
with clusters of size 1, but being satisified with single-member clusters implies
that clustering is not needed at all. Thus, a balance must be achieved between
the number of clusters and the coherence. Figure 5 illustrates the change σ and
cov as the number of clusters decreases. The values in the figure were computed
for the Hausdorff methodology (which will be shown later to be the best overall
choice of clustering algorithm for our problem). For both metrics, when the
number of clusters reaches 5 and again at 10, the angle of decline becomes less
sharp. To allow for fair comparison between algorithms, we chose a standard
number of clusters for each algorithm: 8.
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Fig. 5. Change in σ and div as number of clusters decreases (Hausdorff clustering
algorithm)

Recall that our overall goal is to generate clusters that will provide training
sets for a suite of agents, where each agent effectively embodies a user model that
is characteristic of the humans in its training group. Section 2.3 describes how we
trained agents based on the clustered data. Section 2.4 presents evaluation results
that demonstrate the effectiveness of the clustering and training procedure.

2.3 Training Agents

The next step in our procedure is to create agents whose behavior typifies that
of each cluster. We did this for clusters generated by the Hausdorff and all
Euclidean coding methods (though we only report here on the best coding,
012). First, we generated a profile for each cluster as follows. For each node in
the landscape, we tally the number of students in the cluster who visited that
node. We compute statistics based on students’ responses to each node as the
basis, aggregated for all members of a cluster into an agent training set. For each
cluster, we generate one representative agent.

Each node represents a question in the assessment, and each question is
designed to elicit information about students’ abilities. The assessment is a
multiple-choice test, and each possible incorrect answer is associated with one
or more bugs that (likely) exist in a students’ knowledge if s/he chose the corre-
sponding incorrect answer. There is an overall mapping from each type of bug
evaluated in the assessment to each node in the landscape. For example, take the
simple landscape illustrated in Figure 6a. All students start at the node labeled
q0 ∈ Q in the figure. There are one or more bugs, each of which we will refer to
as bj ∈ B, that each node (question qi) is assessing. Essentially a table with |Q|
rows by |B| columns is engineered when the assessment is designed, assigning a
Boolean value to each cell in the table indicating which errors are revealed by
each question. We use this table to pose two types of questions:

1. a modeling question—what is the probability that a student possesses bug
bj , given that they answered question qi incorrectly, i.e., what is Pr(bj |qi)?

2. a prediction question—what is the probability that a student will answer
question qi incorrectly, given that they possess bug bj , i.e., what is Pr(qi|bj)?
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Fig. 6. Agent training structures

Note that there is not a one-to-one correspondence between bugs and questions.
Thus we rephrase our two questions:

1. modeling—what is the probability that a student possesses the bugs in set
B, given that they answered the questions in set Q incorrectly?

2. prediction—what is the probability that a student will answer the questions
in set Q incorrectly, given that they possess the bugs in set B?

The influence diagram [16,17] shown in figure 6b provides a graphical illustration
of this situation. There are two types of variables represented: bugs {b0, b1, b2}
and questions {q0, q1}. Question q0 is designed to assess whether a student pos-
sesses the bugs in set B′ = {b0, b1}; question q1 is designed to assess whether a
student possesses the bugs in set B′′ = {b1, b2}.

We use the interaction data set described earlier along with the influence
diagram associated with the landscape contained in Figure 1 to compute proba-
bility tables, one per cluster. We tally the number of students within the cluster
who visited each node and the percentage of them who answered the question
incorrectly, indicating particular bugs. Thus, for each cluster, we have a table
that indicates how likely it is that a member of that cluster possesses each bug.
This is essentially a user model which becomes the heart of the control function
for each “cluster agent.”

2.4 Evaluating Agents

Finally, we evaluate the efficacy of our methodologies by simulating an assess-
ment using each agent generated. We performed 999 evaluation trials for each
agent—since the agents are controlled probabilistically, they will not behave ex-
actly the same way in each simulation run. We evaluate our efforts in four ways.
First, we wish to determine how well each agent fits the cluster profile from which
it was modeled. The correlation between the behaviors of the trained agents and
the groups of humans the agents are emulating is illustrated. Second, we high-
light the separation between agents (i.e., distinctiveness of behavior patterns).
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Fig. 7. Correlation between agents and humans. The x-axis represents σ values for
the human trajectories within each cluster and the y-axis represents σ values for the
trajectories of the corresponding agents.
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Fig. 8. Separation between agents, using σ

Third, we show that the method of training agents as emulators, rather than
taking the raw human data as the basis of user models, provides more coher-
ent results. Fourth, we provide visualizations that compare compounded agent
trajectories with humans in corresponding clusters.

Correlation between agents and humans. We use the shape complexity
(σ) metric described earlier to compare the relationship between trajectories
generated by agents with those generated by humans. Figure 7 plots the average
σ for each cluster based on the trajectories exhibited by humans (x-axis) against
the corresponding value for trajectories generated by the agent representing each
cluster in the 999 evaluation runs. The correlation with the Hausdorff technique
is quite high.

Separation between agent behaviors. We also want to compare the separa-
tion between agents, recalling our goal to produce a suite of agents, each of which
represents different behavior patterns. Figure 8 shows the mean and standard
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Fig. 9. Separation between agents, using y values
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Fig. 10. Coherence with agents, as compared to humans. Plot (a) uses σ for compari-
son. Plots (b) and (c) use the average variance of y-values for comparison.

deviation of σ for each of the clusters computed for each clustering technique.
The black bars represent the clusters based on human trajectories; the grey bars
represent the trajectories generated by the agents in the 999 evaluation runs.
Once again, the Hausdorff produces superior results because greater distinction
between each cluster can be seen in the lefthand plot.

We also examine a different mode of comparison in order to illustrate more
clearly the distinction between cluster-based behaviors. Instead of looking at
σ, we examine the mean and standard deviation of y values for the trajec-
tories within each cluster. The landscape is shaped such that all trajectories
extend horizontally along the same range of x values, but do not cover the
same extent vertically. We compare the vertical extent of each cluster by plot-
ting a box outlining one standard deviation around the mean y value. These
plots are shown in Figure 8 for both Hausdorff and Euclidean 012 methods.
According to this comparison, the Euclidean 012 method appears to perform
better than the Hausdorff because it has fewer boxes that overlap and the total
amount of overlapping area is less. However, in the Euclidean 012 plot, agent
5’s extent is completely subsumed by that of agent 6, which is a worse result.
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Fig. 12. Comparing agent and human trajectories, clustered using Euclidean 012
method
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Another disadvantage of this plotting method is that it does not represent the
complete picture because the distribution of y values, weighted by frequency
of occurrence, is not normal and more closely matches a Poisson distribution.
Thus, we are exploring other methods of comparing separation between agent
behaviors.

Coherence within agent behaviors. Figure 10 illustrates the coherence
amongst the behaviors of an agent versus humans within a single cluster. Be-
cause the agents behave probabilistically, based on the influence diagram and
table explained in Section 2.3, a single agent will act (slightly) differently each
time it executes in the simulated assessment. The variance of y values is exam-
ined for each agent. The smaller the variance of y values, the more coherence
there is in the agent’s behavior. The lefthand plot (a) compares the Hausdorff
and Euclidean 012 methods. The Euclidean 012 method produces better coher-
ence. The plot also compares coherence in the agent’s behavior to the coherence
across the set of trajectories belonging to the humans in the cluster. In both
cases (Euclidean 012 and Hausdorff), there is better coherence in the agent be-
haviors. This is what we have been striving for. The improvement in coherence is
even more marked in the righthand plot (b), which compares the Hausdorff and
all four Euclidean coding methods. Clearly the Euclidean 012 method produces
superior results.

Visual comparison. Finally, a sampling of trajectories for each cluster and
corresponding agent are shown in Figure 11, using the Hausdorff method, and
in Figure 12, using the Euclidean 012 method. For each row in the figures, the
first (leftmost) plot shows the trajectories (blue lines) over 999 test runs of the
agent. The remaining plots in the row show a representative sample of human
student trajectories (black lines) for each cluster. The point is that the blue lines
represent a composite set of black lines within the same cluster.

3 Conclusion

We have described a methodology for generating agent-based simulations of hu-
man behavior in a structured interactive environment. We employed interaction
data from an on-line educational assessment environment and created clusters
of students with similar behaviors, and then trained agents whose actions typ-
ify cluster members. We explored two methods of clustering, one based on a
feature-vector comprised of right/wrong answer choices made by each student
and employing a Euclidean distance metric to determine groupings. The second
is a graphical approach, based on examining the paths students take through
the underlying landscape of the assessment and employing a Hausdorff distance
metric to determine groupings. From these, we generated a profile for each clus-
ter based on bugs in student knowledge exhibited by the assessment responses.
We used these profiles to train agents to emulate cluster members, and finally,
we evaluated the efficicacy of these methods by comparing the trajectories pro-
duced by agents acting in a simulated assessment to those of humans produced
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in the real assessment. Our results show that when we use shape complexity (σ)
as the basis for comparison, the Hausdorff method is superior to the Euclidean
methodologies. Interestingly, attempts to make comparisons based on other met-
rics, such as the variation in y values aligns the Hausdorff and Euclidean 012
methods more closely. Still, however, the Euclidean 012 method always produces
better results than the other Euclidean encodings explored.

Our current work involves extending these methods to other types of data,
both from within the education sector and outside it. The type of generic land-
scape illustrated in Figure 1 can be used to represent the underlying structure
of a wide range of interactive environments. Being able to generate agents that
emulate human behavior in such environments has broad application and can be
used not only for evaluating clustering techniques, as illustrated here, but also
for producing controllers for agents that might be deployed as actors within such
interactive environments.

Acknowledgments

This work was partially supported by the National Science Foundation under
NSF IIP #06-37713 and by the US Department of Education under #ED-07-R-
0006.

References

1. VanLehn, K., Ohlsson, S., Nason, R.: Applications of simulated students: An ex-
ploration. Journal of Artificial Intelligence in Education 5(2), 135–175 (1996)

2. Sklar, E., Davies, M.: Multiagent simulation of learning environments. In: Fourth
International Conference on Autonomous Agents and Multi Agent Systems (AA-
MAS) (2005)

3. Spoelstra, M., Sklar, E.: Using simulation to model and understand group learning.
Agent Based Systems for Human Learning, International Transactions on Systems
Science and Applications 4(1) (2008)

4. Sklar, E.: CEL: A Framework for Enabling an Internet Learning Community. PhD
thesis, Department of Computer Science, Brandeis University (2000)

5. Cypher, A.: Eager: Programming repetitive tasks by example. In: Proceedings of
CHI 1991 (1991)

6. Maes, P.: Agents that reduce work and information overload. Communications of
the ACM 37(7), 31–40, 146 (1994)
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Abstract. Due to globalization and the growth of international trade, many con-
tainer terminals are trying to improve performance in order to keep up with de-
mand. One technology that has been proposed is the use of Automated Guided 
Vehicles (AGVs) in the handling of containers within terminals. Recently, a 
new generation of AGVs has been developed which makes use of cassettes that 
can be detached from the AGV. We have developed an agent-based simulator 
for evaluating the cassette-based system and comparing it to a more traditional 
AGV system. In addition, a number of different configurations of container 
terminal equipment, e.g., number of AGVs and cassettes, have been studied in 
order to find the most efficient configuration. The simulation results suggest 
that there are configurations in which the cassette-based system is more cost ef-
ficient than a traditional AGV system, as well as confirming that multi agent 
based simulation is a promising approach to this type of applications. 

Keywords: MABS application, automated guided vehicles, container terminal. 

1   Introduction 

The transport of containers is continuously growing and many container terminals 
(CTs) are coping with congestion and capacity problems. For instance, the number of 
Twenty-foot Equivalent Unit containers (TEUs) shipped world-wide has increased 
from 39 million in 1980 to 356 million in 2004 and growth is projected to continue at 
an annual rate of 10 per cent till 2020 [1]. Often due to both physical and economic 
constraints, big container ships are calling on just a few larger ports from which 
smaller container ships will “feed” containers to other ports in the region. Thus, the 
number of containers being transhipped is increasing.  

There is pressure on the management of ports and CTs to find more efficient ways 
of handling containers and increase CT capacity. Traditional methods for increasing 
capacity, such as expanding the CT are often not feasible. Thus, other solutions to 
increase the efficiency and capacity are considered, including the use of automation, 
e.g., Automatic Stacking Cranes and Automated Guided Vehicles (AGVs) which may 
also reduce the operational costs for CTs [3].  
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The first AGV system was introduced in 1955 for horizontal transport of materials 
and AGVs were first used for transporting containers in 1993 at the Delta/Sea-Land 
terminal located in Rotterdam. There has been much research conducted in various 
areas incorporating AGVs and CTs (cf. Vis [4], for a comprehensive literature review 
on AGVs). In two European Union sponsored projects; IPSI (Improved Port Ship In-
terface) and INTEGRATION (Integration of Sea Land Technologies), a system for 
handling containers using cassettes and AGVs has been developed but to date has not 
been used in a CT [5]. The cassettes are steel platforms detachable from the AGV and 
on which containers can be set. A possible advantage of using cassettes is their ability 
to act as buffer, since containers can be placed on it without an AGV being present. 
Figure 1 shows an IPSI AGV and illustrates the different parts of a CT. 

  

Fig. 1. An IPSI AGV transporting a cassette loaded with two containers (left) and a sketch of a 
container terminal (right)  

To evaluate this new development in container handling, we will compare the IPSI 
AGV system to a “traditional” AGV system, which will be referred to as T-AGV. We 
perform a comparative analysis of the transport of containers between ship-side opera-
tions to the operations in the stacks located in the yard . We also study the effect of the 
number of cassettes allocated to the IPSI AGV. The developed model can also assist in 
analyzing aspects, such as, crane assignment to ship and AGV assignment to cranes. 

Because of complexity and capital and construction costs, simulation models have 
been used for understanding behaviour and testing strategies in CTs, e.g., see [6], [7] 
and [3]. We have developed a multi-agent based simulator (MABS) for comparing the 
performance of the two AGV systems according to a number of criteria, e.g., service 
time for a ship, utilization rate for the CT equipment, and operating cost. The choice of 
using MABS is based on the versatility in simulating complex systems and perceived 
simplicity in the structure preserving modelling of the different entities in a CT. Pa-
runak et al. [2] compared macro simulation and micro simulation approaches and 
pointed out their relative strengths and weaknesses. They concluded that “…agent-
based modeling is most appropriate for domains characterized by a high degree of lo-
calization and distribution and dominated by discrete decision. Equation-based 
modeling is most naturally applied to systems that can be modeled centrally, and in 
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which the dynamics are dominated by physical laws rather than information process-
ing.” As a CT has a high degree of localization and distribution and is dominated by 
discrete decision, we found agent-based modeling a promising approach worthy to 
investigate. 

The remainder of the paper is organized as follows; in section 2 a description of the 
problem is provided. In section 3, the methodology and model is presented. Section 4 
provides a description of the simulation experiments. The results are presented and 
discussed in section 5. Conclusions and future work are provided in section 6. 

2   Problem Description and Model Assumptions 

A CT is a place where ships will be berthed so that containers can be unloaded and/or 
loaded by Quay Cranes (QCs). The CT are often viewed as an interface for transport 
of containers between modes of transport linking the landside with the marine-side 
[9]. In addition, CTs can serve as temporary storage in the transhipping of containers 
from one ship to another ship. Ship owners often demand a fast turn-around time 
since more time for sailing imply more opportunities for extra voyages and more 
revenue. Further, from a logistics perspective, improving the transport of containers 
within the CT may help in decreasing the total transport time and cost of transporting 
cargo in containers. CT managers seek to meet requirements of fast turn-around time 
and try to optimise the use of their terminal resources, such as, quay cranes for which 
the capital costs can be €€  7 million or more [10], and transporters, such as AGVs. 
Many CT managers view the interface between the QCs and the yard as the most 
critical planning problem [11].   

In the scenario studied, a ship arrives at a CT with a number of containers to be 
unloaded and another set of containers are loaded onto the ship before it departs. The 
unloaded containers are to be transported from the QC area to stacks in the yard and 
the containers to be loaded are picked-up from stacks and transported to the QC area. 
We will refer to the QC areas where containers are stored temporarily as the Buffers. 
The transportation between the buffers and the stacks is carried out by AGVs (either 
T-AGVs or IPSI AGVs with their accompanying cassettes) and we call the time it 
takes to perform it (including the return without container(s) as well as the load and 
unloading operations) the AGV cycle time. This definition is similar to the one used 
in a study comparing a Straddle Carrier system with an Automated Stacking Crane 
system by Vis [12]. The stacks are located in different areas of the yard and therefore 
have varying distances to the QC, implying different transport times. We model this 
by letting the AGV cycle time have random component for each transport. We also 
consider the time for the unloading and loading of containers from and to a ship by a 
QC, called the container handling time.  

The technical specifications of the two AGV systems considered are presented in 
Table 1. The IPSI AGV is slightly faster than a T-AGV and has a higher loading ca-
pacity as containers cannot be stacked on the T-AGV. The lifting time for an IPSI 
AGV (the time for it to move under a cassette and lift it off the ground for transport-
ing) is approximately 15 seconds. The T-AGVs do not have a corresponding lifting 
time since containers are directly loaded on top of them. The initial purchasing cost is 
provided by industrial partners and serves as an estimate.  
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Table 1. Specifications of the AGV systems (kr = Swedish kronor) 

 IPSI AGV T-AGV 
Speed (both empty and loaded) 20 km/h 15 km/h 
Capacity 82,000 kg 55,000 kg 
Maximum container capacity 
that can be transported 

4 TEU (either 4 x 20’ 
or 2 x 40 containers) 

1 TEU (one 20’ container) or 
2 TEU (one 40’ container) 

Initial purchasing cost 4,5 million kr 2,7 million kr 
Additional costs (one cassette) 8,000 kr Not applicable 

3   Methodology and Simulation Model 

In our model there are entities which have a number of attributes and operations asso-
ciated to them and some of which can communicate with each other. The entities of the 
real world that we model are: ships, QCs, their buffers, AGVs (IPSI AGV or T-AGV), 
cassettes and containers. These entities (in some cases including the persons operating 
them) have to coordinate with each other to complete the main task, which is the 
unloading/loading a ship. Therefore we model the AGVs, the buffers and the QCs as 
agents, which. during the simulation perform their task in parallel, replicating the ac-
tivities in real world CTs. The simulation model was implemented using DESMO-J, an 
open source library for the JAVA programming language [14]. DESMO-J provides a 
runtime process based simulation engine that can be used to map port entities to soft-
ware entities and to simulate the coordination of these process.  

The entities use the Contract Net protocol to coordinate tasks. This protocol is used 
because of its ability to distribute tasks and self-organise a group of agents [15]. The 
protocol is suitable since our model describes tasks that can be characterised as hier-
archical in nature and are well-defined. The Contract Net protocol implies that one 
agent will take the role of a “manager”, which initiates a job to be performed by one 
or more other agents. The job may require that a number of participating agents re-
spond with a proposal and the manager will accept a proposal and confirm it to a se-
lected agent and reject the other proposals. This protocol seems to closely reflect the 
operational decisions that are made by the actual workers in the CT, especially when a 
foreman will communicate via radio with drivers and QC operators. In our case, the 
buffer agents act as “managers” of the Contract Net protocol and the AGV agents are 
bidding and performing the jobs.  

The system that we have modelled is illustrated in Figure 1 (right-hand side). We 
have focused on modelling the operations that involves the QCs and the AGVs that 
transfer containers between the quay and stacks. The main difference between the 
IPSI AGV and the T-AGV is the absence of cassettes. The containers need to be 
placed directly on the AGV in the T-AGV system. A QC will wait for an available T-
AGV to place a container on it rather than placing the container on the ground and 
then having to later pick it up and place it on a T-AGV, in order to reduce extra 
moves by the QC.  We have followed a general simulation process as described by 
Law and Kelton [8] and therefore we are testing a prototype with real data.  
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The entities that are modelled are: 

 Ship: contains the containers. 
 Quay cranes: used to unload and load the containers. 
 AGVs (IPSI AGVs or T-AGVs): used to transport container, from/to QC 

from/to a container stack. 
 Buffer: Pick-up and drop-off area behind the QC that temporarily stores con-

tainers on cassettes or AGVs. 
 Cassettes: A set of cassettes bound to a QC.  
 Containers 

As mentioned earlier, the QCs, Buffers and the AGVs are modelled as agents, 
whereas the ships, cassettes and containers are modelled as objects.  

3.1   Quay Crane (QC) Agent 

The QC is responsible for the unloading and loading the containers from and to the 
ship. The number of QCs serving a ship is specified by the user. Each QC has the fol-
lowing attributes: 

• a set of AGVs (IPSI AGVs or T-AGVs) assigned to it  
• a set of cassettes (for the IPSI AGVs) 
• a buffer area where its cassettes or T-AGVs can be placed for load-

ing/unloading containers 
• container handling time for (un)loading a container. In a real CT the con-

tainer handling time will vary for each container, which we simulate by a 
computer-generated random number using a linear congruence method cho-
sen in a range specified by the user.   

Moreover, the following are recorded for each QC: 

• the number of containers unloaded from the ship and loaded to the ship 
• the time it has been working (not including the idle time). 

A QC performs the following functions  

• When unloading, the QC will unload a container from the ship if there is a 
cassette (or T-AGV) with free space in the buffer area. If not, it waits until 
there is one available. 

• When there are containers to be loaded available in the buffer area, the QC 
will load one container at a time to the ship. 

• The QC finishes working when there are no containers to be unloaded or 
loaded for the ship. 

3.2   Buffer Agent 

A buffer is assigned to a specific QC and the buffer is responsible for allocating free 
AGVs to either pick-up a container and move it or move empty (to pick-up con-
tainer(s) at another location). The buffer is also responsible for the QC to stop unload-
ing if there is no cassette available or the cassette is full and to stop loading if there is 
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no containers available on cassettes or on AGVs. The Buffer agent will communicate 
with the AGVs and assign an AGV that is free to pick up a cassette (for the IPSI-
AGV). Once a cassette is available the buffer agent will ask the QC to start working. 
When using T-AGVs, the buffer agent tries to find a free T-AGV and assign a con-
tainer to that T-AGV. If no T-AGV is free then it waits until a T-AGV is free at the 
buffer. Pseudo-code describing the unloading and dispatching strategy of the buffer 
agent for the cassette-based system is given below: 

WHILE still containers to unload DO 
   IF cassette available that has room for more containers  THEN 
      Ask QC to unload a container and place it on cassette 
      Ask all AGVs for their status 
      Wait for status reports 
      IF AGV idle THEN 
         Ask that AGV to fetch the loaded cassette 
   ELSEIF cassette is full THEN 
     Ask QC to stop unloading 
     REPEAT 
        Ask all AGVs for their status 
        Wait for status reports 
     UNTIL at least one AGV is idle 
     Ask the idle AGV to fetch the loaded cassette 
ENDWHILE 

3.3   AGV Agent (IPSI AGV and T-AGV) 

Each QC has a number of AGVs assigned to it. This value is specified by the user 
before the start of the experiment. An AGV is responsible to transport containers 
between a QC Buffer and container stacks. Each AGV has the following attributes: 

• a state (“free” or “busy”) 
• a cycle time for transporting a cassette/container from the buffer to the stack 

and return back to the buffer. Or vice versa during the loading phase. In 
a real CT the AGV will have varying transport times, which we simulate by 
a computer generated random number using a uniform method chosen in a 
range specified by the user.  

Moreover, the following are recorded for each AGV: 

• the number of containers transported to/from the stack  
• the time it has been working (not including the idle time). 

4   Experiment Description 

The input parameters are stored in a text file from which the simulator reads the pa-
rameters. The output of the simulation is a set of files which contains information of 
all events taken place during the simulation. A trace file contains the overall perform-
ance of each QC, AGV and cassette involved in the simulation. The performance cri-
teria that are used for evaluating and comparing the CT transport systems are: 
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• Service Time: is the time it takes to complete the unload/load operations for a 
ship, also known in the maritime industry as “turn-around time”. 

• Utilization Rate: Active time / Service Time (Active time + Idle time). Active 
time is the time a piece of CT equipment is busy, e.g. moving a container 
from the QC to a stack, and Idle time is the time that it is not working. The 
utilization rate for the following equipment is recorded: QC, AGV and Cas-
sette.  

• Throughput: Avg. number of containers handled per hour during Service 
time for: QC, AGV and Cassette 

• Total Cost: Equipment cost for serving a ship is calculated in the following 
ways (OPEX = operating cost per hour for a unit of CT equipment): 

– QC: number of QCs x OPEX for QC x Service Time. 
– AGV: number of AGVs x OPEX for AGV x Service Time. 
– Cassette: number of cassettes x OPEX for Cassette x Service Time. 
– Total Cost: QC costs +AGV costs + Cassette costs 

4.1   Scenario Settings 

The scenario settings were based upon data provided by industrial partners. The re-
sults from the simulations are average values. Thus, a sufficient number of runs are 
needed in order to get a valid estimation. The cycle times used in the simulation have 
been determined from prior analysis in which the stack distances and maximum 
speeds of the AGVs were tested. We used an approximation method to calculate the 
minimum number of simulation runs required in order to obtain results from a simula-
tor with small enough statistical errors. The approximation method [16] has been ap-
plied by Vis et al. [17] in vehicle allocation at a container terminal. In this method, 
data from a limited number of replications is used to approximate the required mini-
mum number of replications in the actual experiment (denoted i) such that the relative 
error is smaller than γ (0 < γ <1) with a probability of 1-α. The i value can be calcu-
lated from: 

( ) ( )[ ] 2

2/1
2 '/ iziSi Χ≥ − γα  

(1) 

where S2(i) is the variance of the trial sample, 2/1 α−z  is the 1-α/2 percentile of the 

normal distribution, ( )iΧ  is the trial sample mean value, and )1/(' γγγ += . Based 

on our trial sample we found that to obtain the error smaller than 2% with a probabil-
ity of 95% that the number of generated replications would be sufficient at 100 for all 
experiments conducted in this paper. In the simulation experiments, we use the set-
tings listed in Table 2 for serving a single ship. 

An “average ship” is used in which 493 containers are to be either unloaded or 
loaded, and there are 3 QCs to serve the ship. Each QC is assigned 1 to 5 AGVs and 
has a container handling time randomly generated for each container ranging between 
1 to 2 minutes. The numbers of cassettes are from one to four per IPSI AGV. Each 
IPSI AGV has a travel cycle time that is randomly generated for each cassette trans-
ported ranging between 3 to 6 minutes. The T-AGVs posses a random travel cycle 
time ranging between 3 to 5 minutes. Cycle time for the IPSI AGV includes the lifting 
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of a cassette, transport it from a QC to a stack, detach the cassette and then return to 
the QC with an empty cassette; or the cycle time for the opposite direction, i.e., trans-
porting from the stack to the QC. Cycle time for T-AGVs is similar to IPSI AGVs but 
does not have a lifting time or transport a cassette.  

Table 2. Settings experimented in the simulator for a single ship 

 AGV Type 
Input Settings for Scenario  IPSI AGV T-AGV 

No. Containers 493 493 
No. QCs 3 3 
No. Cassettes assigned to an QC for each IPSI AGV 1- 4 n.a. 
No. AGVs per QC 1-5 1-5 
Container handling time for QC 1-2 min 1-2 min 
Travel cycle time for AGV 3-6 min 3-5 min 

5   Simulation Results  

Simulation experiments were conducted to evaluate various combinations of allocated 
terminal resources three QCs. Ship service time results are presented in Figure 2, for 
different number of AGVs and cassettes used (the exact values are given in Table 3). 
They suggest that ship service time is generally faster for IPSI AGVs than for T-
AGVs. When three or more IPSI AGVs with two or more cassettes each, the service 
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Fig. 2. Simulation results for ship service time 
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time is close to its smallest value and instead the capacity of the QCs becomes the 
bottleneck. Ship service time results for the T-AGV system are similar to the IPSI 
AGVs when assigned with one cassette. The ship service time appears to be faster 
after two IPSI AGVs are assigned with two or more cassettes, average ship service 
time is 5,13 hours. The fastest ship service time is 4,10 hours when using four cas-
settes and either four or five IPSI AGVs. The use of an additional IPSI AGV when 
using four cassettes appears not to influence the ship service time. 

Table 3. Average ship service times (and standard deviation) 

No.AGV T-AGV 1 Cassette 2 Cassettes 3 Cassettes 4 Cassettes 

1  10,03 (0,14)  10,08 (0,12)  9,85 (0,13)  9,45 (0,14)  9,23 (0,13) 
2  7,15 (0,05)  7,03 (0,06)  5,13 (0,06)  4,90 (0,07)  4,78 (0,06) 
3  4,65 (0,06)  4,58 (0,07)  4,32 (0,05)  4,23 (0,06)  4,23 (0,06) 
4  4,33 (0,06)  4,30 (0,06)  4,27 (0,07)  4,15 (0,06)  4,10 (0,06) 
5  4,20 (0,06)  4,20 (0,06)  4,18 (0,06)  4,13 (0,07)  4,10 (0,06) 

From the simulation experiments, we can compare the QC utilization rates in Table 4. 
Generally, we see that the more transport equipment is available, the higher is the QCs’ 
rate of utilization. The rate of QC utilization becomes close to one when using three or 
more IPSI AGVs with at least two cassettes per AGV.  

Table 4. Comparison of QC Utilization Rates 

No. AGVs T-AGV 1 Cassette 2 Cassettes 3 Cassettes 4 Cassettes 
1 0,41 0,41 0,42 0,43 0,44 
2 0,57 0,58 0,80 0,84 0,86 
3 0,88 0,89 0,95 0,97 0,97 
4 0,95 0,95 0,96 0,99 1,00 
5 0,98 0,98 0,98 0,99 1,00 

AGV utilization rates are presented in Table 5. We see that the utilization rate is 
close to 1 when only one AGV is used, that is, the QC is able to keep the AGV busy. 
When more AGVs are added, the utilization rate decrease and the AGVs spend more 
time being idle. In comparing T-AGVs with the IPSI AGVs, there is a recorded 
higher level of utilization when IPSI AGVs each have two or more cassettes. Utiliza-
tion rates for the IPSI AGVs decrease in smaller increments as the number of cas-
settes increase.  

Table 5. Comparison of AGV Utilization Rate (IPSI AGV and T-AGV) 

No.AGVs  T-AGV 1 Cassette 2 Cassettes 3 Cassettes 4 Cassettes 
1 0,957 0,962 0,995 0,997 0,991 
2 0,687 0,673 0,939 0,971 0,983 
3 0,659 0,680 0,730 0,755 0,744 
4 0,543 0,559 0,570 0,575 0,578 
5 0,477 0,484 0,476 0,469 0,468 
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An increase in the number of cassettes and AGVs adds extra capacity for transport-
ing containers. The extra capacity provided by cassettes may be viewed as a ‘floating 
buffer’, which allows the IPSI AGVs to decouple the load of containers on a cassette 
and fetch another cassette. This activity assists in lessening the idle time of the QCs 
so that they can be more productive. Thus, from the above results one can conclude 
that it is useful to introduce a certain amount of IPSI AGV and cassettes in the simu-
lation to make the crane busy throughout the simulation. As crane operating cost is 
higher than the AGV operating cost, these results can be helpful for CT management 
in deciding, e.g., how many cranes, IPSI AGVs and cassettes to be allocated to a ship. 
We shall now compare operating costs for the different configurations. 
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Table 6. Total operating costs for serving a ship 

No. of AGVs T-AGV 1 Cassette 2 Cassettes 3 Cassettes 4 Cassettes 
1 28 535 kr 29 206 kr 28 545 kr 27 400 kr 26 786 kr 
2 21 257 kr 21 649 kr 15 816 kr 15 112 kr 14 766 kr 
3 14 424 kr 14 939 kr 14 090 kr 13 837 kr 13 856 kr 
4 14 001 kr 14 796 kr 14 707 kr 14 330 kr 14 182 kr 
5 14 112 kr 15 215 kr 15 186 kr 15 035 kr 14 945 kr 

In Table 6 and Figure 3 the total operating costs for employing the CT equipment 
is presented. In determining the total operating costs the hourly operating cost is mul-
tiplied by the number of CT equipment type employed, which is then multiplied by 
ship service time. The assumed hourly operating costs (including depreciation, main-
tenance, labour and fuel) used in the calculations are (in Swedish kronor per hour):  
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• QC: 905 kr/hour 
• T-AGV: 43 kr/hour 
• IPSI-AGV: 60 kr/hour 
• Cassette: 0,50 kr/hour 

In comparing the total operating costs, the addition of more AGVs and cassettes 
leads to lower costs up until three IPSI AGVs and three cassettes are employed. The 
total costs when adding further equipment increase, but the time gained do not com-
pensate for the extra cost. Thus, from a cost perspective the best choice in the scenario 
studied would be to use three IPSI AGVs with three cassettes each. From a ship ser-
vice time perspective, on the other hand, an additional AGVs and an additional cas-
sette for each AGV would give even better results (but inly slightly). Thus, a CT 
manager would have to make the final decision of how to balance the quality of ser-
vice provided with the total costs.  

6   Discussion, Conclusion and Future Work 

The simulation experiments have provided much insight into the properties of various 
terminal equipment types that can be used in container terminal operations. The cas-
sette-based system posses some advantages in that it can act as a ‘floating’ buffer, 
meaning that it can allow the QCs to keep unloading/loading and not having to wait 
for an AGV to be available. Waiting time is lower for the QCs and thus they are ob-
taining better utilization rates. The initial results from the prototype AGV simulator 
provide some interesting observations useful for determining the number of machin-
ery units to allocate for serving a ship. The simulation experiments that we have con-
ducted are also creating further questions that require more investigation. Naturally 
there is a trade-off to be expected between service time and the costs for purchasing 
and operating equipment.  

Compared to traditional simulation approaches, the MABS approach can provide 
finer granularity in modelling the entities and having them communicate and coordi-
nate amongst other entities. In particular, we found this useful in the studied applica-
tion where the characteristics of different types equipment need to be captured, and 
where equipment is distributed in physical space and the need to coordinate their ac-
tivities is essential. More generally, we argue that MABS seems a promising technol-
ogy for evaluation and comparison of different automation approaches. Elder [13] 
mentions some general advantages of simulation methods over applying queuing the-
ory. In addition, we found it difficult to use queuing theory to model activities such as 
the AGV dispatching strategies (in this study carried out by the Buffer agent) that are 
used when applying cassette-based systems.  

For future work we would study other models for container handling time by the 
QC and the cycle time for AGVs (e.g., including stoppages caused by malfunctioning 
equipment, etc. which affects the productivity at a real CT). Another topic worth 
studying is different dispatching strategies for allocating containers to AGVs and 
cassettes. We plan to extend the model in several directions, e.g., including the 
unloading/loading taking place at the stacks, more detailed modelling of the AGV 
movements, etc. 
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MASFMMS: Multi Agent Systems Framework
for Malware Modeling and Simulation
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Abstract. The Internet and local area networks, which connect many
personal computers, are also facilitating the proliferation of malicious
programs. Modern malware takes advantage of network services like
e-mail and file sharing to proliferate. Existing simulation environments
use biological models or their variants for explaining the patterns of
proliferation of malicious programs. This paper aims to provide a frame-
work that enables the modeling of security threats using multi agent
systems. Multi Agent Systems Framework for Malware Modeling and
Simulation (MASFMMS) provides a generic environment for modeling
security weaknesses and their exploitation in a computer network. We
present various scenarios of exploits that are prevalent in real life and
show how they can be simulated in MASFMMS.

1 Introduction

Most organizations today have computer networks to cater to their business
needs. These networks are valuable assets and a lot of money is spent on their se-
curity. The convenience of connectivity across computers has its hidden dangers.
A wide variety of malicious programs threaten the security and integrity of data
data resides on these computer networks[12]. In this paper, the term “security
weakness” means vulnerability present in a computer due to which proactive
attacks on the computer have a potential for success. Security weaknesses include
buggy software, lack of firewalls or antivirus programs, or lack of care taken by
the owner of the computer to safeguard it. A quick scan of documented attacks
[1] reveals that these are the causes of almost all security exploits.

1.1 Motivation

A wide variety of malicious programs like viruses, worms, Trojan horses etc. have
been written over the years. These programs are unique in terms of the way they
spread, the kind of damage they intend and the way they locate new targets.
According to CERT, over 36,000 security vulnerabilities have been documented
so far. There are over 36 different types of malicious programs and over 7200
different malicious programs [1] and these lists are growing everyday.

Modeling the exploitation of a security weakness is a challenging task due to
a large number of factors involved in the process. Weaver et al. have defined a
taxonomy and described in detail the parameters that are required to adequately
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model a worm[13]. Most exploits are due to flawed software, but that is not the
sole reason for infection. Delay in the installation of patches and naively opening
infected email attachments are some of the other reasons for infection. Malware,
in fact, is difficult to model. Malicious programs use complicated techniques to
find new targets, infect them, stay undetected and then infect other computers.
There is a need for many different models to explain the behavior and to reason
about the spread of a new security exploit.

Due to the sheer number of security weaknesses and their wide variety, model-
ing and predicting the behavior of malware has been difficult. Older models like
the classical worm propagation model [3], Kermack-McKendrick Model [4], two-
factor worm propagation model [5] try to apply biological propagation models
and their variations to explain the propagation of worms. These models miss
out on some of the parameters described by [13] and hence would fall short in
their results. For example, they cannot be applied to viruses, Trojans or other
malware that do not intend to spread rapidly. The user behavior and target
location algorithms (of viruses and worms) cannot be simulated. There is a need
to experiment with new models and build fine grained simulators to test their
accuracy. Hence we need a framework which can adequately and realistically
allow the development of a model to explain the exploitation of a particular
kind of security weakness. This framework should be able to provide comparative
results between two models and also be able to provide a platform for studying
the effects of multiple malware infection simultaneously.

Simulations like these can give information about the rate of proliferation of
malicious programs; they will give system administrators a prior knowledge of
vulnerabilities of their networks and help them determine the types of malicious
programs that are most likely to infect their networks. This framework can also
help security experts simulate new malicious programs and validate their results
against real scenarios.

1.2 The Need for Multi Agent Systems

The current models are inadequate because they do not treat the computer as an
autonomous entity. They model the effect of malicious programs by continuous
differential equations. Multi Agent Systems (MAS) give us the advantages of
decentralized data and asynchronous computation. The freedom of decision mak-
ing lies with the agents. In computer networks, the computers are autonomous,
like the agents in MAS. The computers communicate and coordinate with each
other to accomplish tasks given by users much like in MAS. Similarly, in MAS,
the environment provides a channel to communicate but places restrictions on
actions that the agents can perform. The computers can communicate with each
other as long as they follow the network protocol.

These similarities make MAS well suited for a framework to model a computer
network environment. The models developed in such a framework will be simple
to understand and give results which are close to reality.
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1.3 A Computer as an Agent

A computer on a network has many aspects which need to be represented to
make the simulation realistic and meaningful. Primarily, we need to model (1)
the software, (2) the security software installed on the computer, and (3) the
user. The software installed on the computer gives us information about vari-
ous flaws and the exploitable logic causing the vulnerability that can be used
to infect the computer. Local security software, for example, firewalls or anti-
viruses can prevent infection even when buggy software is present. Hence if we
do not model the security software separately, our simulation results will not be
realistic. The user of the computer is the most important aspect in translating
a computer on the network to an agent in the simulation. The user decides the
uptime of the computer, the runtime of different programs, and the installation
of patches. MASFMMS provides methods to define these parameters (explained
in Sect. 3.2).

The rest of the paper is organized as follows. In section 2, we describe how
agents and their environment are defined in MASFMMS. We also visit the process
used by malicious programs for infection. In section 3, we dive into the architec-
tural details of MASFMMS. In section 4, we describe how models are defined in
the framework and present some experimental results.

2 MASFMMS Overview

2.1 Computers

MASFMMS models computers as agents. In the paper, “agent” and “computer”
are used interchangeably. The computer network is modeled as the environment.
The agents are autonomous entities, and there is no central guidance or com-
mand system. They can coordinate with each other by sending messages via the
environment.

The agents are uniquely identified by an IP address, just like computers on
the computer network. MASFMMS allows for the specification of the following
attributes for all the computers: (1) the list of software installed on the computer
along with their usage statistics, (2) the list of security software, and (3) the
probabilities of the user applying a patch or removing the malware.

Once all the agents are initialized, MASFMMS starts simulating the normal
functioning of the computer. It simulates the execution of some software depend-
ing on the usage statistics specified. Some of this software is vulnerable and can
be infected by the malware which is being studied. Upon infection, the agent
is controlled by the malware. The malware makes the agent malfunction and
can even take it off the network. If the infected agent has not been taken of
the network, it starts to look for possible targets by scanning other agents in
the environment and figuring out what software is installed on them. In the real
world, this is equivalent to malicious programs running port scans, sniffing or
exploiting network protocols to generate errors [6]. The framework allows this
by exchange of lists of software amongst agents via the messaging system.
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Security software like firewalls and antivirus programs do not allow free ex-
change of such information. Firewalls can be configured to drop packets and
not send information which can lead to infection. Similarly, MASFMMS allows
the security software installed on the agents to mask certain information. For
example, it is possible to find the kernel version of the OS by TCP/IP finger-
printing [7], and if some firewall is not allowing the computer to send any ICMP
error messages, the malware would be unable to figure out this information. The
security measures modeled in MASFMMS would restrict information based on
their configuration. (See Sect. 2.4).

The user can install patches or pro-actively remove the malware. The frame-
work allows the modeling of the basic features of user behavior. The patching
rate and the general death rate of the malware can be specified with probabilistic
distributions. However, these are system wide properties and specifying them at
the agent level is not supported. The parameters for user behavior are simulation
wide but can easily be extended to be different for each agent. As an experiment,
we programmed P. Steel’s model of user procrastination (See 4.5)

2.2 Network

MASFMMS assumes that all the computers in the computer network are free to
interact directly with each other. We consider scenarios where the network allows
direct connections, sniffing and network stack analysis, ICMP or other similar
error messages or at least one of these. This means that either the computers lie
in the same subnet or if they lie in different subnets they can send data to each
other without screening. If the computers are unable to communicate with each
other directly, let’s say due to the presence of a proxy, they can be considered to
be in separate networks. This assumption is valid because malicious programs
in one part of the network will not be able to infer information as described in
Sect. 2.1 and hence would not be able to infect the other part of the network.

MASFMMS does not allow for a micro level simulation of the computer net-
work. This means that core network related parameters like topology, packet level
analysis, network speed etc. cannot be modeled. The network itself is considered
to be a black box in terms of applications of one computer communicating with
applications on another computer via standard network protocols. The emphasis
here is on providing a framework for modeling different kinds of malware, their
spread patterns and allowing simulation of various parameters which might affect
these. Scenarios that deal with physical network simulations are beyond the scope
of this paper.

2.3 Security Weaknesses and their Exploits

To model varied kinds of security weaknesses and their innovative exploitation
techniques, MASFMMS allows malware logic to be supplied to it externally. Once
all the agents have been initialized and the simulation is running, the malware
can be injected in the system to study its effect. MASFMMS allows the malware
to be specified along the following parameters: (1) Malware name, (2) Threat
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level, (3) Patching information, (4) Target location logic, (5) Infection logic, (6)
Post-infection logic, and (7) List of vulnerable software. Threat level is a measure
of how well current antivirus technology can keep the malware from spreading.
Generally, older malware techniques are well contained; new threat types or
complex malware can be more difficult to contain and thereby qualifies as a
greater threat. Threat levels are defined as Category I (threat is well-contained),
Category II (threat is partially contained), and Category III (threat is currently
uncontainable). Software that the malware can exploit is specified in the list of
vulnerable software and patching information specifies how to fix those flaws to
prevent further infection. Target location logic and infection logic specify factors
which the malware considers for the location of a possible host and how it plans
to infect it. Infection techniques would typically include exploiting flaws in the
software on the computer. Post-infection logic is what the malware does upon
infection. It could look for new targets, remove software from the computer or
bring down the computer all together. For example, Code Red v2 [2] generated
100 threads. Each of the first 99 threads randomly chose one IP address and
tried to set up connection on port 80 with the target machine: this is the target
selection algorithm. If the connection was successful, the worm would send a
copy of itself to the victim web server to compromise it and continue to find
another web server: this is the infection algorithm. If the victim was not a web
server or the connection could not be setup, the worm thread would randomly
generate another IP address to probe.

2.4 Security Software and the Infection Process

MASFMMS helps to simulate the process of infection, i.e., transfer of the mali-
cious program from the infected host to a vulnerable one. Let’s take the example
of Code Red v2 [2]. Code Red worm exploited a Windows IIS vulnerability
for infection. It had a random number generator for target location and was
extremely virulent. It infected millions of computers and caused massive damage.
Code Red v2 has been used time and again for worm propagation studies[5][9].
For simplicity, we consider only two computers A and B in the network and
consider a couple of test cases comparing how infection would spread in reality
vs. MASFMMS.

In the first case, we assume that neither of the computers have any security
software installed and A is assumed to be seeded with infection at the start of
the simulation. Given this situation, in reality, the worm first finds out about
the existence of B. It could do that by using a variety of techniques, such as
sniffing the network, randomly checking different IP addresses etc. Code Red v2
randomly generates targets and lets say B gets chosen. It then confirms if it can
be infected by concluding the existence of the vulnerable version of Microsoft
IIS. After checking, it exploits the vulnerability and transfers its code to B and
continues. MASFMMS allows a similar infection methodology. The worm logic in
agent A randomly generates addresses and lets say the address of B is generated.
Then A asks B for a list of all the software installed on it. When B sends back
the list and Microsoft IIS is present on it, the worm in A realizes that B can be
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infected. It then sends a copy of its own infection logic, target location logic and
post-infection logic to agent A. On reception of these parameters, B is infected
because of the lack of security software and the vulnerability. B starts infecting
other computers.

In the second case, let’s assume B has an antivirus or a firewall that protects
it from Code Red v2; or the Microsoft IIS server was patched and no longer
vulnerable. In this scenario, Code Red v2 in A is unable to locate the security
weaknesses in B and is not be able to infect B, or it tries to infect and fails.
MASFMMS allows a similar process. When B is requested for its list of software,
after a process of discovery and transfer of malicious code as explained above, it
consults its security logic. This security logic is described by the security software
installed on the agent. The security logic has a list of known vulnerabilities that
it protects the agent from. The security logic consults this list and finds Microsoft
IIS. It then masks the information being sent to A such that Microsoft IIS is not
there on the list. In another scenario, B gets infected by sending the complete
list, but the security logic in B finds that the incoming information is a known
exploit and rejects it. These scenarios are similar to the real scenarios in which a
firewall drops packets or patches prevent infection by removing the vulnerability.
Hence either A is unable to infer that B is vulnerable or it tries to infect and B
rejects the code due to its security logic thereby staying safe.

These are simplistic scenarios; complex simulations, however, consist of thou-
sands of agents. The malware also tends to be more complicated; examples of
such simulations are described in the experiments section.

3 MASFMMS
3.1 Architecture of MASFMMS

The architecture of MASFMMS is shown in Fig. 1. It consists of the following:
(1) Database, (2) Agent pool, (3) Thread pool, (4) Scheduler, (5) Message queue,
and (6) Malware cache.

Database stores initialization information about all agents. It also stores de-
scriptions of malware. The parameters along which malware is described are
explained in Sect. 2.3.

Fig. 1. MASFMMS architecture
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Agent Pool consists of the agents that are waiting to be scheduled. These
agents have been initialized as explained in Sect. 2.1.

Thread Pool consists of idle threads. These threads refer to machine threads
that execute agent code. The threads on a machine being used for simulation
are, typically, much less in number as compared to the agents.

Scheduler takes an agent from the agent pool and assigns it to a thread. The
scheduler takes care that no agent is starved or scheduled more than its fair
chance.

Message Queue receives messages from the agents and forwards them to their
respective recipients. All agents register themselves with the message queue at
the beginning of the simulation. Message Queue also allows broadcast messages.
Hence the message queue serves as the network (See Sect. 2.2).

Malware Cache is a caching service provided by MASFMMS. This service
accelerates the simulation by providing quick instances of malware objects, thus
avoiding unnecessary database access to fetch malware descriptions for initial-
ization. This is especially useful in the middle stages of proliferation when the
infection rates are high.

3.2 Parameters of Simulation

Simulation wide parameters for MASFMMS are explained in Table 1. These
parameters define the macro aspects of the simulation, such as its duration,
properties of the network, the malware under investigation, the scanning limits
of a computer. Basically these are the parameters that apply across the sim-
ulation. An important aspect to be noted here is “Cycles”. Cycle “k” is said
to be complete when all agents have been scheduled k times and have finished
execution. This definition is needed to provide balance to the simulation. In the
beginning, the number of infected agents is less, and the simulation proceeds
quickly as less processing is required. However, as the simulation continues and
more and more agents become infected, each cycle takes more time. Hence 1
second has no meaning in the simulation environment. In the real world, many
instructions might get executed in 1 second; in the simulation, a similarly large
number of instructions will get executed in 1 cycle. Hence the unit of time in
MASFMMS is Cycles.

3.3 Agent State Diagram

Once the agents have been initialized, MASFMMS starts the simulation. The
state transition diagram for the agents is shown in Fig. 2. Note that the two
“Processing Messages” states are the same and are duplicated for clarity and ease
of understanding. Along with the malware proliferation, the agent continues to
respond to messages. Hence infection of an agent by multiple malware is possible.
Also, the “death” of an agent means that it is removed from the agent pool and
is no longer scheduled.
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Table 1. Parameters of Simulation

Parameter Symbol Defination

Total Cycles c “c” is the maximum number of cycles
No. of Computers N The set of computers to be simulated by MASFMMS
Size of Hit List H The number of computers “seeded” with malware
Scanning Rate S The maximum requests that an agent can make in one cycle
Malware V The malware to be used in the simulation
Scanning Type Q The Function used by the malware for target selection
Category T
Infection Logic - Explained in Sect. 2.3
Post Infection Logic -
Patch Pv Patch “Pv” removes the vulnerability due to which malware V

is able to infect
Patching Rate p The rate at which the vulnerability and malware are removed
Death Rate d The Rate at which the malware is removed without patching,

leaving the computer vulnerable to re-infection

Fig. 2. State Transisition Diagram for Agents in MASFMMS

4 Experimental Results

4.1 Setup

In these experiments, we show how MASFMMS is used to simulate different kinds
of security weaknesses and their exploits. We try out various different models and
see how the results produced by the framework match their predictions.

The default senario used for simulation had about 100000 computers with 100
of them seeded with the malware. The malware, “Experimental Malware” had
a threat level of “Category II” and used a “Randomized” scanning algorithm. It
has a patch Pv with id “10”. The network imposed a restriction of 100 scans/cycle
and the death rate for this malware was 0.001, which is small and an accept-
able value[9]. We did not include patching by default and ran the simulation
for 50 cycles. This translates into the following values for the parameters (1)
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c=50,(2) N=100000, (3) H=100, (4) S=100, (5) Q=“Randomized”,(6) d=0.001,
(7) V=“Experimental Malware”, (8) T=“Category II”, (9) p=0, (10) Pv=10 (See
Table 1). Any changes to these default values are specified during the experiment.
In the experimental setup, all the agents have one program vulnerable to V.
Some of the agents have security measures. The infection and post-infection logic
vary with malware and are specified along with the experiment. We conducted
experiments on a machine with four 3 GHz processors and 2GB of main memory
using MySQL version 5.0.18 and Python version 2.3.

4.2 Worms

A computer worm is a self replicating computer program. It tries to deplete the
resources of a computer, such as CPU, memory or network bandwidth. Many
simulation models have been proposed for worms. For example Analytical Active
Worm Propagation (AAWP), the classical epidemiological model, the two factor
worm propagation model [9][3][5]. Due to the lack of space and to cover most
features of the framework, we will see how MASFMMS can be used to simulate
the Classical Epidemiological Model for worm propagation. This model assumes
that computer worms proliferate in the same manner as biological viruses pro-
liferate in the animal population [3] and has been used by [9][5] and others as a
basis for comparison. The classical epidemiological model for finite population
is described by dn

dx = βn(1 − n) − dn. The solution to this equation is n(t) =
n0(1−ρ)

n0+(1−ρ−n0)e−(β−d)t , where n(t) is the number of infected hosts at time t in a

population of size N. The infection rate is β and the death rate is d. Also, ρ = d
β

and n0 ≡ n(t = 0) = sizeofhitlist
N = h

N . We expected a sharp exponential rise
in the infection due to the nature of the worm. Fig. 3 shows the results that
were obtained, we see that the MASFMMS simulated worm is rising slower than
predicted by the equation. This is due to the fact that differential equations
are continuous whereas the simulator is discrete. [9] describes this variation in

Fig. 3. Classical Epidemiological Model
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detail. The graphs match the experimental results obtained by [10] using an
email worm.

4.3 Trojan Horses

A Trojan horse is a malicious program that masquerades as a legitimate ap-
plication or file. Trojan infections normally open a Back-door and/or “drop” a
payload. This “dropped” payload is often a virus that infects the computer. For
this experiment, we assume that both the Trojan and the payload of the malware
follow a “worm” like infection pattern. This experiment shows how MASFMMS
can be used to simulate the effect of multiple malware together. The infection
logic for the payload will ask the agent to look for back-doors installed by the
Trojan part of the malware. The infection logic for the Trojan would just look
for a vulnerability, exploit it and install a back-door.

In this experiment, we took N=80000. We expected an initial rise of infection
due to the Trojan horse (See Fig. 4). This infection leaves many back-doors. The
payload worm then starts using these back-doors and starts infecting the agents.
We could not find any experimental results for a similar experiment. However, the
experiment described in Sect. 4.2 is similar to this one in its nature of infection
rate, and gives similar infection graphs.

Fig. 4. Proliferation of a Trojan Horse

4.4 Scanning Techniques

In this experiment, we see how different scanning techniques can be modeled
using MASFMMS. Complex malicious programs use interesting algorithms to
locate possible targets. Some of these algorithms include techniques like ran-
domized scanning, localized scanning, co-operative infection etc.[11]. In this ex-
periment, we choose the same worm described in Sect. 4.2, but we change the
way it selects new targets. Here, h=1000 and d=0.0. We choose linear, random-
ized and localized scanning because these are the most common types used by
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Fig. 5. Comparison of different scanning techniques used by the worms

malware. First, we try linear scanning. The worm starts generating ids of targets
linearly from the beginning of the address space. [11] describes why this kind
of technique is not used in practice. In the second run, we choose randomized
scanning. The malware infection logic carries a random number generator that
generates new targets. The advantage of this approach is that the malware is
quickly scattered through the network, hence the scans themselves appear to
come from everywhere. However, as the number of infections increases and the
network starts to saturate, fewer probes reveal potential targets. In the third run,
we use localized scanning. This algorithm uses the fact that vulnerable machines
are often clustered together. The worm starts from the neighbors of the host and
moves to agents which are further away. Linear scanning being a naive technique
gave poor results. (See Fig. 5) However, randomized and localized scanning gave
results which are similar to experimental results obtained by [11].

4.5 Effect of Procrastinating Patching

Patching a computer is defined as a process of removing a malicious program
along with the security weakness described by a vulnerability from the com-
puter. After patching, the computer becomes invulnerable to infection due to
the exploitation of the said vulnerability.

Many users procrastinate the installation of patches on their computers once
a patch is released. To simulate this scenario the procrastination equation U =
(E∗V )
(I∗D) [8] is used; U is the desire to complete the task, E is the expectation of
success, V is the value of completion, I is the immediacy of the task and D is
the personal sensitivity to delay. Based on this equation we define ten levels of
procrastination(L). L=10 is for the most lazy users who procrastinate forever
and L=1 is for the least lazy who patch the computer instantly. The malware
used for this simulation is the worm described in Sect. 4.2 and the patch is
released at c=4. As we can see in Fig. 6, the infection dies out very quickly for
people with low L. The infection rises quickly and continues unabated for people
with high L. We could not find supporting data for this experiment, but it shows
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Fig. 6. Effect of Procrastination of patching on proliferation

the effectiveness of MASFMMS. We were able to introduce a new parameter L
into the experiment and results for L=9 are very close to the results for the
worm in Sect. 4.2.

5 Summary

In this paper, we developed a framework based on multi agent systems to simu-
late the effect and proliferation of malware across a computer network. We have
tried to incorporate many parameters from taxonomy given by Weaver et al.[13].
Our framework has been implemented and the results show the viability of the
approach. The advantages of our approach are seen in scalability in simulating
a large number of computers, incorporating intangible parameters such as the
behavior of humans (as agents) on computers, and the ability to incorporate a
variety of malware parameters. The experiments that we have presented here
show the diversity with which MASFMMS can be used, and now one can in-
troduce new parameters in the simulation and dynamically control the agent
and environment. The current development efforts are aimed at extending this
framework to forecast the proliferation of malware across the network, and the
impact of corrective actions taken to contain it.
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Abstract. The aim of this paper is to define a non-ambiguous opera-
tional semantics for event-based multi-agent modeling and simulation,
applied to complex systems. A number of features common to most
multi-agent systems have been retained: 1) agent proactive as well as
reactive behavior, 2) concurrency : events can arrive simultaneously to
an agent, an environment or any simulated entity and the actual change
only depends on the target according to the influence/reaction paradigm
[1], 3) instantaneity : if reaction takes time, perception as well as infor-
mation diffusion is instantaneous and should be processed separately, 4)
structure dynamics: the interaction structure (who is talking to whom)
changes over time, and the agents as well as any simulated entity may
be created or destroyed in the course of the simulation.

For each of these features, a solution inspired by the work on DEVS
(Discrete EVent Systems, [2]) is proposed. Proactive/reactive behavior is
naturally taken into account by DEVS . Concurrency is dealt with using
//−DEVS (in [2]), a variant of the pure DEVS . Instantaneity is managed
by distinguishing the physical events producing state transitions and the
logical events realizing only perception and information diffusion. The
structure dynamics is achieved by using a variant of ρ-DEVS (cf. [3])
where the expressiveness allows to manage hierarchical structures. The
operational semantics is given as abstract algorithms and the expressive
power of this formalism is illustrated on a simple example.

1 Introduction

The complex systems are characterized by a set of local components or entities
in non-linear interaction whose global behavior is not reducible to any composi-
tion of the individual behaviors [4]. The question at the origin of the modeling
process largely defines both the system and the entities to consider and therefore
the point of view. The problem is even more complicated when it is necessary
to articulate a set of these disciplinary points of view, possibly at various levels
of organization [5,6], as it is often the case for eco-sociosystems. These disci-
plinary points of view produce a number of thematic models to be articulated.
Many formalisms have been proposed to model the thematic models either at
the aggregated level with differential equations, possibly partial for taking into
account the spatiality of the phenomena, the cellular automata or, at the local
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(non-aggregated) level, individual or multi-agent based systems. An overview
of the existing formalisms is given in [6]. Finally the models in these dedicated
formalisms are implemented using raw programming languages up to specific
simulation platforms like MatLab and Stella for dynamical systems, or Cormas
[7] and Repast [8] for multi-agent systems, to cite a few. The modeling process
going from the thematic model to its expression within a formalism down to the
implementation platform needs to be made easier as more and more complex
systems have to be modeled.

Our aim is to define an implementation platform such that any formalism
can be mapped in a systematic (and then automatizable) way onto it. Among
these formalisms, we shall concentrate on multi-agent systems. Theoretically,
multi-agent systems are mainly characterized by the openness (entities coming
in and out) and structure dynamics (the topology of interaction is dynamical).
More than the definition of agents as having purposeful behavior (cf. [9]), we shall
retain more generally the following features of the multi-agent based formalisms:

1. reactive and proactive behavior : an agents reacts to incoming events (if it
wants to), and behaves proactively, regardless of the complexity of its internal
architecture (from simple rules up to sophisticated reasoning),

2. concurrency: events can arrive simultaneously to an agent, an environment
or any simulated entity. We consider that the actual change only depends
on the target according to the influence/reaction paradigm [1], and that the
result must not depend on the order of arrival nor on the order in which the
entities are run as in many existing platforms,

3. instantaneity: if reaction takes (simulated) time, perception as well as infor-
mation diffusion is instantaneous and should be processed separately,

4. structure dynamics: the interaction structure (who is talking to whom) chan-
ges over time and the agents as well as any simulated entity may be created
or destroyed in the course of the simulation.

Moreover, we shall consider discrete event simulation in contrast with most exist-
ing multi-agent simulation (MAS) platform as Cormas [7], Repast [8] and many
others which only consider fixed step simulations. The problem we want to tackle
in this paper is to provide an implementation platform with a clear operational
semantics, providing the above mentioned features, in which to map multi-agent
systems, possibly combined with any other formalism.

Most, if not all, existing MAS platforms produce simulation results which
do not depend only on the model but on the way the model is implemented
and the scheduling ordered. This ordering is at worst arbitrary and at best
randomized. We argue that it is an undesirable state of affairs and we propose
to use a DEVS -inspired formalism to tackle this issue. DEVS was proposed
by Zeigler [2] as a formalism to account for any kind of discrete event system.
Since then a lot of DEVS extensions have already been proposed to handle
concurrency [2] as well as structure dynamics. Among the later extensions, we
can cite DS-DEVS [10], DynDEVS [11] and, more recently ρ-DEVS [3]. Some of
these extensions have been proposed as tools for formalizing multi-agent systems
[12,13]. Howevere, as far as we know, no systematic account still exists. In this
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paper, we propose to address each of the desired features by proposing either
an existing or a new extension of the DEVS formalism, showing how it can be
used to take the feature into account. One of our main contribution to DEVS is
a clear distinction between the physical transitions simulating time-dependent
physical processes and the computation of the consequences which can be both
structural and informational.

Each of the following sections shall present one of the retained features, using a
simple example to illustrate the use of our proposed extensions. Finally, we shall
present an abstract algorithm for all the proposed extensions before concluding.

2 The Example

To illustrate our proposal, we shall take the example of the firemen fighting
against fire spreading in a landscape (inspired from [14]). We have to represent
the landscape made of empty spaces and forests with its dynamics of fire oc-
currence and spreading. We assume that the fire occurs spontaneously with a
given (low) probability. The firemen are wandering around in the landscape. If a
fire occurs, they are informed of the direction relative to their position and they
move towards the fire. When on a burning place, they water the surface.

The model is composed of three parts:

– S a space composed of cells C with either a Von Neuman (i.e. 4 neighbors)
or a Moore (i.e. 8 neighbors) topology. Each cell can be either empty, with
trees, watered, burning or burned. A cell with trees has a given probability
to spontaneously burn;

– T a team of firemen F positioned on the cells and whose objective is to stop
the fire;

– P be the position relation linking the cells of S to the firemen of T and
reciprocally.

More than one team could be defined by extending P for handling several teams.
Together, P , T and P define the global structure of the system we want to
stimulate.

3 Reactive-Proactive Behavior and DEVS

DEVS [2] is a formalism based on discrete event simulation able to model:

– atomic entities with a set of events incoming and outgoing through input
and output ports and a set S of internal states transiting in response to
incoming events (reactive behavior) or spontaneously, after having sent out-
going events (proactive behavior) (see figure 1(a)), A DEVS entity is a tuple
< X, Y, S, δext, δint, λext, τ > where:
• X is a set of input events;
• Y is a set of output events;
• S is a set of states;
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• δext : Q × X → S is the external transition function implementing the
reactive behavior, Q is S+ composed of s ∈ S and the duration since the
last transition;

• δint : S → S is the internal transition function implementing the proac-
tive behavior;

• λext : S → Y is the external output function only called before an internal
transition;

• τ : S → �+ is the time advance function giving the duration until the
next output and then internal transition occurrence.

Notice that the output depends on the state before the internal transition and
therefore is considered as a (delayed) answer to the previous state transition,
mimicking delays in physical systems.

– composed entities recursively composed of entities coupled through their
ports and with the composed entity input and output ports (see figure 1(b)).
This compositionality is defined as a closure under coupling property of the
DEVS formalism.

input ports output ports

S

(a) Atomic entity

s1

S2

S1

s1S3

internal coupling

external coupling

(b) Composed entity

Fig. 1. Atomic and composed entities

The operational semantics of an atomic entity is defined by an abstract algo-
rithm embedded in a simulator. The operational semantics of a composed entity
is defined by an abstract algorithm embedded in a coordinator which appears as
a DEVS atomic entity for a recursively embedding composed entity. DEVS and
any of its extensions must define the atomic entity structure, the composed en-
tity structure and the related simulator and coordinator, obeying to the closure
under coupling property. Although one can think of the simulation system as a
tree of coordinators with simulators as leaves, the actual implementation often
flattens the tree with a single coordinator in charge of a set of simulators. This
single coordinator is then called a DEVS -bus.

A DEVS -bus computes the nearest date when an output and internal transi-
tion occurs using τ of each composing entity and then executes all the outputs,
the internal transitions planned at that date and the consequent external transi-
tions. The immediate limitation of the so-called pure DEVS is its arbitrary way
to handle simultaneous events. When events are arriving simultaneously to the
input ports of an entity, possibly simultaneous to an internal transition, the order
of execution is controlled by a tie-breaking function defined in the coordinator.
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3.1 Application to Multi-agent Systems

From an agent perspective, δint accounts for the proactive behavior whose oc-
currence is autonomously decided by the agent (τ), δext accounts for its reactive
behavior. In all cases, it is up to the agent to decide how to manage a poten-
tial conflict among the incoming events. No hypothesis is made on how these
functions are computed. In particular, they could be simple condition/action
rules up to sophisticated BDI reasoning, including probabilistic algorithms or
not. Moreover, an agent is not necessarily a single DEVS entity but could be a
composition of them where some are devoted to perception, others to action, etc.

4 Concurrency and //−DEVS

4.1 Introducing //−DEVS

//−DEVS [2] is an extension of DEVS where simultaneous events are transmit-
ted together to the entity and the co-occurrence with an internal transition is sig-
naled specifically. We shall briefly present //−DEVS before arguing its usefulness
for multi-agent systems. An //−DEVS entity is a tuple < X, Y, S, δext, δint, δcon,
λext, τ > where:

– X is a set of input events;
– Y is a set of output events;
– S is a set of states;
– δext : Q × Xb → S is the external transition function where Xb is the set of

bags over elements in X ;
– δint : S → S is the internal transition function;
– δcon : S×Xb → S is the confluent transition function, subject to δcon(s, φ) =

δint(s);
– λext : S → Y b is the external output function;
– τ : S → �+ is the time advance function.

As in DEVS , τ tells the simulator and thus the coordinator the duration before
an internal (proactive) transition shall occur. When the duration elapses, a bag
of output events (Y b) – throughout the paper, the upper b stands for a bag,
i.e. a set of elements with duplicates – is produced by λext – called simply λ
by the DEVS literates – and then the internal transition occurs (δint). A bag
of external events (Xb) can occur anytime before τ(s) elapsed, producing an
external transition (δext) which depends on the dynamical state in Q. Finally,
if the arrival of a bag of input events occurs exactly when τ(s) elapsed, the
confluent transition function( δcon) is called.

The coordinator is in charge to iteratively:

1. ask to each simulator the duration τ until the next internal transition,
2. let IMM be the set of simulators with the same minimum duration,
3. advance the global time by that duration,
4. call λext for each simulator in IMM ,
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5. decide for each simulator whether it should do an internal (in IMM with no
incoming events), an external (only incoming events) or a confluent transition
(both in IMM and with incoming events).

This algorithm guarantees that all the possible simultaneously incoming events
when a simulator is in a given state shall be known and transmitted as a bag.
However, if the duration to the next internal transition is 0 (i.e. τ(s) can be 0),
the simulators can make several state transitions at the same date. In the next
section we propose to manage when τ(s) = 0 and when τ(s) �= 0 separately to
distinguish between the simulation of physical transitions (which take time) and
what is mere information propagation.

4.2 Application to Multi-agent Systems

In [1], we argue that action in multi-agent systems requires a special attention.
The view of action as a state transition does not resist to the fact that the
environment or the other agents could actually not perform the expected state
transition, nor does it resist to concurrency, i.e. to the fact that the actual envi-
ronment state change results from a combination of the simultaneous actions by
the agents. In [1], we propose to consider agent actions as influences of which ef-
fect depends on the receiver (the environment or another agent), in the so-called
influence/reaction paradigm. The mapping of this idea into //−DEVS is imme-
diate. The entities do not change directly the other entities states (would they
represent an environment or another agent) but send events to them. From now
on, we shall call these events, influences to stress this semantics. In addition, all
the simultaneous influences are given at once to the receiving entity, delegating
the actual state change and possible conflict resolution to the target of these
influences. This property entirely complies with the influence/reaction philoso-
phy. Moreover, no arbitrary choice is made by the coordinator, leaving to the
modeler the entire responsibility of the model behavior. It contrasts with most
existing MAS platforms where the choice is made arbitrarily by the scheduler,
at best by randomizing the order in which the agents are run (e.g. the possibility
to randomize is part of the comparison among MAS platforms in [15]).

In our example, we shall consider the case of the cellular automaton simulat-
ing fire spreading. At any state transition which are triggered at fixed time step,
either by having ∀s, τ(s) = cst or by an external clock sending ticks to the cells,
we chose each cell C to communicate its state to its neighbors. It means that any
cell shall either perform an internal transition simultaneously to receiving up to
four influences from its neighbors (δcon) or perform an external transition with a
tick and the same up to four influences (δext). However if only an external tran-
sition is triggered, then no influences are output because the influences output
only occur before an internal transition. Therefore only the solution where the
state transition is internally triggered is possible, the influences from the fire-
men and the neighbors cells producing confluent transitions. According to the
influence/reaction paradigm, the next state depends on all these influences at
once: the advance of time for the probability of fire and the neighbors state and
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firemen actions for fire diffusion. Therefore, we argue that //−DEVS naturally
solves the influence/reaction problem.

5 Instantaneity and the Logical Influences

5.1 Introducing the Logical Influences

In the previous section, we stressed that all the simultaneous incoming influ-
ences shall be provided simultaneously to the target entity for any given state,
but that several state transitions can occur at the same date if τ(s) can be 0.
Clearly, a physical system never does repeated instantaneous transitions, so the
question rather is the meaning of these instantaneous transitions in the DEVS
implementation of the physical system simulation. We propose to illustrations
of this point, one in the context of formal integration and another in the context
of multi-agent systems.

In the context of formal integration, one could see a composed entity as a
set of coupled differential equations, on per entity. However the value of the
variable of each equation should be instantaneously known by all the differential
equations it is coupled to. There are several solutions to this problem: 1) the
equation solving process is driven by the transmission of the variable values; 2)
the transmission of the variable value is intertwined with the step-wise solving
process, i.e. one step for solving and one step for value transmission; 3) the use
of τ(s) = 0 for value transmission and τ(s) �= 0 for step-wise equation solving.

The same is true for observation in general and perception in particular. An
agent must perceive its environment. In the DEVS context, either the environ-
ment send influences to the agent just after each state change, or the agents send
an influence for requesting information from another agent or the environment
and could get an answer to his request – In a strict asynchronous communication
semantics, no answer is necessarily expected, keeping agent autonomy –. In both
cases, it could be made by passing time as in the solution 1 or 2 of the differen-
tial equations case, or by making τ(s) = 0 for information transmission. In the
first case, we consider perception as a physical process which takes time as any
real physical process (a measurement device never responds instantaneously). In
the second case, information diffusion, perception, or observation are considered
timeless.

Consequently, we argue that τ(s) = 0 is an implementation artifact to man-
age information diffusion, observation and diffusion and we propose to separately
handle that case. Technically, we propose: 1) to forbid τ(s) = 0 for the simulation
of the physical transitions; 2) to add another mechanism based on logical influ-
ences for information diffusion. By contrast the influences producing physical
state transitions shall be called the physical influences.

We define a M−DEVSV 1 entity as a tuple

< X, Y, S, δext, δint, δcon, λext, τ, δlog, λlog >

with the same definitions as //−DEVS plus:
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– δlog : Q → S the logical transition function;
– λlog : Q → Y b the logical output function.

and τ defined on �+ − {0} instead of �+.
The semantics is identical to the //−DEVS entity semantics but for the

two additional functions. λlog is called after each transition (including δlog)
to propagate the information about the new state, while λext is only called
before an internal transition. δlog is used to make computations in response
to the propagated information, changing the part of S which is just a conse-
quence of the actual physical transition and possibly producing further infor-
mation diffusion. Both functions depends on Q and they do not change the
duration since the last physical transition (of course). No hypothesis is made
on the order in which information is propagated unlike the physical influences.
However, we keep the property that all the logical influences which must arrive
simultaneously when an entity is in a given state are actually transmitted si-
multaneously, preserving state consistency. With this new semantics, a timeless
asynchronous computation process is added to the time-dependent simulation
process.

When looking again at our cellular automaton example, there is clearly two
different logics:

1. a physical logics based on the time steps and the influences from the firemen,
2. an informational logics of propagation of the consequences: perception of the

cell state for the firemen (possibly after a request), information about the
neighbor’s states for the cells.

We propose to use τ , λext and δext for the first one, and λlog and δlog for the
second. Although reducible to //−DEVS , M−DEVSV 1 introduces a clearer sep-
aration of concerns. It shall further show its expressive power when combined
with structure dynamics.

5.2 Application to MAS Simulations

Many MAS platforms are written in an object-oriented language like Java[8] or
Smalltalk[7] and the agent and environment behaviors are very often directly
written in the corresponding language as, for example, in Cormas, Repast or
Mason. Therefore, the method call mechanism is automatically provided for
propagating the consequences with two main limitations. The first limitation
is technical: the method call is synchronous. Although the caller could ignore
the result, it closes the door to parallel implementations. The second limitation
is semantical: these method calls are completely free, letting the programmer
change the state of any entity in the simulated system, regardless of the time
coherence. In contrast, our proposal provides a cleaner semantics preserving the
system coherence with respect to time management.
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6 Structure Dynamics

The most important features of multi-agent systems are:

1. the openness: the agents can appear and die dynamically during the simu-
lation;

2. the topological dynamics: the neighborhood changes over time as a conse-
quence of the mobility of the agents in their environment (being social or
physical), hence the topology of interactions.

These features make the huge difference between multi-agent systems and a set
of coupled differential equations, for example, where the coupling is fixed and
the equations cannot appear and disappear. We shall collectively refer to these
features as structure dynamics.

For dealing with these properties, a number of extensions to DEVS have been
proposed. Barros in [10,16] proposes to add to each coupled model, a specific
atomic entity called the executive model, whose state defines the set of composing
entities and their topology. Uhrmacher allows in [11] each entity to specify the
topology of the network in a formalism called DynDEVS, a proposal we shall
follow. Notice that at that stage the closure under coupling property is no longer
fulfilled and therefore, the formalism is no longer a DEVS extension but more a
DEVS -inspired formalism.

In the following, we shall introduce our proposal to manage the structural
changes. Thereafter, we shall introduce a last, purely cosmetic, definition before
providing the algorithm.

6.1 The M−DEVS Entity

We define a M−DEVS entity as a tuple

< X, Y, S, δext, δint, δconδlog, λext, λint, λlog, λstr >

with the same definitions as M−DEVSV 1 plus:

– λint : S → (�+ − {0}) × I which combines τ with the specification of what
to do as an internal influence (∈ I);

– λstr : S → Y b the structural output function producing structural influences.

The transformation of τ into λint is only cosmetic. The rational is to have a func-
tion to express not only when to do something τ but also what to do (something
which could be encoded into S). Consequently, the modified δint : S × I → S
depends on both the state and the internal influence.

This extension is entirely reducible to the previously defined models but fa-
cilitates the expression of the algorithms as well as making the formal notations
symmetrical regarding the influence kinds. In consequence:

– λint and δint are in charge of the internal transitions using internal influences
and therefore of the proactive behavior;
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– λext and δext are in charge of the external transitions using the physical
influences and therefore of the reactive behavior;

– δcon is managing the simultaneity of an internal and external transition;
– λlog and δlog are in charge of the logical transitions using the logical influences

and therefore the information diffusion;
– λstr is in charge of the structural changes performed externally by the coor-

dinator itself and using the structural influences.

Once again, the operational semantics is similar to the M−DEVSV 1 entity
but the addition of the λstr function which is called after each transition in the
same way as λlog. In fact these two functions are closely linked to one another
because the consequences of a physical transition can be both informational
through the λlog function and structural through the λstr function. Conversely,
the structural changes may require to propagate information, in particular to
initialize the newly created structures.

There is no δstr function because the structural influences do not change the
internal state of the entities but only creates, destroys and changes the topology
among the entities. Let Σ = (M, Z) be the simulation structure where M is
the set of entities and Z encodes the topology of M as a function: < d, po >→
{< r, pi >} where d, resp. r, is the sender, resp. receiver, entity, po, resp. pi,
is the output, resp. input, port. We define a function change : Xb × Σ → Σ′

which, given a bag of structural influences xb and a simulation structure Σ =
(M, Z), computes a new simulation structure Σ′ = (M ′, Z ′). In order to be
consistent with the influence/reaction paradigm, Σ′ must be uniquely defined
and independent of the order in which the structural influences are considered.

We distinguish four types of structural influences:

1. creation: the influence creates a new M−DEVS entity and attaches it to a
port;

2. linkage: the influence connects the port of an entity to the entities designated
by the port of another entity;

3. removal: the influence disconnects the entities linked to a given port (without
destroying them);

4. deletion: the influence destroys the entity (and all the related port connec-
tions).

Whether these operations are only applicable to the issuing entity or not is open.
In our current implementation, the first and last are only allowed on the issuing
entity but the linkage and removal can be made anywhere as long as there is a
path of successive ports (called a port reference) from the issuing entity.

6.2 Application to MAS Simulation

In parallel with the comparison with other MAS platforms in section 5, most
existing platforms provide the primitives for creating new agents or objects as
well as changing the topology. However, most of the time, these primitives are
executed immediately, letting the programmer caring about the consistency with



120 J.-P. Müller

ongoing event propagation and the order in which the agents are run. In our case,
all the structural changes are deferred after the physical transitions have been
carried out and these changes are carefully ordered in our implementation. It
guarantees that the resulting simulation structure does not depend on the order
in which the modifications are issued.

The cellular automaton S as well as the team T are examples of the use of
the creation structural influences. The whole structure (i.e. a grid of cells and a
population of firemen interconnected together) as illustrated in figure 2 could be
created “by hand” but it would be fairly cumbersome, generated automatically
from a MAS specification (“compile time” generation), or generated dynamically
by having S and T creating the cells and firemen when starting the simulation
(“execution time” generation). In the latter case, it is enough to have λstr in S
and T generating one creation structural influence for each cell and each fireman,
attaching each cell and fireman to a port of S and T respectively. Of course any
number of teams can be put on the cellular automata by adding further T s using
the same P to manage collisions (if two firemen cannot be at the same place).
Furthermore, a team could be embedded in an arbitrary number of environments
with different topologies and semantics by adding further Ss and P s.

Let “fireman” be a port of each cell for communicating with the fireman sit-
uated on the the cell and conversely let “cel” be the port for communicating
with the cell the fireman is on (as illustrated in the figure 2 for the fireman F6),
any movement should change the connections of these ports to reflect the new

Fig. 2. The DEVS simulation structure of the example
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situation. We propose to have a position P (see section 2) entity having ports to
S and T respectively and performing the change using the structural influences
each time a fireman moves on the grid. Accordingly, each fireman sends an in-
fluence to the position P for moving and P changes the connections among the
fireman and its preceding and new cell.

Finally, when a fireman is surrounded by fire, it can also die by issuing a
structural influence to delete it from the simulation. It can be done by issuing
an influence to the position P to remove it from the current cell and another
influence to T to remove it from the population.

Although, we provide a solution to this specific example, the mechanism is
fully general and the structure could be automatically generated from higher
level constructs.

7 The Abstract Algorithms

Given the various proposed extensions, it remains to formally specify the opera-
tional semantics of these constructs. As described in section 3, the operational se-
mantics is defined by giving the abstract algorithm for the simulator (in charge of
a single entity) and the coordinator (in charge of the whole simulation structure).

7.1 The M−DEVS Simulator

The abstract algorithm of the simulator of such a model defines the answer to
five messages (instead of three for DEVS , see [2]). For all the messages, the
variable parent is assumed to designate the coordinator to which the simulator
is attached:

– i-message(t) to initialize the model (algorithm 1): the results are ylb1 and
ysb the bag of logical and structural influences to possibly build the related
structure and propagate information through it. These variables of the co-
ordinator are set as a side effect of this algorithm.

Algorithm 1. initialization of an entity
s = s0 {initial state}
tl = t {initial time}
parent.ylb = λlog(s), parent.ysb = λstr(s)

– *-message(t) to compute its output (algorithm 2): the result is the bag of
the physical influences to send: yeb;

Algorithm 2. the output of the model
Require: t = tn

parent.yeb = λext(s)

1 We are using upper b as the bag notation as in the section 4.
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– x-message(xb,t) to compute its state transition (algorithm 3): the results
are the set of logical and structural influences ylb and ysb as a consequence
of the state change;

Algorithm 3. computation of the physical state transition
Require: tl ≤ t ≤ tn

if t = tn ∧ xb = ∅ then
s = δint(s)

else if t = tn ∧ xb �= ∅ then
s = δcon(s, xb)

else if t < tn ∧ xb �= ∅ then
s = δext((s, t − tl), xb)

end if
parent.ylb = λlog(s), parent.ysb = λstr(s)

– l-message(xb,t) to compute its logical transition (algorithm 4): the results
are again further logical and structural influences ylb and ysb.

Algorithm 4. computation of the logical state transition
Require: tl ≤ t ≤ tn

s = δlog((s, t − tl), xb)
parent.ylb = λlog(s), parent.ysb = λstr(s)

– finally n-message(t) to set the current date tl, to compute the next date tn
and internal influence yi (algorithm 5).

Algorithm 5. computation of the next internal transition
d, parent.yi = λint(s)
tl = t, tn = tl + d

The output influences are assumed to be of the form: < d, po, y > where d id the
entity itself, po is the output port and y is the influence itself. For the structural
influences only < d, y > is necessary.

7.2 The M−DEVS Coordinator

Normally in the DEVS philosophy, the coordinator should manage a set of cou-
pled M−DEVS simulators and produce compositionally the same interface as a
DEVS entity. In this paper, we limit ourselves to a central coordinator (a DEVS -
bus) taking in charge the complete structure Σ = {M, Z} and shall describe this
algorithm in several steps:

1. given M the set of simulators in Σ, the first step consists in getting the
external influences of the entities about to simultaneously perform the next
internal transitions (algorithm 6). Note that yeb is set as a side effect of
calling *-message(t).



Towards a Formal Semantics of Event-Based Multi-agent Simulations 123

Algorithm 6. Output before the internal transitions
t = minM (tn,d)
IMM = {d|d ∈ M ∧ tn,d = t}, mail = ∅
for d ∈ IMM do

send *-message(t) to Md

mail = mail + yeb

end for

2. the second step consists in performing the actual physical transitions, collect-
ing the logical and structural influences (algorithm 7). IMM shall contain
both the candidates for internal transition and the receivers of external influ-
ences. Note that ylb and ysb are set as a side effect of calling x-message(t).

Algorithm 7. Execution of the physical transitions
receivers = {r| < d, po, y >∈ mail∧ < r, po >∈ Z(d, p)}
IMM = IMM + receivers , logical = ∅, structural = ∅
for r ∈ IMM do

xb
r = {x| < d, po, y >∈ mail∧ < r, po >∈ Z(d, p)}

send x-message(xb
r,t) to r

logical = logical + ylb

structural = structural + ysb

end for

3. the third step consists in executing the structural changes, changing both M
and Z (algorithm 8 in which change encodes the semantics of the structural
influences as described in 6.1). The newly created simulators are initialized.
In 8, ylbr and ysb

r designate the bag of logical influences, respectively of
structural influences, computed by the corresponding simulator r by calling
their i-message . IMM shall contain the candidates for internal transition,
the receivers of external influences and the newly created entities.

Algorithm 8. Structural changes
M ′, Z′ = change(structural , M, Z)
structural = ∅
for d ∈ M ′ − M do

send i-message(t) to d
logical = logical + ylb

structural = structural + ysb

end for
IMM = IMM ∪ (M ′ − M), M = M ′, Z = Z′

4. the logical influences are propagated (algorithm 9). ylb and ysb are defined
as in 8 and computed when calling l-message. This step and the previous
one are repeated iteratively until there is no structural or logical influences
remaining.
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Algorithm 9. Propagation of the logical influences
list = logical , logical = ∅
receivers = {r| < d, po, y >∈ list∧ < r, po, x >∈ Z(d, p, y)}
for r ∈ receivers do

xb
r = {x| < d, po, y >∈ list∧ < r, po, x >∈ Z(d, p, y)}

send l-message(xb
r,t) to r

logical = logical + ylbr
structural = structural + ysb

r

end for

Algorithm 10. Computes next internal transitions
for d ∈ IMM do

send n-message(t) to d
end for

5. IMM contains now all the simulators which incurred a physical transition
or was newly created. These simulators are then asked to compute the date
of their next internal transition for the next round (algorithm 10).

The use of a global structural change function hinders the possibility to dis-
tribute the model simulation. However, it is possible to overcome this limitation
by composing recursively coupled DEVS entities into DEVS entities as illus-
trated in the figure 1(b). It is performed in three steps: 1) the introduction of
the structure of a coupled DEVS entity as a set of DEVS entities and a number
of input and output ports, 2) the extension of Z for coupling the input and
output ports of the inner DEVS entities to the input and output ports of the
coupled system, 3) the restriction of the structural influences in order to only
modify the structure inside of the coupled system. One obtain a variant of DEVS
in-between DS-DEVS[10] where a single DEVS entity is devoted to structural
changes and ρ-DEVS [3] where all the entities can modify the structure including
themselves.

8 Conclusion

This paper has presented M−DEVS as a DEVS -inspired formalism for speci-
fying the most important features of multi-agent systems, namely reactive and
proactive behavior, concurrency, instantaneity and, most importantly, structure
dynamics. A simple example has been used for illustrating the concepts. An
operational semantics has been defined by providing an abstract algorithm to
run models designed using M−DEVS . A clear distinction has been introduced
between the physical transitions (using the internal and physical influences) and
the computation of the consequences which can be both structural (using the
structural influences) and informational (using the logical influences). These con-
sequences are propagated until the overall structure stabilizes, before computing
the date of the next physical transition.
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Most, if not all, existing MAS platforms produce simulation results which
do not depend only on the model but on the way the model is implemented
and the scheduling ordered, this ordering being at worst arbitrary and at best
randomized. We argue that it is an undesirable state of affairs and we propose
a DEVS -inspired formalism with its algorithms which either delegates the po-
tential ordering conflicts to the model, managing simultaneity, or orders the
physical, logical and structural transitions such that the results do not depend
on the issuing order, properly managing instantaneity and structure dynamics.

From the example, the resulting structure and dynamics reveal themselves
as fairly complex and detailed. Actually, M−DEVS should be thought as a
kind of virtual machine specification for complex system simulation in which
higher level specifications have to mapped. [2] has shown the possibility to map
quantized dynamical systems into DEVS , others have mapped into DEVS or
some of its extensions coupled differential equations and cellular automata [17].
We have illustrated the possibility to equally map multi-agent systems. In our
case, an agent is mapped to a single DEVS entity. It could be further extended for
complex agent architectures. For example, dealing with a variety of environments
could require to separately specify various aspects of an agent to be coordinated,
resulting in a composed architecture.

This proposal has been implemented and tested in the MIMOSA platform
[18,19]. A number of applications are currently under development. From a the-
oretical point of view, a number of other extensions are under development like
local time management, hierarchical coupling structures for holonic multi-agent
systems and management of multiple points of view similar to the AGR ap-
proach [20]. The aim is to provide a formalism and its operational semantics for
multi-level multi-agent systems.

I would like to thank Raphaël Duboz and my anonymous reviewers for helping
me to clarify the issues, and to hopefully present it in a better way.
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Abstract. In this paper, we discuss the process of analysis and design
of a user interface to support dialogue and negotiation between play-
ers of participatory simulations. The underlying context is an interdisci-
plinary project, named SimParc [8], about participatory management of
protected areas for biodiversity conservation and social inclusion. This
project is inspired by the ComMod MAS/RPG approach [6] and by re-
cent proposals for software support for distributed role playing games,
such as those by Guyot [14] and by Adamatti [1]. In this paper, we focus
on the analysis and design of a user interface to ease and structure di-
alogue and negotiation between players, using a methodology based on
semiotic engineering. Our main objective is to try to find a good bal-
ance between the necessary structuring and the spontaneity of dialog
and negotiation.

1 Introduction

One of the principles of the Convention on Biological Diversity [15] refers to
a participative process of social actors in the management of the biodiversity.
Methodologies and computer-supported tools intending to facilitate this process
have been addressed via bottom-up approaches that emphasize the role of lo-
cal actors (stakeholders) and communities. Such bottom-up approaches echo the
research conducted by members of the “ComMod” (for Companion Modeling)
movement on participatory methods to support negotiation and decision-making
for collective management of natural renewable resources. Their method, called
MAS/RPG, consists in coupling multi-agent simulations (MAS) of the environ-
ment resources and role-playing games (RPG) by the stakeholders [6].
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Our project inherits from this tradition. It is named “SimParc” (which stands
for “Simulation Participative de Parcs”) and gathers French and Brazilian re-
searchers in an inter-disciplinary approach. It constitutes an innovative and
playful approach to explore and learn about negotiation procedures in national
park management, based on the recognition of conflicts involving different inter-
ests, roles, and strategies. SimParc explores the use of advanced accompaniment
methodologies based on MAS/RPG. More precisely, it follows recent proposals
of integration of role playing into simulation, and of inserting artificial agents,
as players [1] or as assistants [14]. In this paper, we focus on the user interface
support for dialogue and negotiation between game players, and on the process
of its analysis and design, by using a methodology for designing human computer
interfaces based on a HCI theory named semiotic engineering.

2 The SimParc Project

2.1 Motivation

The SimParc project focuses on participatory management of parks and pro-
tected areas.1 Our first concrete case study has been the urban National Park of
Tijuca, in Rio de Janeiro, Brazil. It undergoes a real pressure, by urban growth
and illegal occupation. This makes the question of the conflict resolution one of
the key issues for the management of the park. Examples of inherent conflicts
are: irregular occupation, inadequate tourist exploration, water pollution, degra-
dation of the environment and illegal use of natural resources. Examples of social
actors involved are: park managers, researchers, traditional or non traditional
community representatives, tourist operators and agencies.

The design of our current role playing game has taken inspiration in real cases
such as the National Park of Tijuca, in order to bring concrete elements to the
game, which confers greater applicability to our proposal. However, we chose
not to reproduce a real case but to simulate emblematic and illustrative real
situations in national parks.

2.2 Objective

The SimParc game constitutes an innovative and playful approach to support
negotiation procedures in national parks management. Current game has a ped-
agogical objective and is not (or at least not yet) aimed at decision support.2

The targeted public includes managers of parks and protected areas, researchers,
students, and all stakeholders and people willing to understand and explore the

1 Parks are one among the different types of protected areas, as defined by Brazilian leg-
islation. Other examples of types are, e.g., biosphere reserves or ecological stations [15].

2 Current game is aimed at helping participants to discover and explore conflicts as
well as negotiation strategies to address them. But we do not expect the resulting
decisions to be directly applied to a specific park. This would require, e.g., a precise
calibration and a predictive model for park viability. This is left for future work.
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challenges, conflicts and process of negotiation for participative management of
parks and protected areas.

The game is based on the process taking place within the council of the park.
This council, consultative, includes representatives of various stakeholders (e.g.,
traditional community, tourism operator, environmentalist non governmental as-
sociation, water public agency. . . ). The actual game focuses on a discussion
within the council about the demarcation (“zoning”) of the park. More pre-
cisely, it is about the decision to associate a type of conservation (and therefore,
use) to every sub-area3 (named “landscape unit”) of the park. We consider nine
pre-defined potential types of conservation/use, from more restricted to more
flexible, as defined by the law.

The game considers a certain number of players roles, each one representing
a certain stakeholder. Depending on its profile and the presence of elements of
concerns in some of the landscape units (e.g., tourism spot, people, endangered
species. . . ), each player will try to influence the decision about the type of con-
servation for each landscape unit. It is clear that conflicts of interest will quickly
emerge, leading to various strategies of influence and negotiation (e.g., coalition
formation, trading mutual support for respective objectives. . . ).

The manager of the park observes the negotiation taking place and takes the
final decision for types of conservation for each landscape unit, based on the legal
framework, on the process of negotiation between players, and on his personal
profile (e.g., more conservationist or more open to social concerns) [15]. He also
may have to explain his decision, on demand from the players. The park manager
may be played by a human, or by an artificial agent [9].

In summary, the objective of the project is thus to propose an epistemic
process to help each participant discover and understand the various factors,
conflicts, and the importance of dialogue for a good management of protected
spaces.

2.3 Steps

The game is structured along six steps, as illustrated at Figure 1. At the beginning
(step 1), each player is associated to a role. Then an initial scenario is presented
to each player, including the setting of the landscape units, the possible types of
use and the general objective associated to his role. Then (step 2), each player
decides a first proposal of types of use for each landscape unit, based on his un-
derstanding of the objective of his role and on the initial setting. Once all done,
proposals by players are made public to all. In step 3, players start interacting
and negotiating about their proposals. This step is, for us, the most important,
where players will collectively build their knowledge by means of argumentation
process. In step 4, they revise and commit to their proposals. In step 5, the park
3 We suppose that the process of identification of (or, decomposition into) the land-

scape units of the park has already taken place before. Actually, the two processes
were considered simultaneously in an initial version of the game, but this proved too
complex. Moreover, deciding the type of conservation alone is sufficiently effective
to capture conflicts and negotiation between stakeholders.
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manager makes the final decision, considering the process of negotiation, the final
proposals and also his personal profile (e.g., more conservationist or more sensi-
tive to social issues). Each player can then consult various indicators of his/her
performance (e.g., closeness to his initial objective, degree of consensus, etc.). He
can also ask for explanation of the park manager decision rationales. The last step
(step 6), “closes” the cycle and provides a feedback on the decision, both by the
players (indicating their level of acceptance of the decision) and some evaluation
of the quality and of the decision through indicators (e.g., on the economical or
social feasibility) or simulation.

A new cycle of negotiations may then possibly start (see Figure 1), thus
creating a cycle similar to a learning cycle [17]. The main objective is indeed
for participants to: understand the various factors and perspectives involved
and how they are interrelated, negotiate to try to reach a group consensus, and
understand cause-effect relations based on decisions.

Fig. 1. The 6 steps of SimParc game

2.4 Game Computer Support

A computer support is proposed for the game, allowing distributed role playing,
where each player acts and interacts via a computer interface, as has been pi-
oneered by Simulación [14] and ViP-GMABS [1]. In SimParc, the role playing
game is completely distributed and the master of the game will be automated,
in part or completely. Because all interactions, decisions and actions are medi-
ated by the computer, they can be formatted as objects, recorded and processed
on-line or off-line to allow the management of the history of the negotiations
(different ways of visualization of exchanged messages) and to evaluate and an-
alyze the players and the negotiation process. In section 5, we will discuss the
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Fig. 2. Test of the SimParc game version 1

Fig. 3. SimParc game version 1 first computer-support prototype

interface support for the negotiation process. We are also working on introduc-
ing artificial agents in the game: (1) an automated park manager taking decision
and explaining it, (2) artificial players [1], (3) assistants to the players [14], as
discussed in [9] and in future publications.

2.5 Versions and Experiments

The initial design of the game (version 1) was conducted during year 2007. It
was tested, without any computer support, through a game session conducted
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in September 2007 (see Figure 2). There were six roles in the scenario. Each
role was played by a team of two players. Players were researchers and students
of the APIS (Áreas Protegidas e Inclusão Social – Protected Spaces and Social
Inclusion) research group, at UFRJ (Rio de Janeiro), led by Marta Irving, and
specialized in biodiversity participatory management.

In parallel, a fist computer support prototype, based on the framework Sim-
ulación [14] was designed and built (see Figure 3).

Based on the evaluation of the first version of the game – notably via the
analysis of the test of September 2007 – and on the evaluation of its computer-
support prototype, we then designed a second version of the game, with a new
computer support prototype under current construction. Among some specific
features (artificial agents and automated evaluation of players performance), it
provides some support for structuring interaction and negotiation among players.
We will now discuss how it has been analyzed and designed.

3 Analysis and Design Process

The process of design was based on communication-centered design, and its more
agile version, eXtreme Communication-Centered Design [3], design proposals
based on the semiotic engineering theory of human-computer interaction.4 We
adapted the application of the methodology to the characteristics of the SimParc
project. Figure 4 shows the different phases and sub-phases adopted.

Fig. 4. The process of design

The output products of the analysis phase are the records from interviews
with experts and users, scenarios (use cases), goals diagram and tasks model.
4 According to it, both designers and users are interlocutors in an overall communi-

cation process that takes place through the interface of the system. Designers must
tell users what they mean by the artifact they have created, and users must try to
respond to what they are being told [22].
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Fig. 5. The MoLIC diagram of final goals

The scenarios were constructed based on interviews, in a narrative form, to help
at identify contextualized types of usages. The goals diagram (see Figure 5,5

modeled in the MoLIC language (MoLIC stands for Interaction Modeling Lan-
guage for the Conversation), was constructed from the scenarios and interviews,
with the aim of representing the goals (identified a priori) of the users. We believe
that the task model represents an intermediary step, easing a conceptual tran-
sition from the analysis phase (what, why and by whom) to the design (how).
Note that task models are also widely used and accepted in human-computer
interaction (HCI) [4]. Overall, the goal of the diagrammatic representation of
task models is to provide an overview of the design process for each goal and
how these goals are decomposed into tasks and sub-tasks. This diagram provides
a new set of information about the process, presenting the hierarchy and flow
of tasks, preparing designers and users to an outline of the interaction. We used
an adaptation of the Hierarchical Task Analysis (HTA) [2] for modeling tasks
identified from the goals diagram and the scenarios.

4 Design of an Interface Language for Negotiation
Support

We consider negotiation as a particular form of communication process between
two or more parties, focused on mutual agreement(s) on a given conflict of inter-
est or opinions [18]. We further believe that the adoption of an interface language,
based on argumentation models and linguistics theory, can offer different ways of
support to a computer mediated negotiation process. The main objective for that
interface language is to find the inflection point between the necessary “framing”
and the maintenance of fluidity and naturalness of the dialogue.

The structure of the dialogue is an important factor, because it helps at a
better management of the history of the negotiations facilitating the inclusion

5 Because of the space limitation, we only illustrate some of the notations/diagrams.
Figure 5 shows the final goals diagram. Note that there is also an instrumental goals
diagram [5].
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of artificial agents in the process, increasing the focus on the process, on issues
negotiated and on the clarity of dialogue. Many interaction protocols for ne-
gotiation between agents have been proposed (e.g., via the FIPA-ACL effort),
but they privilege the agent- agent communication at the expense of human
communication. Note also that computer mediated communication suffers from
various types of impoverishment of the dialogue, particularly in relation to non-
verbal communication, considering the body language [10] and the vocal intona-
tion. Thus, we are looking for an intermediate and simple way to promote both
human-human and human-agent communication.

We considered many proposals of notation for structuring and visualization
of the argumentation, as, e.g., in [16]. Among them: the Toulmin model, a ref-
erence for the majority of the posterior models; the Issue-Based Information
System (IBIS), an informal model based on a grammar that defines the basic
elements present in dialogues about decision-making; the “Questions, Options
and Criteria” (QOC); the “Procedural Hierarchy of Issues” (PHI) and the “De-
cision Representation Language” (DRL) [16]. Based on this analysis, we believe
that it is possible to offer a pre-structure, adding to the informal and interpreta-
tive characteristic of prose, while maintaining the fluidity of dialogue. Our main
inspirations for rhetorical markers is IBIS [16], as well as theories of negotiation,
e.g., [23] [19] and Speech Act Theory [21]. These markers are basically composed
of rhetorical identifiers of intention (see Figure 6), the object focus of the inten-
tion and of a free speech (see Figures 8.3 and 8.4). These elements give the tone
of the dialogue, making clear the illocution, and thus facilitating the expression
of the desired perlocution [21].

We therefore provide the structure by threading from the dialogue, which
minimizes risks of losing context, common in computer mediated communication
(via chat) [12]. Figure 7 shows an example of threading based on the proposed
structure.

Fig. 6. Semi-structure for the text based on rhetorical markers
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Fig. 7. Example of threading structured by the rhetorical markers

In complement to this semi-structure applied to the text, we propose to model
each speak from players as an object. These objects have the following attributes:
identifier, sender, receiver(s), marker, focus, and a free text (See Figure 7). This
modeling eases at the management and indexing of dialogue by the system. For
instance, filters may be applied to analyze the history of a dialogue, e.g., filtered
along a given speaker, or a specific type of marker. But it also opens the way for
its processing by software agents.

5 Prototype

The outputs of the design phase are: interaction diagrams, class diagrams, class
and entity relationship model for the database. We then created a fast prototype
in order to evaluate the appearance and usage. In the following we focus on the
prototype interface corresponding to step 3 of the game, i.e., negotiation between
players. It is indeed a central part of the game, when the shared knowledge is
jointly negotiated and built. We would like to emphasize that we try to balance a
support for some structure of the text of the dialogue and also sufficient fluidity.

The prototype user interface (see Figure 8) includes an area (Fig. 8.1) for
the history of messages exchanged. The area (Fig. 8.2) for managing the his-
tory of messages offers different ways of selecting and ordering the information
and includes a simple way to better identify speakers (discrimination by color).
The area (Fig. 8.3) contains options for semi-structure of messages via rhetorical
markers for intention (e.g., disagree). The area (Fig. 8.4) is for writing the actual
contents (text) of the message. The area (Fig. 8.5) allows selecting the recipients
(unique or multiple) of the message to be sent. The area (Fig. 8.6) provides the
selection of iconic expressions to offer an alternative way for the user to express
his emotional context during the negotiations, as an alternative way of minimiz-
ing the loss of communication modalities. The “facecons” were produced from
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Fig. 8. Prototype interface for the negotiation step

the tool Artnatomia [11] which generates iconic facial expressions of emotional
states from the virtual manipulation of the muscles of the face.

There is an area (Fig. 8.7) for personal annotations, allowing the user to make
and record personal notes during the negotiation (this need was observed during
test with players, see Figure 2). There is also an area (Fig. 8.8) with the list of
participants and their roles that, in accordance with the C3 (Communication,
Coordination and Cooperation) model [13], is a form of support for coordination.
There is an area (Fig. 8.9) with the view of the object negotiated and its geo-
processed representation. Last, menus (Fig. 8.10) are available with access to
different types of information about the domain, the system and the context of
the game, such as the legal types of land use, the roles, the game objective and
phases, the system use and help.

6 Discussed and Open Issues

We now address some of the issues that were discussed during the workshop as
well as issues that we encounter during our project.

6.1 Scope and Realism of the Simulation

Our objective is social simulation, based on a role playing game, including human
actors playing some roles in a simulated situation of conflicts, negotiation and
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decision making. Our scenario for the role playing game has taken inspiration in
real cases, such as the National Park of Tijuca, although it is not the reproduction
of a real case. Real cases are important, because they bring concrete elements
to the game, which allows our proposal to be evaluated in more realistic and
illustrative settings. However, we chose not to reproduce exactly a real case, in
order to leave the door open for broader game possibilities [9] [15].

The last step (step 6) of the game (see Figure 1) “closes” the cycle (and
the epistemic loop) by considering the possible effects of the decision. In the
current game, the players provide a simple feedback on the decision by indicating
their level of acceptance of the decision. For a future version, we also plan to
introduce some evaluation of the quality of the decision through computable
indicators (e.g., on the economical or social feasibility). An alternative is a multi-
agent simulation of the evolution of resources. We have not yet addressed this
additional (and more traditional) type of simulation, because our current project
main focus is on social simulation, negotiation and decision support. We are
also aware that modeling the resources and their evolution (flora, fauna, water,
animals, population and their activities) is always a challenge. It also triggers the
issue of realism and predictiveness. In our project current stage, we are concerned
with credibility and not yet with realism because our objective is epistemic and
not about producing an (hypothetical) optimal decision.

6.2 Towards Hybrid Simulation

As already mentioned in Section 2.4, we are planning to introduce artificial play-
ers into the game [9]. The idea is to possibly replace some of the human players by
artificial players (artificial agents). The social simulation will therefore become
hybrid, with human and artificial agents in the simulation. A first motivation
is to address the possible absence of sufficient number of human players for a
game session [1]. But this will also allow more systematic experiments about
specific configurations of players profiles, because of artificial players objective,
deterministic and reproductible behaviors.

6.3 Hybrid Negotiations

An important and difficult issue for negotiation models is to reach some balance
between human players needs and artificial players requirements. Negotiation
languages for human players is usually richer and/but also more ambiguous.
Negotiation languages for artificial players are usually more restricted in order
to be unambiguous and interpretable by machine. In our project, we are currently
exploring in parallel the two dual ways: (1) structure human negotiations though
language and interface support and observe them (see Section 4); (2) design
artificial players/negotiations, and insert/test them (see [1] [9]). Our mid-term
goal is to gradually better understand human negotiation and see how to find a
compromise with automated negotiation requirements.
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6.4 From Modeling to Simulation and from Simulation to Modeling

One of the key issue of computational modeling and simulation of complex phe-
nomena is about extracting knowledge about the phenomena, in our case social
actors and social processes. This means the elicitation of models of representa-
tion, models of interaction and models of decision. Traditional approach used in
social sciences and in computational modeling and simulation of social processes
use observation and transcription of social actors behaviors in the real world, by
using an ethnographic approach and also surveys based on interviews.

An alternative (participatory simulation, see e.g., [14]) is to directly involve
human social actors as elements of the computer supported simulation of this
social process. Computer supported role playing games create simulated situa-
tions in which social actors are immersed, can play their roles and expose their
behaviors and strategies. Indeed, role-playing games are “social laboratories”,
because players can try many possibilities, without real consequences [6]. This
leads to a more natural incremental modeling of the social process and of the
behaviors of the social actors.

We then may gradually replace human actors by artificial agents (see Sec-
tion 6.2), the human actors validating or amending the behaviors of artificial
players. These artificial players may be programmed at hand (see, e.g., in [1]) or
inferred by automated analysis of the human players. Indeed, the fact that the
role playing game is distributed and that players interact through computers al-
lows the systematic memorization of all interactions and decisions taking place
between players. This opens the way for some automated or semi-automated
analysis of traces of interactions [14] [8], in order to infer behavioral models.
This means that elicitation (knowledge extraction) of human experts behavioral
models (e.g., models of interaction, decision and negotiation) may be conducted
via automatic monitoring of experts in (virtual/simulated) situation/action, as
opposed to more traditional interview-based (off situation) elicitation. We be-
lieve that this represents of some kind of “virtuous circle”, where modeling and
simulation incrementally reinforce each-other.

7 Conclusion

In this paper, we have presented and discussed the process of analysis and design
of a prototype user interface to support dialogue and negotiation for participa-
tory simulations, for the domain of protected areas management. An important
objective for the interface is to explore some balance between structuring dia-
logue and negotiation, e.g., through rhetorical markers, and keeping some flu-
idity. Our current prototype is under completion and we will soon start to test
it by organizing game sessions with players expert in the domain of the game.
We are planning to use epistemic tools proposed by semiotic engineering (which
was used for the analysis and design phases) to test and evaluate the acceptance
and usability by users during game sessions. We also plan to study the possible
generality of some of the principles of our prototype interface for other types
and domains of participatory simulations and serious games.
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Abstract. The process of introducing new public policies is a complex one in
the sense that the behavior of society at the macro-level depends directly on the
individual behavior of the people in that society and ongoing dynamics of the en-
vironment. It is at the micro-level that change is initiated, that policies effectively
change the behavior of individuals. Since macro-models do not suffice, science
has turned to develop and study agent-based simulations, i.e., micro-level models.
In correspondence with the good scientific practice of parsimony, current ABSS
models are based on agents with simple cognitive capabilities. However, the so-
cieties being modeled in policy making relate to real people with real needs and
personalities, often of a multi-cultural composition. Those circumstances require
the agents to be diversified to accommodate these facts.

In this positioning paper, we propose an incrementally complex model for
agent reasoning that can describe the influence of policies or comparable external
influences on the behavior of agents. Starting from the BDI model for agent rea-
soning, we discuss the effect when personality and Maslow’s hierarchy of needs
are added to the model. Finally, we extend the model with a component that cap-
tures the cultural background and normative constitution of the agent.

In the paper we show how these extensions affect the filtering of the desires
and intentions of the agent and the willingness of the agent to modify its behav-
ior in face of a new policy. This way, simulations can be made that support the
differentiation of behaviors in multi-cultural societies, and thus can be made to
support policy makers in their decisions.

1 Introduction

Effective social simulation and effective support for policy makers depends on our abil-
ity to model the adaptive individual decision making process given subjective social
norms, individual preferences, and policies. Where policy makers on different levels
believe they only act successfully within bounds prescribed by social norms, they strug-
gle to force big changes top-down if they dont seek social support. In fact, social norms
have measurable consequences for the environment, e.g. energy intensive consumerism
and lifestyles, have lead to the ecological near-crisis now at hand [26]. Moreover, Kable
and Glimcher showed that social norms vary from culture to culture, by proving that the
social discounting factor is not a unique scientific number, but a very subjective value
differing from culture to culture [17]. Simultaneously, policies are based on aggregate
top-down assumptions of economic behavior, whereas many changes occur bottom-up
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due to heterogeneity which is at the basis of cultural drift and adaptivity of a population.
Due to heterogeneity, changes may occur that were not foreseen at the introduction of
a policy, leading to a low efficacy of a policy, if anything is achieved at all. To support
policy makers in their policy design, it is therefore desirable to evaluate proposed poli-
cies with models that are not based on economically desirable behavior (equilibrium
theory), but on models that take realistic social interaction and cultural heterogeneity
into account. Models to evaluate policies, should consequentially include complex ag-
ents that more realistically mimic human adaptive behavior. Also the environment in
which the agents act needs to be represented dynamically, under the assumption that
the environment influences the behavior of agents as well. Because of the magnitude of
the world to be modeled, aggregation may still be necessary for sake of computational
reduction. The ecological foot-printing method for example is based on aggregate data,
which could be coupled back to environment degradation, the notification of which may
in return induce stronger emotions in agents to act, as is suggested by statistical data on
urban and rural populations.

The above considerations indicate that the design and analysis of policies is a com-
plex task. Many, highly interconnected, and unforeseen factors influence the applicabil-
ity and result of new policies. This makes it hard to evaluate a (new) policy and foresee
its implications. Macro-economic models are often fairly simple and founded on the
principle of appropriate risk weighted return. System dynamics approaches [25] are of-
ten used for this effect and focus on the understanding of overall behavior of complex
systems over time (e.g., causal feedback loops, nonlinearity). However, they are not
well suited to study the effects on individuals and groups involved. That is, those mod-
els do not provide the instruments to evaluate policy at micro-level of implementation
and are not able to handle uncertain situations. On the other hand, micro-models of indi-
viduals and groups, usually based on agent models for emergent global behavior, such
as ABSS, do not provide the means to specify and regulate normative and regulative
global restrictions [20,24].

Policy makers recognize the need for models that are able to incorporate different
levels of abstraction and analysis. For instance, analysis of changes in criminal laws
require both the understanding of its political and economic consequences at the macro
level, but also the consequences on the working processes of criminal system staff, and
the effects on the behavior of different risk groups. The above requirements indicate
a need to incorporate macro-, and micro-level models in one simulation. We therefore
propose a mediating layer, we call meso-layer, that connects the macro-, and micro-
level in a simulation effective way. Basically in the meso layer we specify elements that
”influence” the behavior of groups of agents. These are things like norms and organiza-
tional (or group) structure. These elements do not dictate behavior as elements on the
micro level do, but are also different from the descriptive laws used on the macro level.

Section 2 describes our way to connect the macro- and micro-levels using this meso
level. Section 3 motivates the need for extending existing agent models with person-
ality, a hierarchy of needs, and a cultural and normative component. It also contains a
short overview of existing work. The BRIDGE agent architecture presented in section 4
introduces a high level design for such agents. Ideas for future research and a summary
of the proposals introduced in this paper are formulated in section 5.
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2 Simulation Support for Policy Making

Every simulation model focusses on the aspects under study and abstracts from as-
pects that do not (or are not assumed) to significantly influence the aspects under study.
Unintended effects are difficult to predict because analysis is mostly based on macro-
economic, econometric, models for policy analysis that are not able to represent individ-
ual interpretations, and thus cannot provide a clear linkage between structural features
of the policy and the individual responses to it. E.g., a tax increase policy, expected
to result in an increase of state revenue according to econometric models, may in fact
have the overall effect of reducing tax revenue due to individuals’ decisions not to earn
money that is taxed or to opt for capital flight.

In complex systems, global behavior emerges unpredictably from the complex of
individual micro-level behaviors of the autonomous and heterogenous actors, which
are in turn influenced by the macro-level, that is, their own perception of the policies,
their context, and their perception of the global outcome. Furthermore, the complex
and dynamic nature of social phenomena increases due to the inter-actor relationships
between the participating actors, which include individuals, groups, organizations and
institutions. We claim that any useful simulation tool for policy making should be able
to handle current problems faced by policy makers such as:

– representation of dynamic situations
– representation of individual behavior rather than averaged pseudo-rational behavior
– representation of inter-actor interaction
– representation of normative and cultural aspects
– visualization of above aspects and their dependencies

Our proposal for the next generation of simulation models is to create models that pro-
vide three layers of description (macro, micro and meso) and the connections between
those layers. The most abstract, or macro, layer includes global functionalities and re-
quirements. Macro-level expectations are specified as to enable a natural representation
of the overall system that abstracts from (technical) issues. The lower, or micro, layer
specifies the characteristics, aims and requirements of the individual entities and/or so-
cial groups. The middle layer allows for the coordination between micro and macro and
enables the description and measurement of dynamic changes in the context. We will
describe it further in the next subsection.

2.1 The Meso-level

From the macro level perspective, the meso level offers three types of components. If
the macro level has a descriptive component that is empirically valid and which is not in
the focus of the simulation (and thus not further expanded in the micro level) then this
component is part of the meso level as a kind of ”law of nature”. I.e. it is assumed all
agents (either individually or collectively) abide by this law. If the macro level contains
a component like above, but which is in the focus of the simulation, then the component
is merely treated as a benchmark to which agent behavior is compared. I.e. the micro
level models of the agents should be such that this law “appears” in standard situations,
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but it does not have to appear when changes are made in the context (e.g. adding a
new policy).

Finally, the meso level contains new components that are usually specified at society
level in order to influence individual behavior. These components are things like norms,
regulations and organizational structures but can also contain cultural biases. These
components can be taken as given within the simulation framework. I.e. they do not
arise from the agent behavior, but rather influence it top-down. E.g. a norm as “it is
forbidden to drive faster than 100 km/hr” influences the decision of the agents how fast
to drive. However, it depends on the individual agent whether it complies to the norm
or not. This decision is in itself influenced by other norms (e.g. being on time at work),
culture (e.g. we should all abide by the law) and personality (e.g. if the risk of being
caught is low I don’t follow the norm if it conflicts with my desires).

This third type of components is really new to the meso level. The other two types
actually define aggregation and refinements within the simulation. Together the three
types really make for a flexible but simulation-efficient framework.

The overall framework, depicted in figure 1 enables the definition of macro-level
monitoring instruments and regulations, and the detailed specification of behaviors of
individuals and cohese groups and their requirements. Furthermore, it enables the mon-
itoring, specification and organization of committed and/or expected collective behav-
ior, as basic concepts that complement existing macro and agent-modeling resources.
The representation must include normative, ontological, organizational and evaluation

Interface

micro

meso

macro

Fig. 1. Policy Making Framework

aspects. Whereas testing the effect of different rules (behavioral assumptions) on the
system behaviors turbulence would be one thing, a next challenge would be to test the
efficacy of policy strategies. The ideas on policy testing in agent based modeling as ex-
pressed in [13,14] form one starting point for this. The other is the work already done on
the connection between meso-level elements such as norms and organizational structure
to agents as is done in [28].
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2.2 Interface Tools

Policy makers require methods and tools for support of policy design to be able to
assess factors such as realization time, development cost, side effects, non-effects, neg-
ative effects and resistance to change. Furthermore, tools and techniques should enable
participation in the development and analysis to a heterogeneous group of stakeholders,
such as, politicians, regulators and the general public.

The policies imposed at the macro-, or mesa-level will be reasoned about at the
agent-level, such that the agents are capable making their decisions with respect to the
proposed/imposed policies and the mechanisms that are put in play to enforce compli-
ance with the policies. This requires of course that agents need to be equipped with a
cognitive representation of their social environment in order to capture the social dy-
namics in their society. Furthermore, the policies should address the behavioral drives
and processes of the individual agents.

In order to analyze and understand the consequences of policies, complexity must be
captured at all three levels. It is therefore essential to ensure that the models are easy to
use and give interesting, understandable projections that usefully inform scenario devel-
opment in an engaging and productive framework for stakeholder participation. Such
a framework requires interface tools that visualize the dynamics and statistics of the
simulation in comprehensive formats and that enable the users to change assumptions
and settings quickly and easily, so that policy makers can experiment by running vari-
ous simulations. Due to space limitations, the focus of this paper is on the underlying
model for policy design and not on the interface.

3 Personality, Culture, Norms, Hierarchy of Needs

Representations of human behavior in social simulations entail models for deciding
about agents intentions, based on agents beliefs and desires. According to March [21],
decision making processes may be rational or rule following. Rational decision making
aims to maximize a utility function and is used in economic games and simulations.
Human decision making processes often have both rational and rule-following aspects.
Rule-following decision making can be seen as imposing moral boundaries on accept-
able outcomes of rational decision making. It can also be seen as consolidated expe-
rience or an evolutionary outcome of rational decision making [21]. In our opinion,
agents in simulations for the purpose of policy making should decide in a more human
fashion and apply both types of decision making. This implies that agents must grasp
the concept of norms, have cultural scripts, possess a personality, and react based on a
hierarchy of needs in correspondence to human nature. In the rest of this paper we will
describe how agents can be endowed with these elements, which are introduced below.

3.1 Hierarchy of Needs

Individual behavior follows from basic motivations: the satisfaction of natural needs
(hunger, etc.) the difference laying on the way these are satisfied [2]. These motivations
(also called source of actions by) make an agent behave either reactively or cognitively
(i.e. adopting a low or a high level behavior). Maslow’s Pyramid of Needs synthesizes
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a large body of research related to human motivation [22] that views all needs as in-
stinctive, but some are more powerful than others. Needs in the lower levels are more
powerful, while the highest level is only acted upon when the other levels are met.
The bottom levels (Physiological, Security, Social and Esteem Needs) of the pyramid
are called “deficiency needs”: the individual does not feel anything if they are met,
but feels anxious if they are not met. Failure to meet these needs leads to deprivation.
The highest-level of the pyramid is called a growth need: when fulfilled, they do not go
away; rather, they motivate further. Growth needs do not stem from a lack of something,
but rather from a desire to grow as a person.

3.2 Norms

Norms can be seen as constraints imposed by society on the behavior of the individuals.
An important aspect of norms is that individuals can decide to violate them. The vio-
lation can itself be a trigger of further behavior in order to punish the violation. Thus
norms do not directly constrain behavior but influence the decisions to take a certain
course of action. They can do this in different ways. A person may be aware of a norm
like ”one should always give an answer to a request” even though he does not agree
with it. He can exploit the existence of the norm by always first requesting information
before trying to find it himself. He does not necessarily comply to the norm and if he
does it might be an unconscious decision or because it benefits him.

A person can also accept a norm. In that case he agrees that the norm is a good one
and he tries to follow it as much as possible. Only in special situations (e.g., if the norm
contradicts another, more important norm) will he violate it.

We assume that norms are typically explicitly available, allowing the agent to reason
with and about them. Reasoning explicitly about norms is included in a number of social
simulations, see, e.g., [8,5].

3.3 Personality

Personality has been defined as “the distinctive and characteristic patterns of thought,
emotion, and behavior that define an individual’s style and influence on his or her
interactions with the environment” [9]. Personality is not something concrete, and ex-
isting personality measurements or indicators can just give us an indication of one’s
personality. A personality inventory commonly used is the Myers-Briggs Type Indica-
tor (MBTI), based upon Carl Jung’s theories [16,18]. According to Jung, people take in
and process information in different ways. He characterized individuals in terms of at-
titudes (extraversion and introversion), perceptual functions (intuition and sensing) and
judgement functions (thinking and feeling). Meyers-Briggs extended this classification
with a forth dimension that distinguishes between judgement and perception:

Extraversion or Introversion: Shows how a person orients and receives their energy.
Extravert people prefer to acquire their personal energy from the outer world of people
and activities, as where introverts prefer to acquire their personal energy from the inner
world of ideas and thoughts.
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Sensing or Intuition: Describes how people take in information. Sensing people tend
to concentrate primarily on the information gained by the senses, creating meaning
from conscious thought and limiting their attention to facts and solid data. People who
prefer intuition are interested in the “big picture” when interpreting information, taking
a high-level view, as opposed to digging into the detail. They concentrate on patterns,
connections and possible meanings.

Thinking or Feeling: Indicates how people prefer to make decisions. People who prefer
thinking base their decisions on logic, objective analyzes of cause and effect, whereas
people who prefer feeling are influenced by their concerns for themselves and others.

Judging or Perceiving: Describes the way you manage your life and how you deal
with the outer world. People who prefer judging like to have a planned lifestyle, every-
thing should be in order and in a scheduled manner. On the contrary, people who prefer
perceiving are more unplanned, flexible and spontaneous in their lifestyle. They prefer
to keep all options open.

Personality determines how decisions are taken and basic patterns of behavior (and
therefore will determine the type of reasoning used by simulation agents). E.g. a sensing
person needs to have all facts established before taking a decision while an intuitive
person concentrates on possibilities. The explicit representation of personality as we
propose allows the agent introspection on its own personality; a feature compared to
most ABSS frameworks.

3.4 Culture

In all aspects of human life, the desires of people, the decisions people make and the
procedures for decision making are culture-dependent in several ways. First, the priority
of goals depends on culture; for instance “maximize personal wealth” may have priority
over “maintain pleasant interpersonal relation”. Second, preferences for rational versus
rule following procedures differ across cultures. Third, if a rule following procedure is
chosen, the rules depend on culture. Fourth, a decision may be interpreted offensive by
an opponent having a different cultural background. Also, the appropriate reaction to
inappropriate behavior differs across cultures.

Culture is what distinguishes one group of people from another [11]. This implies
that culture is not an attribute of individual people, unlike personality characteristics. It
is an attribute of a group that manifests itself through the behaviors of its members. For
a trading situation, as analyzed in [12], the culture of the trader will manifest itself in
four ways. First, culture filters observation. It determines the salience of clues about the
acceptability of trade partners and their proposals. Second, culture sets norms for what
constitutes an appropriate partner or offer. Third, it sets expectations for the context
of the transactions, e.g., the enforceability of regulations and the possible sanctions in
case of breach of the rules. Fourth, it sets norms for the kind of action that is appropriate
given the other three, and in particular, the difference between the actual situation and
the desired situation. Of course, culture is also created by people and thus generated
by the behavior they display. However, we assume that the time scale on which culture
changes is much larger than what we are typically interested in during a simulation
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period. Therefore we assume the culture to be a fixed component rather than an evolving
entity itself (for our purpose).

4 BRIDGE Agent Architecture

In order to develop agents that are able to reason about complex social situations, such
as determine the consequences of policies to themselves and decide to adapt their be-
havior accordingly, it is essential to provide agents with constructs for social awareness,
’own’ awareness and reasoning update. The fact that these issues are explicitly repre-
sented in the agent architecture allows for introspection on the drives of behavior.

Existing agent models can be divided into two types: deliberate reasoning models
and unreasoned models1. Both have their strengths and weaknesses. In fact, Silverman
states “no model will ever capture all the nuances of human emotion, the full range of
stress effects, or how these factors affect judgment and decision making. However, to
the extent that a model provides a valid representation of human behavior, it will likely
be useful to those who wish to simulate that behavior” [24].

Deliberate agent models, such as BDI [3], have formal logic-grounded semantics, but
require extensive computational resources. The Subsumption Architecture [4] takes an
intentional view, and aims to provide the behavior displayed by lower level life forms
which Brook’s claims are ‘‘almost characterizable as deterministic machines”, through
a combination of simple machines with no central control, no shared representation,
slow switching rates and low bandwidth communication. Cognitive models, such as
ACT-R and SOAR [1] aim at understanding how people organize knowledge and pro-
duce intelligent behavior based on numerous facts derived from psychology experi-
ments, and employing quantitative measures. However, these models lack realism since
they do not incorporate demographics, personality differences, cognitive style, situa-
tional and emotive variables, group dynamics and culture. On the other hand, neurolog-
ical oriented models that mimic the brain, such as neural networks, lack transparency to
link observed behavior to the implementation. Realistic agent models should combine
the characteristics of the different types.

We are interested in understanding the consequences of macro-level design (poli-
cies) on the micro-level decisions of individual agents. This is in some sense the op-
posite of [24] where the aim is the “emergent macro-behavior due to micro-decisions
of bounded rational agents”. The model of the human mind CLARION [27] aims to
explore the interaction of implicit and explicit cognition, emphasizing bottom-up learn-
ing (i.e., learning that involves acquiring first implicit knowledge and then acquiring
explicit knowledge on its basis). CLARION’s goal is to form a (generic) cognitive ar-
chitecture that captures a variety of cognitive processes in a unified way and thus to
provide unified explanations of a wide range of data. The CLARION model and the
BDI model are both excellent candidates for the extension as aimed for in this paper.
The emphasis on deliberation in the study of the reaction to new policies, gives us a

1 We use this word to mean the opposite of deliberate decision making. We refer to such notions
as automatic, inborn, inherent, innate, instinctive, intuitive, involuntary, native, mechanical,
natural, reflex, spontaneous, unlearned, unpremeditated, unthinking, and visceral. This is thus
different from the more usual concept of ’reactive’.
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Fig. 2. The BRIDGE Agent Architecture

slight preference for the BDI model over the CLARION model. However, the ideas
presented here can also be applied to the CLARION model.

Our aim is to describe, given a new policy, how different people react to it when
made aware of the new policy. The decisions made by the agent in reaction to the new
policy are the basis for the adaptation of the agents’ behavior, which in its turn will
determine the emergence of changed macro-behavior, the consequence of the policy.
In this view, policy analysis at the agent level is a rational activity, for which agents
explicitly reason based on their beliefs, desires and intentions. In this paper we add
to this that this decision making process is not only deliberate, but also unreasoned.
As a consequence of the above, policy-analysis agents require the extension of the BDI
representation to support a description of the agent’s personality, hierarchy of needs, and
normative-cultural context. For this reason, we propose the BRIDGE agent architecture
(Beliefs, Response, Intentions, Desires, Goals and Ego) as depicted in figure 2.

4.1 BRIDGE Mental Components

The mental components of the BRIDGE agent architecture incorporate the explicit ra-
tional process and implicit (unreasoned) behavioral aspects. BRIDGE is so defined that
it can be used in various settings: ‘pure’ emergent behavior is achieved by using only
the subsystems in the lower level of the architecture, purely intentional deliberate be-
havior results from the top level of the architecture, while the combination of both levels
integrate deliberate and unreasoned decision making.

Ego. Describes the filters and ordering preferences that the agent uses. Personality type
determines the choice of reasoning, e.g., backward reasoning (explorative, goal-
based) is associated with intuitive types while forward (belief- or evidence-based)
reasoning is typical of Sensing types.
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Response. Relates to the bottom layers of the hierarchy of needs and implements
the reactive behavior of the agent. It also includes representation of fatigue and
stress coping mechanisms [10,15,19]. It directly influences current goals and when
needed can and will overrule any plans.

Beliefs. The model includes different types of beliefs and beliefs over beliefs. Beliefs
can be acquired through senses, ‘inherited’ from the cultural and normative back-
ground of the agent, or indicate the agent’s own judgement on its context. Further-
more, the agent may have beliefs about its own ordering of its beliefs (e.g., believe
that normative beliefs are always to be preferred).

Desires. Besides those desires that are determined based on the agents beliefs and its
personal preferences (from Beliefs and Ego), the set of desires also includes the
growth needs from the hierarchy of needs. Growth needs are the top of the Maslow
pyramid, and can be seen as maintenance goals in the sense that when ‘fulfilled,
they do not go away; rather, they motivate further’.

Goals. Possible goals are generated from the current Desires based on the agent’s pref-
erences, possibilities and current state (from Ego and Response) together with the
deficiency needs (bottom layers of the Maslow pyramid) which are always in the
set of goals. The intuition behind this, is that deficiency needs are always a goal,
but not an intentional one in the sense that ‘the individual does not feel anything if
they are met, but feels anxious if they are not met’. Response factors such as fatigue
or stress direct the choice and priority of goals.

Intentions. Contains possible plans to realize goals, based on agent capabilities and
preferences. However, when Response determines a high level of need, it will over-
rule any explicitly formed goals with lower level needs.

4.2 BRIDGE Reasoning Process

The BRIDGE reasoning process is carried by the components just described and the
interactions between them, see 2. The components and the interactions between them
have to work concurrently to allow continuous processing of the input in the form of
sensory information and of effects on the body and brain as modeled by the arrow
”stimuli”. All these links are discussed below.

sense. Consciously received input from the environment, such as messages and obser-
vations. In the Beliefs subsystem, sensory input is interpreted in the form of belief
updates of the agent.

stimuli. Unconsciously received influences. In the Response subsystem, stimuli are
directly processed resulting in an emotional state that prepares for action. In this
way we can model unreasoned (involuntary) responses. Note that the actions carried
out can have effects that can sensed by the agent, conform [6].

interpret. Personality characteristics provide different interpretations of beliefs, by
adding extra weight or priority to some beliefs.

filter. Personality (ego) characteristics indicate possible instantiation and ordering of
beliefs. This functions as a filter on the desires of the agent at any moment. Dif-
ferent personalities give different priorities to certain types of goals, e.g., based on
cultural background (such as the desire to accumulate and show one’s wealth) and
determine different ways the agent will interact in its social setting [23,7].
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select. Possible goals are selected from current desires. Based on personality charac-
teristics (Ego) choice and ordering of goals and deficiency needs is determined.

plan. The calculation of possible plans is influenced by Ego and Growth.
generate Desires are generated from beliefs. This includes desires that are based on

the agent’s perception of its normative and cultural background.
plan select. The set of current beliefs has an impact on the plan selection process per-

formed by Intentions.
update. Beliefs are possible updated.
act Plans are performed in the environment through this link.
direct. Basic urges, the current emotional state, and stress levels direct the order and

choice of current goals.
overrule. Basic urges can become so strong that they overrule any (rationally formed)

plans and immediate action is taken corresponding to the basic urge.

5 Conclusions

In this paper we have set out a preliminary framework for building simulation support
for policy making. We argued that such a simulation tool needs to combine both macro-
and micro-level models. In order to combine these two levels we introduced a meso-
level, which serves on the hand as a place to aggregate some micro-level data for the
macro-level models as well as give macro-level input for the micro-level agents. How-
ever, we claim that an at least equally important function of the meso-level is to specify
society level elements, such as norms, that influence the agents on the micro-level.
These elements do not emerge from the micro-level neither are they used as laws of
nature from the macro-level. Rather they are used as inputs for the deliberation process
of the agents.

In order for the agents to realistically simulate human behavior, we argue that they
should also incorporate mechanisms to cope with these meso-level elements. Our pro-
posed BRIDGE model provides for potentially very rich agents. They might also be
very computationally inefficient if every action would require deliberation over all these
components. However, we also provide a ”unreasoned”, reactive layer that can be used
to bypass the deliberation. This provides the opportunity to use the deliberation only
for those elements that are of prime importance for the simulation while having reac-
tive behaviour for standard situations.

Although a new framework is easy to specify, the question is how this framework
should be implemented. In our case we envision the agents to be implemented in an ex-
tension of 2APL which can be connected to an existing simulation tool such as Repast to
provide a proper simulation environment. Finally, we will use the the OperA framework
to define the meso-level elements, and generate patterns to be used by the simulation
tool at the micro-level. Thus we have a basis for starting to actually build the simulation
tool for policy making.
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Abstract. Comparisons of simulation results (model-to-model approach)
are important for examining the validity of simulation models. One of the
factors preventing the widespread application of this approach is the lack of
methods for comparing multi-agent-based simulation results. In order to
expand the application area of the model-to-model approach, this paper
introduces a quantitative method for comparing multi-agent-based simu-
lation models that have the following properties: (1) time series data is re-
garded as a simulation result and (2) simulation results are different each
time the model is used due to the effect of randomness, even though the
parameter setups are all the same. To evaluate the effectiveness of the pro-
posed method, we used it for the comparison of artificial stock market sim-
ulations using two different learning algorithms. We concluded that our
method is useful for (1) investigating the difference in the trends of simula-
tion results obtained from models using different learning algorithms; and
(2) identifying reliable simulation results that are minimally influenced by
the learning algorithms used.

Keywords: validation, multi-agent-based simulation, time series classi-
fication, model-to-model approach, reinforcement learning.

1 Introduction

The validation of computational models and simulation results is a critical issue
in agent-based simulation because the simulation results are very sensitive to the
manner in which agents are modeled [1]. By considering this issue, several ap-
proaches have been proposed for the validation of social simulations. Axtell et al.
[2] proposed the concept of “alignment of computational models” or “docking”
that can be used to examine whether two computational models can produce
the same results. Both the computational models are minimally validated if their
results are identical. Takadama et al. [3], however, indicated that the following
difficulties arose from the use of this approach: (1) it is difficult to compare dif-
ferent computational models fairly by using the same evaluation criteria since
the models are developed for different purposes; (2) there are very few common
elements in different computational models, which makes it difficult to replace
either computational model with the other; and (3) simulation results are sensi-
tive to even small modifications in a model, which complicates the identification
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of the key elements or factors in a model that are responsible for the sensitivity
of the simulation results. In order to overcome these difficulties, they proposed a
cross-element validation method that validates computational models by inves-
tigating whether different models can produce the same results when an element
in the agent architecture is changed. This method is based not on the between
models but on a within model. The concept and method mentioned above can
be regarded as involving model-to-model approaches.

One of factors preventing the widespread application of these approaches is
the lack of methods for comparing multi-agent-based simulation results. Earlier
studies focused on models whose simulation results were single numerical values.
In the case of multi-agent-based simulation models, especially used in artificial
society, however, a variety of artificial market models have been studied. These
models are found to have the following properties: (1) time series data is re-
garded as a simulation result; and (2) simulation results are different each time
the model is used due to the effect of randomness, even though the parameter
setups are identical in every use. In order to expand the application area of the
model-to-model approach, it is necessary to establish a comparison method for
multi-agent-based simulation models. In this paper, we propose a quantitative
comparison method for these models and demonstrate its use by using it for the
comparison of artificial stock market simulations.

This paper is organized as follows. Section 2 presents the proposed comparison
method. The artificial stock market model and the learning algorithms used are
described in Section 3. Section 4 presents the results of an evaluation of our
proposed method. Section 5 discusses related research studies, and Section 6
presents the conclusion.

2 Quantitative Comparison Method

Simulation results involving single numerical values can be compared in the
coordinate system. However, such comparison is not easy when the simulation
results are in the form of time series data, similar to those obtained in stock
market simulation. It is also not meaningful to compare the simulation results
obtained by using different models only once because the results of every simu-
lation are different due to the effect of randomness, even though the parameter
setups are identical in every use. In order to overcome these difficulties, we de-
veloped a method that collects multiple simulation results from models with the
same parameter setup, these results were obtained using different random seeds.
Subsequently, the distance between two distributions of the multiple simulation
results was calculated to evaluate the difference in the models quantitatively. Our
method reduces the high dimension of time series data by employing a feature
extraction technique. Figure 1 shows an overview of the proposed comparison
method; a simplified algorithm of the method is described as follows:

1. Multiple time series simulations of models are performed under different
random seeds wi and w′

i using the same parameter setup A and setup B,
respectively, where i = 1, 2, · · · , s and s is the number of simulation results,



156 R. Arai and S. Watanabe

w1

w3

w2

w'1

w'3

w'2

Feature Extraction

x0

x1

xn-1

Distance

Feature Space...

Setup A

Setup B

Fig. 1. Overview of the proposed comparison method; each point wi or w′
i in the

distributions represents time series data obtained as a simulation result

2. Features of each time series simulation result are extracted and mapped to
an n-dimensional feature space, where n is the number of time series data,

3. The distance between two distributions in the feature space is measured.

We discuss the feature extraction technique in the following section, and the mea-
surement of the distance between two distributions is dealt with in section 2.2. In
section 2.3, we introduce a visualization technique to demonstrate the similarities
and dissimilarities relations between different distributions.

2.1 Feature Extraction from Time Series Data

The classification of time series data has been an active research topic in the field
of data mining fields [4]. The high dimensionality of time series data presents a
major problem in their classification. The high dimensionality of data gives rise
to the “curse of dimensionality” and problems related to distance metrics [5].
For example, in high-dimensional space, the distance between a given point and
the nearest data point approaches the distance between the given point and the
farthest data point [6]. However, all the data point need not be used because time
series data exhibit considerable redundancy. Thus, feature extraction should be
used to reduce the dimensionality of time series and to retain only the important
information.

When a feature extraction technique is used to compress time series data, it
is important to preserve the maximum possible amount of energy of the original
data. In the case of market simulations, most of the financial time series data
can be regarded as pink noise or 1/f noise (which is a signal with a frequency
spectrum in which the power spectral density is proportional to the reciprocal
of the frequency. This means that powers of the time series data is massing
in the low frequency spectrum). On the basis of this assumption, we perform
feature extraction by using the discrete Fourier transform (DFT). This feature
extraction technique was proposed by Agrawal et al. [7]. The DFT maps the
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time series data from the time domain to the frequency domain. The distance
between arbitrary two points in the time domain is scale-invariant with the
distance between the mapped two points in the frequency domain.

The feature extraction process is shown as follows:

1. xt is calculated by multiplying time series data and the humming window
wt = 0.54 + 0.46 cos

( 2π
n t − π

)
at time t, where t = 0, 1, · · · , n − 1,

2. The sequence −→x = [xt], in the time domain is transformed into a sequence
of n complex numbers −→X = [Xf ], where f = 0, 1, · · · , n− 1, in the frequency
domain by using the following formula:

Xf =
1√
n

n−1∑

t=0

xt exp
(
−j

2πft

n

)
(1)

where j is the imaginary unit.

In the feature extraction technique, after the transformation of the time series
data from the time domain to the frequency domain, only the first few coefficients
are retained as features and all other coefficients are discarded to reduce the
dimensionality of the data.

2.2 Distance Measure

We introduce a distance measure to evaluate the difference between two distribu-
tions of simulation results. By employing the feature extraction technique, each
simulation result is mapped to an n-dimensional feature space. Thus, the distance
between two distributions of simulation results is regarded as the distance between
two distributions of features in the feature space, as shown in figure 1. To measure
the distance between distributions, we employ the Mahalanobis generalized dis-
tance [8], in that it takes into account not only the mean values of the data set
but also the correlations of the data set and is scale-invariant. The Mahalanobis
generalized distance is defined as

D2
M (m1, m2) = (m1 − m2)tΣ−1

W (m1 − m2) (2)

where m1 and m2 are mean vectors of two distributions and ΣW refers to the
within-class covariance matrix that is defined as

ΣW =
∑

i=1,2

P (ωi)Σi (3)

=
∑

i=1,2

(

P (ωi)
1
ni

∑

x∈Xi

(x − mi)(x − mi)t

)

(4)

where P (ωi) and x are a priori probability of and feature vector in class ωi,
respectively. If the number of samples (simulation results) in classes ω1 and ω2
are identical, then the relation P (ω1) = P (ω2) = 1

2 holds.
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Our comparison method can evaluate the difference between only two dis-
tributions. When multiple distributions are to be compared, we measure the
distance between every two distributions and construct a distance matrix such
as that shown below.

Md =

⎛

⎜
⎜
⎜
⎝

1 2 · · · n

1 0 d12 · · · d1n

2 d21 0 · · · d2n
...

...
. . .

...
n dn1 dn2 · · · 0

⎞

⎟
⎟
⎟
⎠

(5)

Here, dij represents the distance between distributions i and j; further, dij = dji

and dii = 0.

2.3 Visualization Technique

In order to analyze the results of the comparison of models and to examine the
validation of models, it is important to visualize the similarities and dissimilar-
ities among multiple distributions. Generally, the distance between two points
Pi(xi, yi) and Pj(xj , yj) is defined as

dij =
√

(xi − xj)2 + (yi − yj)2 (6)

The distance can be computed uniquely when the coordinates of the two points
are given. However, the coordinates of two points cannot be determined uniquely
when only the distance between the points is known. Multidimensional scaling
(MDS) is one of the solution methods for obtaining the coordinates of points from
the distance between the points [9]. From the result of MDS, the points can be
visualized in a geometric space of low dimensionality (usually, two-dimensional
space). Using this visualization technique, the similarities and dissimilarities
between different distributions are determined.

Let us assume that the coordinates of two objects xi and xj are given as
(xi1, xi2, · · · , xip) and (xj1, xj2, · · · , xjp), where p is the dimensionality of the
space. Let k denote the origin of the space (0, 0, · · · , 0). Then, the inner product
zij of two objects xi and xj is as follows:

zij = dikdjk cos θ =
p∑

m=1

ximxjm (7)

For the triangle ijk, the following equation holds:

d2
ij = d2

ik + d2
jk − 2dikdjk cos θ (8)

Therefore, the inner product can be represented as

zij =
1
2
(
d2

ik + d2
jk − d2

ij

)
(9)
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Table 1. Condition Bits

Bit Condition
1 Price * interest/dividend > 1/4
2 Price * interest/dividend > 1/2
3 Price * interest/dividend > 3/4
4 Price * interest/dividend > 7/8
5 Price * interest/dividend > 1
6 Price * interest/dividend > 9/8
7 Price > 5-period MA
8 Price > 10-period MA
9 Price > 100-period MA
10 Price > 500-period MA

Since zij is given as
∑p

m=1 ximxjm, the inner product matrix for zij is

Z = XXt (10)

where Xt denotes the transpose of X. In order to obtain X, we consider the
minimization of an objective function Q that is defined as

Q =
∑

i

∑

j

(

zij −
p∑

m=1

ximxjm

)2

(11)

To minimize Q, we use the Eckart and Young [10] decomposition of a matrix.
First, we calculate the eigenvalues (denoted by λ1, · · · , λp) and eigenvectors (de-
noted by y1, · · · ,yp) of Z. Subsequently, by using a diagonal matrix of eigenval-
ues and a matrix of eigenvectors, denoted by Λ and Y, respectively, we obtain
the following equation:

Z = YΛYt (12)

From this decomposition, we obtain X = YΛ
1
2 .

3 The Model

3.1 An Artificial Stock Market Model

To evaluate the effectiveness of the proposed comparison method, we constructed
an artificial stock market model based on the early Santa Fe artificial stock
market model [11]. The market has only a single stock that is priced at p(t)
per share at time t, there are N agents labeled with i = 1, 2, · · · , N . Time is
discrete (t = 1, 2, · · ·); period m lasts from time t until time t + 1. The stock
pays a dividend of d(t + 1) per share at the end of period m. The dividend time
series d(t) is itself the result of a stochastic process; the process is defined to be
independent of the market and the agents’ actions. At any given time t, each
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agent i has a particular number of shares h(t) and assesses the market conditions
[12] on the basis of table 1. Each condition in the table can be either true or
false; m-period MA denotes the moving average over the most recent m steps of
p(t), i.e.,

MA(t, m) =
m−1∑

i=0

p(t − i)
m

(13)

Subsequently, each agent submits either a bid to buy bi(t) shares or an offer to
sell oi(t) shares on the basis of their own decision-making process. Here the total
bid and total offer for the stock at time t are respectively given by

B(t) =
N∑

i=1

bi(t) (14)

O(t) =
N∑

i=1

oi(t) (15)

The number of shares hi(t) with an agent i is defined as

hi(t) = hi(t − 1) +
V (t)
B(t)

bi(t) − V (t)
O(t)

oi(t) (16)

where V (t) = min[B(t), O(t)] is the number of transactions. The stock price p(t)
depends on the overall buying and selling trends of the agents.

p(t + 1) = p(t){1 + η(B(t) − O(t))} (17)

The parameter η is an adjustable parameter that influences the stock price. At
the end of each period m, each agent obtains a reward that can be expressed as

reward = ± (p(t) − p(t − 1) + d(t) − r · p(t − 1)) (18)

where r is the interest rate.

3.2 Modeling Agents

For the purpose of cross-element validation, we employ Q-learning and SARSA
[1] to update the worths of pairs of states and action in our simulation. These
learning systems are expressed in the form of eq.(19) and eq.(20). The variables
in these equations are explained in Table 2.

Q−learning : Q(s, a) = Q(s, a) + α[r + γmaxa′∈A(t′)Q(s′, a′) − Q(s, a)] (19)
SARSA : Q(s, a) = Q(s, a) + α[r + γQ(s′, a′) − Q(s, a)] (20)
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Table 2. Variables in Q-learning and SARSA

Q(s, a) the worth of selecting action a in state s
Q(s′, a′) the worth of selecting the next action a′ in the next state s′

r the reward corresponding to the payoff obtained
A(s′) a set of possible actions in the next state s′

α(0 < α ≤ 1) learning rate
γ(0 ≤ α ≤ 1) discount rate

In this study, the actions were selected on the basis of the Boltzmann distri-
bution selection method. In this method, an action is probabilistically selected
on the basis of the ratio of Q-values for all actions; this ratio is calculated by
the following equation

p(a|s) =
eQ(s,a)/T

∑
ai∈A eQ(s,ai)/T

(21)

where T is the temperature that adjusts the randomness of action selection.
Agents select their actions at random when T is high; when T is low, they select
greedy actions.

4 Experiments on Artificial Stock Market

4.1 The Relationship between Distance and the Number of
Simulation Results

The purpose of this experiment is to investigate the relationship between the
distance obtained from eq. (2) and the number of simulation results in a dis-
tribution. We set the number of simulation results to be between 10 and 1000.
Although each simulation was conducted in 5000 steps, only the last 4096 steps
were considered and those from the first 904 steps were ignored; this was because
the first 904 steps were considered to comprise the initial learning period. We
then employed the feature extraction technique to reduce the data and retained
the first four Fourier coefficients.

Figure 2 shows the result of the experiment. In the experiment, multiple
parameter setups were used; however, only the results pertaining to four cases
are shown in Figure 2. The other results also show the same trend. The figure
indicates that stable distances are obtained by measuring the distance between
distributions that include a specific number of simulation results. Thus, in the
next experiment, we set the number of simulation results in a distribution to
be 100. Although, this is expected to provide a more stable result due to the
increase in the number of simulation results in a distribution, it results in an
increase in the computational time, which is undesirable.
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Fig. 2. The relationship between distance and the number of simulation results

4.2 Comparison of Q-Learning with SARSA

The purpose of this experiment is to investigate the difference between simula-
tion results obtained by employing different learning algorithms. We believe that
when similar results are derived from models using different learning algorithms,
the results have a certain degree of validity. This is because the simulation re-
sults are minimally influenced by the manner of implementation of the learning
algorithms; this in turn prevents arbitrary modeling. Through this experiment,
we also show that our comparison method is effective in finding valid simulation
results. In this experiment, we employed two types of models − one that used
Q-learning and another that used SARSA. The learning rate α was set to be in
the range 0.0 to 1.0 for each model. We assume that α influences the simulation
result trends because the difference between Q-learning and SARSA arises from
the second terms in eqs. (19) and (20). The number of agents was set to be 30
and the other parameters were the same in both cases. Figure 3 shows the result
of the experiment. We located all the distributions in the simulation results in
two-dimensional space by employing multidimensional scaling. QL(α) denotes
the model that uses Q-learning and SA(α) denotes the model that uses SARSA.

From figure 3, the following information can be obtained

1. when α = 0.0, the simulation results appear as anomalous points;
2. when α �= 0.0, the simulation results exhibit a different trend;
3. when α is small, the simulation results are similar for both types of models.

When α = 0.0, agents act randomly because they do not learn by either of
the learning algorithms. By employing the proposed method, we can identify
the distributions of the series data of the stock price; the data are generated
by agents who act randomly from the distributions of the stock price series
generated by agents who acquire rational investment behaviours.
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Fig. 3. Result of comparison of Q-learning with SARSA

On the other hand, when α �= 0.0, agents acquire rational behaviours. The
simulation results are different because of the use of different learning algorithms
and parameter setups. This implies that the influence of the learning algorithms
on the simulation results should be investigated before investigating any complex
social problems. When α is small, the simulation results are minimally influenced
by the learning algorithms used.

4.3 Extraction of Similarity and Dissimilarity Relations by Using
Cluster Analysis

In the previous experiment, we identified similar results by employing diagram-
matic representations. However, it is necessary to define the criterion for clas-
sifying results as being similar. We utilize a cluster analysis for this purpose.
Generally, a cluster analysis is employed to classify objects into different groups
so that the objects in each group share a common merit. By applying cluster
analysis to the distance matrix shown in eq. (5), we can classify multiple simula-
tion results. Thus, to obtain simulation results that are minimally influenced by
the learning algorithms, we simply have to extract clusters that include similar
results from models using different learning algorithms.

We perform an experiment to evaluate this technique. The experimental setup
is identical to that of the previous experiment. The method employed is as follows;

1. Apply hierarchical cluster analysis to the distance matrix, except in the case
of α = 0.0.

2. Cut the dendrogram at a specific value.
3. Extract clusters that include similar results from models using different

learning algorithms.

Figure 4 shows the result of cluster analysis. We cut the dendrogram at a
threshold value of Hight = 0.5 and obtained seven clusters. Table 3 shows two



164 R. Arai and S. Watanabe

Q
L(

0.
9)

Q
L(

0.
7)

Q
L(

0.
8)

Q
L(

0.
5)

Q
L(

1.
0)

Q
L(

0.
4)

Q
L(

0.
6)

S
A

(0
.3

)

S
A

(0
.5

)

S
A

(0
.8

)

S
A

(0
.7

)

S
A

(0
.6

)

S
A

(0
.9

)

S
A

(0
.2

)

Q
L(

0.
2)

Q
L(

0.
3)

Q
L(

0.
1)

S
A

(0
.1

)

S
A

(0
.4

)

S
A

(1
.0

)

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

H
ei

gh
t

Fig. 4. Result of cluster analysis from models using Q-learning and SARSA

Table 3. Clusters that include similar simulation results from different models

Cluster1 QL(0.1), SA(0.1)
Cluster2 QL(0.2), QL(0.3), SA(0.2)

of those clusters. Thus, we were able to obtain simulation results for small α,
similar to the previous experiments. One problem faced in this experiment is the
lack of guidelines for selecting a threshold value to cut the dendrogram.

5 Discussion

The proposed comparison method consists of a feature extraction technique and
a method to measure the distance between distributions. Since the processes
involved in each technique do not depend on the structure of the computational
models, our method can be applied to general multi-agent-based models. When
classifying simulation results, it is important to use the same criteria that other
experimenters generally use for classification. However, there are diverse view-
points to analyze simulation results, and therefore, it is difficult to find a general
one. For example, in the field of quantitative economics, statistical models such
as ARMA, ARIMA and ARCH have been developed to analyze time series data
[13]. The main purpose of these approaches is not the classification of features
but their forecast. Therefore, these techniques are not suitable for our purpose.
For the purpose of classification of features, feature extraction techniques have
been employed. Since the DFT technique, a popular feature extraction technique,
is generally applied to time series data, models can be compared using the same
evaluation criteria. As the first step, we generated rough plots of the time series
data and compared them. Recently, discrete wavelet transform (DWT) [14] has
been gaining popularity. The DWT has several advantages; e.g., although it has
a complexity of O(n) and multiresolution property; however, [15] showed that
the performances of both transforms do not significantly differ.
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In our method, it is not necessary to define the objective function of the model;
this is the main difference between our method and Terano’s method [16].

6 Conclusion

To expand the application area of model-to-model approaches, this paper intro-
duced a quantitative method for comparing multi-agent-based simulation models
that have the following properties: (1) time series data is regarded as a simula-
tion result and (2) simulation results are different each time the model is used
due to the influence of randomness, even though the parameter setups in each
use are identical. To evaluate the effectiveness of our method, we applied it to an
artificial stock market model. From the purpose of cross-element validation, we
introduced two different learning algorithms, Q-learning and SARSA. Through
an experiment, we showed that the distances between those distributions that
contain a specific number of simulation results are stable. Through other ex-
periments, we demonstrated that our method is useful for (1) investigating the
difference in the trends of simulation results obtained by using different learning
algorithms; and (2) identifying the reliable features in the simulation results that
are minimally influenced by the learning algorithms used.
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Abstract. The “Keep It Simple, Stupid” principle is a recommended
rule for modelling complex phenomena. However, there must be a com-
promise between simplification and expressiveness, determined by the re-
sults produced by the model. Here we propose to gradually increase the
complexity of a model, so we can improve its behaviour. This incremen-
tal “deepening” process is an attempt to approach the real phenomena,
so resulting in a better model, provided that an accurate analysis reveals
the right steps. As application we propose an agent-based data-driven
model of the evolution of moral values in the Spanish post-modern so-
ciety. We focus on improving the demographic mechanisms so that the
system output follows the evolution of Spanish population. In order to
do that, we raise the amount of quantitative input information of the
system, improve its statistical distributions, and change the time of evo-
lution, together with other commented changes.

Keywords: agent-based modelling, agent-based social simulation, com-
plexity, demography, values.

1 Introduction

Simulation for the study of complex social phenomena is often based on multi-
agent systems, drawing on micro motives to explain and cause individual decisions
and interactions of the participant agents [20]. The role of the experimenter is in
this case to design the appropriate simulation setting and to observe the outcomes,
both in terms of overall macro behaviours, as well as individual agent trajectories
(histories over time) [2]. Many times, this aggregate behaviour is called emergent,
as the collective and even individual behaviours could not be predicted or expected
(or predictable) from the initial settings of the simulation [4].

The Mentat model [8] takes a relatively different approach from the one de-
scribed above. In fact, it uses data from a survey conducted over thousands of
people across Europe to set up the initial state of the simulation and to jus-
tify the behaviour that agents exhibit along the simulation. Instead of using
individual motives for individual behaviour, in Mentat the agent heterogeneity
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is achieved by a thorough examination of the aggregate measures taken over
those thousands of agents in the survey. Specific domain knowledge is used to
isolate the relevant groups, and then aggregate statistical measures are used to
characterise the agents in those groups and their behaviour.

Since the survey has been repeated in time, it was possible to test out the
appropriateness of this approach by comparing the survey results of 2000 with
the outcomes of 20 years of simulated time starting with real data for 1980.
This was made by focusing on the evolution of moral and political values for the
Spanish population, and results were quite accurate.

In this paper, we have identified and isolated several issues concerning de-
mographic evolution that seemed to be unaddressed or overly simplistic in the
current Mentat version. For each of these issues, we have proposed a solution
and tried it out in Mentat in a progressive deepening manner. These mechanisms
allowed us to avoid the overall decrease in population numbers, which were not
found in the real survey.

The methodology used to improve the model was the incremental deepening
of its mechanisms. It will improve the micro-behaviour for a better explanation
of the macro-level, in the same line of [5]. However, as a result of its application
we don’t want to explain the whole process, but the importance of demographic
dynamics in the evolution of values trends.

To tackle the initial absence of under-18s in the simulation we have used the
real data to generate children, their mental setting, and introduced them early
in the simulation. This fills the gap for about 20% of the population that was
previously absent.

Marriages were also absent from the initial population, agents would only get
married later during the course of the simulation. We have proposed a method
for introducing an initial set of marriages, as a more realistic picture of the
population.

Another issue concerned reproduction. Where previously only an overall pop-
ulation average was used, we have now considered some mechanisms building
on age-based clustering of reproductive women. This allows us to observe the
dynamics of reproduction among several groups of women, which is of course a
crucial matter in the study of moral and behavioural values.

The paper is organised into 7 sections. Section 2 provides context of the re-
search context for the study of moral values evolution in Spain in recent years.
Section 3 details the variables to be studied. Section 4 describes Mentat model
as an exploratory social simulation to address the issue at hand. Section 5
begins with the description of our methodology. Afterwards, the following sub-
sections illustrates the demographic mechanisms previously used in Mentat, crit-
icise their adequacy, and propose deeper ones, while we describe the details of
the implementation used in the deepened mechanisms, and how they affected
the development of the simulation. Section 6 presents and analyses the simu-
lation results, and finally section 7 concludes and proposes some directions for
future work.
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2 Research Context: The Evolution of Moral Values

Social phenomena are extremely complicated and unpredictable, since they in-
volve complex interaction and mutual interdependence networks. Quantitative
sociological explanations deal with large complex models, involving many dy-
namic factors, not subject to laws, but to trends, which can affect individuals
in a probabilistic way. According to [16], a social system is an interrelated and
hierarchical set of components which interact to produce certain behaviours. So,
we can conceive our target social system as a collection of individuals that in-
teract between them, evolving autonomously and motivated by their own beliefs
and personal goals, and the circumstances of their social environment.

The idea beneath Agent-Based Social Simulation (ABSS) is that we may be
able to understand this huge complexity not by trying to model it at the global
level but instead as emergent properties of local interaction between adaptive
autonomous agents who influence one another in response to the influences they
receive [11]. Because of that, the specification of characteristics and behaviour of
each agent is critical, in what it can affect the dimensions of the studied problem.

As part of the middle-term objective of increasing the usability of ABSS tools
for sociologists [18,19], who are usually not skilled in computer programming, we
looked for a real sociological issue to analyse. Therefore, the case under study
makes an analysis of the evolution of multiple factors in Spain between 1980
and 2000, focusing on moral values and mental attitudes. This Spanish period is
very interesting for research, due to the big shift on values and attitudes that the
society bore then. The almost 40 years of dictatorship finished on 1975, when
the country was far from Europe in all the progress indicators, including the
predominant values and modernisation level. However, the observed trends of
the values and attitudes evolution since then are analogous to the ones found
in its EU partners. Furthermore, the change in Spain has been developed with
a special speed and intensity during the studied period. The problem we are
facing is to study this complex problem: the shift in the people’s mentalities in
this society, in this period.

The Spanish society had in 1981 some more traditional and conservative val-
ues with respect to the European average, due to the dictator regimen influence.
However, in 1999, the measurements exhibit a relatively high permissiveness,
showing not only a strong convergence with European values, but also position-
ing itself as one of the most modern countries [10,15]. The strength and rapid
velocity with which these attitude change occurred in the Spanish society imply,
as a starting point in 1981, the existence of strong intergenerational differences,
that is, between different age groups, which are more intense in Spain than in
the other Western Europe countries, as shown by the European Value Survey.
The age variable ability to discriminate values and mental attitudes is in general
important in all the modern industrial societies such as those from Western Eu-
rope, but that ability is especially high in Spain, not only in 1981, but along the
whole addressed time period. Hence the importance of demographic dynamics as
a predictor of values change during the whole period, especially in this country,
which was facing a quick change process.
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The problem is faced using ABSS, but which cognitive model should be used for
the design of the agents? The widely used Believes-Desires-Intentions architecture
(BDI) [3] has been proposed as a possibility, but it has been discarded. The BDI
model, as other models based on the rational choice theory, works very well for
limited contexts, with clear objectives and roles, together with consistent defined
rules. Good examples are the industrial task-driven agents or firms in a perfect
market. But we found it useless in this general context, where the agents’ global
objectives cannot be defined. Besides, the values change process cannot adapt well
to the B+D → I classical pattern: typically, the change comes through the world
circumstances, that change the behaviour (Intentions), and only then, afterwards,
the B and D are adapted in consequence. In this case the knowledge and mental
state is more a result of the external forces than the opposite.

The values are influenced by a large number of factors. We need to cope with
the most important ones: gender, age, education, economy, political ideology,
religiosity, family, friend relationships, matchmaking and reproduction patterns,
life cycles, tolerance regarding several subjects... factors that are usually inter-
related. The statistics of these variables will evolve over time, together with the
agent network.

We consider that the best way to deal with this overwhelming complexity is to
reduce the number of independent variables to the minimum. But several studies
in the field show the difficulty of reducing the number of parameters to only a
few, as many other ABSS systems do, studying only particular aspects of the
problem. Then, we have decided to solve the problem loading huge amounts of
empirical data into the social simulation. This way, the variables loaded are not
independent anymore: they are treated as known values. The dynamic processes
that are not constant can be controlled and fixed too by empirical data: in this
case, Normal distributions with known means (average of children per couple,
average of female death age...).

Therefore, the initial data for agents of the simulation has been taken from
the results of the European Values Survey (EVS). EVS provides a source of
quantitative information and periodical results offering also data for validation
of the simulation model. EVS is run periodically (each 10 years) in all European
countries, regarding a huge number of characteristics. The data is aggregated
by country, so we can easily extract the answers of the sample of Spanish indi-
viduals. Those 2303 individuals are a good representative sample of the Spanish
society, and we can consider that their distributions of the studied variables are
equivalent to the real ones.

In the case under study, we will import the data from the EVS of 1981.
There is no available data from before that, during the authoritarian regime.
The following EVS (1990 and 1999) will be used for validating the results of the
system, as “snapshots” of the reality.

3 Variables Studied in the Simulation

The European and World surveys on values confirm an increasing change in
the values of developed industrial societies. This has suddenly occurred with
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strength in the Spanish society during the time period we studied (1981–1999).
Inglehart [9,10] has named the macro-trends that define these change in values
post-materialism and more recently post-modernisation. Halman [7] has referred
to the process of social individualisation. Both concepts are closely interrelated,
as well as related to the secularisation process, that has been more intense in
Europe than anywhere else in the World [14].

Not in every society we will see the demographic dynamics yielding the good
prediction results seen in the Spanish society. In Spain we can see an espe-
cially high discrimination ability among the values and attitudes of individuals
with several ages, sustained along at least three decades. In other countries this
intergenerational differentiation is much smaller, and so is the impact of de-
mographic dynamics. An especially appropriate example is Portugal, that went
trough a similar democratisation and openness phase in the same years, but does
not have this accentuated differentiation.

Our simulation aims to determine to which extent the demographic dynamics
explains the magnitude of mentality change in Spain. The demographic factor
does not cause nor determines the change in values, but it does exert an impor-
tant influence on the velocity and intensity in which it manifests, so (and for
this reason) it possesses an important predictive ability for its evolution, as we
will show further on. This is mostly due to the fact that the changes in values
have been chiefly (but not exclusively) generational changes, hence the genera-
tional replacements (say, the death of elders, carriers of the most traditional and
conservative values, and the arrival of youngsters, bearers of emerging values)
constitute a significant sociological inertia.

Therefore, the values of each individual remain constant, but not their aggre-
gation in the whole society, as its demography is changing with time. This reflects
the inter-generational changes, but not the intra-generational ones, also impor-
tant enough. However, this isolation is the only way to analyze and appreciate
the predictor effect of the demographic dynamics.

The variables chosen for mentality change indicators, attached to the macro-
tendencies of individualisation, postmodernisation and secularisation have been,
on one hand, a set of signals for individual moral tolerances: abortion, divorce,
euthanasia and suicide, and on another, a signal for religiosity, which classifies
the several degrees of religiosity of the population in the categories of: clericals,
low-intensity religious, alternative-critical with church hierarchy, and finally ‘not
religious.’

Furthermore, we exerted control to ensure that the evolution of demographic
variables provide an adequate response (we provide data relative to the most
important: gender and age). We also considered other variables, such as the so-
cioeconomic status, an indicator of education level, and another of ideological po-
sitioning. The latter variables are not the focus of study, nor they are controlled
in the model, but were nevertheless considered to verify the degree to which the
simulation was realistic in this other social and socioeconomic dimension. The in-
dication of education level is defined by the age in which school was abandoned
as a main activity. The indicator of social status is a standardised factor (average
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zero and standard deviation one), and ideally it should stay (close to) constant in
time. The indicator for political ideology was obtained from a scale of ideological
self-positioning in the spectrum of leftwing-rightwing positions: 1 means extreme
leftwing and 10 means extreme rightwing.

4 MENTAT: Data Driven Social Simulation Model

In previous works, we can see a progressive increasing permissiveness and moral
relativism, an important religious secularisation and a certain decrease in ideo-
logical dogmas, concomitantly with an increase in the ‘postmodern’ [10] and indi-
vidualising [7] sensibilities. Reciprocally, these trends are interconnected among
them. On the other hand, for the purpose of this study, it is especially relevant
to show that, according to Ronald Inglehart [9,10], basic values are acquired in
a relatively early stage in life, between the adolescence and the first youth, and
these will change very little later in life. This is the theoretical principle that
this prominent sociologist uses to explain the fact that the values changes that
occurred in Spain in the second half of XX century and until now, are indeed
intergenerational changes. The explanation of the changes arises from the envi-
ronmental conditions in which the socialisation of the new generations occurs.

Having in mind the generational differences so accused in Spain, in what
respects to values and attitudes, from the previous theory we infer that the
demographic dynamics in Spain should reach a high predictive value of the pre-
diction of such attitudes for several decades, since the generational gaps will
tend to keep along time. A way of showing that this theory is right is to study
the effect of demographic dynamics without taking into account the intergenera-
tional changes. If the theory is right, we should observe that the simulation data
from 1981 should adjust relatively well (even when time is taken into account)
to those obtained empirically in the later curves of 1991 and 1999.

As it has been mentioned, the methodology of research chosen will be the
ABSS, taking care in detail of the underlying sociological model, based on the
works of studies of moral values of [12,13]. A first prototype of MENTAT was
implemented, as explained in [17] and [8]. What is presented here will try to
improve the results of these other works.

The Multi-Agent System (MAS) designed was developed using agents with
several attributes: from the most simple ones such as sex or age, to others like
economic class, ideology, or divorce acceptance. The attributes have been care-
fully selected as the most important for our purposes: the evolution of moral
values. The population in the agents society (as in real societies) also experi-
ments demographic changes: individuals are subject to life cycle patterns: they
are born, can find a couple, reproduce and die, going through several stages where
they follow some intentional and behavioural patterns. Besides, the agents can
build and be part of relational groups with other agents. They communicate
with their wide Moore neighbourhood, and depending on their rate of similarity,
occasionally leading to friendship relationships. On the other hand, after finding
a couple they can build family nuclei as children are born close to their parents.
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The Mentat system may be configured to follow the parameters (such as
average number of children per couple, or mean of male average age of death)
from a specific country or import data from surveys that specify the attributes of
the agents, reflecting the behaviour of the given population (and as mentioned,
the EVS will be imported).

Besides, due to the relative simplicity of the agents, it can manage thousands
of them, reaching the necessary amount for observing an emergent behaviour
that results from the interactions of individuals, leading to the appearance of
social patterns than can be studied [2]. Study is helped by the capacity of plotting
several graphs, during and after the execution of the simulation, which reflect the
evolution of the main attributes of the social system (some will be shown later
on). These possibilities are possible thanks to the potential of Repast, the leading
framework in java programming for social simulation. The system robustness has
been tested enough to demonstrate the stability of the results, needed for the
macroscopic comparative analysis.

Now we are focused in the study of the influence of demographic dynam-
ics in inter-generational change. Therefore, not intra-generational evolution has
been implemented yet: the agents’ mental states don’t evolve internally in time
(they will always have the same level of education, ideology, or acceptance of
divorce). The global evolution of the variables that can be observed is due to the
changes on the demography (the old agents are dying, new ones are born after
reproduction, but they have very different values).

Thus, in the micro level the agents’ interactions were modelled, represent-
ing the socialisation processes. Note that these processes will not be completely
represented until the model includes the intra-generational dynamics, with the
influence between agents and so, values diffusion. Now they are limited to estab-
lishing friendship and couple links with the aim of reproduction, together with
the family links. In the meantime, the evolution of the different patterns can be
observed on the macro level.

Taking the EVS of 1981 of Spain, a sociological approach provided a spread-
sheet for the characterisation of the group of individuals which statistically repre-
sents the Spanish population. In the original system, only 500 individuals were
managed. However, nowadays Mentat is able to deal with all the individuals
presented in the Spanish part of the EVS: 2303 individuals loaded as the same
number of agents. This relation one-to-one allows a better behaviour.

Thus, these data were taken as input to generate the diverse and representative
population of agents in the model, which was simulated for a period of nearly 20
years, till year 1999. As it has been mentioned, the evolution of the big number of
variables studied can be compared with the data of the other two EVS, validating
the results of the ABSS.

Note that as the system is non-deterministic, the graphical results have some
variations at each execution. The outcome of the model should not be taken as
a static output. In all our simulations the trends were always very similar, even
though the exact data have some small comparison errors. Therefore, the system
executions have structural similarity, as defined in [6].
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It has to be remarked that, as long as we are analysing the evolution of moral
values and socio-cultural phenomena (deeply interrelated) during a long period of
time (like 20 years), and we pretend to achieve a simulated output in equivalent
quantitative terms to their real evolution, it becomes a need to implement an
analog demographic pattern of the Spanish one. And we will proceed with this
task in the following section.

5 Demographic Mechanisms

5.1 Incremental Deepening as a Methodological Approach

When building up experimental designs, it is usual to defend and adopt the
so-called KISS (“keep it simple, stupid!”) principle [2]. In some sense, Sloman’s
“broad but shallow” design principle starts off from this principle [21,22]. Still,
models must never be simpler than they should. The proposed solution for this
tension is to take the shallow design and increasingly deepen it while gaining
insight and understanding about the problem at hand. The idea is to explore
the design of agents, interactions, institutions, societies and finally experiments
(including simulations and analysis of their outcomes) by making the initially
simple (and simplistic) particular notion used increasingly more complex, dy-
namic, and rooted in consubstantiated facts (see [1]). As Moss argued in his
WCSS’06 plenary presentation, “Arbitrary assumptions must be relaxed in a
way that reflects some evidence.” This complex movement involves the experi-
menter him/herself, and according to Moss includes “qualitative micro validation
and verification (V&V), numerical macro V&V, top-down verification, bottom-
up validation,” all of this whereas facing that “equation models are not possible,
due to finite precision of computers.” Therefore, this paper will follow the same
line of his paper [5].

A possible sequence of deepening a concept, representing some agent feature,
(say parameter c, standing for honesty, income, or whatever) could be to consider
it initially a constant, then a variable, then assign it some random distribution,
then some empirically validated random distribution, then include a dedicated
mechanism for calculating c, then an adaptive mechanism for calculating c, then
to substitute c altogether for a mechanism, and so on and so forth.

The deepening procedure is meant to be used in a broad methodology in which
the space of possible designs for agents, societies and experiments is explored
through a combination of techniques that allow to discover the most adequate
features of models, having in mind the increase of insight that the models and
their explorers possess. Some of the ultimate goals of social simulation include the
explanation of phenomena, prediction of future outcomes, and even prescriptions
to tune up the effects of policies. By traversing the design space, the best designs
can be mixed and used to develop more accurate models to fulfill those purposes.

5.2 Introducing Missing Children

The initial demographic pattern that we have is a probabilistic one, with a rep-
resentative distribution given by the EVS of 1981 (where the maximum random
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error limit is ≈ 2.08%, the trust level is 95.5% and p = q = 50%). This dis-
tribution represents the Spanish population, with the adequate distribution in
many different variables: education, economy, ideology, values, etc. But there is
a methodological problem difficult to face: as it is based on a survey, we found
no data from underaged people. Children don’t make surveys, and the problem
is not the limit of age, because we will always find a small range of age that is
not able of giving us the appropriate answers. The problem could be ignored if
we consider just the very short-term. But dealing with 20 years evolution, the
problem is deep and important: in 1999, all the children in 1981 are adults (even
the ones of 0 years, that in the end are 18) capable of reproducing and altering
the global patterns. Furthermore, those “children” (some of them have 17 years,
that would very likely reproduce in the 80’s) represented the 23.33% of the total
Spanish population at that time... a too big amount for being ignored, especially
considering that lots of them will reproduce during those 20 years. As a side ef-
fect of these “missing children” (and as important as that: the missing children
that should be born from them but are not) the population of the simulation
drops more than a 20% during those 20 years (a whole old generation dies, but
only a few children are born).

So the first task has been to introduce that big amount of individuals that
we do not have data from. The characteristics of the underaged born after 1981
are based in the EVS-1981. Although the initial idea was to use the information
of the EVS-1990 to generate them, it was discarded because of several reasons.
A big part of them (the closest to 18 yeas) were much more similar to the 1981
group than to the 1990 generation. Besides, the 1990 data would give individuals
already changed by the influence of other circumstances, and we want to study
the influence of demography in these variables. This way we will still use the
other two EVS just for validation, and the work will continue being general
enough (considering that, in many cases when trying to make predictions, we
don’t have available “future data” compared with the initial time).

As we have available the population pyramids for these periods (in the official
statistics), we can easily know how many individuals of each range of ages we
need: in total, 716 new agents that are included. Their characteristics have been
assigned from other existing agents of the EVS-1981, chosen randomly from the
ones under 30 years. This way of proceeding is justified in that the children
should be similar to the youngest ones available. We are aware that in the real
society this new generation keeps values slightly more modern than the simulated
ones, but with the options available, it turns to be an acceptable approximation
for solving the problem without an exponential growth of complexity.

But solving this demographic problem, including the underaged with a group
of characteristics equivalent to an adult, raises two new inconveniences. First,
it disrupts reality as long as children are not mature enough for having stable
values. Second, it makes it difficult to compare with the available empirical data
(basically, surveys and studies made after 1981), always done only to people over
18 years. Both problems can be solved filtering the output of the simulation: the
ones related to the variables measured (as if we were doing a survey in the
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actual population of the simulation). Anyway, some demographic statistics will
remain unfiltered (total number of agents, percentage of children and adults,
and others).

5.3 Introducing Initial Marriages

After the “jump” from the Mentat with (around) 2300 individuals to the Mentat
3000 (being precise, we should have called it Mentat 3019), we still found struc-
tural deficiencies concerning the demography management in the system. It can
be observed that in the first years of simulation no agents are born. Obviously,
this is completely unrealistic, and the reason of this misbehaviour is that the
agents begin isolated from each other (close, but with no links between them).
They invest their first years in the simulated world in finding friends, and maybe
a couple. When the population as a whole has already established a robust linked
network, they begin showing the expected macro output.

Then, for dealing with this small difficulty we have to introduce the needed
initial marriages, as we did with the needed initial children. But, even though
we have the percentage of people that should be married (and even the agents
that are married or not, as it is given in the EVS), we can’t know with whom
(it depends on the network distribution, as an agent only have communication
with his local environment).

As we couldn’t load this missing information, and although we could have
forced the links by inventing them, we decided to let the agents decide with
their criteria. First, we loaded the information available: which agents are mar-
ried/single in 1981. Second, we let the simulation begin... but freezing the years
counter. In this special period (named “Phase B”), the agents neither get older,
nor have children, nor die. But they do communicate with each others, building
new friendship and couple links (taken into account if they should be married
in 1981). After a certain period of “steps” (the minimum measure of simulated
time) have passed, the “Phase B” finishes and the years counter begins. This
way, the real simulation begins with the agents already linked, and since 1981
new agents are born, achieving a much more realistic global behaviour.

5.4 Deepening Population Dynamics

With the last changes, new dilemmas arise. In the previous Mentat 2300, before
all these new changes, the agents only searched for a couple whenever they
wanted to reproduce, so the number of total couples was the same as the number
of couples with children. But now, taking into account the agents already married
before 1981, this doesn’t make sense. The most part of those old couples probably
had already all the children they wanted to have, and shouldn’t have more in the
80’s and 90’s. So we need a way to find out who wants to have more children.

This fact is determined by multiple factors (economic class, religiosity...) but
the one that beats them all as the biggest weight in the election/possibility
of having children is the age. With the data available, and with the statistics
technique of nonlinear regression, we can build an equation that will allow us to
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determine the probability of having children of a given individual of certain age.
For example, an agent of 35 years old has only a 23% of probability.

The same mechanism can be used for other needed choices. Instead of loading
the information of being single from the EVS (as mentioned in the last subsec-
tion), we can calculate it through another regression equation, so it is generalised
and usable for every agent (and not only for the loaded ones).

To continue to try to achieve the demographic convergence with the target,
we decide to substitute the quite simple way of deciding the number of children
(a Normal distribution with centre on the Spanish average in 1981) with the
regression equation of birth rate considering the actual year. The change on the
behaviour is immediate, as the birth rate has decreased rapidly in those years
(from a 2.2 falling to 1.19). It has to be compensated with the introduction of
a proper distribution for life expectancy (by the way, two equations, as they are
completely different for men and women), replacing the previous Normal one.
In this case, it has been increasing thanks to the improvements in health and
quality of living. Lastly, we cannot ignore that the age of mothers when having
the first child has been increasing significantly. Therefore, we exchanged the last
normal distribution for another appropriate regression equation based on the
data available.

Now the life cycle of an agent has changed, being more complex, but still easily
understandable. Its much richer in information, as it uses more data from the
EVS, together with some equations (generated from empirical data). However,
this solution has its own limitations. The first two equations, based on age, try
to solve the problem of “time,” as an agent has different behaviour depending on
his/her age. But the equations themselves evolve in time too. Maybe that agent
of 35 years old has a 23% of probability in 1981, but a 28% in 1995. Anyway,
the calculations would turn to be thorny and unnecessary complicated for the
small real difference that it would entail. And the other equations, that take into
account the year instead of the age, do not imply this difficulty.

6 Results and Discussion

In table 1 we can observe a comparison between the different evolutions of a
sample of chosen variables, in the period studied. The measurements have been a)
made by extracting the information from the three different EVS of those years,
b) from statistical calculations (over several executions) in the previous version
of the system, Mentat 2300, in the specified years, and c) equivalent calculations
made in the new Mentat 3000. All variables are calculated considering only
the individuals over 18 years. We extracted a wide range of different statistical
measures to test the consequences of every change. Even so, we are showing
here mainly means and percentages, as they can easily reflect the behaviour of
the whole population. It is important to mention that the high stability of both
versions of Mentat has simplified the analysis, and we can conformably assess
that these values have a minimum error between executions.

We can begin the analysis of the results by the most simple measure: the
gender. Its evolution is steady, but it has a small change in 1990. This change
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Table 1. Validation: comparison between EVS, previous version and the more complex
one

EVS Old Mentat 2300 New Mentat 3000**
1981 1990 1999 1981 1990 1999 1981 1990 1999

GENDER
Men 49 47 49 49 48 48 49 48 49

Women 51 53 51 51 52 52 51 52 51

Age (mean) 45 43 46 45 51 57 45 47 49
% 65+ years 15 13 19 15 23 31 15 19 24
% 65+ years* 16* 18* 21*

% SINGLE 28 29 29 100 82 79 100** 42** 35**
% SINGLE*** 100*** 34*** 30***
% SINGLE**** 100**** 29**** 28****

AGE END OF STUDIES 16 N/A 17 16 16 16 16 18 18
ECONOMIC STATUS 0 N/A N/A 0.028 0.062 0.095 0 0.09 0.105

IDEOLOGY (mean) 4.85 4.65 4.75 4.85 4.82 4.73 4.85 4.74 4.59
IDEOLOGY (%)

Left 29 33 31 29 30 32 29 33 36
Centre 18 19 23 18 17 18 18 18 17
N/A 30 25 24 30 30 29 30 29 27
Right 22 23 21 23 22 22 23 22 20

TOLERANCE MEASURES
(scale 1 to 10)

Abort 2.89 4.43 4.58 2.89 2.96 3.06 2.89 3.08 3.3
Divorce 4.79 5.65 6.24 4.79 4.92 5.09 4.79 5.13 5.4

Euthanasia 3.18 4.17 4.95 3.18 3.24 3.34 3.18 3.43 3.6
Suicide 2.26 2.25 2.95 2.26 2.29 2.35 2.26 2.36 2.5

RELIGIOUS TYPOLOGY 1981 1990 1999 1981 1990 1999 1981 1990 1999
Ecclesiastical 33 25 22 33 31 29 33 29 25
Low-Intensity 22 26 23 22 23 22 22 23 22
Alternatives 14 17 19 14 14 15 14 16 16
Non-religious 31 32 35 31 31 33 31 34 37

POPULATION GROWTH +8%* +1% +7.2%**
POPULATION GROWTH*** +8.6%***
POPULATION GROWTH**** +10%****

*: The source is the Spanish population census of the years 1981, 1991 and 2001
(INE, Spain). EVS does not shows accurately these data.
**,***,****: With a “Phase B” of 100 steps, 500 steps or 1000 steps, respectively

is not shown at all in the old system, but can be appreciated quite well in the
new one. On the other hand, the age mean increases just a bit (+2%), but in
both Mentat’s we see an incorrect higher rising. Anyway, it’s clear that the old
version has a much worse output (+22%) than the new one (+8%).

To analyse the percentage of old people has more importance than the previ-
ous variables. Its evolution reflects an important part of the population pyramid
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structure, it is more sensible than the others, and it suffers bigger changes. The
EVS data is not accurate here, because it takes into account other factors, but
in the table it has been included the data from the census as empirical source.
The increase, as before, is ridiculous in the old case, but moderately good in the
new one.

The percentage of single individuals in the population is a factor related to
the agents network. A single individual is the one that or a) does not have
single adult opposite-sex friends to have as a couple, or b) it does not want to
have a couple (for example, because it is a child). In the beginning, the agents
find the problem (a), but with time the network should grow in complexity and
cohesion, so the predominant problem is (b). We can see that the percentage of
singles should remain quite stable near 30. However, in both Mentat’s we see
a surprising “100” in the beginning. This can seem weird, as in all the other
measurements the 1981 value matches the EVS. The logic beneath this is that
the measurement of 1981 has been done in the very beginning of the simulation,
even before than “Phase B” (the introducing of friendships and marriages before
the years counting). And so, in that moment, all the agents are isolated, so all
find themselves with the problem (a). Obviously, the size of the “Phase B” is
crucial for this variable: the more time you leave them to interact, the more
couples you will have. We will leave apart the Mentat 2300, with useless output,
and concentrate in the new one. We have tested with three different sizes: 100,
500 and 1,000 steps (one year, when they are been counted, is 50 steps), and
the different outputs are in the table. After the “Phase B” the network acquires
consistence and approaches a lot to the ideal value (that is just measuring the
connectivity between nodes). We can see how a wider size gives more cohesion:
with 500, we achieve the ideal after 1500 steps (500 of “Phase B” plus around a
thousand of the nearly 20 years of simulation), and logically it can be achieved
before with 1000, after the same 1500 steps (1000 of “Phase B” plus 500 of 10
years). The stability after that objective is achieved (in 1999 it is still nearly 30,
instead of continuing the falling) matches accurately the observed reality, and
can lead us to the situation where the problem (b) is the widely dominant. From
the Social Network Analysis point of view, we could say that this is a property
of small-world networks.

On the other hand, the size of “Phase B” has another logical effect: the more
couples we have, the more children will be born. Anyway, as the most part of
the young couples find someone always, it does not have a big influence in the
population growth. As we can check in the end of the table, the real growth
in that period is around +8%. The previous model fails again, but now, with
different sizes, we achieve much better results. The side effect of the extra 1000
steps that gave great results with the percentage of singles yields a bigger error
here. It has to be mentioned that there are no other important side effects, so
we have not shown the other variables with other sizes different than the usual
one of 100 steps.

The level of studies shows a slight rising that is approximately shown in
the simulation. But the education is categorised (in five ranges), so it cannot be
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appreciated properly (only with the “jump” from 16 to 18). The economic status
is not calculated properly in the EVS, but it is known that should remain stable
or with a minimum increase, and this is exactly what happens in the simulation.

The political ideology follows a similar trend but with some more slope, in
the means and in the different percentages. The tolerance measures are in the
same case: slower increase than in reality, and in both measures the differences
between the two ABSS are not particularly big. This is due to several facts.
First, we have not modelled the intra-generational changes, so the agents main
attributes remain static over time (and these variables are extremely sensible to
those influences). Second, the new generation introduced (the 700 agents) have a
very similar characteristics to the ones from 18 to 30 (as it has been explained),
but they should be more modern than that. Finally, the simulation is not able
to display the slight move to the right that occurred in the Spanish society
during the governments of Joseé Maŕıa Aznar (1996-2004). But that would be
too much to ask from a simulation drawn from 1981 data, while Spain was still
in the period of democratic transition.

One of the best indicators for the evolution of values that we have available
here is the religious typology, strongly based on them. As we can see, the values
are predicted with a very good accuracy, regardless the different curves that each
type follows (rapid fall, hill, smooth rising and smooth growing, respectively).

7 Concluding Remarks

Overall, we can say that we accomplished our objective of improving the re-
sults of Mentat through the deepening process. The Mentat 2300 gives quite
good trends in some important aspects of the simulation, like the evolution of
the religious typology or the political ideology. But, as it has been commented,
it has deep problems dealing with the demography of the agents population.
With Mentat 3000 we have addressed these problems, keeping the good results
that Mentat 2300 achieved, and improving a collection of other indicators. This
methodology has been followed, isolating every part that should increase its
complexity, re-implementing it, analysing the result of the step, and compar-
ing it to the previous situation and the reality. The result is a model that is
still quite simple, especially considering the problem studied. But it has been
growing in complexity gradually from the previous version, so now it can deal
better with several issues. We have successfully tried to combine simplicity and
expressiveness.

As a sociological conclusion, we can extract that the determinism of demo-
graphic dynamics in the prediction of social trends is, as we can support by the
good results, far more important than what it was expected. Further research
should be addressed in this direction, better with other completely different en-
vironments that could support the same statement.

After the analysis of the current variables, we suggest that the use of Social
Network Analysis (SNA) techniques in combination with the deepening process
could be very helpful, as the monitoring of the consequences of every design
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option could be tracked. Ideally, with automatic testing programs that did not
require lots of computational effort, each execution could be deeply analysed and
compared with all the previous ones, to build a tree of changes with its SNA
measurements associated.
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Abstract. This paper summarises work within an interdisciplinary col-
laboration which has explored different approaches to modelling complex
systems in order to identify and develop common tools and techniques.
We present an overview of the models that have been explored and the
techniques that have been used by two of the partners within the project.
On the one hand, there is a partner with a background in agent-based
social simulation, and on the other, one with a background in equation-
based modelling in theoretical physics. Together we have examined a
number of problems involving complexity, modelling them using differ-
ent approaches and gaining an understanding of how these alternative
approaches may guide our own work. Our main finding has been that
the two approaches are complimentary, and are suitable for exploring
different aspects of the same problems.

1 Introduction

The NANIA (Novel Approaches to Networks of Interacting Autonomes) project
has brought together researchers from a variety of fields who are studying com-
plex systems in which stability, robustness and fitness for purpose emerges
through the interaction of evolving, interacting networks of diverse ‘autonomes’
(where ‘autonome’ is a term adopted by the project to refer to any interacting
multi-state system which can encompass cellular automata, agent, organisms or
species). The aim has been to determine global principles with which to describe
or control complex autonome systems – an ambitious goal, which was acknowl-
edged from the start was only likely to be partially fulfilled.

In this paper, the work of two groups within the project is examined, particu-
larly the attempts that have been made by the group members to tackle
common problems. On the one side, we have a group with a background in agent-
based social simulation. On the other, a group with a background in theoretical
physics. The application areas studied by both groups are diverse, and the ap-
proaches to modelling have been quite different, with one group starting from the
agent-based approach, and the other from an equation-based, or system dynam-
ics, approach. Each of these approaches has its benefits and limitations, as will be
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discussed in this paper. In addition to these two approaches, we discuss a third
approach that has been taken, which here we call “individual-based modelling.”
“Individual-based modelling” as we have termed it does not involve keeping track
of individual entities in the way that agent-based modelling does, but is a discrete
equation-based approach (as opposed to the physicists’ original equation-based
approach which uses continuous values). This approach has been adopted in an
attempt to bridge the gap between the approaches of the two groups.

The two groups entered the project each with a particular application area
of interest: in the case of the social simulators, tag-based cooperative groups,
and in the case of the physicists, food web evolution (which are explained in
Sections 2.1 and 2.2 respectively). Both of these applications are examples of
complex systems, in that the behaviour of the system as a whole is strongly
dependent on the interactions between individual entities within the system. It
is possible to predict certain general properties of the system, such as the types
of patterns one would expect to see at the system level, but predicting the actual
system state at a given time is not possible. The purpose of models of these sys-
tems is thus not in predicting future states per se, but to gain an understanding
of how different variables affect certain aspects of system behaviour. For example
in tag-based systems, the average level of cooperation is a measure of interest,
and in food webs the sensitivity to invaders (new species) is one.

Interactions between the two groups during the project has led to different
modelling techniques being applied to the same problems, as part of the process
of knowledge sharing. This paper focuses on these shared exercises, discussing
the different modelling techniques, the shared problems, the benefits and pitfalls
of the different techniques, and the lessons learned. We start in Section 2 by
presenting three key problems that we have looked at, then discuss each of the
three modelling approaches (equation-based, agent-based and individual-based)
in Section 3. We then present a discussion of our shared experiences in Section 4,
followed by our conclusions.

2 A Medley of Models

A number of models have been developed by these two partners, some in iso-
lation, and others in collaboration. In this section three key problems are pre-
sented: the first two being the starting points for each of the partners; the third
was chosen as a problem that was of interest to both groups. Some details of
implementation may be found in the following sections, but as we are limited
by space we urge interested readers to follow references or contact the authors
directly for full details.

2.1 Tag-Based Cooperative Groups

Tag-based cooperative group formation was the original focus of the social sim-
ulation research group in this project. Tags are properties of an agent that are
observable to others but not hard-wired to its behaviour. Initially suggested by
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John Holland [1] they allow (under suitable conditions) the self-organisation of
selfish agents to maintain relatively high levels of cooperation.

Tag-based cooperationhas been explored in two scenarios as part of this project.
The first is in a world of ‘symbiotic’ sharing, in which agents have the ability to
harvest only a subset of the resources that they require in order to exist, and rely
upon the generosity of their peers to donate additional resources [2]. Further work
has focused on the SLAC (Selfish Link-based Adaptation for Cooperation) algo-
rithm for tag-based cooperation [3], which is used for tasks in which agents must
rely on their neighbours for assistance in completion. Rather than using tags in the
traditional sense, this algorithm works by allowing agents to observe the behaviour
of other agents and some measure of their success, and then use this information
to adapt their behaviour following a particular set of rules.

Both of these systems have been shown to achieve periods of very high levels of
cooperation, although they also exhibit critical states in which almost nothing
is achieved. Variants on the SLAC algorithm have been explored looking to
improve system performance [4,5] (with limited success), and ongoing work seeks
to explore tasks which involve chains of cooperative agents, rather than simple
pair-wise cooperation.

2.2 Evolution of Food Webs

Food web evolution is one aspect of this project that has been discussed before
in the MABS forum when in 2006 Norling contrasted two different approaches
to modelling the problem [6].

Traditional models of predator-prey relationships, such as the Lotka-Volterra
equations, focus narrowly on single predator, single prey relations. Natural eco-
systems however typically involve a large number of species: one hundred and
eighty-two were identified in what is widely regarded as the most comprehensive
study to date: that of Little Rock Lake, Wisconsin [7]. In these large food webs,
a species may be basal, in which case it ‘feeds’ solely from the environment,
but may have multiple species preying upon it; it may be a top species, having
no predators but possibly several species upon which it preys; or it may be
intermediate, in which case it would have one or more each of predator and prey
species. Figure 1 illustrates an example simplified food web of this type. These
different possibilities for interaction give rise to a dynamic network as well as
population, where the dynamics of the population affects the structure of the
network and vice versa.

Although several models of network structure of these large food webs have
been proposed (as summarised by Dunne [8, Box 1]), these have focused on
static structures, not incorporating the dynamism of natural webs. In particu-
lar, mutation in natural environments leads to new species in the web, which
can have dramatic effects on the overall web structure. The physicists involved
in this project have developed a series of models that attempt to capture the
evolving structure of these webs over time [9,10,11,12], and members of the
social simulation group have attempted to produce an equivalent agent-based
model [6].
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Fig. 1. An illustrative example of a food web. Species 1, 2 and 4 are basal species, 3,
5, 6, 7 and 9 are intermediate species, and 8 is the sole top species.

Extensions to Food Web Evolution. A significant simplification in the food
web model described above is its assumption of spatial homogeneity. If territori-
ality and the boundaries of species range (for example due to altitude) have ob-
servable effects on food web structure, these will not be discernible in the existing
models. Furthermore, while the models above do incorporate mutation, invasion
of the web by a new species is a slightly different proposition, as in the latter case
the new species may be significantly different from existing species, rather than a
slight variant. Extensions to the above work have looked at these issues.

2.3 Opinion Dynamics

Opinion dynamics refers to a wide range of problems, where there are a set
of individuals each of which has a particular opinion (from a given range) at
any one time. The interactions of members of the group lead to changes in the
opinions over time.

The original and best known models in this area are the family of models
starting with Deffaunt et al [13]. In these models, agents interact in a pairwise
fashion (either randomly chosen pairs or restricted by a given social network)
with the opinion of one node affecting that of the other to make it more similar
to its own, and having a greater impact the closer or more coherent are the two
individuals’ opinions. The overriding dynamic in such models is the clustering
of individuals into ‘groups’ with similar opinions – the key questions being how
many clusters form, how long does it take and how stable they are.

Departing from the spirit of Deffaunt et al’s models, the teams developed a
new simple starting point model. This had a fixed number of nodes and directed
arcs between these. Each node has a numeric value representing the strength
of its belief on a certain issue as well as a value representing its susceptibility
to influence by another. During each iteration of the simulation, a random arc
is selected and the the opinion of the node at the origin of this is copied into
that of the destination with a probability of its susceptibility. Thus eventually
(without noise and given the network is connected) all nodes will have the same
opinion and change will cease.
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A second related model was an already investigated model of phoneme change.
This had the structure of the one described immediately above, where the opin-
ions were of the form of a discrete probability distribution representing the
chance of uttering each of a set of pronunciations of a word. In each pairing
the origin node makes a number of utterances randomly selected according to
the distribution. Each utterance is heard by origin and destination node, and
changes or updates those probabilities such that those heard more often become
higher. This model has been used to try and estimate parameters for a notable
case study - the emergence of a coherent New Zealand accent [14]. Very general
analytic results about the dynamics of this model are reported in [15].

A third model was specified with a view to modelling the process of consensus
formation among a population of separately reasoning agents connected in a
social network [16]. Here the opinion of each agent can be thought of as a binary
string, where each bit indicates the belief (or not) of each of a sequence of
possible beliefs. There is a consistency function from possible bit strings to the
interval [-1, 1] that indicates the consistency of this set of beliefs. The copy
process involves the copying of a single bit from origin to destination according
to a probability determined by the change in consistency that would result in
the destination node. There is also a ‘drop’ process done by single nodes which
may drop a belief according to a probability related to the change in consistency
that would result from this. Thus it is much more likely that the consistency of
the beliefs in each node will increase over time, and also that nodes with similar
beliefs will be clustered together.

3 Three Different Approaches to Modelling

As previously mentioned, between the two groups we have tackled the above
problems (and others besides) using three different types of modelling. Here we
explain how these approaches work, using the food web evolution problem as an
example. In the following section, we discuss the issues that have been raised by
the different approaches and the ways in which the two groups have influenced
each other.

3.1 Equation-Based Modelling

Equation-based simulation, or system dynamics models, attempt to capture the
behaviour of a system with a set of equations. These equations are derived from
an understanding of individual behaviours, but there is no notion of individuals
within the models, and variables are typically continuous valued.

Take for example the equation governing short-term population dynamics in
the food web model of [9]:

N(i, t + 1) = γi,0R +
∑

j

γi,jλN(j, t) − λN(i, t)
∑

j

γj,i (1)

where N(i, t) is the number of resources (assumed to be equal to the number of
individuals) of species i, R is the number of environmental resources and λ is the
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fraction of the resources of any species exposed to predation. These resources are
divided between predators such that

∑
j γj,i = 1 if species i has any predators,

and is zero otherwise. The first two terms in equation 1 are the resource gains
of species i from the environment and its prey species respectively, while the
final term sums losses to predators. Gains γ are not evenly distributed between
predators, hence some predators are more efficient and become more populous
than others. Since γ and λ are not in general integer, populations N are not in
general integer either.

Unless there is a natural reason to use discretised time, equation 1 is often
written as a set of differential equations,

dNi

dt
= γi,0R +

∑

j

γi,jλNj − λNi

∑

j

γj,i − Ni, (2)

where the new final term makes explicit the fact that resources are lost between
time steps in equation 1. If equation 1 represents discrete generations, resources
are lost with the death of the preceding generation. Equation 2 makes such losses
an ongoing process, implying overlapping generations.

3.2 Agent-Based Modelling

Agent-based simulation should not need any explanation for this audience, but
for the sake of completeness we will explain here how it has been used in the our
work.

In agent-based modelling, each individual within the model is tracked sepa-
rately, so that at any instant it is possible to know the state of any individual, not
just the state of the system. Agents also typically have some degree of autonomy,
in that they are pro-active software, ‘reasoning’ about their world and ‘choosing’
to act, rather than simply being instructed to change state. In an agent-based
model, entities of the same type can have some degree of heterogeneity. (For
example, in a food web members of the same species may have different size
or hunger.) In agent-based social simulation, one is usually concerned with very
large numbers of agents, and for the sake of computational time, this limits the
complexity of the internal state of these agents (compared, say, to those used by
cognitive modellers).

As an example, consider the agent-based model of food web evolution that was
constructed to attempt to replicate the results of the system dynamics model
based around equation 1. The population dynamics in this model are defined by
the interactions of individual agents, following this scheme:

At each time step, the population is shuffled, then for each agent

1. The agent randomly selects a prey, or the world, upon which it will feed,
with weighting of prey versus world corresponding to the total population
versus number of world resources.

2. If the agent can feed upon its prey (or the world as the case may be), the
prey (or a fraction of the world’s resources) is consumed, with the agent
receiving a proportion, λ of the prey’s resources.
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3. If the agent received enough resources while feeding (that is, its total resources
> 1), it will reproduce. Offspring are given the agent’s excess (over 1) re-
sources; the agent is left with 1 resource in its stores.

Note the use of attempt to replicate above. As will be discussed in Section 4
in fact it proved impossible to replicate the results. We believe that the failure
was due to the use of continuous variables in the equation-based model versus
the inherently discrete nature of agent-based modelling – the agent-based model
was far more sensitive to low population values than the equation-based model.
This was part of the motivation for introducing the third modelling approach:
being a discrete equation-based approach, it was hoped that it would help to
bridge this gap.

3.3 Individual-Based Modelling

The individual-based simulation is based on the Gillespie algorithm, an essen-
tially exact method for modelling chemical reaction schemes introduced by [17].
This method uses continuous time but discrete states, where individuals are
represented by the occupancy of particular states. The model is updated by
identifying probabilistically the next event to occur and the time after which it
happens based on known transition rates, and updating the states accordingly.
Originally envisaged as a means of simulating chemical reactions in cells having
only a few molecules of each reactant, a simple scheme might include one simple
reactant and its dimer. One possible reaction is that two molecules of the reac-
tant come together to produce a molecule of the dimer. Whenever this reaction
occurs, the population of the reactant is decreased by two, and the population of
the dimer is increased by one. By incorporating the details of the chemistry into
the transition rates and adding more chemical species and transitions, complex
schemes can be assembled.

As a worked example of an individual-based simulation, we consider the equiv-
alent reaction scheme to the example in Section 3.1. If there are S species such
that 1 ≤ i ≤ S for species i, then we need to track S non-negative integers to
monitor the populations. We add a further countable to represent the environ-
mental resources, although these are conserved in the example being considered.
Equation 2 can be modelled by three generic ‘reactions’. The corresponding reac-
tion rate coefficients are written above the reaction arrow; the total rate of each
reaction is found by multiplying this coefficient by the product of the abundances
of the reactants. The first reaction,

R γi,0 > R + I, [I]

models the addition of resources to species i at rate γi,0R, with conservation of
resources.

J γi,j > I, [II]

models the conversion of resources of species j to those of species i at rate
γi,jJ , and
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I d > ∅, [III]

models the loss of resources of species i corresponding to the final term in equa-
tion 2. We have written the reaction rate coefficient as d although from equa-
tion 2, d = 1. The total reaction rate of the system is given by summing the
individual rates, and the expected time until the next reaction occurs is the
reciprocal of this rate, hence

texp =

⎛

⎝
∑

i

γi,0R +
∑

i

∑

j

γi,jNj +
∑

i

dNi

⎞

⎠

−1

. (3)

At this time a reaction is chosen at random with probability proportional to its
reaction rate. Supposing that Reaction II were chosen with i = 2, j = 1, then
the population of species j would decrease by one, and the population of species
i increase by one.

The advantages of this type of individual based simulation are that some
detailed rule-based behaviour can be incorporated at a population level, and
membership of relevant groups within a population can be tracked. The large-
population behaviour can be approximated with an equation-based scheme, but
for small populations the individual-based simulation can produce more realistic
results.

4 Finding Common Ground

There was of course some common ground even before the project started; that
was the premise for bringing together such a diverse range of groups (which
as well as the social simulators and theoretical physicists represented here, in-
cluded ecologists, geophysicists, biologists and linguists). Despite the diverse
problem areas and modelling techniques, many of the system-level properties of
the problems studied by the different groups were similar. For example, both
the tag-based cooperative groups and the food web showed three recognisable
phases: stable relative equilibrium, parasitic behaviour (where one group/species
was drawing on resources without supplying any), and collapse of the system. In
both cases, the first of these states is obviously the desirable one, so questions
arise about how maximise the time spent in that state.

It is not surprising that each group within the project has approached prob-
lems using the tools and techniques with which they are familiar. Nor is it
particularly surprising that presented with the same problem, different groups
would model it in different ways. What we hoped to achieve by looking at the
same problems was a better understanding of each others’ approaches, in order
to derive the general principles that were the main goal of this project.

4.1 Common Ground on Food Web Evolution

The food web evolution problem seemed a natural place for the agent-based
modellers to meet the equation-based modellers, as two-species predator-prey
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relationships are commonly used as introductory assignments for agent-based
modelling (often presented as ‘wolves and sheep,’ or ‘foxes and rabbits’), and are
also often explored in the context of multi-agent learning (for example, Grefen-
stette’s work[18]). Multi-species food webs would be a natural extension to this.
Furthermore, an agent-based approach would allow us to explore some of the
assumptions that are encoded in the equation-based approach. In particular, the
equation-based approach assumes that individual differences do not impact on
the food web structure. For example, in that model one ‘resource’ is seen to be
equivalent to one individual, regardless of the species. In the natural world, mem-
bers of different species have vastly different sizes. It might be that the larger
species have a proportionately smaller number of individuals (which would jus-
tify the assumption), but there is no concrete data on this. With an agent-based
model we would be able to explore the impact of this and similar assumptions
on the results.

However in order to explore the results of loosening any assumptions, it was first
necessary to construct an agent-based model that incorporated the same assump-
tions and replicated the results of the equation-based model. As discussed in Sec-
tion 3.1, equation-based models are derived from an understanding of individual
behaviour, and so it was possible to turn to the original derivation of Eq. 1 and re-
lated equations for inspiration on the model. Unfortunately the original formula-
tion of the equations in [9] included one set of equations – those designed to account
for competition for resources – that were not directly derived from individual be-
haviour. Without these equations, the model did not generate realistic food webs,
so they were an essential element of the model. However because there was no un-
derlying reasoning behind these equations, these equations were hard-coded into
the equations, rather than encoding them as “meaningful” agent behaviour.

Having done this, we attempted to replicate the results of the equation-based
model. Unfortunately, although we were able to generate some multi-layered
food webs, they did not match empirical data (in terms of size and structure)
as well as those generated by the equation-based model. In addition, the agent-
based model spent far less time in a multi-layered state than the equation-
based model, collapsing very easily and frequently to a world with just one
or two species. Having said that, the agent-based model was not able to be
run over an equivalent time frame as the equation-based model because of the
computational resources required. This was a known shortcoming of the agent-
based versus equation-based approach, and it is possible that given a longer
running time, more stable food webs would have emerged in the agent-based
model. Unfortunately we did not have the resources to test this hypothesis.

The simplification of real-valued populations in the equation-based model al-
most certainly had an impact on the different results in the agent-based model.
When species are newly introduced or near extinction, their populations are
small, and hence highly susceptible to fluctuations. In particular, it is question-
able whether it is reasonable to allow species to persist at populations marginally
greater than one, but become extinct if their population becomes marginally less
than one. Furthermore, some dynamical systems exhibit cyclical behaviour when
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a detailed examination using discretised populations is performed, but approach
a steady solution if continuous populations are assumed. Dynamical fluctuations
in populations could have important consequences for food web structure, and
their absence should not be assumed.

It was in part for this reason that the third modelling method was intro-
duced. The individual-based model of food webs captured the system behaviour
within a discretised set of equations, which still incorporated the assumptions
of the original equation-based modelling, but no longer allowed for the exis-
tence of fractions of individuals. Statistical properties of the equation-based food
web model, such as the number of species and the number of feeding links per
species, can be characterised as a function of the resources supplied to the food
web [19]. This quantity determines the number of individuals that can coexist.
Whereas in the equation-based model species can exist with populations as low
as one, population fluctuations mean that the time for which species persist in
the individual-based model depends on their typical population, and no definite
minimum population exists. The statistical properties of the food web have a
similar dependence on resources to that in the equation-based model, subject to
a suitable scaling of population. A related consequence of the fluctuations is that
the success rate of the introduction of new species is reduced. This, along with
the increased computational complexity of the individual-based model, means
that as for the agent-based model, only relatively small food webs have been
examined, whereas the best-characterised food webs from the equation-based
model are the largest.

4.2 Common Ground on Opinion Dynamics

The three problems discussed in Section 2.3 have been generalised to a single ab-
stract opinion-dynamics model. This family of models seems to have some general
properties of interest. The dynamics of them seem to fall into two phases: firstly,
the opinions roughly converge into groups in O(n) time, reaching a pseudo-
stationary state (where n is the number of nodes); then, secondly, the individuals
in these groups slowly converge to a single opinion in O(n2) time. This result
seems to be somewhat independent of the topology (it has been proved for a
class of these models for all ‘non-pathological’ topologies in [20]). It is hoped
that by relating all these different models as special cases of a single model that
a deeper and wider understanding of their properties might result.

This single model has been implemented in such a way as to allow experimen-
tation with different network topologies, and different interaction patterns. It will
amongst other things allow us to determine if the analytic results appear to hold
for a wider range of configurations. In parallel we hope to explore these problems
further from an equation-based perspective. We believe that the equation-based
approach will lead us to a better understanding of ‘typical’ system behaviour,
while the agent-based approach will give us insights into ‘boundary’ behaviour,
the unexpected behaviour that may arise in exceptional circumstances (and also
an understanding of the exceptional circumstances that may give rise to unex-
pected behaviour).
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5 Conclusions

The attempts to find common ground on this project have highlighted issues
in two areas, firstly about modelling in general, and secondly about modelling
complex systems. With regards to modelling in general, it has highlighted the
difficulties in replicating results using different models. This is not a new finding,
and indeed the Model to Model workshop series [21] was established for exactly
this reason.

In terms of modelling complex systems, our most important result has been
the understanding of how the different approaches to modelling complement each
other in this area. Equation-based modelling gives useful information about the
system as it approaches steady state. It is possible to prove particular properties
of the system for particular situations (e.g. particular network topologies) using
this approach. Agent-based modelling, on the other hand, allows the exploration
of exceptional states, and in particular gives more meaningful results when small
numbers are involved. To understand a complex system, it is important to un-
derstand both of these cases, as the general case given by the equation-based
approach is of course important, but the exceptional states might have critical
impact on behaviour, even if they are extremely rare. Once this system under-
standing has been gained, one can then explore how manipulating the system
might alter both the general and exceptional states, and also how it might be
possible to control the amount of time spent in particular states.
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Abstract. In this paper we will present a framework for bridging micro
to macro emergence, macro-to-micro social causation, and the dialectic
between emergence and social causation. We undertake a cultural ap-
proach for modeling communication and symbolic interaction between
agents as the key element of connecting these three aspects. A cultural
approach entails modeling cognitive agents who are not only capable
of representing knowledge but also able to generate meanings through
their experiential activities. We offer a meta-language approach allow-
ing dynamic meaning generation during the interactions of the agents.
This framework is implemented to a social simulation model. There are
four important implications of the model: First, model shows a dynamic
setup where agents can generate and elaborate multiplicity of meanings.
Second, it exemplifies how individual mental models can interact with
each other and evolve. Third, we see that a thickly coherent cultural
background is not necessary for the emergence of embedded social net-
works, a thin coherence such as opposition maps would be sufficient to
observe their dynamic formation. Fourth, exchange of meanings through
successful sense-making practices generates a social anchoring process.

Keywords: Social simulation; emergence; culture; language; reflexivity;
intentionality; semiotic relations; meaning generation.

1 Introduction

Agent Based Social Simulation approaches typically assume that emergent social
patterns can be reduced to the properties of their components. They start by
modeling built-in cognitive devices to individual agents; determining the rules of
interaction among them; and hence trying to observe emergent macro patterns
that influence the behavior and interactions of the individual actors [12]. How-
ever, this is only possible if it can be assumed that micro-level behavior could
be functionally determined. For social systems such functionality is bestowed by
rules and habits [27]; shared social norms [17] and goals and values setting so-
cial institutions [38]. Norms and rules make feed-back between the interactants
predictable and thus emergence of social order possible.
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These premises have their origins in the bounded rationality theory [36]; evo-
lutionary economics [2] and methodological individualism [27]. Main arguments
can be summarized as follows: What makes human beings a social animal is not in-
scribed in their biological genes but is imminent in the cultural codes. Individuals
internalize cultural codes as a second nature through their capacity for behavioral
learning. Within this framework, rules and norms are recorded in the memory as
patterned behavioral responses to stimuli; in other words they are stored as built-
in cognitive procedures. Hence, habits of association and social learning embody
social norms to induce characteristics akin to personality traits within the human
psyche. These codes hold a society together since they determine the rules of the
game, shared values for the actors with different goals and preferences.

One of the widely accepted formulations of this approach is by Geert Hofst-
ede who defines culture as “. . . the collective programming of the human mind
that distinguishes the members of one human group from those of another. Cul-
ture in this sense is a system of collectively held values” [28, p. 5]. Hofstede
receives culture as constitution of orthogonal value dimensions existing as latent
variables which manifest themselves through a multitude of directly observable
indicators. These latent variables are operationalized through a dimension reduc-
tion technique gathering several indicators to construct a composite index for
each value dimension. These composite indices are then used for measuring cul-
tural differences among different societies. A multi-agent simulation application
of this approach is present in this volume which takes Hofstede’s power distance
dimension to formulate behavioral rules for artificial trading agents [29].

However, this approach is problematic for understanding overall behavior of
complex systems where the interaction between the system and the individuals in-
volve causal feedback loops. In case of complexity, the system cannot be reduced to
its parts and information fromemergingmacro institutionalized practices becomes
an independent variable itself [41]. Agents are autonomous and heterogeneous at
the micro-level and are influenced by their conception of the emerging macro pat-
terns of behavior. The chain of reference and causation in a social system is at least
partially self -referential when individuals base their decisions on others’ actions
and utterances [18]. Interaction between agents becomes fuzzily reciprocaland this
makes it difficult to determine any reducible and coherent rule. Culture as latent
variable approach, on the other hand, assumes that agents should be coherently in-
terconnected in terms of a structured value system. Yet, in case of complexity the
interconnection between the individuals and the structure is in constant flux hence
interaction cannot be lawfully related. This automatically invalidates the assump-
tion that a collective programming of mind in terms of shared values connects the
individuals between themselves and with the system.

Capturing the complexity of emergent macro behavior patterns requires a
culture theory which is able to go beyond its definition as a structured sys-
tem of shared values or a portfolio of predefined normative protocols. Sawyer
[40] proposes connecting emergence theories to the study of symbolic interaction
for solving the problem. As the heterogeneity of the rules of symbolic interac-
tion between agents increases, the more emergent structure becomes irreducible
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[40], [18]. Therefore, modeling culture as symbolic interaction and endowing the
agents with the capacity to re-cognize emergent macro behavior becomes es-
sential for a sound social simulation model. Such an endeavor will provide the
modelers to connect three aspects of the micro-macro link in sociological theory:
micro-to macro emergence, macro-to-micro social causation, and the dialectic
between emergence and social causation. One of the remarkable efforts to bridge
the micro-macro link is provided by Dignum et al. [14] in this volume, offering
a mediating meso-layer connecting the macro and micro level in a simulation.
The meso layer covers the elements influencing the behavior at the group level.
They define these elements as norms and organizational (or group) structure.
Different from the culture as a latent variable approach, these elements are not
formulated as cultural scripts dictating behavior at the micro level and different
form the top down approaches they are not causal laws used on the macro level.

In this paper we will attempt a similar effort for bridging micro to macro
emergence, macro-to-micro social causation, and the dialectic between emer-
gence and social causation. The intrinsic difficulty of modeling causal feedbacks
to the lower levels is the problem of imposing structures to emerging macro
patterns by the designer; the artificial society should be self-amending. We take
communication and symbolic interaction between agents as the key element of
connecting the three aspects of the micro-macro link and as a solution to this
problem. Our view of communication goes beyond its definition as codification
of symbolic interaction used as a medium of information transmission. Building
agents transmitting, receiving and processing information and accordingly give
behavioral responses will not be sufficient to model symbolic interaction as a
form of emergent macro phenomenon since units of information in macro and
macro levels are essentially different. Such a model requires a cultural approach
endowing the agents not only with the capacity to recognize but also to make
sense of the information from the emerging group structures at the meso level.
In this respect, we share the same problematic with Dignum et. al. On the other
hand, unlike their model, our model does not separate the cultural and cognitive
aspects of behavior; it allows for negotiating for the emerging group level (meso)
network structure.

1.1 Modeling Cognitive Agents

A cultural approach entails modeling cognitive agents who are not only capable of
representing knowledge but also able to generate meanings through their experien-
tial activities. For that, we need to go beyond models of symbol manipulation and
model symbolic interaction as embodied and motivated by everyday practices. We
postulate that linguistic ability is more than manipulation of abstract symbols; its
use draws upon all cognitive resources [13]. We do not limit presentation of cog-
nitive system to a theory of functioning of cerebral activities at an abstract level
but also take into account the sensory processes and the body-world interaction.
Human intelligence is a dynamic and complex process formed by the body, the
world and the brain. Moreover, human cognition is not a simple reaction to sig-
nals from the external environment. Repetitive interactions between the organism
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and the environment constrain possible responses by the organism and thereby
constitute the emerging cognitive processes. Mind is embedded in and embodied
by the emergent patterns constituted by these interactions.

Understanding mental processes thus requires considering the organism and
the system as a whole and the “sensual” (connotational) character of percep-
tion. Peculiarities of the emerging perceptual patterns (e.g. Gestalt) constitute
our conceptual structure and linguistic practices [33]. The theory of embodied
cognition is recognized by the AI community and there are efforts to redefine
cognition and behavior in terms of dynamic interaction between brain, body, and
environment [3]. The basic premises of this endeavor is grounded in the ideas of
Merleau-Ponty [37] who claimed in his Phenomenology of Perception that con-
sciousness, the outer world and the body are reciprocally intertwined during the
perception process. Embodied cognition theorists recognized Merleau-Ponty’s
legacy and widely used his phenomenology for criticizing the traditional AI ap-
proaches, e.g. [7] and [16]. According to Merleau-Ponty the phenomenal is not
an object out there but is constructed through our bodily and sensory functions.
In other words, intentional objects of thought (noumenal) cannot be separated
from the perceived objects of thought (phenomenal).

Cognition is embodied and this embodiment resides in the unique history or
“the lived” experiences of the body (le vecu). However, people do not live in a
social vacuum and social interaction is the essential lived experience mediated
through culture. The unique history emerges as a pattern of shared experiences
through structural couplings. When two or more people interact, their lived
experiences mutually modify each other and their mental system embodies the
perturbations created by the emerging interactions. When these interactions
start to constitute repetitive patterns, individuals become “structurally coupled”
at the group level hence become embedded in the emerging structure [24]. Once
structurally coupled, shared experiences start to become the common “reality”
or “life world” [37] of the interacting individuals.

Emergent life-world constitutes a base for social coordination and emotional
and cognitive codes created by the common experiences orient individuals to con-
struct identities, coordinate action, and create cooperation at the group level [42].
In that respect, life-world is the common leitmotive underlying capabilities, prac-
tices and behaviors residing cognitive repertoires of the individuals that form a
community [25]. On the other hand, structurally coupled life-world cannot be re-
duced to static recurrent patterns that enact the same structure permanently at
the group level. The emergent life-world provides the individuals with a habitus
[6], with fuzzy rules like feeling of the game or practical sense allowing them to gen-
erate infinitely many situation dependent strategies with their available cultural
resources. Bourdieu’s definition of habitus extends structural coupling of shared
experiences beyond direct interactions between individuals at the group level to
the macro structuring of the social space. That is, geographically distant individ-
uals may share the same habitus if they are proximate within the social and sym-
bolic space and experience similar practices in their everyday life. In that sense,
habitus mediates between the macro structure, emergent group behavior and in-
dividual “lived experiences” of social agents within a shared symbol space.
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1.2 Symbol Systems and Decoding Emergent Structures: Reflexive
Agents

So far we have elaborated social theories explaining how social interactions and
everyday practices become embedded in emergent patterns of interaction. We
have not yet referred to how social actors decode and feedback knowledge from
macro structures. According Goldspink and Kay [24] human capacity for lan-
guage is the key to model fuzzy and complex relations between the components
of a social system. Contrary to natural systems where the behavior of the in-
dividuals are activated by local influences only, social systems can handle the
problem of complexity through a feedback mechanism which allows changes in-
duced in the macrostructures to be felt locally. This feedback mechanism occurs
by means of linguistic activities that provide agents with reflexive capacities.
Only reflexive agents would be able to decode macro-patterns and encode their
local behavior. They would have the capacity to distinguish emerging phenom-
ena at multiple levels and language provides them with a foundation for flexible
and instant feedback about the emergent structures.

Gilbert [22] modeled agents that can detect the presence of emergent proper-
ties and communicate them with a capacity for symbolic interaction. His agents
were endowed with binary valued “tags” which could be interpreted in terms of
a variety of attributes such as gender, race, and so on. Instead of being built-in
properties, these tags enabled agents to act individually and perceive the tags of
other agents. Subtlety of Gilbert’s agents lies in their ability to decide on which
one of the tags would be their significant characteristic instead of being entities
with a priori properties defined by the modeler.

However, we need more to model symbolic reflexivity than recognizing and
enacting emergent tags. Linguistic abilities encompass not only recognizing and
describing features but also expressing deliberate relations [34]. In other words,
reflexive action is not limited to the symbolic affirmation of shared social classi-
fications and standard rules that regulate social relations but involves symbolic
construction of intentionality such as motives, preferences and goals. Building
reflexivity into emergence therefore requires modeling deliberate agents whose
behavior is regulated by discursive anticipations of future group structure be-
sides their capability of using or selecting existing features, properties or rules
[9]. Emergence is future based and therefore depends on the negotiating acts of
the agents. Thus, building deliberate agents requires enabling agents with the
faculty of recognizing and reflecting on the environment-self relationship; or in
other words building “consciousness” to agents. Castelfranchi [9] proposed to
reconcile cognition and emergence, intentionality and functionality by modeling
and simulating agents that can have the consciousness (our term) of the emer-
gent phenomena and use the cognized information as a feedback to reform their
minds and reproduce themselves. Modeling such agents needs to go beyond im-
plementing associative learning based on taxonomies, rules, associations etc. but
should operate on cognitive operations such as beliefs and goals.
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1.3 Modeling Reflexivity

Thus, building agents with reflexive capacities requires endowing them with a
certain ability to generate, objectify and institutionalize knowledge as “common
sense” reality, a factual belief system and communicative mechanisms of creative
adoption of knowledge patterns taken from the collective “stock of knowledge”
[42]. Modeling belief systems is important if we want to design “cognitive agents”
because agents’ goal adoption; preferences; decisions and actions are based on
their beliefs [9]. Beliefs on the other hand do not hang on by themselves but
assemble into coherent systems of ideas based on a few basic axioms about the
world. Factual belief systems, endow the individuals with strategic intellectual
tools for categorizing the world.

As theory of embodied cognition states, cognition, everyday practices and
language are embedded in each other. Sapir-Whorf hypothesis assumes that
semantic-syntactic organization of a language is systematically related to the
belief systems organized as the worldview of a people through the construc-
tion of the causality mechanisms of perceiving the world and the conceptual
classification of entities [35], [10]. This relationship provides individuals with a
priori thoughts and intuitions for organizing separate impressions of the world.
Since reality is complex, conception of phenomena results when the individual
interprets them by relying on intuitive causal relation schemas. Personal theo-
ries of different individuals lead them to conceive the same noumenal reality as
phenomenal instances of their personalized concepts [32].

Modeling factual belief systems in terms of designing mental models that
serve as internal representations of the world is not new to social sciences. One
of the well established of these devices is the “mental mapping” technique. This
technique is based on the premises that mental models are internalized repre-
sentations of the world grounded in linguistic accounts which can be elicited as
networks of concepts. Within this network, a concept makes sense in relation to
other concepts for an individual and the social meaning of the concepts are not
universal but constituted as the intersection of the individuals’ mental models
[8]. Mental mapping technique depends on a sound formalization ground within
the mathematical graph theory by representing the concepts as vertices and the
relations as edges where a pair of vertices linked by an edge is referred as a
statement and the whole text corpus as a map. In this volume, Tsvetovat et al.
[46] provide us with an example of modeling belief structures of agents as a form
of concept network used for storing acquired interaction histories as edge prop-
erties and encode the agents’ transactive memories. In our perspective, mental
models serve to interconnect the agents with a habitus like structural coupling
where individual agents need not to be direct neighbors in order to interact.

However, mental mapping techniques are limited in terms of endowing agents
with reflexive capabilities besides their capacity to model the factual under-
standing of the world. Their design follows an extensional logic requiring instant
resolution of concept-meaning-practice correspondences. In logic, extension rep-
resents the denotative element during a reasoning process since it equalizes the
concepts related to the same set of objective properties according to a predicate,
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while intension is connotative since it refers to the set of all possible things a word
or phrase could describe [5]. Mental maps are denotative; they possess a strongly
coherent character, leaving no space for interpretations and/or negotiations for
the counterparts in a cultural interaction.

On the other hand, modeling reflexive agents during cultural interactions en-
tails a connotational element. The agents must be allowed for the capacity of
a multiplicity of interpretations over concepts although they might have a tem-
porarily preferred one that can be properly represented as a mental map. Even in
their dynamic form (see [46] in this volume), mental maps won’t help the agents
to interpret the intents of their counterparts and their messages for future coop-
eration; cooperation is taken for granted for agents with similar mental maps.
Everyday practices are full of instances that put discursive act assumptions at
stake and reveal a plethora of interpretations. Hence, interpreting the intents of
the counterparts and imagining their effects on the emerging cooperative act is
the essential aspect of symbolic interaction.

Knowledge is socially constructed as an emerging process embedded in the
already accumulated collective stocks of knowledge and is mediated by the cul-
tural devices such as symbol systems rather than being built-in, already in the
mind constructs [4]. Cultural devices provide embedded individual actors with
a historical a priori. Geertz [20] points to the public nature of the symbol sys-
tems during his criticism of cognitive anthropological theory which has been
a theoretical base for mental modeling approaches. Culture consists of socially
established structures of meaning within which people negotiate the intents of
their actions. Geertz agrees with cognitive anthropologists that rather than ra-
tional motivations and interests meaning should be the object of human studies.
Yet, he emphasizes that meaning generation requires a high degree of mutual
understanding making it a public rather than a private affair. He contests the
definition of culture as a mental model providing the individuals with what they
have to know or believe in order to operate in a manner acceptable to the other
members of a society.

Although Geertzian culture theory provides us with a public frame for mod-
elling the negotiation of meanings of individual intentions, it carries a deficit
when it comes to studying causal relationship between culture and social action.
Conceiving culture as a thickly coherent, static, and singular form that can only
be understood by referring to itself, this theory not only turns the fundamental
relationship explored in mental map approaches (culture to action) upside down
but also dismisses the expected functionality of this relationship (causality). We
will end up in an infinite regression within the symbol space if we were to ap-
ply Geertzian framework for modelling communication between the agents. In
a simulation model that intends to use such a model, there could be a single
objective for agents: solving the “symbol grounding problem” [26] or in other
words to learn Chinese from a Chinese to Chinese dictionary [43]. Thus, with-
out an anchor, attempting to solve/model a purely self-referencing problem is a
futile effort. We believe that such an anchor can be found in Sewell’s [44] cul-
ture theory which successfully combines the definition of culture as an embedded
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activity in everyday practices and to its definition as a symbol system within
a “thin” semiotic approach. In the rest of the paper, we will present and oper-
ationalize this theory for modelling reflexive agents capable of negotiating and
constructing meanings. We modify mental map approach as “opposition map”
to allow for a “thin” semiotic coherence; and propose a simulation framework
modelling a dynamic semiotic web which feed-backs from individual practices of
the agents.

2 Formalization of the Cultural Framework

2.1 Opposition Map

Sewell’s [44] culture theory first focuses on the subjectivity of meanings. Actors
are allowed to construct and reconstruct meanings for a set of symbols taken
from a publicly available symbol system and deploy them strategically to pursue
their own goals. On the other hand, this subjectivity is limited since developing
a strategy is contingent upon the available set of cultural resources. Recursively,
as particular cultural resources become more central, “and become more fully
invested with meaning” [45, p. 281], they anchor the strategies of action people
have developed. Then culture is not only the set of constraints that restricts the
human behaviour, but also is the mediator of interactions that can be bended,
kneaded and put into many forms.

Sewell completes “culture as practice” approach with the “culture as a sym-
bol system” approach which takes culture as a network of semiotic relations
pervasive across the society; a network that constitutes the interaction between
symbols, meanings and practices. The basic element of this network is symbols
and in order to realize their existence they must be distinguishable. In a roughly
Saussurian way, we may argue that every symbol reveals its identity from its
distinctions to other elements in the same system. Saussure [39] labeled these
distinctions as oppositions. Oppositions are the basic operations for meaning
generation; “the binary opposition is a child’s first logical operation” [30, p. 60].
Thus, to make sense of the symbols individuals need to share the same logic of
oppositions. As Sewell states: “the users of culture will form a semiotic com-
munity in the sense that they will recognize the same set of oppositions and
therefore be capable of engaging in mutually meaningful symbolic action” [44,
p. 166]. This statement forms the base of the opposition map as an alternative
to mental map approach and in the following lines we will formalize it.

Since opposition relation is binary and is congruent to the distinguishing char-
acter of symbols stressed above, we infer the opposition among experiences, or
practices or meanings by defining an algebra over opposition relations among
symbols. This scheme not only formalizes Sewell’s premises but also extends it
by defining the fundamentals of an appropriate dynamic framework. To us it is
quite surprising that literature lacks a formal algebra of oppositions despite the
popularity of Saussurian semiotic relations (but see [19]). Therefore we start by
developing an algebra of binary oppositions.
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We assume the existence of a symbol set S = {s1, . . . , sp} that consists of
a finite number of symbols. An opposition O, is a binary relation defined over
S × S and satisfies,

1. For all sm ∈ S, (sm, sm) �∈ O. That is, the relation is irreflexive.
2. For any sm, sn ∈ S, if (sm, sn) ∈ O then (sn, sm) ∈ O. That is, the relation

is symmetric.

First condition states that a symbol can not oppose itself since opposition rela-
tion is instrumental to guarantee the existence of that symbol among the others.
Therefore the relation must be irreflexive. Second, we argue that if one can distin-
guish a symbol in the existence of the other, then the latter must be distinguishable
in the existence of the former. This is a consistency principle which assumes the
existence of cognitive abilities that goes beyond simple book-keeping of one way
opposition relationships. Whenever a symbol enters the system, opposing to some
particular symbols, system responds this perturbation as a whole and locates the
incoming symbol to a corresponding setting. This reflex requires symmetricity. It
also explains how the system handles granularity. In other words, if a symbol is
distinguishable within the existence of a set of symbols but within no proper sub-
set of it, due to symmetricity, this set of symbols enters the system as a symbol of
its own (neither gin nor tonic, but as gin-tonic) and does not necessarily preserve
the oppositions of its constituents. One further note is that opposition relation is
not necessarily transitive. Hence if s1 opposes s2, and s2 opposes s3, then it is not
necessarily the case that s1 opposes s3.

These properties delineate the structure of the mental map in our model.
Symmetricity condition allows us to represent the binary opposition relations as
bi-directional networks while irreflexivity makes sure that there are no self loops.
We call these networks as opposition maps. Opposition maps are not abstract
constructs, we can empirically elicit them from narrative data using a semantic
mapping perspective explained in [1].

Fig. 1 illustrates the opposition map of a political actor elicited from a set
of policy discourses; namely social security reform in Turkey. Data includes in-
depth interviews, public declarations and reports of the agents on the issue.

Opposition map locates symbols with respect to each other in such a way that
it constitutes a loose mental schema. The entire thrust of this schema for our pur-
poses is to implement a deconstructionist perspective that reveals the instability
of linguistic meaning. According to Sewell, “the meaning of a text or utterance
can never be fixed; attempts to secure meaning can only defer, never exclude, a
plethora of alternative or opposed interpretations” [44, p. 167]. While meanings
of symbols are floating in public, opposition maps are individual mental schemas.
Therefore they are not subject to continuous evaluation, but perturb only in a
radically discrete manner, in the form of a cultural shock [45], [15], [44].

2.2 Meaning Generation

Thus, opposition maps let us to model mental schemas while allowing an in-
tensional logic open to reflexive negotiation. Yet, we need to go further from
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Fig. 1. Example of an Empirical Opposition Map

opposition maps in order to obtain a dynamic model that can be used to sim-
ulate meaning generation. We extend the algebra of binary oppositions to a
meta-language frame which connects individual opposition maps to each other
in a dynamic manner and generates meaning. Let’s start with the definition of
meaning. Technically, meaning of a symbol is defined from the oppositions of a
symbol to other symbols in the same system. There are two basic premises for
this statement: First, a meaning is merely a set of symbols and second, there are
no opposing symbols in that meaning set.

To formalize, let’s first define opposition class of a symbol sn, as the set
s̄n = {sm|(sm, sn) ∈ O}. Thus, a meaning, m, is a subset of S such that if
sm ∈ m, then s̄n ∩ m = ∅.

In the simple opposition map example illustrated in Fig. 2, the set {s2, s4, s5}
constitute a meaning since it contains no binary opposing symbols. Similarly,

Fig. 2. Example of a Simple Opposition Map
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sets {s2, s6}, {s2, s4, s6} and {s4, s5, s6} are all meaning sets among many oth-
ers that can be revealed from the opposition map. However the formal definition
of a meaning does not specify the symbol it explains because it is purely sym-
metric in terms of its constituents. In this regard we assume that individuals can
generate meanings and whenever a meaning is generated, it is actually assigned
to all constituting symbols. The principle endeavor of our framework is to for-
malize all possible interpretations of symbols. This definition of a meaning set
implies that given an opposition map one can reveal numerous meanings of a
symbol. For example, meanings, {s2, s6}, {s2, s4, s6} and {s4, s5, s6} are all valid
interpretations for s6 with respect to the opposition map displayed in Fig. 2. Al-
though multiplicity of interpretations regarding a symbol allows being reflexive
and negotiating meaning, the cost of assigning meaning to all alternatives may
be higher than the benefits. In real life when this definition is employed to cap-
ture the interpretations of a concept, one may end up with an exclusive list of
rubbish entries, since a list of mutually non-opposing symbols would not neces-
sarily affirm each other and have no practical significance. However this can be
optimized by grounding meanings in practices and we explain this by a simple
example demonstrating also a simple meaning generation exercise.

Meaning Generation: Example

In this example there are two agents, a man and a woman belonging to the same
primitive tribe. They are identical in a sector of their opposition maps but they
generate different meanings regarding the symbol rain as displayed in Fig. 3.
When these agents observe or negotiate rain symbol, they interpret it according
to their corresponding meanings. For instance, man uses a single meaning, {rain,
dark, cold} and makes sense of the rain within the context defined by dark and
cold . As long as nature proves otherwise agent uses this meaning as his personal
theory. Maybe his primary concern is hunting and because of rain it would be
dark thus the prey would not notice him while he will get wet and feel cold . The
symbols prey and wet are not displayed in this segment of the opposition map.
On the other hand, for the woman the situation is different because she has two
meanings to interpret rain: {rain, cold, moon} and {rain, dark}. With respect to
the first meaning set maybe she realizes that sun disappears and moon replaces
its exact spot and it becomes colder. With respect to the second set, when it
rains it gets darker, maybe it would be better to call children back to cave. We
see two roles that the woman plays here; an ambitious observer and a mother.
As an observer she explores but as a mother she acts pragmatically.

This accounts for the optimization that we have discussed previously. She
needs to interpret the observed symbol therefore she must get rid of or at least
decrease the complexity by devising an ordering mechanism for the correspond-
ing meanings. This ordering is contingent to her practices with the nature. Here
complexity is defined as a one-to-many assignment of symbols and meanings.
As the agent makes sense of the situations of observing (rain) repetitively, de-
pending on the remuneration she receives, a relative ordering over meanings is
constructed and complexity is gradually reduced. Here, lets assume that after
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Fig. 3. Opposition maps of a man and a woman belonging to the same tribe par-
tially coincides with each other. However they have generated different meaning for
the symbols.

some time our primitive woman stopped using the set {rain, cold, moon} since
it does not make any practical sense to her (maybe being an explorer does not
pay) and kept the second one for her children’s welfare. However, inverse sce-
nario is equally probable. If the collection of meanings (rain) is incapable of
making sense then the agent infers new meanings from her opposition map. The
dialectics between the urge to make sense of situations and the urge to reduce
uncertainty shapes and reshapes meanings assigned to symbols.

2.3 Meta-language

Up to now we have demonstrated how reproduction capacity of the meaning
system is embedded in non-oppositions that are fine tuned through practices
with a simple example. Next step is to develop an algorithm that is able to
generate meaning sets from opposition maps. Since a meaning can be conceived
as a list of symbols to which it is associated, the collection of all meanings that
an agent reveals from his/her opposition map efficiently describes all symbol-
meaning correspondences. Furthermore if this collection covers the symbol space
completely, then it is the personal theories of an agent about everything, his/her
world view. We label this collection as meta-language and formalize it.

We start by the usual definition of a cover of a set. A collection of sets X =
{x1, . . . , xg}, where each xi ⊆ S is said to be a cover of S, if for all elements
s ∈ S, there exist at least one xi ∈ X such that s ∈ xi. A meta-language
M = {m1, . . . , mk} is a set of meanings for the opposition map (S,O) that
covers S.

Meaning generation is an irreducible task since it is crucial to conform to the
opposition map as a whole. As the number of symbols in opposition maps get
larger, it becomes harder to check for the consistency argument that no opposing
symbols belongs to the meaning set. This is a problem that an agent faces
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during complexity reduction ( i.e. to relax one-to-many assignments of symbols
to meanings). Merged meaning sets come into existence as a consequence of the
trade-off between sense making and complexity reduction. The problem here is
the increased difficulty in handling the construction of these sets. Situation gets
worse for the generation of a meta-language that consists of many such meanings.

We now state and prove a theorem that explains how minimal amount of
cognitive capacity would be enough to generate a meta-language in a huge sym-
bolic space such as the social space. The principle idea is developing base sets by
which all meta-languages can be constructed, more or less in the same manner
one can construct any vector in a vector space by using unit vectors. The base
sets used to construct meta-languages is called meta-language generating set.

Given an opposition relation O, over a set of symbols S, a meta-language
generating set, M = {m1,m2, . . . ,mk} consists of subsets mi ⊆ S such that for
any meta-language M of (S,O), and for any mi ∈ M , there exist at least one
m ∈ M such that mi ⊆ m and for any p �= q, mp is not a proper subset of mq.

Like all meta-languages the elements of meta-language generating set M are
sets of symbols. Also if M is an arbitrary meta-language and for any mi ∈ M ,
mi cannot contain any mi ∈ M. The following theorem not only guarantees
the existence of a meta-language generating set for any symbol set and binary
opposition relation pair but also proves that this set is unique.

Theorem 1. Any opposition relation O over a set of symbols S defines a unique
meta-language generating set M.

Proof. Proof constructs set M and shows that it is unique. Let Ō define the
complement of the binary opposition relation O, Ō = {(si, sj)|(si, sj) �∈ O}. Let
G be the undirected graph representation of Ō.

Proof continues in graph theory framework. Construct M such that m ∈ M
if and only if m defines a set of nodes that forms a clique in G. A clique C is
a subgraph such that each node is connected to every other node and the set
is maximal with respect to this property. Clearly, there may be more than one
clique within a graph.

Thus each element of M contains cliques as sets of nodes. Since the set of
cliques of a graph is unique and is a cover, M is unique and is a cover of S. From
the construction of G, M is a meta-language.

It only remains to show that if M is any meta-language of (S,O), and mi ∈ M
then mi ⊆ m for some m ∈ M. In other words any meta-language contains sets
that are subsets of some elements of M. Since there can be no opposing pairs
within mi, it follows that a non-opposing graph representation of mi is a complete
sub-graph of G. If mi is not contained properly in another complete sub-graph
then mi is a clique so, mi ∈ M. On the other hand, if mi is not a clique then
it must be contained in some clique m ∈ M such that mi ⊆ m. This completes
the proof.

According to the theorem, meta-language generation runs over complete sub-
graphs of non-opposing symbols. In other words, in a world populated with lots
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of symbols, locally non-opposing symbol domains would be sufficient to generate
meanings and hence meta-languages.

Up to now we have formalized the fundamentals of a meta-language which
generates all possible meaning sets of an individual. The entire thrust of this for-
malization is to ground this perspective to a working model of sociality. Since our
knowledge about practices, desires, and intents is socially constructed through a
discursive process, such individual motivations are not nomothetical entities but
negotiated meaning domains. A social construct is a naturalized concept or prac-
tice in the eyes of those who give a common sense meaning to a shared semiotic
symbol. Individuals and groups participate in the creation of their perceived so-
cial reality [4]. Within this framework, objects of all practices can be reduced to
symbols and their meanings. In the next section we propose a simulation based
implementation of meta-language where the agents interact to make a synthesis
of their personal theories with their social practices on a reflexive basis. This
implementation will provide us with a model demonstrating how agents discard
the meaning domains which makes no practical sense to them through symbolic
interaction.

3 Implementation of Meta-language

Our example in the previous section provided us with a simple model of how
an individual makes sense his/her individual practices when interacting with
nature. Social interactions, on the other hand, are different since they involve
two reflexive parties and reflexivity happens in and through meaning exchange
[16]. In our model, meta-language allows agents to play on the multiple meanings
of symbols, in such a manner that agents may redefine situations in ways that
they believe to favor their intents. This opens the door for reflexivity. Incentives,
evaluation criteria and intent of each agent may be defined by the context of other
spheres of social life such as economics or politics. However, semiotic structure
is autonomous from these spheres. Although an action may be motivated to
some extent by other spheres, it still needs to be decoded as a meaning in
meta-language to make sense. As we have demonstrated, all socially constructed
objects can be reduced to symbols and their meanings.

Thus, social interactions do not occur in a semiotic vacuum: When people in-
teract, they do so with the understanding that their respective personal theories
are related, and as they act upon this understanding, their common knowledge
of reality becomes reinforced. As agents develop their own metalanguage models,
social interactions loads inherited information to a code. People sharing same
meaning system forms a semiotic community.

According to Sewell, people who are members of a semiotic community are
capable not only of recognizing statements made in a semiotic code but of us-
ing the code as well; of putting it into practice. To use a code means to attach
abstractly available symbols to concrete things or circumstances and thereby to
posit something about them [44]. Moreover, to be able to use a code means more
than being able to apply it mechanically in stereotyped situations it also means
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having the ability to elaborate it, to modify or adapt its rules to novel circum-
stances [44]. Hence, the system is always rich enough to generate new theories,
new meanings to make sense of the symbols. As new meanings are generated
and publicized, some become popular and are shared across the members of a
community while others diminish. Meaning generation is an individual reflexive
action, on the other hand exchange of meanings through successful sense-making
practices is a social anchoring process.

When an individual reflects upon a meaning domain in the light of practical
judgment, that individual accumulates habitus like personal or tacit theories.
These tacit theories can be acquired through a reflexive process where redundant
meaning domains are discarded according to practical judgment. We now model
how practical judgment selects symbols through social exchange by nominating
meanings to them.

3.1 A Sense Making Multi Agent Simulation Set-Up

This set-up demonstrates an implementation of the cultural framework discussed
in a model where the interactions between agents are purely symbolic as a sense-
making game. There may be various applications: to capture social network
formations; analyze the dynamics and/or the stability of formed groups as a
result of symbolic interaction and so on. In this example, we particularly aim to
relate embeddedness of social transactions in terms of triads in a social network
[11] to the degree of semiotic coherence.

Simulation sets off with populating the symbol set with nine symbols. Agents
are distributed in a 10 by 10 grid (initially 80% full) with opposition maps ran-
domized with respect to a pre-specified criterion such as a 70% density. For all
agents meta-languages are randomly assigned according to the algorithm in The-
orem 1. Since there can at most be 29=512 different meaning sets, all meaning sets
are labeled with reference to the exhaustive list. Fig. 4a displays a meta-language
assignment for an agent. In this assignment each si is a symbol and each mj is
a meaning set composed of symbols. Clearly the assignment is a correspondence.
Furthermore for each meaning, a random reliability is assigned (Fig. 4b).

All agents in the grid have random probabilities to interact with each other that
is offset with the inverse square law of distance in the grid [23]. Agents reproduce
with a fixed probability to give birth to an offspring whose opposition map mutates
with a constant rate. Grid is pruned from randomly occurring deaths where the
rate of survival of an agent depends on the number of successful interactions.

In each turn in the simulation, every agent plays an active role to initiate
a social interaction. Active agents select passive agents randomly. Interaction
starts with a signal from the active agent to the passive agent in the form of
a meaning set representing his intentions. The meaning that the active agent
selects is randomized with respect to reliabilities. Passive agent evaluates the
meaning set whether it belongs to a clique in his meta-language generator. In
other words, tests the conformity of the meaning with his opposition map.

Our framework suggests symbol-meaning correspondence to be dynamic for
any agent. A symbol might not only correspond to multiple meanings but also
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Fig. 4. (a) Meta-language of an agent in the simulation. (b) Randomly initiated relia-
bilities for meanings.

an agent might attach a new meaning to a particular symbol or drop a meaning
from it. This requires the existence of a reliability measure for each meaning
that inflects or deflects according to rewards in social interactions. Rewards are
defined through explicit rules that explain the realizations of interactions. For
instance, in a Prisoners Dilemma setup rewards are displayed in a tabular form.
In this simulation model rewards correspond to successful interactions in terms
of sense-making. If an active agent successfully makes sense to the passive agent,
reliability of the mediating meaning set increases through an iterative function
rt+1 = rt + eα, where α is a positive real constant. This functional form is
borrowed from the value function in Prospect Theory [31]. On the other hand
our choice of this functional form is contingent to this model only and depending
on the context it can be replaced with other forms.

Thus after a successful interaction, active agent inflates the reliability of the
signaled meaning set and passive agent adds the meaning set into his meta-
language by assigning it to an appropriate random symbol with a reliability of
0.5. Agents and meaning are recorded as an interaction. On the other hand if the
result is negative, active agent deflates the reliability of the meaning set according
to the formula rt+1 = rt + λeβ . In this model, pruning meanings is not allowed
since reliability never falls to negative. However, if an agent has no meanings
with reliability higher than 0.8, he deletes a random package from his meta-
language and generates new ones using the algorithm in Theorem 1. Meanwhile,
the passive agent does not do anything if the interaction is unsuccessful .

As the simulation runs, the number of interactions is monitored and it is ob-
served that after 300 simulation cycles it tends to fluctuate between 500 and 700.
We have reinitiated the simulation and have obtained 250 runs. In each run we have
counted the number of triads formed and computed the average cultural coherence.

According to Coleman [11], fundamental indicator of embeddedness in a so-
cial group is the number of triads that is three individuals interacting with
one another. Cultural coherence of two agents is defined as the ratio of the
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Fig. 5. (a) Number of triads and cultural coherence correspondence. (b) Left fron-
tier representing the minimum cultural coherence sufficient to generate corresponding
number of triads.

overlapping meaning sets to the count of all meanings. For instance, if the mean-
ing collection of Agent A contains 50 distinct meanings, and meaning collection
of Agent B contains 53 distinct meanings of which twenty three are common with
Agent A, then the cultural coherence of these agents are computed as 0.2875 =
23/(50+53-23). We have computed the cultural coherence of agents in all triads
and took the average.
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Fig. 5a displays the relationship between cultural coherence and number of
triads in 250 runs. In order to focus to minimum cultural coherence required
to generate corresponding triads Fig. 5b shows only the left frontier. Results
demonstrate a linear association between number of triads and minimum cultural
coherence. Hence as agents interact, their meta-languages converge to each other
to the extent dictated by the form of their opposition maps. In this model,
agents are not allowed to prune their meaning sets albeit this could be easily
implemented- since we aimed to demonstrate how large meta-language sets can
get and what portion would be used effectively (reliability > 80%). Across the
runs, cardinality of meta-languages ranged between 40 and 60 and the number
of effective meanings were around five.

Although this simple simulation model is presented for demonstration pur-
poses only; it implements the basic tenets of the framework we have defined so
far. First, model shows a dynamic setup where agents can generate and elaborate
multiplicity of meanings. Second, it exemplifies how individual mental models
can interact with each other and evolve. Third, we see that a thickly coher-
ent cultural background is not necessary for the emergence of embedded social
networks, a thin coherence such as opposition maps would be sufficient to ob-
serve their dynamic formation. (Fig. 5b). Fourth, exchange of meanings through
successful sense-making practices generates a social anchoring process.

4 Discussion

In this paper we have set up a framework for modeling meta-language and its im-
plementation in a culture based simulation. We have particularly emphasized the
reflexivity of the agents in terms of changing their cognitive structures according
to the feedbacks from their interactions. Semiotic coherence of the agents is dy-
namically constructed as the interactions proceed. As a final step, we have demon-
strated that embeddedness of emerging social networks is related to the semiotic
coherence. Besides being a theoretical exercise for modeling sense making in a sim-
ulation model, our framework may have some interesting application potentials.

Using interview data to elicit empirical opposition maps would make a sim-
ulation model more interesting. In this regard sense-making simulations are
helpful in capturing sensitivity of agents against certain inputs like policy ap-
plications. Furthermore they can inform collaboration propensities of distinct
groups since common denominator of a set of individuals is not what they cur-
rently/instantaneously share but what they may share in the future.

Operationalizing culture as symbols and meanings lets us to define distinct
constituents of a simulation model, such as agents, their intentions, goals and
even the emerging structures to communicate with each other over the same
currency; comprising a semiotic sphere. On the other hand, simulation models
that adopt the cultural framework developed in this paper are not restricted
to the semiotic sphere. As the rewards might realize in other spheres, the rules
of the game can be represented in meta-languages. For example, consider the
Prisoners’ Dilemma setup. The rules of the game like selecting either to “defect”
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or to “cooperate” can be embedded inside meanings in meta-languages. In this
way intentions will be loaded with strategies. This simple idea can be extended
to games where the rules are more complicated.
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