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Abstract. It has been demonstrated that 3D anatomical models can be used 
effectively as roadmaps in image guided interventions. However, besides the 
anatomical information also the integrated display of functional information is 
desirable. In particular, a number of procedures such as the treatment of coronary 
artery disease by revascularization and myocardial repair by targeted cell delivery 
require information about myocardial viability. In this paper we show how we can 
determine myocardial viability and integrate the information into a patient-
specific cardiac 3D model. In contrast to other work we associate the viability 
information directly with the 3D patient anatomy. Thus we ensure that the 
functional information can be visualized in a way suitable for interventional 
guidance. Furthermore we propose a workflow that allows the nearly automatic 
generation of the patient-specific model. Our work is based on a previously 
published cardiac model that can be automatically adapted to images from 
different modalities like CT and MR. To enable integration of myocardial 
viability we first define a new myocardium surface model that encloses the left 
ventricular cavity in a way that suits robust viability measurements. We modify 
the model-based segmentation method to allow accurate adaptation of this new 
model. Second, we extend the model and the segmentation method to incorporate 
volumetric tissue properties. We validate the accuracy of the segmentation of the 
left ventricular cavity systematically using clinical data and illustrate the complete 
method for integrating myocardial viability by an example. 

Keywords: Scar tissue, papillary muscles, endocardial trabeculae, model-based 
segmentation, late enhancement, MRI, cardiac, interventional guidance. 

1   Introduction 

While the real-time images acquired during an image guided intervention such as a 
revascularization procedure provide some means for orientation and navigation they 
often do not display all the information required for therapeutic decisions and outcome 
control. In [4] and [9] it has been demonstrated that many interventions may benefit 
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from the display of an accurate anatomical 3D model as an overlay on the fluoroscopy 
image stream. However, besides the anatomical information the display of additional 
functional information is often desirable. For example, an infarcted myocardial region 
can only regenerate following a revascularization of the blood supplying coronary 
arteries if sufficient viable tissue is present in the region [6]. Similar viability 
information is required for myocardial repair, where drugs or cells are applied targeted 
to the infarcted tissue. 

In this paper we show how we can determine myocardial viability and integrate the 
information into a patient-specific cardiac 3D model suitable for interventional 
guidance. To increase efficiency and to decrease inter-observer variability we propose 
a workflow that allows fully automatic generation of the patient-specific cardiac 
model and semi-automatic integration of viability information. Our approach requires 
the following application-specific extensions of the general comprehensive cardiac 
model of [3] and [8]: 

• As motivated in [7], to increase the robustness of the viability estimation, we 
systematically exclude the endocardial trabeculae and papillary muscles from the 
myocardium model of [8]. Furthermore, we extend the segmentation process to 
interpolate a smooth surface in areas of the myocardium where these structures 
are attached.  

• To provide the functional information in a way that is suitable for image guided 
interventions we associate the viability information directly with the 3D patient 
anatomy represented by the cardiac model. To this end we extend the part of the 
model describing the myocardium by a volumetric mesh. Other methods have 
been developed for visualization and diagnosis of viability [5] [12]. However in 
contrast to our approach they do not maintain the 3D anatomical context and are 
therefore less suitable for interventional guidance. 

• To integrate the viability information, we adapt the cardiac model to a whole 
heart 3D MRI data set that matches a late enhancement 3D MRI data set of the 
same patient (similar approach to [2] for cine data). Thereby we avoid an 
additional segmentation step of the ill-defined myocardium contours in the late 
enhancement data. We finally employ a gray-value thresholding method to 
classify volumetric mesh elements representing myocardium tissue into viable 
and non-viable. 

The paper is structured as follows. In Section 2 we describe the workflow from 
data acquisition to a patient-adapted integrated model for interventional guidance. In 
Section 3 our technical extensions to the cardiac model and the associated model-
based segmentation process of [3] and [8] are described in detail. We validate the 
improved myocardium segmentation in Section 4 and illustrate the complete method 
by an example. In Section 5 we conclude and give an outlook on the next steps and 
other applications of the cardiac model. 

2   Clinical Workflow 

An MRI study of a patient with suspected acute myocardial infarction consists  
of a number of different imaging steps to establish both anatomy and function. For 
our approach we assume that the patient is undergoing a non-contrast enhanced 
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steady-state free-precession scan of the whole heart (WH) to examine anatomical 
properties. To determine myocardial viability a 3D late enhancement (LE) technique 
with phase sensitive inversion recovery (PSIR) is employed (see Fig. 1). During the 
image acquisitions it is ensured that both the whole heart image and the LE image are 
acquired in the same heart phase and breathing phase by employing a navigator 
technique. Thereby misregistrations between the WH image and the LE image due to 
heart motion and respiratory motion can be avoided. 

 

 

Fig. 1. Illustration of the workflow 

The acquired whole heart data set is automatically segmented using a comprehensive 
cardiac surface model where the myocardium component comprises additionally a fine 
volumetric mesh of tetrahedrons. The resulting adapted model represents the patient’s 
cardiac anatomy as well as a complete covering of the myocardium by volumetric mesh 
elements. Since the WH image and the LE image have been acquired in the same heart 
phase and breathing phase, the model adapted to the WH image can be mapped to the 
LE image using the common patient coordinate system. However, misalignments 
between the WH image and the LE image are possible and can be primarily attributed to 
patient movement. They can be corrected in an additional registration step if required. 
Mapping of the model results in a segmentation of the myocardium and the left 
ventricular (LV) cavity in the LE image. Then the volumetric mesh elements of the 
myocardium model are annotated if the contained voxels in the LE image are classified 
as scar tissue. Since in LE images the scar tissue appears hyperintense in contrast to 
dark normal myocardium tissue, voxels in the LE image can be classified as scar if they 
exceed a certain intensity threshold. Here we assume this threshold to be manually 
selected. The annotated model is finally displayed during intervention, e.g. as an overlay 
over a real-time fluoroscopy image. 

3   Integration of Scar Tissue Information into a Cardiac Model 

In the above described workflow we rely heavily on the segmentation of the heart in 
the WH image as described in [3] and [8]. However our envisioned application 
requires specific improvements, which we describe in this section. 
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3.1   Model-Based Whole Heart Segmentation 

The essential idea of the model-based segmentation of [3] and [8] is to adapt a 
triangular surface mesh to an image while additionally considering a shape constraint. 
The adaptation is performed by iterating a boundary detection step and a mesh 
deformation step. 

During the boundary detection step for each mesh triangle i a new target point 
xi

target is searched in the neighborhood of the current location by maximizing a triangle 
specific image feature response function. At the same time a reliability function wi is 
computed which increases with the feature response and decreases with the distance 
of the target point to the original triangle. During the mesh deformation step the mesh 
is modified such that 
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is minimized. 
The shape constraint is modeled by the internal energy function Eint, which 

increases if the vector (vi - vj) between a model point with index i and a neighboring 
model point with index j∈N(i) deviates from the corresponding vector of a trans-
formed mean shape. The respective transformation models the variability of the mean 
shape mi and is defined via the affine transformations Tk[mi] and the weights ωi,k. The 
external energy Eext describes how well the mesh fits to the image. To this end, for all 
triangles i the deviations D of the triangle center ci from the corresponding image 
target point xi

target of the boundary detection step are accumulated. 
While the mean shape is determined from a set of reference meshes the image 

feature response functions are learned from a set of reference meshes with 
corresponding images, for details see [3]. In the following we refer to a model as a 
triangle mesh together with the associated image feature response functions. 

3.2   Robust Model-Based Myocardium Segmentation 

To quantify scar tissue in the myocardium an accurate distinction of the myocardium 
tissue from the LV cavity is required since in LE images the intensity of the LV blood 
pool is very similar to contrast enhanced scar tissue in the myocardium. However, the 
exact segmentation of the blood pool from other tissue in WH images is difficult and 
may result in large inter-observer variability as small structures such as trabeculae and 
papillary muscles cannot be accurately identified. More robust results can be achieved 
by considering trabeculae and papillary muscles to be part of the LV cavity during 
segmentation [7]. To achieve similar robust results using model-based segmentation 
we follow this approach and modify the model MRef and adaptation of [8] accordingly.  

The segmentation model is the result of an automatic learning process based on 
image data annotated with reference meshes. Therefore, as a first step we modify 
these meshes such that, in contrast to the reference meshes used to train the model 
MRef, the submesh representing the LV cavity encloses all the trabeculae and papillary 
muscles (see Fig. 2). Based on the new reference meshes both the mean shape model 
and the new image feature response functions are learned, resulting in the new cardiac 
model MPT. 
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Fig. 2. Reference meshes used to train models MRef (left) and MPT (right) 

However, adapting the model MPT to image data still results in larger deviations of 
the adapted meshes to the desired segmentation result, particularly in areas where 
trabeculae and papillary muscles are attached to the myocardium. This is due to the 
fact that in these areas boundaries are searched and detected although the 
segmentation cannot be supported by boundaries in the image. 

Based on the assumption that trabeculae and papillary muscles distract the 
segmentation only in certain areas of the left ventricle, we identify these critical 
regions automatically during the model training and modify the segmentation process 
to rely in critical regions on the shape model. More precisely, we first use the model 
MPT to segment the training images and calculate from this segmentation for each 
triangle of the model and each image the error as the distance between the reference 
triangle and the adapted triangle (see Fig. 3a). If this distance is larger than some 
threshold Td the segmentation at this triangle is regarded as unreliable in the particular 
image. A triangle of the model is defined as critical if it was classified as unreliable 
for at least TN training images (the resulting critical triangles for suitable parameters 
are highlighted in Fig. 3b). 

 

   
                                         (a)                                                                (b) 

Fig. 3. a) Mean error over all images (large error dark)  b) Critical triangles (dark) 

 
To allow for the accurate adaptation of critical triangles the model-based 

segmentation procedure is extended by performing two different iteration cycles instead 
of one. During the deformation step of the first cycle the influence of the boundary 
detection is disabled for all critical triangles by setting wi in (1) to 0. Thereby critical 
triangles are geometrically interpolated from neighboring triangles only based on the 



 Integrating Viability Information into a Cardiac Model for Interventional Guidance1 317 

shape model. During the deformation step of the second cycle, wi is determined as in [8] 
for all triangles but the boundary detection step is modified to detect boundaries only in 
a very small neighborhood of each triangle. Hence, both critical as well as non-critical 
triangles may adapt to nearby image boundaries, e.g. if a boundary is present in the 
current image that has not been reliably present in the training data. 

3.3   A Volumetric Mesh for the Myocardium 

The meshes in MRef and MPT are surface meshes that allow vertices, edges and 
triangles to be annotated and used for quantification of geometrical properties such as 
a distance between anatomical landmarks and the surface area of a sub-mesh. We may 
also represent a tissue type as the volume enclosed by a surface mesh if the tissue 
types can be separated by a well defined surface. However, if the tissue types are not 
separable in this way, such as viable and non-viable myocardium tissue, other means 
have to be considered. Hence, to enable classification and representation of these 
tissue types we propose to cover the volume enclosed by the myocardium surface 
with a volumetric mesh of tetrahedrons.  

Since the covering of the myocardium volume with a volumetric mesh is not 
driven by image characteristics but only shape characteristics of the myocardium 
surface, the volumetric mesh should not influence the result of the surface adaptation. 
Hence, to enable integration with the model-based segmentation the volumetric mesh 
must fulfill the surface constraints of the myocardium, i.e. surface vertices and edges 
must not be altered. Thereby, no new points (Steiner points) should be generated on 
the myocardium surface, i.e. additional vertices may only be introduced within the 
volume of the myocardium. To allow a homogeneous resolution of the tissue charac-
terization the volume elements should be similar in size and approximately regular. 

Furthermore, a correspondence between volumetric mesh elements of cardiac 
models adapted to different patients is desirable, as it allows a mapping of volumetric 
mesh elements to standard anatomical regions of the myocardium, e.g. according to 
the American Heart Association [1]. Consequently, we generate the volumetric mesh 
only once for the mean model by constrained Delaunay tetrahedralization [11]. 
During the adaptation of the mean model to the patient image data, first the surface 
model is deformed as explained in Section 3.2. Second, the deformation of the volu-
metric mesh is performed by interpolating the vertex coordinates of all vertices 
located inside the myocardium from the vertex coordinates on the myocardium 
surface. This is realized by interpolating for each Steiner point a transformation from 
the transformations Tk computed for the adapted surface. Then, the external energy in 
equation (1) is set to 0, the vertex coordinates of surface points in the internal energy 
term are fixed to the values resulting from the surface adaptation, and the resulting 
(internal) energy function is minimized for the Steiner points only. 

4   Results 

We evaluate the improved segmentation of the left ventricle on 43 WH images 
acquired from ischemic disease patients to inspect the coronary arteries. The images  
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have been acquired on Philips Intera and Achieva 1.5T scanners at end-diastolic phase 
over various cardiac cycles and breathing compensated. For all 43 data sets manually 
corrected reference meshes have been created enclosing the trabeculae and papillary 
muscles in the LV cavity as described in Section 3.2. A subset of 20 of these 
reference meshes have been created with special care by averaging the annotations of 
5 technical and clinical experts. These datasets serve in the following as ground truth. 
Image feature response functions are trained using all 43 images and remain 
unchanged for all experiments. The other components of the models, i.e. the 
respective mean shape and critical triangle set are trained and evaluated on the subset 
of 20 patients in a leaving-one-out fashion using respectively one data set for 
evaluation and 19 sets for training. Evaluation is performed by comparing the 
automatically adapted meshes to the ground truth meshes. Both the symmetrized 
mean Euclidean “surface-to-patch” distance as described in [8], averaged over all 
triangles of the left ventricle, and the distribution of these distances serve as error 
measures. They are shown in Table 1. 

We compare the three models MRef, MPT, MPT + 2 cycle segm. The models MRef and 
MPT are both trained in the same setup where the only difference is that the old 
uncorrected reference meshes are used to train MRef while MPT is trained using the new 
reference meshes enclosing the trabeculae and papillary muscles in the LV cavity. For 
MPT + 2 cycle segm critical triangles are determined automatically and additional 
segmentation cycles are added as described in Section 3.2.  

Note that for a large range of values for the parameters defining the set of critical 
triangles similar errors can be obtained. We achieved best results using Td = 0.8mm 
and TN = 15. These parameters are also used to generate the error values presented in 
Table 1 and Fig. 3b. 

 
 

     

Fig. 4. Typical segmentation results (left to right: MRef, MPT, MPT + 2 cycle segm) 

 
Typical segmentation results are displayed in Fig. 4. The experiments show that the 

adapted model MRef inaccurately follows trabeculae and papillary muscles resulting in 
a mean error of 0.75 mm and a large amount of distant triangles. The distances 
decrease if model MPT is used but the segmentation results are still unsatisfying. The 
model MPT + 2 cycle segm provides good results, both in terms of error and from visual 
inspection. 
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Table 1. Mean errors and distribution for the left ventricle 

Percentage of Triangles with error range (%) Model/Segm. Mean Error (mm) 
< 1.0 mm 1.0 – 2.0 mm > 2.0 mm 

MRef 0.75 69.7 29.3 1.0 
MPT 0.65 83.1 16.9 0.0 
MPT + 2 cycle segm. 0.56 97.4 2.6 0.0 

To illustrate the annotation of viability information in the new cardiac model we 
follow the workflow described in Section 319. To classify myocardial tissue into 
viable and non-viable we employ a simple thresholding algorithm. Thereby the tissue 
covered by a tetrahedron is considered non-viable if a number of samples acquired 
within the volume of the tetrahedron have intensities larger than a manually adjusted 
threshold (see Fig. 5). 

 

     

Fig. 5. A cut through the model-annotated LE data (left) and the model (right) 

5   Conclusion 

We have presented a workflow that allows the integration of viability information into 
a patient-specific cardiac model. By associating the viability information directly with 
the 3D patient anatomy we ensure that the model is suitable for interventional 
guidance, e.g. for revascularization procedures as a roadmap overlaying a real-time 
fluoroscopy stream. 

As we aim to generate the model automatically we have extended a model-based 
segmentation method for the heart. In particular, we have improved the segmentation 
of the myocardium tissue in whole heart MR images to allow more robust automatic 
delineation of myocardium tissue. We have validated the improvements using clinical 
data from patients with ischemic disease. Furthermore, we have integrated the 
automatic adaptation of a volumetric mesh covering the myocardium into the 
segmentation process. We have shown how this volumetric mesh is used to associate 
functional information such as viability with the patient-specific anatomical model. 
Thereby we have demonstrated that we can perform viability measurements based on 
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a mapping of the patient-specific model to an appropriate 3D late enhancement data 
set and the application of a threshold-based method.  

For clinical use, an improved registration between the adapted cardiac model and 
the LE image may be required. Furthermore the manual threshold used to differentiate 
between non-viable and viable tissue may be replaced by an automatic tissue 
classification. Future work may also address the integration of further information 
such as myocardial perfusion data and supply territories into the cardiac model. 

The volumetric mesh model of the myocardium can also be used to perform 
biomechanical simulations, if mechanical properties are associated with each 
volumetric element 
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