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Abstract. Real-time three-dimensional echocardiography (RT3DE) permits the 
acquisition and visualization of the beating heart in 3D. However, its actual util-
ity is limited due to missing anatomical structures and limited field-of-view 
(FOV). We present an automatic two-stage registration and fusion method to in-
tegrate multiple single-view RT3DE images. The registration scheme finds a ri-
gid transformation by using a multiresolution algorithm. The fusion is based on 
the 3D wavelet transform, utilizing the separation of the image into low- and 
high-frequency wavelet subbands. The qualitative and quantitative results, from 
12 subjects, demonstrate that the proposed fusion framework helps in: (i) fill-
ing-in missing anatomical information, (ii) extending the FOV, and (iii) increas-
ing the structural information and image contrast. 
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1   Introduction 

Real-time 3D echocardiography (RT3DE) utilizes a matrix-array transducer to acquire 
volumetric-sequence (3D+T) images of the heart. In comparison to other 3D cardiac 
imaging modalities, it permits simple, near real-time, low-cost, and completely harm-
less image acquisition to capture the true 3D nature of the heart. The images are  
usually acquired by positioning the ultrasound probe at the thorax and finding the 
acoustic window from the apical or the parasternal views. However, due to the large-
sized foot-print of the ultrasound probe, it is often a problem to find a suitable acous-
tic window through which the complete heart or the left-ventricle (LV) chamber can 
be imaged. The field-of-view (FOV) of image acquisition is, therefore, limited and 
cannot always capture the entire heart volume. Moreover, the images contain speckle, 
missing boundaries, and intensity dropout. 

Medical ultrasound images are constructed by the sound reflections received at the 
probe from the tissue interfaces in the body. It is well known that the angle between 
the tissue and the ultrasound wave plays an important role in the reconstruction 
process. Tissue interfaces perpendicular to the ultrasound wave reflect well, while the 
interfaces parallel to the wave may not reflect the wave at all. Thus, the single-view 
apical or parasternal images are often affected by limited or missing anatomical  
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information. Consequently, the use of any automated or manual quantitative analysis 
method on these images is prone to subjectivity and error. 

We propose and investigate the use of acquiring apical view images from multiple 
probe positions at different angles (called multi-view) and fusing them together to:  
(i) fill-in missing information, (ii) extend the FOV of echocardiography images, and 
(iii) improve the image quality. The paper starts by providing a background about 
general and echocardiographic image fusion and presenting a summary of related 
work in Section 2. The registration and fusion algorithms are described in Section 3. 
The fusion results are evaluated in Section 4, with concluding remarks in Section 5. 

2   Background and Related Work 

In general, image fusion is the process of integrating several aligned source images to 
form a single fused image, preserving the salient features from all the source images. 
Image fusion is of great significance to combine images of varying focus, multiple 
sensor acquisition in remote sensing, and images of differing modalities in medical 
imaging [1]. 

In echocardiography, multiview RT3DE image fusion can be defined as the 
process of combining two or more single-view source images to form a single multi-
view image which integrates the structural information from all the source images. 
Let ܫଵሺݔ, ,ݕ ڮ,ሻݖ , ,ݔேሺܫ ,ݕ  ሻ be ܰ aligned 3D single-view image frames, the fusedݖ
image ܫሺݔ, ,ݕ ,ݔሺܫ .on these images ߠ ሻ is generated by applying a fusion ruleݖ ,ݕ ሻݖ ൌ ,ݔଵሺܫ൫ߠ ,ݕ ڮ,ሻݖ , ,ݔேሺܫ ,ݕ  ሻ൯ݖ
The fusion rule ߠ may take the form of minimum, maximum, average, or any other 
linear or non-linear function of the source intensities. The fusion rule ߠ decides how 
the values from source images are put together to form a single fused image. 

Multiview RT3DE image fusion is related to two other common approaches found 
in the literature for integrating multiple acquisitions of ultrasound images: namely, 
spatial compounding and mosaicing. In the ultrasound literature, compounding is of-
ten employed to combine multiple ultrasound images having large overlap, with little 
or no angular difference in the acquisitions, to achieve the objective of improving the 
visual quality of the compounded image [2]. On the other hand, mosaicing [3] at-
tempts to stitch together multiple images having little overlap, acquired with large 
angular separation in acquisitions, with the purpose of increasing the image informa-
tion by extending the FOV. RT3DE image fusion can be considered as a combination 
of both compounding and mosaicing since its objectives include extending the FOV, 
increasing the image information, and improving the image quality. Moreover, in the 
fusion case, the multiple single-view images can have small or large overlap between 
them due to the arbitrary nature of probe movement during the image acquisition. 

In Soler et al. [4], the authors employed a manual LV surface extraction procedure 
to assist in the single-view RT3DE image registration process. However, the LV  
surface extraction is a complex, time-consuming and subjective process due to the 
missing boundaries in the image. Moreover, the developed fusion methodology is 
restricted for fusion of only 2 source single-view RT3DE images. Grau & Noble [5] 
presented a local phase-based method for the fusion of apical and parasternal view 
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RT3DE images. Yao & Penney [6] extended the local phase-based compounding me-
thod of Grau & Noble [5] for up to 9 images, in an ad-hoc approach which is extreme-
ly computationally intensive. They used the local-phase based registration of Grau  
et al. [7] for aligning the images. In all these cases, the fusion technique is validated 
on only one or two subject cases. Szmigielski et al. [8] showed in a clinical work that 
the averaging based fusion technique significantly improves the quality and com-
pleteness of the RT3DE images. 

3   RT3DE Image Fusion 

We present a two-stage method for multiview RT3DE image fusion. During the first 
stage, the ܰ images are aligned together using a standard multiresolution-based rigid 
registration algorithm. In the second stage, we develop a novel wavelet based image 
fusion technique to combine the aligned images. The proposed fusion approach is 
simple, fast and straightforward to fuse any number of single-view RT3DE images. 

3.1   Automatic Rigid Image Registration 

Registration aims to bring the reference volume ܫ୰ and floating volumes ܫ௙௜ (݅ ൌ2,…ܰ) into alignment with each other. We assume that a rigid transformation is suf-
ficient to align ܫ୰ and ܫ௙௜, as these images were acquired with ECG-gating, small 
probe movements, and over a gap of few minutes. There may be minor non-rigid mi-
salignments due to the non-rigid motion of the heart, but finding a non-rigid transfor-
mation can introduce spurious deformations in the alignment process. 

We followed a voxel-based registration process that attempts to find a geometrical 
transformation ܶ such that the transformed floating image looks similar to the refer-
ence image by maximizing a similarity criterion ܥ ,ܥ ൌ ܵ ቀܫ୰, ܶ൫ܫ௙௜൯ቁ 

where ܵ is a similarity function that measures the correspondence between the reference 
image and the floating image. In this work, the similarity function ܵ was computed only 
for the image voxels region (i.e., excluding the region outside of acquisition pyramid in 
an echocardiography image). Since the images are acquired using the same modality 
and similar machine settings but they can have different intensity ranges, we employed 
the normalized cross-correlation (NCC) as the similarity function ܵ. We followed a 
multiresolution registration approach with multiple initializations to avoid the local 
maxima of the similarity function. This ensures faster and robust estimation of the trans-
formation ܶ. The registration approach works through the following steps: (i) construct 
a 3-level multiresolution Gaussian pyramid, (ii) compute the similarity function ܵ be-
tween the overlapping region of the reference and floating volumes, (iii) determine the 
transformation ܶ at the coarsest level by maximizing the similarity criterion ܥ, (iv) 
propagate ܶ to the next finer level and refine the transformation ܶ, and (v) iterate steps 
(i-iv) until it reaches the finest level on the multiresolution pyramid. For each resolution 
level in step (i), the image is blurred with a Gaussian kernel of variance ሺshrink_factor/2ሻଶ. 
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These observations are verified by the illustration in Fig. 2, where we show the low- 
and high-frequency information contents of an example 2D echocardiography image 
slice. The 2D image, Fig. 2(a), is decomposed into low- and high-frequency wavelet 
components. The wavelet reconstruction from only low-frequency components is 
shown in Fig. 2(b), by zeroing out the high-frequency wavelet components. Fig. 2(c) 
depicts the wavelet reconstruction from only high-frequency wavelet components, by 
zeroing out the low-frequency wavelet components. 

We propose the wavelet based fusion mechanism in the following 4 steps: 

1. perform 1-level forward wavelet transform ܹܨ on each single-view image ݅ܫ to 
separate the image into low-frequency ܹܽݒ௅௜  and high-frequency ܹܽݒு௜  wavelet 
coefficients, ܹிሺܫ௜ሻ ൌ ௅௜ݒܹܽൣ ு௜ݒܹܽ, ൧ 

2. apply the maximum fusion rule ߠ௠௔௫ on low-frequency coefficients ܹܽݒ௅௜   to ob-
tain the fused low-frequency wavelet coefficients, ܹܽݒ௅௙ ൌ ڮ,௅ଵݒ௠௔௫ሺܹܽߠ  ௅ேሻݒܹܽ,

3. apply the mean fusion rule ߠ௠௘௔௡ on high-frequency coefficients ܹܽݒு௜  to obtain 
the fused high-frequency wavelet coefficients, ܹܽݒு௙ ൌ ுଵݒ௠௘௔௡ሺܹܽߠ ڮ,  ுேሻݒܹܽ,

4.  perform inverse wavelet transform ܹܫ from fused wavelet coefficients (ܹܽݒ௅௙ and ܹܽݒு௙) to re-construct the fused image ܫ .ܫሺݔ, ,ݕ ሻݖ ൌ ܹூൣܹܽݒ௅௙,ܹܽݒு௙൧ 
This complete process of wavelet based fusion is graphically demonstrated in Fig. 3. 
We highlight the fact that the above proposed fusion strategy for the low- and high-
frequency wavelet coefficients is contrary to the conventionally used wavelet based 
fusion of ordinary (usually non-medical) images [10]. In the conventional approach, 
the maximum of the high-frequency wavelet coefficients magnitude is selected to 
preserve the edges with the assumption that the edges lie in the high-frequency 

 

(a) (b) (c) (d) 

Fig. 2. Low- and high-frequency characteristics of an echocardiography image. (a) An example 
2D echocardiography image, (b) low-frequency wavelet reconstruction, (c) high-frequency 
wavelet reconstruction, and (d) absolute values of (c). Due to poor print quality on paper, the 
information of these images will be better visible in the electronic version. 
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components. However, this assumption is invalid for the echocardiography images 
which, unlike natural images, do not contain any sharp edges in the high-frequency 
wavelet coefficients (see Fig. 2(c) and Fig. 2(d)). Thus, the conventional approach 
does not yield the desired results in our application. 

4   Experimental Validation 

4.1   Data 

Volumetric images were obtained using the Philips iE33 machine (Philips Medical 
Systems, Andover, USA) with a matrix-array transducer, acquiring a full volume se-
quence using ECG-triggering over 4 heart-beats. The usual spatial dimensions are 
224x208x208 with nearly isotropic resolution of 0.82x0.84x0.76mm3. To assess the 
fusion performance, the proposed method was applied on images from 12 healthy 
young subjects, with the number of source single-view images for each subject in the 
range of 3 to 6. The single-view images were recorded from different transducer posi-
tions using the following protocol. The first full-volume sequence was acquired by 
placing the transducer probe at the LV apex. This image was used as the reference 
volume for the image registration stage in 3.1. Two more full-volume sequences were 
acquired by translating the probe from the apex towards the lateral wall of the LV by 
approximately 1cm and 2cm, respectively. Another full-volume sequence was ac-
quired by translating the probe from the apex towards the interventricular septum by 
approximately 1cm. Finally, two more volumes were captured by moving the probe 
one inter-costal space above and below the optimal apical position. We used 3 to 6 
single-view images for some subjects as it was not possible to acquire all the 6 single-
view images using the above protocol due to poor acoustic window. 

4.2   Validation Measures 

In order to evaluate the wavelet based fusion method, we computed four quantitative 
validation measures as defined below. 

1. The % improvement in global image contrast, ∆ሺܿݐݏܽݎݐ݊݋ሻ, due to fusion is, 

∆ሺܿݐݏܽݎݐ݊݋ሻ ൌ ቎ ௙ெ௒തതതതതߩ െ ௙஻௉തതതതത1ܰߩ ∑ ൫ߩపெ௒തതതതത െ ప஻௉തതതതത൯ே௜ୀଵߩ െ 1቏ כ 100 

where ߩெ௒തതതതത and ߩ஻௉തതതതത denote the mean value in the myocardium and the blood-pool, 
respectively; ܰ represents the total number of source single-view images; and ݅ or ݂ 
represent the ݅th or fused image, respectively. 
2. The improvement in SNR, ∆ሺܴܵܰሻ, in the fused image is defined as, 

∆ሺܴܵܰሻ ൌ 20 כ ݃݋݈ ቌ1ܰ ∑ ௙஻௉ߤ௜஻௉ே௜ୀଵߤ ቍ ൅ 20 כ ݃݋݈ ቌ1ܰ ∑ ௙ெ௒ߤ௜ெ௒ே௜ୀଵߤ ቍ 

where ߤெ௒ and ߤ஻௉ denote the variance in the myocardium and the blood-pool,  
respectively. 
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Fig. 3. Wavelet based multiview RT3DE image fusion scheme. For simplicity, only 1 high-
frequency subband (ܹܽݒு) is shown; in practice, there are 7 high-frequency subbands. 

3. The quantitative change in the image’s structural information is defined as the in-
crease in the amount of total edge or feature points. The % change in feature in-
formation, ∆ሺ݂݁ܽ݁ݎݑݐሻ, is computed as following, 

∆ሺ݂݁ܽ݁ݎݑݐሻ ൌ ቎ ௙1ܰܨ݊ ∑ ௜ே௜ୀଵܨ݊ െ 1቏ כ 100 

where ݊ܨ represents the total number of feature points in the image. The feature map 
is computed using the feature detector in [11], derived from local-phase based feature 
asymmetry measure to detect step-like low contrast endocardial or epicardial features. 
These features are vital due to their potential utility in left ventricle segmentation us-
ing an active contour based algorithm, as in [12]. 
4. The % change in FOV, ∆ሺ݂ݒ݋ሻ, due to the fusion is computed as, 

∆ሺ݂ݒ݋ሻ ൌ ቎ ܱܨ ௙ܸ1ܰ ∑ ܱܨ ௜ܸே௜ୀଵ െ 1቏ כ 100 

ܸܱܨ ൌ෍ݔ݋ݒ௜௡
௜ୀଵ  

where ݔ݋ݒ௜ denote the image voxels (1 for foreground, and 0 for background region 
outside the image pyramid), and ݊ indicates the total number of voxels. The ∆ሺ݂ݒ݋ሻ 
is independent of the fusion technique and is a factor of image acquisition geometry. 
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4.3   Results and Evaluation 

To assess the performance of the proposed fusion method, we implemented two other 
common fusion methods that use either averaging or maximum as their decision rule, 
respectively. The averaging fusion rule is popular in ultrasound compounding litera-
ture because of its ability to suppress noise and improve the signal-to-noise (SNR) 
ratio. On the other hand, the maximum fusion rule is particularly good for ultrasound 
images, since ultrasound images have high intensity values corresponding to impor-
tant anatomical structures (e.g., myocardium). The three methods are denoted as: 
wavelet fusion – WAV, maximum fusion – MAX, and averaging fusion – AVG. For 
the computation of ∆ሺ݂݁ܽ݁ݎݑݐሻ and ∆ሺ݂ݒ݋ሻ, the whole 3D volumes were used. How-
ever, in the case of computation of ∆ሺܿݐݏܽݎݐ݊݋ሻ and ∆ሺܴܵܰሻ, representative 2D  
slices (apical 4-chamber plane) were used for the interactive selection of region-of-
interests (ROIs) in the myocardium tissue and the blood-pool cavity (three arbitrary 
sized rectangle ROIs each in the myocardium and the blood-pool cavity). It was as-
sumed that these ROIs represent the whole volume image for the computation of ∆ሺܿݐݏܽݎݐ݊݋ሻ and ∆ሺܴܵܰሻ measures. 

Table 1 shows the mean values, over 12 images, for ∆ሺ݂݁ܽ݁ݎݑݐሻ, ∆ሺܿݐݏܽݎݐ݊݋ሻ, 
and ∆ሺܴܵܰሻ. It shows significant contrast improvement gain with WAV (24.07%) in 
comparison to the popular averaging based compounding method AVG (– 5.32%). 
The SNR improvement with AVG (8.01݀ܤ) is slightly higher than WAV (7.21݀ܤ), 
because AVG involves averaging operation which achieves significantly more 
smoothing resulting in relatively higher SNR improvement. However, the SNR im-
provement with WAV is significant and comparable to AVG. The mean ∆ሺ݂ݒ݋ሻ  
value for 12 images is 34.15% and is independent of the image fusion technique. The 
amount of FOV enlargement is large, considering that an individual single-view im-
age can already capture a big part of the heart in 3D images. The feature improvement 
with WAV (15.85%ሻ and MAX (16.25%) is considerably higher than AVG 
(8.99%), due to the better preservation of important structures like myocardium tis-
sue. We attribute only part of this feature improvement to be due to FOV enlarge-
ment, while the remaining is due to filling-in of missing anatomical information in the 
multiview combination. The above comparison demonstrates that the wavelet based 
fusion outperforms both of the other methods when analyzed collectively over all the 
quantitative evaluation measures. 

Fig. 4 shows the visual results of RT3DE image fusion for a representative 2D 
slice. The visual results indicate that the fusion process significantly increases the 
structural information in the image and that every additional source single-view im-
age, even if acquired from small probe movements, brings in some complementary 
feature information. The visual results show that the WAV method blends the source 
single-view images very well and has no stitching artifacts around the overlapping 
image borders as are visible on AVG fusion results. Moreover, the fusion increases 
the FOV, contrast and SNR of the image. Another notable gain of fusion is that it in-
creases the density of the sampling resolution due to multiview combination. This is 
clearly visible on myocardium muscle tissue, papillary muscles and valves which ap-
pear thicker and have more uniform appearance after fusion. 
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5   Conclusions 

This work presented a completely automatic two stage registration and fusion method 
to integrate multiple single-view RT3DE apical-view images. The images were 
aligned using automatic multiresolution-based rigid registration algorithm, followed 
by wavelet based fusion method that allows the decomposition of the aligned images 
into low- and high-frequency components, thus permitting the use of relevant fusion 
rules. The quantitative validation of wavelet based fusion, against averaging and max-
imum based fusion methods, showed that it performs well to increase features, con-
trast, and SNR in the fused image. 
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