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Abstract. Technological changes have aided modern companies to gather 
enormous amounts of data electronically.  The availability of electronic data has 
exploded within the past decade as communication technologies and storage 
capacities have grown tremendously. The need to analyze this collected data for 
creating business intelligence and value continues to grow rapidly as more and 
more apparently unbiased information can be extracted from these data sets. In 
this paper we focus in particular, on email corpuses, from which a great deal of 
information can be discerned about organization structure and their unique cul-
tures. We hypothesize that a broad based analysis of information exchanges (ex. 
emails) among a company’s employees could give us deep information about 
their respective roles within the organization, thereby revealing hidden organ-
izational structures that hold immense intrinsic value. Enron email corpus is 
used as a case study to predict the unknown status of Enron employees and 
identify homogeneous groups of employees and hierarchy among them within 
Enron organization.  We achieve this by using classification and cluster tech-
niques.  As a part of this work, we have also developed a web-based graphical 
user interface to work with feature extraction and composition. 

Keywords: Business intelligence, organizational hierarchies, classification, 
clustering, Enron email corpus. 

1   Introduction 

Technological changes have aided modern companies to gather enormous amounts of 
data electronically. In this paper we focus in particular, on email corpuses, from 
which a great deal of information can be discerned about organization structure and 
their unique cultures. It can also be used as a ‘window’ by entities such as private 
equity firms, insurance companies, or banks that aspire to do due diligence in under-
standing a company’s culture, be it in legal, regulatory or other needs. We hypothe-
size that a broad based analysis of information exchanges (emails in this instance) 
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among a company’s employees could give us deep information about their respective 
roles within the organization, thereby revealing hidden organizational structures that 
hold immense intrinsic value. Therefore, these corpuses can be considered as a crucial 
value-added proposition, which helps one decipher the emerging social structures, as 
well as potentially identify key personnel (rising stars) within an organization.  Such 
analysis is known as Social Network Analysis (SNA).  From a purely business per-
spective, such type of analysis helps us avoid bias in judging / evaluating the impor-
tance of each and every player (employee) of an organization, and providing a de-
tailed view that does not solely depend on key administrative decision makers in 
modern day hierarchical organizational structures.  As a preliminary study, we have 
earlier used SNA in analyzing software developer roles open-source software (OSS) 
development to identify key developers and coordinators in making OSS systems 
more successful [1].  

The analysis of social networks has focused on a set of important, but relatively 
simple measures of network structure [2]; these include issues such as degree distribu-
tions, degree correlations, centrality indices, clustering coefficients, subgraph (motif) 
frequencies, preferential attachment, node duplications, degree distributions and cor-
relations.  Recently researchers have begun studying wider community structures in 
networks and issues such as interconnectedness, empirical relationships, weak com-
munity links, collaboration, modularity and community structures [3]. SNA in elec-
tronic media essentially involves “Link Mining”. Link mining is a set of techniques 
which is used to model a linked domain using different types of network indicators 
[4]. A recent survey on link mining can be found in [5].  Its applications include 
NASDAQ surveillance [6], money laundering [7], crime detection [8], and telephone 
fraud detection [9]. In [10], the authors showed that customer modeling is a special 
case of link mining.   

The public availability of Enron Corporation’s email collection, released during the 
judicial proceedings against this corporation, provides a real rich dataset for research 
[11, 12].  In [13, 14], the authors used Natural Language Processing techniques to 
explore this email data.  In [15], the authors used SNA to extract properties of the 
Enron network and identified the key players during the time of Enron’s crisis.  In 
[16], the authors analyzed different hierarchical levels of Enron employees and stud-
ied the patterns of communication of the employees among these hierarchies.  In [17], 
the authors used a thread analysis to find out employees’ responsiveness.  In [18], the 
authors used an entropy model to identify the most relevant people.  In [19], the au-
thors proposed a method for identity resolution in the Enron email dataset.  In [20], 
the authors deployed a cluster ranking algorithm based on the strength of the clusters 
to this dataset.  In [21], the authors provided a novel algorithm for automatically ex-
tracting social hierarchy data from electronic communication behavior. 

In this paper, we apply SNA to identify different social groups among employees 
based on the emails they exchanged and attempt to predict organizational structure that 
emerges from such complex social networks. Such an analysis can be very useful from 
an economic perspective for reasons such as business strategy, competition, multi-
player perspectives, enabling leadership and innovation support structures, stability and 
societal benefit. Our work is different from that of most of the earlier works, in that it 
is significantly more comprehensive. Specifically, it focuses on the following two 
issues, which are significant value-added propositions for any organization.  
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1. First, we mine the email corpus to collect the data such as counts of the emails 
which were exchanged between Enron employees using the To, Cc and Bcc 
fields, different combinations and ratios of these counts, and the response ratio 
to emails sent by each employee. The development and use of composite fea-
tures of these various fields (of email data) in our work is significantly differ-
ent from all reported earlier work. We use clustering algorithms [22] and clas-
sification algorithms [23] to analyze the data in order to identify homogeneous 
groups of employees and to predict the designation status of employees whose 
status were undocumented in the Enron database report.  For clustering we 
used matlab and for classification we used weka [24]. Furthermore, we have 
developed a web-based Graphical User Interface (GUI) that can work with dif-
ferent classifiers to automate feature selection and composition, so that we can 
interactively carry out the classification analysis.  The validity of clusters is 
demonstrated using different widely used statistical measures [25-28]. The 
validation of classification-based prediction is done by predicting the designa-
tion status of employees, for whom the status is known. 

2. Second, we use prediction techniques to identify employees who may be per-
forming roles that are inconsistent with other employees in similar roles within 
the organization. We hypothesize, that these roles may be associated with ei-
ther more leadership responsibilities or with more mundane day to day opera-
tional responsibilities that keep the organization focused on its core capabili-
ties. Such personnel tend to play either a critically vital role in the organization 
in helping it accomplish its goals and missions (through leadership, mentoring 
and training of junior employees) or, are leading indicators of poor performers.  
This implies that the remaining employees perform within well-defined 
‘bounded’ roles in the organization.  

The paper is organized as follows. In section 2, we briefly talk about Enron email 
corpus and features we extracted from this corpus. In section 3, we discuss about 
clustering techniques we used and about the GUI we developed to work with weka.  
In section 4, we discuss the results, and in section 5 we conclude this work and dis-
cuss possible future work in this direction. 

2   Enron Email Corpus 

The Enron email dataset was initially made public by Federal Energy Regulation 
Commission.  The raw dataset can be found at [11]. There are different versions of the 
datasets processed by different research groups. We collected our dataset from [12], as 
a MYSQL dump, because the authors cleaned this dataset by removing duplicate 
emails and processed invalid email address. In this dataset, there are a total of 252759 / 
2064442 email messages being sent to / received by a total of 151 Enron employees.  
Information about each of these employees such as full name, designation, email ad-
dress, emails sent, emails received, subject and body of emails, and references to these 
messages is maintained in different tables. For 56 employees, the designation informa-
tion is unavailable and they are marked as ‘N/A’ in the dataset.  In this paper, we try  
to establish the designation status of these 56 employees. In Table 1, we tabulate  
the assigned employee identity numbers, and designation status of 151 employees of 
Enron [29].   
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Table 1. Details of Enron employees 

ID Status ID Status ID Status 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 

Director 
Director 

Employee 
Manager 
Employee 
Employee 
Employee 
Employee 
Employee 

N/A 
N/A 

Employee 
N/A 

Vice President 
Employee 

N/A 
Manager 

N/A 
Employee 

N/A 
Director 
Trader 

Vice President 
Manager 
Employee 
Director 

Employee 
N/A 

Vice President 
N/A 
N/A 

Vice President 
N/A 
N/A 

Vice President 
President 

Vice President 
Vice President 

N/A 
Trader 
N/A 

Manage 
N/A 

Vice President 
N/A 
CEO 

Employee 
N/A 
N/A 
N/A 

51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 

100 

Vice President 
Employee 

CEO 
President 

N/A 
N/A 
N/A 

Trader 
N/A 

Trader 
Employee 
Employee 

N/A 
N/A 

Managing Director 
President 

N/A 
Vice President 
Vice President 

Employee 
N/A 
N/A 

Employee 
In House Lawyer 

N/A 
N/A 

Employee 
Vice President 

N/A 
N/A 

Employee 
N/A 

Vice President 
N/A 

Employee 
N/A 

Employee 
Trader 
N/A 

Manager 
N/A 

Vice President 
Employee 

N/A 
N/A 

Vice President 
N/A 
N/A 
N/A 

Employee 

101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
141 
142 
143 
144 
145 
146 
147 
148 
149 
150 
151 

Director 
N/A 

Vice President 
N/A 
N/A 

Director 
President 
Manager 
Manager 

Managing Director 
N/A 
N/A 
N/A 

Employee 
N/A 

Employee 
Manager 
Employee 
Employee 
Director 
Director 

Employee 
Manager 
Trader 
Trader 

Vice President 
CEO 

Employee 
N/A 

Director 
Trader 
Trader 
Trader 
Trader 
N/A 

Employee 
Vice President 

Trader 
In House Lawyer 

Employee 
N/A 

Employee 
Employee 

N/A 
N/A 
N/A 

In House Lawyer 
N/A 

Employee 
N/A 

Employee 
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The dataset extractions where performed at two different levels of discrimination: 
1) Localized Email communications (between Enron employees) and 2) Global Email 
communications (Email involving Enron employees on a global scale). For the former 
level, email communications among Enron employees were pulled out of the data-
base. For the latter case, a closer level of discrimination was observed, since an Enron 
employee could be involved in the Email messages from four different levels of ab-
straction: To, Cc, Bcc, and From. Scripts (in Perl) were used to connect to the 
MYSQL database tables and extract the data through table joins to fulfill the data 
requirements for analysis. Once the data has been extracted out, a secondary set of 
scripts were used to place the data in formats suitable for the types of analysis planned 
to be performed. In these final steps the data was placed into tab delimited data files 
and comma delimited files; with subsequent use either in raw data form, or in matrix 
type summary formats. 

3   Analysis 

In this section we discuss briefly the clustering and classification algorithms and fea-
tures sets we collected from Enron email corpus for these algorithms.  

We use classification analysis to predict the designation status of employees whose 
status are reported as ‘N/A’ in the email corpus.  We use k-means, density based ex-
pectation maximization (EM), and tree-random forest techniques for classification 
analysis [23].  Classification algorithms are based on supervised learning methodol-
ogy; which assumes the existence of a teacher-fitness function or some other external 
method of estimating the proposed model.  The term “supervised” means “the output 
values for training samples are known (i.e., provided by a ‘teacher’)” [30].  In our 
analysis, we use employee’s records for which designation status is known to train the 
algorithm and use the model obtained from the trained data set to predict the status of 
employees with ‘N/A’ values in their designation fields.  Validation of prediction 
using these classification techniques is done using the available designation informa-
tion of 95 (out of a total of 151) employees, i.e the status of 56 employees was un-
specified).  We use clustering analysis to identify homogeneous groups, of employees 
within the Enron organization. To achieve this we use k-means and fuzzy c-means 
clustering algorithms [22].  Each cluster has a centroid, which is a vector that contains 
the mean value of each feature for the employees within the cluster.  Once clusters are 
identified, we create a centroid matrix and use hierarchical clustering to identify the 
similarities and hierarchies among different clusters.   It is important to validate clus-
ter results to test whether the right number of clusters is chosen and to test whether 
cluster shapes correspond to the right groupings in the data. 

3.1   Finding the Optimal Number of Clusters  

Techniques such as the silhouette measure, partition coefficient, classification entropy, 
partition index, separation index, and Xie and Beni's index are used to find the optimal 
number of clusters [25-28]. The silhouette measure is a measure of how close each 
point in one cluster is to points in the neighboring clusters. The partition coefficient 
measures the amount of overlap between clusters. Xie and Beni’s index quantifies the 
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ratio of the total variation within clusters and separation of clusters. Partition index is 
the ratio of the sum of compactness and separation of clusters. The classification en-
tropy measures the fuzziness of the cluster partition. Separation index uses a minimum-
distance separation for partition validity.  The optimal number of clusters is achieved 
when the first three measures (silhouette measure, partition coefficient, and Xie and 
Benn index) attain the first local maxima and the later three measures (partition index, 
classification entropy, and separation index) attain their first local minima. 

It is to be noted that not all these techniques are designed to be used with all the 
chosen clustering techniques.  For instance, the silhouette measure is applicable for all 
clustering techniques whereas partition coefficient and classification entropy are most 
suitable for fuzzy c-mean algorithm. However, by applying several of these six vali-
dation measures together, we can obtain an optimal number of clusters by comparing 
and contrasting the choices for the number of clusters that concurrently satisfy a ma-
jority of these choices.   

3.2   Feature Set Identification 

For each identifiable employee in the database, we identified nine specific features 
that could be used for clustering and classification. These features are tabulated in 
Table 2 and we use these features in our cluster and classification analysis that is 
reported in section 4. As indicated earlier, the development and use of the ratio fea-
tures is significantly different from all reported earlier work on the Enron corpus. The 
major improvement that the use of ratios accomplish is to remove some of the unde-
sirable ‘biasing’ effects of the raw data collected.  

4   Results 

In this section, we provide results of our classification and clustering analysis.  The 
consolidated statistics, based on the designation status given in Table 1, is tabulated in 
Table 3.  For our clustering, analysis and prediction we use the groupings as identified 
in Table 4.  

4.1   Classification Analysis Results 

For classification analysis, to predict the status of employees with ‘N/A’ fields, we 
first tested the dataset using k-means, density based expectation maximization (EM) 
and tree-random forest techniques. For the analysis we created six different employee 
groups based on their designation as shown in Table 4 and further assigned numeric 
ranks to these groups. 

We used the features listed in Table 2 for the employees with known designation 
status as the training data to train the classification algorithms. Steps involved in  
the process of classification are explained pictorially in Fig. 1. Different techniques  
(k-means, density based expectation maximization (EM) and tree-random forest) were 
used to test accuracy. While both k-means and density based EM did not produce  
an accuracy rate of more than 60%, the tree-random forest technique, produced best  
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Table 2. Features extracted for Enron email corpus 

Feature Id Feature Description 

1f  Number of emails sent in Cc field 

2f  Number of responses received for emails mentioned for feature 1f  

3f  Cc Response Ratio: 1f / 2f  

4f  Number of emails sent in To field 

5f  Number of responses received for emails mentioned for feature 4f  

6f  To Response Ratio: 4f / 5f  

7f  Number of emails received in the To field 

8f  Number of emails received in the Cc field 

9f  Informational Response Ratio:  7f / 8f  

 

Table 3. Consolidated statistics of Enron employees based on their status 

Status Count 
N/A 
CEO 
Director 
Employee 
In house lawyer 
Manager 
Managing Director 
President 
Vice President 
Trader 

56 
3 
9 
35 
3 
9 
2 
4 
18 
12 

Table 4. Six groups of employees based on their designation 

Status Group Name Rank 
Director, Manager 
Vice President, CEO, President 
Employee 
In House lawyer 
Trader 
Managing Director 

Middle-Management 
Upper-Management 
Employee 
In House lawyer 
Trader 
Managing Middle-Management 

3 
1 
4 
4 
4 
2 

 
 

 

accuracy of 100%. Given the relatively limited size of the data this is expected and 
hence, the tree-random forest technique is used to predict the ‘N/A’ status of employees. 

Some interesting observations are to be made in the results of predicting employee 
ranks that were ‘N/A’. These are shown in Table 5. In column 2, we predicted the  
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Fig. 1. Steps in classification analysis 

rank of ‘N/A’ employees without using the ratio features f3, f6, and f9 (from table 2). 
In column 3 of Table 5, the results of predicting the rank of ‘N/A’ employees without 
using two key ‘differentiation’ features – i.e. the feature f8 - where the recipient were 
sent a ‘cc’ and the ratio f9, where the ratio of emails sent is computed.  In column 4, 
the prediction of ranks of these ‘N/A’ employees using all features is presented, while 
in column 5, we present the results of predicting the roles of all employees – includ-
ing ranks of those that were previously specified. The objective was to identify and 
predict some of the subtle differences in the internal roles played within the organiza-
tional by these large number of employees that were reported as ‘N/A’. From column 
5, using the most complete set of features it can be seen that about 41 of these play a 
upper (23) or middle (18) management ranked employees. Only 15 played the role of 
an employee (12) or trader (3). This is in stark contrast to not using ratios as features, 
where 32 of them ranked as either employees (27) or traders (5) in comparison to 23 
that ranked as middle (8) or upper management (15) designations.  

4.2   Cluster Analysis Results 

In this section, we apply cluster analysis for the email dataset to identify homogene-
ous groups, of employees within the Enron organization. To achieve this we use fuzzy 
c-means clustering algorithms. We use the silhouette measure, partition coefficient, 
classification entropy, and Xie and Beni's index, to validate the right number of clus-
ters and fuzzyness of the cluster partition. Once the clusters are identified, we create a 
centroid matrix and use hierarchical clustering to identify hierarchies among different 
clusters. 
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Table 5. Predicting Roles of ‘N/A’ Designations 

1st ro un d p r edi ctio n 2 nd ro u nd pred icti on
10 Em plo y ee Em p loy ee Upp er M anagem ent Up pe r Man agem en t
11 Em plo y ee Em p loy ee In H o use Law yer Em p lo y ee
13 Em plo y ee Em p loy ee Upp er M anagem ent Up pe r Man agem en t
16 Em plo y ee Em p loy ee Upp er M anagem ent Up pe r Man agem en t
18 Em plo y ee Em p loy ee Upp er M anagem ent Up pe r Man agem en t
20 Em plo y ee Em p loy ee Em plo ye e Em p lo y ee
28 Em plo y ee Em p loy ee M id dle M anage m ent Up pe r Man agem en t
30 Em plo y ee Em p loy ee Upp er M anagem ent Tr ader
31 Em plo y ee Em p loy ee Upp er M anagem ent M idd le Man agem en t
33 Em plo y ee Em p loy ee Em plo ye e Up pe r Man agem en t
34 Em plo y ee Em p loy ee M anag ing M id dle M anagem ent M idd le Man agem en t
39 Em plo y ee Em p loy ee Upp er M anagem ent Up pe r Man agem en t
41 Em plo y ee Em p loy ee Upp er M anagem ent M idd le Man agem en t
43 Em plo y ee Em p loy ee M id dle M anage m ent M idd le Man agem en t
45 Em plo y ee Em p loy ee Trad er M idd le Man agem en t
48 Em plo y ee Em p loy ee Upp er M anagem ent Up pe r Man agem en t
49 Em plo y ee Em p loy ee In H o use Law yer Up pe r Man agem en t
50 Em plo y ee Em p loy ee M id dle M anage m ent M idd le Man agem en t
55 Em plo y ee Em p loy ee Upp er M anagem ent Up pe r Man agem en t
56 Em plo y ee Em p loy ee M anag ing M id dle M anagem ent M idd le Man agem en t
57 Em plo y ee Em p loy ee Em plo ye e Em p lo y ee
59 Em plo y ee Em p loy ee Em plo ye e Em p lo y ee
63 Em plo y ee In H ou se Law yer Upp er M anagem ent Up pe r Man agem en t
64 Em plo y ee Man ag in g M id dle M anagem en t Trad er M idd le Man agem en t
67 Em plo y ee M id dle M anagem en t Upp er M anagem ent Up pe r Man agem en t
71 Em plo y ee M id dle M anagem en t M id dle M anage m ent Tr ader
72 Em plo y ee M id dle M anagem en t Em plo ye e Tr ader
75 In Ho u se L aw ye r M id dle M anagem en t Upp er M anagem ent Up pe r Man agem en t
76 M idd le Man agem en t M id dle M anagem en t In H o use Law yer Up pe r Man agem en t
79 M idd le Man agem en t M id dle M anagem en t Em plo ye e M idd le Man agem en t
80 M idd le Man agem en t M id dle M anagem en t Upp er M anagem ent Up pe r Man agem en t
82 M idd le Man agem en t M id dle M anagem en t M anag ing M id dle M anagem ent Em p lo y ee
84 M idd le Man agem en t Trad er Upp er M anagem ent Up pe r Man agem en t
86 M idd le Man agem en t Trad er Em plo ye e Em p lo y ee
89 M idd le Man agem en t Trad er Upp er M anagem ent Up pe r Man agem en t
91 M idd le Man agem en t Upp er M anagem en t M id dle M anage m ent Up pe r Man agem en t
94 Tr ader Upp er M anagem en t Trad er M idd le Man agem en t
95 Tr ader Upp er M anagem en t Em plo ye e Up pe r Man agem en t
97 Tr ader Upp er M anagem en t M id dle M anage m ent M idd le Man agem en t
98 Tr ader Upp er M anagem en t M anag ing M id dle M anagem ent Up pe r Man agem en t
99 Tr ader Upp er M anagem en t Trad er Em p lo y ee
102 Uppe r Man agem en t Upp er M anagem en t In H o use Law yer M idd le Man agem en t
104 Uppe r Man agem en t Upp er M anagem en t Upp er M anagem ent M idd le Man agem en t
105 Uppe r Man agem en t Upp er M anagem en t Trad er Em p lo y ee
111 Uppe r Man agem en t Upp er M anagem en t Em plo ye e Up pe r Man agem en t
112 Uppe r Man agem en t Upp er M anagem en t M id dle M anage m ent M idd le Man agem en t
113 Uppe r Man agem en t Upp er M anagem en t M id dle M anage m ent Up pe r Man agem en t
115 Uppe r Man agem en t Upp er M anagem en t Em plo ye e Em p lo y ee
129 Uppe r Man agem en t Upp er M anagem en t M anag ing M id dle M anagem ent M idd le Man agem en t
135 Uppe r Man agem en t Upp er M anagem en t Upp er M anagem ent Up pe r Man agem en t
141 Uppe r Man agem en t Upp er M anagem en t Upp er M anagem ent Em p lo y ee
144 Uppe r Man agem en t Upp er M anagem en t Em plo ye e Em p lo y ee
145 Uppe r Man agem en t Upp er M anagem en t M id dle M anage m ent M idd le Man agem en t
146 Uppe r Man agem en t Upp er M anagem en t M id dle M anage m ent M idd le Man agem en t
148 Uppe r Man agem en t Upp er M anagem en t M id dle M anage m ent M idd le Man agem en t
150 Uppe r Man agem en t Upp er M anagem en t Em plo ye e Em p lo y ee

All F eat ur es
Em p ID W ith ou t Rat io Seven Featu re s

  
 
 

Since the dataset is limited and the expected number of clusters is not too large, we 
use the fuzzy c-means clustering algorithm to identify the homogeneous group of 
employees using the features given in Table 2.  Based on the validity measures shown 
in Fig. 2, the optimal cluster size is found to be 6, and these clusters are displayed in 
Fig. 3.  For these 6 clusters, the hierarchy tree is shown in Fig. 4.  Clusters 2 and 6 are 
in the same (bottommost) level, cluster 4 is in the next level, clusters 1 and 5 are in 
the next level, and cluster 3 is in the top level.  The tree structure can be interpreted as 
follows based on the number of emails exchanged among them: Members of clusters 
2 and 6 possess similar characteristics and report to members of cluster 4 who in turn  
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(a) Average silhouette values (b) Partition coefficient measures 
 

  

(c) Classification entropy measure (d) Xie and Benn index 
 

Fig. 2. Validation for optimal number of clusters for fuzzy c-means clustering technique 

 
report to members of cluster 3. Strangely though clusters 1 and 5 possessed similar 
characteristics, they stay independent of other clusters. 

The topmost cluster in the tree is 3 and whose members’ ids and status are tabu-
lated in Table 6. For the predicted status, the status group based on Table 4 is pro-
vided. Clusters 1 and 5 are isolated from other four clusters. The members of cluster 1 
are 75 and 107, and members of cluster 5 are 48, 67, 69, and 73.  Except 73 and 75 
(employee and middle management), all other members belong to upper management 
group.  We know that member 107 is the President and its interesting that grouped 
with the president is employee 75 (originally N/A). This person (75) can be consid-
ered as a key connection point for other clusters.  It is also clear that the management 
groups are isolated from other groups (clusters 2, 3, 4 and 6) which may be an ideal 
case for any organization. Similarly, the employee member 73 belongs to cluster 5; 
which is dominated by upper-management members and function closely with Presi-
dent’s group and hence he/she can be considered to be a key connection between 
cluster 5 and other clusters. 
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Fig. 3. Identification of employee clusters 

 

Fig. 4. Hierarchy among clusters (using fuzzy c-means clustering) 

The members of cluster 3 (top left in Fig.2) mostly consists of traders and employ-
ees. Members in clusters 2, 4 and 6 (top right, bottom right and middle left in Fig. 2) 
are mixed with members of well-mixed status and hence nothing much can be inferred 
from this, although members of 2 and 6 work in the same hierarchy level (Fig. 3). 
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Table 6. Members of top level cluster in the hierarchical tree based on fuzzy c-means clustering 
technique 

ID Status Predicted Status (Table 5) 
18 
23 
48 
67 
69 
73 
75 
107 
114 
137 
147 

N/A 
Vice President 
N/A 
N/A 
Vice President 
Employee 
N/A 
President 
Employee 
Vice President 
In House Lawyer 

N/A → Upper Management 
* 
N/A → Upper Management 
N/A → Upper Management 
* 
* 
N/A → Upper Management 
* 
* 
* 
* 

 
Since most of the upper management members are isolated well in clusters 1 and 5 

and seem to have acted independent of the other clusters, we can safely conclude that 
SNA based on the features we extracted from the email corpus verifies our hypothe-
sis: “A broad based analysis of information exchanges (emails in this instance) among 
a company’s employees could give us deep information about their respective roles 
within the organization, thereby revealing hidden organizational structures that hold 
immense intrinsic value.” In case of Enron, this indicates that the regular employees 
were probably quite unaware of the emerging problems within the organization. Fur-
thermore, this email corpus also indicates that the presence of management personnel 
(upper/middle management) personnel who wielded quite some influence, yet per-
formed several ‘undefined’ roles (N/A’s) within the organization.  

5   Conclusion 

In this paper we carried out a case study of social network analysis on Enron email 
corpus. Out of 151 employees, there were 56 employees whose status was not re-
ported in the Enron email corpus. As a first step in our analysis, we extracted 9 fea-
tures from the email corpus. We used these features to predict the unknown status of 
the employees using the tree random forest classification algorithm from Weka.  We 
further predicted how consistent these 51 employees with respect to their designation 
status. After predicting the unknown status of employees, we identified homogeneous 
groups of employees and hierarchy among them using the fuzzy c-mean clustering 
technique.  The results of clustering technique supported our hypothesis that a suitable 
SNA on electronic data would reveal enough information about strengths and weak-
nesses of organizations and identify potential employees who played crucial roles in 
the organization. 

In later work, we plan to extend the capability of the web-based GUI that currently 
leads us perform custom feature composition for analysis, to include clustering / clas-
sification analysis using alternate techniques.  We plan to identify weighted features 
based on the response time –ex. for feature such as f2, f4; by modeling response time 
as a power-law distribution so as to assess relative importance of messages. As ap-
propriate, we plan to use global email communications (emails which have been  
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exchanged between Enron employees and known outsiders – for example lawyers / 
bankers) to identify the roles played by outsiders.  We plan to extend such analysis to 
study Linux email corpuses to identify key players in the development of Linux, an 
effort to identify the success behind this open source software system. Such effort is 
aimed at mimicking identified successes to understand and replicate it for more effec-
tive and efficient software development processes. 
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