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Preface

In the era of continuous changes in internal organizational settings and external
business environments – such as new regulations and business opportunities –
modern enterprises are subject to extensive research and study.

For the understanding, design, and engineering of modern enterprises and
their complex business processes, the discipline of enterprise engineering requires
sound engineering principles and systematic approaches based on rigorous theo-
ries. Along with that, a paradigm shift seems to be needed for addressing these
issues adequately. The main paradigm shift is the consideration of an enterprise
and its business processes as a social system. In its social setting, an enterprise
and its business processes represent actors with certain authorities and assigned
roles, who assume certain responsibilities in order to provide a service to its
environment. Second to that, a paradigm shift is to look at an enterprise as an
artifact purposefully designed for a certain mission and goal.

The need for this paradigm shift, along with the complexity and agility of
modern enterprises, gives inspiration for the emerging discipline of enterprise
engineering that requires development of new theories and methodologies. To
this end, the prominent methods and tools of modeling and simulation play a
significant role. Both (conceptual) modeling and simulation are widely used for
understanding, analyzing, and engineering an enterprise (its organization and
business processes).

In addressing the current challenges and laying down some principles for
enterprise engineering, this book, following the success of its first volume in
2008, includes a collection of papers presented and discussed at the co-located
meeting of CIAO! 2009 and EOMAS 2009, organized in conjunction with the
CAiSE 2009 conference. The scopes of these two workshops are to a large extent
complementary, with CIAO! being more focused on the theory and application
of enterprise engineering and EOMAS on the methods and tools for modeling
and simulation.

June 2009 Antonia Albani
Joseph Barjis

Jan L.G. Dietz



An Introduction to Enterprise Engineering

The Paradigm Shift

Enterprise engineering is an emerging discipline that studies enterprises from
an engineering perspective. The first paradigm of this discipline is that enter-
prises are purposefully designed and implemented systems. Consequently, they
can be re-designed and re-implemented, if there is a need for change. All kinds
of changes are accommodated: strategic, tactical, operational, and technologi-
cal. The second paradigm of enterprise engineering is that enterprises are social
systems. This means that the system elements are social individuals, and that
the essence of an enterprise’s operation lies in the entering into and complying
with commitments between these social individuals1.

The Theoretical Roots

Enterprise engineering is rooted in both the organizational sciences and the infor-
mation system sciences. Three concepts are already paramount to the theoreti-
cal and practical pursuit of enterprise engineering: enterprise ontology, enterprise
architecture, and enterprise governance. Enterprise ontology concerns the under-
standing of an enterprise in a way that is fully independent of any implementation.
The (one and only) ontological model of an enterprise shows the essence of its oper-
ation. It is the starting point for designing and implementing all kinds of changes.
It is also extremely stable over time; most changes appear to be changes in the
implementation. Enterprise architecture concerns the identification, the specifica-
tion, and the application of design principles, which come in addition to the spe-
cific requirements in every change project. Design principles are the operational
shape of an enterprise’s strategic basis (mission, vision). Only in this way can one
achieve and guarantee that the operations of an enterprise are fully compliant with
its mission and strategies. Lastly, enterprise governance constitutes the organiza-
tional conditions for incorporating enterprise ontology and enterprise architecture
in an enterprise’s practice. It constitutes the primary condition for making the en-
terprise engineering approach feasible and beneficial.

The Current Evidence

The vast majority of strategic initiatives fail, meaning that enterprises are un-
able to gain success from their strategy. The high failure rates are reported from

1 Basically and principally, only humans can take the role of social individual. We
do recognize, however, the increasing belief among researchers that in the future
artifacts could also take this role.
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various domains: total quality management, business process reengineering, six
sigma, lean production, e-business, customer relationship management, as well
as from mergers and acquisitions. It appears that these failures are mostly the
avoidable result of an inadequate implementation of the strategy. Rarely are they
the inevitable consequence of a poor strategy. Abundant research indicates that
the key reason for strategic failures is the lack of coherence and consistency, col-
lectively also called congruence, among the various components of an enterprise.
At the same time, the need to operate as an integrated whole is becoming in-
creasingly important. Globalization, the removal of trade barriers, deregulation,
etc., have led to networks of cooperating enterprises on a large scale, enabled by
the virtually unlimited possibilities of modern information and communication
technology. Future enterprises will therefore have to operate in an ever more
dynamic and global environment. They need to be more agile, more adaptive,
and more transparent. In addition, they will be held more publicly account-
able for every effect they produce. These challenges are traditionally addressed
with black-box thinking-based knowledge, i.e., knowledge concerning the func-
tion and the behavior of enterprises, as contained in the organizational sciences.
Such knowledge is sufficient, and perfectly adequate, for managing an enterprise
(within the range of control). However, it is definitely inadequate for changing
an enterprise. In order to bring about changes, white-box-based knowledge is
needed, i.e., knowledge concerning the construction and the operation of enter-
prises. Developing and applying such knowledge requires no less than a paradigm
shift in our thinking about enterprises, since the organizational sciences are dom-
inantly oriented towards organizational behavior, based on black-box thinking.

The Evolutionary Milestones

The current situation in the organizational sciences resembles very much the
one that existed in the information system sciences around 1970. At that time,
a revolution took place in the way people conceived information technology and
its applications. Since then, people have been aware of the distinction between
the form and the content of information. This revolution marks the transition
from the era of data systems engineering to the era of information systems
engineering. The comparison we draw with the information system sciences is
not an arbitrary one. On the one hand, the key enabling technology for shap-
ing future enterprises is the modern information and communication technol-
ogy (ICT). On the other hand, there is a growing insight into the information
systems sciences that the central notion for understanding profoundly the rela-
tionship between organization and ICT is the entering into and complying with
commitments between social individuals. These commitments are raised in com-
munication, through the so-called intention of communicative acts. Examples of
intentions are requesting, promising, stating, and accepting. Therefore, as the
content of communication was put on top of its form in the 1970s, the inten-
tion of communication is now put on top of its content. It explains and clarifies
the organizational notions of collaboration and cooperation, as well as authority
and responsibility. It also puts organizations definitely in the category of social



Preface IX

systems, very distinct from information systems. Said revolution in the informa-
tion systems sciences marks the transition from the era of information systems
engineering to the era of enterprise engineering, while at the same time merging
with relevant parts of the organizational sciences, as illustrated in Fig. 1.

Fig. 1. Enterprise engineering

The mission of the discipline of enterprise engineering is to combine (relevant
parts from) the organizational sciences and the information system sciences, and
to develop theories and methodologies for the analysis, design, and implementa-
tion of future enterprises. Two crucial concepts have already emerged that are
considered paramount for accomplishing this mission: enterprise ontology and
enterprise architecture. A precondition for incorporating these methodologies
effectively in an enterprise is the good establishment of enterprise governance.

Theoretically, enterprise ontology is the understanding of an enterprise’s con-
struction and operation in a fully implementation-independent way. Practically,
it is the highest-level constructional model of an enterprise, the implementation
model being the lowest one2. Compared to its implementation model, the onto-
logical model offers a reduction of complexity of well over 90%. Only by applying
this notion of enterprise ontology can substantial changes of enterprises be made
intellectually manageable.

Theoretically, enterprise architecture is the normative restriction of design
freedom. Practically, it is a coherent and consistent set of principles that guide
the (re)design and (re)implementation of an enterprise, and that come in

2 Dietz, J.L.G., Enterprise Ontology – Theory and Methodology, Springer, 2006, ISBN
978-3-540-29169-5



X Preface

addition to the specific requirements in a change project3. These principles are
derived from the enterprise’s strategic basis (mission, vision). Only by applying
this notion of enterprise architecture can consistency be achieved between the
strategic basis and the operational business rules of an enterprise.

Enterprise governance is the organizational competence for continuously ex-
ercising guiding authority over enterprise strategy and architecture development,
and the subsequent design, implementation, and operation of the enterprise4.
Adopting this notion of enterprise governance enables an enterprise to be compli-
ant with external and internal rules, and to perform in an optimal and societally
responsible way.

Modeling and Simulation

Every time that a change happens in the business environment or a change is
required due to certain circumstances, it results in analysis and design of some
aspects of the enterprise (organization, business processes, supporting technol-
ogy, etc.). Current trends in business process management show that processes-
oriented approaches are receiving increasing attention in analyzing and designing
enterprises and implementing innovations addressing the external forces (cus-
tomers, competitors, environment, etc.). As the very core of process innovation
is change, and changes always need to be evaluated in comparison with different
scenarios and situations, this demands an even more integral role of modeling and
simulation in design, redesign, and process improvement activities of enterprise
engineering. Obviously any change is risky and may have serious consequences
for enterprises. Early mitigation of risks associated with redesign and innovation
is highly important, especially in situations with many uncertainties. Here is
where modeling and simulation play an enormous role in the analysis, design,
redesign, comparison of alternatives, and measurement of the effects of changes5.

Ontology-Based Development of Information Systems

Based on the notion of enterprise engineering, new modeling methodologies are
needed to cope with the specific aspects of an enterprise as a designed and en-
gineered artifact. Such methodologies should not only comprise methods and
models to design the enterprise in order to understand and change it, but also
to design and implement information systems supporting the operations and
decision makings of such enterprises. Several enterprise modeling methodolo-
gies exist and are widely applied in practice today. But most of them are not

3 Hoogervorst, J.A.P., Dietz, J.L.G.: Enterprise Architecture in Enterprise Engineer-
ing, in: Enterprise Modeling and Information Systems Architecture, Vol. 3, No. 1,
July 2008, pp 3-11, ISSN 1860-6059

4 Hoogervorst, J.A.P., Enterprise Governance and Enterprise Architecture, Springer,
2009, ISBN 978-3-540-92670-2

5 Barjis, J. (2007). Automatic Business Process Analysis and Simulation Based on
DEMO. Journal of Enterprise Information Systems, Vol. 1, No. 4, pp. 365-381
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based on a well-founded theory that integrates the notion of construction and
operation of the enterprise in a fully implementation-independent way. Said ap-
proaches therefore result in unnecessary complex, unstable, and unwieldy models
including not only the essential features of an enterprise. The same holds for the
models of the supporting information systems, which are based on those enter-
prise models. In order to provide valuable information to business people who
decide about requirements, use the solutions and decide about future strategies,
both the enterprise models and the supporting information system models need
to be provided on a high level of abstraction. Therefore, there is a need for new
and innovative methodologies applying the notion of enterprise ontology, and
for new methods transforming such ontological models into information system
models6. The resulting information system models have a reference character.
That means that they are stable since they are based on ontological models,
which are completely implementation independent. A business domain is not
going to change often, but the implementation of that business domain may
change easily.

June 2009 Jan L.G. Dietz
Antonia Albani

Joseph Barjis

6 Albani, A., Dietz, J., 2008. Software and Data Technologies, Second International
Conference, ICSOFT/ENASE 2007, Barcelona, Spain, July 22-25, 2007, Revised
Selected Papers. Vol. 22. Springer Verlag, Ch. Benefits of Enterprise Ontology for
the Development of ICT-Based Value Networks, pp. 322.
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Method Versus Model – Two Sides of the Same Coin? 

Robert Winter, Anke Gericke, and Tobias Bucher 

Institute of Information Management, University of St. Gallen,  
Müller-Friedberg-Strasse 8, 9000 St. Gallen, Switzerland 

{Robert.Winter,Anke.Gericke,Tobias.Bucher}@unisg.ch 

Abstract. This article analyzes the state-of-the-art regarding the development 
of generic methods and reference models. The analysis shows that the related 
research disciplines, method engineering and reference modeling, tend to con-
verge. Furthermore, it shows that the differentiation between generic methods 
and reference models should not be maintained because both artifact types fea-
ture activity-oriented elements as well as result-oriented elements. Depending 
on the artifact type, however, generic methods and reference models vary re-
garding the relative importance of the activity view and the result view. A ge-
neric problem solution (generic term for methods and reference models) can be 
interpreted as a sequence of activities which aim at the development of results. 
The insights into the commonalities among generic problem solutions provide 
the opportunity to define a unified design process in the field of design science 
research. Implications and unification challenges that are related to such a uni-
fied design process are presented at the end of the paper. 

Keywords: Design Process, Method Engineering, Reference Modeling. 

1   Introduction 

Information systems (IS) researchers follow two main research approaches: behav-
ioral research and design science research (DSR) [20, p. 76]. In contrast to behavioral 
research which is primarily aimed at advancing the body of knowledge through theory 
building, DSR is a problem solving paradigm which “has its roots in engineering” 
[20, p. 76]. The ultimate goal of the DSR approach is the development of useful arti-
facts that bear the potential to solve relevant IS problems [30, p. 253]. In this article, 
IS are generally understood as socio-technical systems. Socio-technical IS comprise 
all persons, business processes, software and information technology infrastructure 
that process data and information within an organization [cf. e.g. 2; 8; 38; 43]. 

March and Smith [30, p. 256 ff.] have established a widely accepted taxonomy of 
artifact types of DSR: constructs, models, methods and instantiations. In addition, 
design theories (relating to the design of artifacts, as opposed to general theories from 
the behavioral research paradigm) have been discussed as an extension of the DSR 
artifact taxonomy lately [cf. e.g. 25; 42]. 

Many European DSR communities are focusing on two specific artifact types: On the 
one hand, method engineering is addressing the development of generic methods and 
their adaptation in order to solve relevant IS problems. On the other hand, reference 
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modeling is aimed at the development of reusable conceptual models and their adapta-
tion to solve relevant IS problems. However, as an analysis of contributions to the 2006 
and 2007 International Conferences on Design Science Research in Information Sys-
tems and Technology (DESRIST) shows, research has mainly focused on the develop-
ment of instantiations [10, p. 42]. Thus, we want to bridge this gap by analyzing the 
construction of generic methods and reusable conceptual models within their respective 
disciplines. Results of our analysis will represent the actual state-of-the-art regarding the 
development of both artifact types. Using this as a basis, topics for further research 
within both disciplines will be proposed. Addressing these research issues can contrib-
ute to the ongoing development of the method engineering and reference modeling 
discipline. 

The remainder of the article at hand is structured as follows: In the following sec-
tion, we present our analysis of related work on method engineering and reference 
modeling. The analysis shows that these two research disciplines are converging, in 
particular regarding “design knowledge”. A convergence can also be observed in 
“artifact construction”. These observations are outlined in the third section. They lead 
to the conclusion that generic methods and reusable conceptual models are two views 
on the same underlying object. This hypothesis is then taken up in the fourth section 
in which the relationship between generic methods and reusable conceptual models is 
analyzed in-depth. Within that section, a taxonomy of methods and models is pre-
sented. Based on that foundation, the fundamentals for a unified construction process 
for generic methods and reusable conceptual models are proposed. Since our hypothe-
sis still holds true, we discuss some consequences for such a unified design process in 
the fifth section. The article closes with a summary and an outlook. 

2   State-of-the-Art Analysis 

Method engineering is concerned with the development of generic methods; reference 
modeling addresses the construction of reusable conceptual models. A review of the 
state-of-the-art in both disciplines is presented in the following. For this review the 
focus will be laid on the problem definition, construction/development and evaluation 
phases of the DSR process [cf. 32, p. 91 ff.]. 

2.1   Method Engineering 

The method engineering (ME) discipline is concerned with the processes of constructing, 
adapting and implementing methods for the design of information systems [7, p. 276]. 
According to Brinkkemper, a method is “[…] an approach to perform a systems devel-
opment project, based on a specific way of thinking, consisting of directions and rules, 
structured in a systematic way in development activities with corresponding development 
products” [7, p. 275 f.]. Such methods can be denoted as generic methods, as they are not 
restricted to solve only one specific problem, but rather address a class of (similar) design 
problems. In addition to this understanding of the term “generic method”, different 
method definitions exist that particularly differ in respect to the method meta model  
[cf. 6]. All authors agree that a generic method consists of several activities and corre-
sponding results [6, p. 1297]. Although activities and results are closely related to each 
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other, they are often represented by two different models: activities and their sequence 
are represented by a procedure model while a result/deliverable model is used to repre-
sent results. Recently, so called process-deliverable diagrams [40, p. 36] have been pro-
posed to jointly represent activities/activity sequences as well as results/deliverables and 
their relationships. A process-deliverable diagram is a combination of an UML activity 
diagram and an UML class diagram. In addition to activities and results (and the respec-
tive relationships), roles or techniques are often regarded as method meta model ele-
ments, too [6, p. 1297].  

In order to be applicable for IS development, generic methods need to be adapted 
to the specific characteristics of the problem situation. This issue has been addressed 
in the ME discipline by proposing different construction processes for the develop-
ment of so called situational methods [cf. e.g. 7; 21; 34; 39]. In order to provide a 
conceptual structure for these approaches, Bucher et al. [9, p. 35] and Bucher and 
Winter [10, p. 47 f.] suggest to differentiate situational method configuration and 
situational method composition. The distinguishing mark of situational method con-
figuration is the adaptation of a so called base method against the background of a 
specific problem situation [9, p. 35]. By contrast, the fundamental idea of situational 
method composition is the selection and orchestration of method fragments with re-
spect to the specifics of a problem situation [9, p. 35 f.]. Unlike situational method 
configuration, the composition process is not aimed at configuring one single base 
method, but at combining and aggregating several method fragments in order to estab-
lish new constructional results. Situational method composition is widely used and 
discussed in detail in the scientific literature [cf. e.g. 5, p. 6 f.]. 

Regarding these two different construction/development processes, the question 
arises how the problem situations can be characterized in which the methods will be 
used. Although the necessity for such a characterization of the problem situation (as 
part of the problem definition phase) has often been stated, there are only few ap-
proaches for defining a problem situation [9, p. 36]. Again, two different types can be 
differentiated. On the one hand, there are approaches that present different, predefined 
contingency factors such as “size of the project”, “number of stakeholders” or “tech-
nology used” (cf. e.g. [24, p. 68 ff.] and [41], cited after [35, p. 12]). On the other hand, 
Bucher et al. [9] and Mirbel und Ralyté [31] characterize a situation e.g. by means of 
so called context type factors and project type factors [9, p. 37 ff.]. In contrast to the 
first approach, these factors are not predefined, but instead have to be identified indi-
vidually for each and every problem situation and/or application domain. 

Both the development of generic methods and the mandatory description of the 
problem situation have already experienced a wider research interest. In contrast, only 
few researchers have addressed the evaluation of methods up to now. Being the only 
contribution to this field to our knowledge, Pfeiffer und Niehaves [33, p. 5] present 
different evaluation approaches for the evaluation of methods such as case studies, 
action research or surveys. 

2.2   Reference Modeling 

Reference modeling is an IS research discipline dealing with the construction and ap-
plication of reusable conceptual models, so called “reference models” [45, p. 48 ff.]. A 
reference model contains recommendations or references which can be used for the 
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design of IS or the construction of other models [12, p. 35; 45, p. 48 f.; 46, p. 586 f.]. 
In addition to the reference character and to reusability (which are related to each 
other, cf. [44, p. 31 ff.]), there are other characteristics of reference models that are 
discussed in the literature as well. One of these characteristics is universality. Univer-
sality means that reference models should be valid solutions for an (abstract) class of 
problems [12, p. 35; 46, p. 584]. Over the past years, several procedure models have 
been developed that support the construction of reference models [cf. e.g. 15, p. 22 f.; 
46, p. 591 ff.]. They do not differ significantly from each other and comprise the three 
generic construction phases outlined in section 2. 

Up to now, only few contributions address the description of the problem situation 
in reference modeling [cf. e.g. 5, p. 7]. In contrast, numerous articles address the de-
velopment phase of the construction process. For the reason of being adaptable to dif-
ferent problem situations when applying the reference model, the reference model has 
to be equipped with adaptation mechanisms during the development phase [45, p. 49]. 
Moreover, recommendations on how to adapt or how to use the reference model have 
to be provided [22]. Regarding the adaptation mechanisms, so called generating and 
non-generating approaches can be differentiated [17, p. 1]. Generating adaptation 
mechanisms are also referred to as configuration mechanisms and can be divided into 
(1) model type selection, (2) element type selection, (3) element selection, (4) synonym 
management and (5) presentation variation [3, p. 221 f.; 23, p. 136 ff.]. With respect to 
non-generating adaption mechanisms, aggregation, specialization, instantiation and 
analogy can be differentiated [cf. e.g. 44, p. 284 ff.; 45, p. 58 ff.]. After developing a 
reference model, an evaluation should be conducted in order to prove the utility of the 
model [13, p. 81]. In principle, such an evaluation can refer to the construction process 
itself or to the product of this process (i.e. the reference model). For both types of 
evaluation, different evaluation methods are available, such as the guidelines of model-
ing [37], ontological evaluation [14, 19] or evaluation based on case studies [13, p. 83]. 
The evaluation framework proposed by Fettke and Loos [13] provides an overview and 
systematization of different evaluation methods. 

3   Convergence of Method Engineering and Reference Modeling 

Following Hevner et al. [20, p. 87], different types of contributions can be differenti-
ated in DSR: On the one hand, there are contributions in the area of “design knowl-
edge” (“design construction knowledge” and “design evaluation knowledge”). On the 
other hand, “design artifacts” are considered as valid DSR contributions, too. 

While analyzing the state-of-the-art of both disciplines, a convergence of both dis-
ciplines in respect of design knowledge can be observed. This is especially true for 
the area of design construction knowledge. Using this as a basis, we analyze whether 
such a convergence can be observed in the area of design artifacts as well. Thereafter, 
the conclusions drawn from these findings are presented, resulting in a proposed hy-
pothesis that will be scrutinized in section 4.  

3.1   Convergence in Respect of Design Knowledge 

Researchers from the ME discipline [cf. 36; 47] as well as from the reference model-
ing discipline [cf. 4; 5] ask for the transfer of developed concepts to the respective 
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“counterpart”. Based there-on, several efforts have been undertaken to transfer exist-
ing research results in the different phases of the construction process, i.e. problem 
definition, development and evaluation. These efforts are presented in the following. 

In reference modeling, only few approaches exist that deal with the specification of 
the problem situations in which a reference model should be used [5, p. 7]. By con-
trast, this topic has been addressed more intensively in ME. Although Schelp and 
Winter [36; 47] ask for the transfer of these results to the reference modeling disci-
pline, contributions are still missing that describe how the specification of problem 
situations can be transferred to reference modeling in detail.  

With respect to the transfer of adaptation mechanisms from reference modeling to 
ME (development phase), some first research results were achieved. Based on the 
assumption that both generic methods and reference models can be represented with 
the help of modeling languages, generating adaptation mechanisms (i.e. the configura-
tion approach) have been formally transferred to generic methods [5, pp. 1, 7]. The 
applicability of element selection (one specific type of configuration) in ME could be 
shown on a procedure model as well [36, p. 569]. In this context, researchers still 
have to examine whether the other types of configuration (e.g. model type selection or 
element type selection) can also be applied to generic methods. On the contrary, the 
non-generating adaptation mechanisms instantiation and analogy have been consid-
ered scarcely in the ME discipline [4, p. 88; 5, p. 10]. 

The literature analysis (see section 2) shows that, although an evaluation is asked 
for in both research disciplines, this issue has hardly been addressed in research yet. 
That is why no contributions can be identified which deal with the transfer of evalua-
tion approaches from one discipline to the other. 

The analysis in respect of the convergence of both research disciplines in the area 
of design knowledge shows that the transfer of different approaches from ME to ref-
erence modeling and vice versa has already been done successfully or is at least in-
tended. Using this as a basis, we analyze in the following whether or not this conver-
gence can be observed for design artifacts, too. 

3.2   Convergence in Respect of Design Artifacts 

In order to determine whether the proposed convergence of ME and reference model-
ing can also be recognized regarding constructed artifacts, we will analyze case exam-
ples from current publications. For the identification of such case examples, we focus 
on an article of Bucher and Winter [10] that classifies contributions to the 2006 and 
2007 International Conferences on Design Science Research in Information Systems 
and Technology (DESRIST) with respect to the type of artifact developed/presented. 
Based on this article, we select all articles that are classified as either method or model 
(see Table 1). However, we do disregard articles that are assigned to more than one 
type of artifact. We choose the article of Bucher and Winter [10] as well as the under-
lying DESRIST conference proceedings because this research community possesses a 
high research culture homogeneity – as they follow the DSR paradigm. Besides that, 
these proceedings enable us to take recent publications into account. Table 1 gives an 
overview about the chosen case examples. 
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Table 1. Case Examples 

No.  Case Example Predominant 
Type of Artifact 

1 Arazy et al. 2006: Social Recommendations Systems: Leveraging the Power of 
Social Networks in Generating Recommendations [1] 

Model 

2 Gorla and Umanath 2006: On the Design of Optimal Compensation Structures for 
Outsourcing Software Development and Maintenance: An Agency Theory Perspec-
tive [16] 

Model 

3 Kunene and Weistroffer 2006: Design of a Method to Integrate Knowledge Dis-
covery Techniques with Prior Domain Knowledge for Better Decision Support [26]

Method 

4 Zhao 2006: Selective Encryption for MPEG-4 FGS Videos [48] Method 

 
Analyzing these case examples, it can be recognized that the development of (ref-

erence) models is predominant in the first two articles [see 1; 16]. In addition, both 
articles contain simple activity recommendations in the form of Use the proposed 
model for the development of social filtering systems [cf. 1, p. 320] or Use the pro-
posed model to optimize your compensation structures for outsourcing software de-
velopment and maintenance [cf. 16, p. 660]. These activity recommendations take the 
form of recommendations that are normally presented by generic methods. In contrast 
to articles one and two, generic methods are developed in articles three and four [see 
26; 48]. Although activity recommendations are predominant, results (as normally 
presented with the help of reference models) are explicated as well, e.g. by giving 
examples for the results of some of the actions that are part of the method [cf. 26, p. 
348 ff.; 48, p. 607 f.]. Summarizing this analysis, it can be stated that although one 
artifact type is always pre-dominant, aspects from both generic methods and reference 
models can be identified in all case examples simultaneously. 

3.3   Intermediate Findings 

In ME as well as in reference modeling, several topics such as artifact construction 
processes, contingency approaches for the adaptation of generic/reusable artifacts, 
mechanisms for adaptation, etc., have been developed separately (see section 2). Re-
cently, both disciplines have increasingly cross-fertilized each other, resulting in the 
transfer of different concepts/topics from one discipline to the other (see above). This 
is not only true within the area of design knowledge of both disciplines. Rather, the 
convergence of ME and reference modeling can also be observed when looking at the 
actual construction of artifacts. Thus, our findings suggest that generic methods and 
reference models are somehow similar and/or related to each other. We therefore 
propose the following hypothesis: 

 
Generic methods and reference models represent different views on the same 
underlying object. 

 
In the following, we justify this hypothesis using argumentative analysis. Our ulti-

mate goal is to understand the relationship between generic methods and reference  
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models. Insights into this relationship can serve as a foundation for a unified design 
process for both generic methods and reference models. 

4   Discussion of the Hypothesis 

In order to justify our hypothesis, we first introduce a taxonomy that compares ge-
neric methods and reference models. Based on that foundation, the relationship be-
tween generic methods and reference models is then explicated, allowing for the 
proposition of a unified design process. 

4.1   Positioning Generic Methods and Reference Models in a Model Taxonomy 

Based on the argumentation of Becker et al. [5, p. 1] that both generic methods (espe-
cially procedure models as constituent elements of methods) and reference models 
can be represented by means of models1, we develop a taxonomy in which generic 
methods and reference models can be positioned. 

IS models can be divided into description models, explanatory models and design 
models [27, p. 20]. Description models and explanatory models are understood as 
descriptive models whereas design models are considered to be prescriptive or in-
structional [28, p. 284]. The latter thus possess a recommendatory character. Due to 
the fact that generic methods as well as reference models express recommendations, 
these two model types are assigned to the category of design/prescriptive models. We 
will abstain from discussing descriptive models in the following. 

In a second step, the prescriptive models can be further subdivided. A differentia-
tion can be made regarding the way of recommendation: On the one hand, recom-
mendations can refer to a (design) activity; on the other hand, they can refer to the 
result of that activity [28, p. 284]. Following this argumentation, generic meth-
ods/procedure models are assigned to the category of models that prescribe recom-
mendations for activities. This is due to the fact that they provide instructions and 
recommendations about how to obtain a solution of an IS problem. On the contrary, 
reference models can be assigned to the category of models that represent a recom-
mendation for a design result.2 

In addition to generic methods and reference models, there are prescriptive models 
that are specific. This category of models includes e.g. project plans as specific activity 
recommendations or data and functional models of IT solutions as specific result rec-
ommendations. Those models have been exclusively developed for a single, specific 

                                                           
1

  In this context, the term “model” does not refer to a reusable conceptual model or the model 
term as defined by March and Smith [30]. Instead, it refers to the general meaning of a model 
as a representation or abstracted view of the underlying object. 

2 Reference models always express recommendations for design results. This is true for all 
reference models, irrespective of the reference model being e.g. a reference process model 
(action-oriented) or a reference model of an organizational structure (state-oriented). How-
ever, we will not focus on this content-related differentiation. Regardless of the reference 
model’s design object being action-oriented (e.g. a process) or state-oriented (e.g. an organ-
izational structure) it always provides a result recommendation for that design object. 
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problem. The distinguishing mark between generic methods and reference models on 
the one hand and those specific models on the other hand is the “intention for re-use”. 
Generic methods and reference models possess a recommendatory character and are 
valid for an (abstract) class of design problems. Moreover, they are explicitly designed 
to be re-used. On the contrary, specific models express recommendations for the solu-
tion of one specific design problem only. They are not intended for re-use. 

Fig. 1 summarizes the arguments and depicts the proposed taxonomy for prescrip-
tive models. 

Prescriptive Models 
(with 

Recommendation)

Models with Result 
Recommendation

Models with Activity 
Recommendation

specific genericspecific generic

Specific Result 
Recommendations 

(e.g. Data and 
Functional Models 

of IT Solutions)

Reference Models
Specific Activity 

Recommendations 
(e.g. Project Plans)

Generic Methods

 

Fig. 1. Taxonomy of Prescriptive Models 

4.2   Towards a Unified Design Process for IS 

According to the taxonomy presented previously, generic methods and reference 
models can be differentiated primarily regarding their type of recommendation (activ-
ity vs. result). However, the literature analysis (see section 2) as well as the analysis 
in section 3 implicate that such a stringent differentiation cannot be maintained.  

As outlined before, generic methods also describe possible results of the recom-
mended activities [cf. e.g. 26; 48]. Similarly, reference models provide activity rec-
ommendations, e.g. on how to adapt the model to and/or on how to use the model in a 
certain problem situation [cf. e.g. 1; 16]. This argumentation leads to the conclusion 
that an activity view and a result view can be defined for both generic methods and 
reference models. Depending on the type of artifact (generic method vs. reference 
model), however, they vary regarding the relative importance that these two views 
have. Thus, we will denote each artifact that possesses both an activity and a result 
view as a problem solving artifact in the following.  

Based on this argumentation, a problem solving artifact (or, rather, a problem solu-
tion) can be interpreted as a sequence of (partial) activities which develop (partial) 
results in order to solve a certain class of problems. Hence, problem solutions repre-
sent “means-ends relations” [11].  
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Fig. 2 illustrates this understanding of the problem solution process. 

PSF 1 PSF 2 PSF 3 PSF 4 PSF 5 PSF 6 PSF 7

Problem Solution

AV 1

AV 2

AV 3

AV 4
AV 5

AV 6
 AV 7 RV 1

RV 2

RV 3

RV 4

RV 5

RV 6

RV 7

Activ
ity 

View
 on Problem

 Solution Result View on Problem Solution

Initial Situation 
(Problem)

Goal
( )

AV = Problem Solution 
Fragment’s Activity View 

RV = Problem Solution 
Fragment’s Result View 

PSF = Problem Solution 
Fragment

Problem Solution

 
Fig. 2. Problem Solution as a Sequence of Fragments that Have Both Activity and Result 
Character 

Using this as a basis, we can differentiate two views on a problem solution:  

• One problem solution view focuses on activities and can be designated as generic 
method. In detail, a generic method is understood as an artifact that represents a 
means-ends relation. The focus on activities inherent to this problem solution view 
is understood in the way that a generic method exactly describes how to create a 
solution for a problem/problem class, whereas the corresponding results are only 
implied or described rudimentarily.  

• Another problem solution view focuses on results and can be designated as refer-
ence model. Equivalent to a generic method, a reference model is an artifact repre-
senting a means-ends relation. The focus on results inherent to this problem solution 
view is understood in the way that a reference model exactly characterizes a solu-
tion to a problem/problem class whereas the activities needed to solve the problem 
are only implied or described rudimentarily. 

5   Consequences for a Unified Design Process 

The arguments brought forward in the previous section support our hypothesis that 
generic methods and reference models are two sides of one and the same coin. This 
insight could and should lay the foundation for the definition of a unified design proc-
ess for generic methods and reference models in DSR.  
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A similar development towards unified design can be observed in traditional engi-
neering. In the 1960ies and 1970ies, different construction methods and processes 
have been developed in different research fields of the engineering discipline. Such 
“specific” construction methods and processes have been amalgamated into a “uni-
versal design theory” [cf. 18; 29] which is comprised of “findings and knowledge 
about design from different scientific and engineering disciplines in a consistent, 
coherent and compact form” [29, p. 203]. Domains integrated into the universal de-
sign theory are, for example, chemistry, chemical engineering, material science or 
technical biology. 

Similar to the benefits outlined for the engineering discipline [29, p. 209], a unified 
design process for the construction of problem solutions in DSR would allow to 
achieve different benefits: 

• The design process for the development of generic methods and reference models 
will become more efficient and reliable. This benefit can be realized by a design 
process that allows for the definition of construction processes, contingency ap-
proaches and mechanisms for artifact adaptation that are valid for both generic 
methods and reference models. 

• If there is more than one possible tuple (activity, result) for a specific step in the 
problem solution process, the unified design process supports the evaluation and 
appreciation which of the possible tuples is more appropriate to contribute to the 
problem solution. 

• Based on such a design process, different assumptions, procedures and outcomes 
of an artifact construction are made comparable and the design process becomes 
easier to control. 

• With the definition of a unified design process, research efforts are reduced be-
cause several questions do not have to be discussed individually for each type of 
artifact.  

• Based on such a unified design process, learning effects will be achieved that result 
from interdisciplinary knowledge acquisition. Furthermore, the construction of IS 
artifacts within interdisciplinary research teams is supported. 

After explaining the advantages of a unified design process for generic methods 
and reference models, we will analyze the consequences with respect to the three 
construction phases: problem definition, development and evaluation (see section 2). 

A problem solution, i.e. a generic method or a reference model, is used to solve  
relevant IS problems. As a precondition, it is necessary to describe the problem situa-
tion. In this context, two different assumptions about the consequences within a uni-
fied design process can be made: On the one hand, it can be reasonably assumed that 
existing problems are independent of the artifact type with which the problems are  
to be solved. Following this argumentation, research questions that address the de-
scription and specification of problems can be answered on a superordinate level for 
problem solutions. Hence, such research questions do not have to be considered indi-
vidually in the ME discipline and in the reference modeling discipline. Instead, exist-
ing research results from both disciplines can be used to develop either a generic 
method or a reference model. This is true for research questions addressing the defini-
tion of problem situations in general (design knowledge), and problem descriptions 
for concrete application domains (design artifact). On the other hand, it can be  
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assumed that different problem descriptions are necessary with respect to the kind of 
recommendations (activity/result) that will be developed. For the development of 
recommendations for activities, it might be necessary to describe the initial and the 
target state of a situation, whereas for the development of recommendations for re-
sults it is probably sufficient to describe only one state (either initial or target). 

In the development phase of the construction process, research results in the area of 
design construction knowledge of generic methods and reference models can be used 
in both disciplines. Thus, research results regarding a procedure (sequence of activi-
ties) are not only valid for activity-oriented recommendations in the context of ge-
neric methods, but also for activity-oriented recommendations in the context of refer-
ence models. In turn, this is also true for result-oriented recommendations which are 
also valid in the context of both generic methods and reference models. Moreover, 
with the help of such a dedicated examination of the recommendatory character (ac-
tivity vs. result), it will be considerably easier to use research results which have been 
gained in reference modeling with particular respect to results for the development of 
activities in ME instead. To make an example, the application of the adaptation me-
chanism “element type selection” of reference modeling to activities in ME could be 
introduced. Although such an application has already been conducted formally, the 
question arises under which terms and conditions this is possible for the content as 
well. For example, the utility of a method might be questionable if the element type 
“activity” was extracted from the method’s procedure model. The clarification of such 
questions will be the basis for the construction of a unified design process. In addition 
to the consequences within the area of design knowledge, existing result-oriented 
recommendations could be integrated more frequently into the construction of activity 
recommendations and vice versa (“design artifact”). 

Finally, the consequences for a unified design process with respect to the evalua-
tion of generic methods and reference models have to be analyzed. Since the research 
field of evaluation is not well-developed for both artifact types serious limitations 
have to be taken into account when making unification efforts. With respect to the 
design evaluation knowledge, it might be possible to use evaluation methods from 
ME and/or reference modeling to evaluate either a generic method or a reference 
model. Analogous to the development phase, we assume that evaluation results for 
activity recommendations are not only valid for generic methods, but also for refer-
ence models. This is also true for the evaluation of result recommendations for refer-
ence models that are also valid for generic methods (“design artifact”). 

6   Conclusion and Outlook 

In the article at hand, we analyze the state-of-the-art of ME and reference modeling. 
These two disciplines of DSR for IS deal with the construction of generic methods 
and reference models, respectively. By analyzing the body of literature of both disci-
plines, a convergence of ME and reference modeling becomes evident. This is not 
only true in respect of the design knowledge of both disciplines, but also for the con-
struction of concrete artifacts – as four case examples show. Thus, we propose the 
hypothesis that generic methods and reference models are two sides of one and the 
same coin. This hypothesis holds true as the argument can be brought forward that 
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both generic methods and reference models can be viewed as a complex activity (pro-
cedure model, including all activities) as well as a complex result (including all in-
termediate/partial results). However, both artifact types vary with respect to their 
focus on the activity view and the result view, respectively. Following this argumen-
tation, consequences for a unified design process have been presented. These argu-
ments form the basis for further research activities. 

In future research projects that deal with the development of generic methods 
and/or reference models, experience should be collected regarding the application of 
the design process of both ME and reference modeling. Those experiences will form 
the basis for the development of a unified design process that incorporates distinct 
parts that are valid for both artifact types as well as other parts that can only be ap-
plied under certain conditions. 

Before developing such a unified design process, an in-depth analysis of the argu-
ments brought forward in this article has to be performed, including formal analyses. 
In addition, the “artifact” term should be revisited as a consequence of our analysis. 
The strict definition of an artifact typology, as e.g. presented by March and Smith 
[30], might not be appropriate any more. Instead, a more general understanding of the 
term “artifact” should be developed. This can be achieved, for example, by defining a 
generic artifact as follows: 

 
A generic artifact consists of language aspects (construct), aspects referring 
to result recommendations (model), and aspects referring to activity recom-
mendations (method) as well as instantiations thereof (instantiation). 

 
In this respect, contributions should be called in that explicitly analyze the relations 

between these four aspects and put them in context to theories. 
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Abstract. Current business processes tend to become increasingly complex as a 
result of extensive interdependencies with partner organizations and the increas-
ing use of technology for decision making in multi-actor environments. This 
complexity often grows to the extent that none of the involved actors is able to 
have a total overview of the complete end-to-end processes. An example of 
such a complex process is the application process of new merchants to obtain 
the possibility to accept electronic payments. Although static modeling of such 
a process can reveal valuable information about the structure and organization 
of business processes and the relation with the involved actors, a simulation 
model can provide more insight into behavior of the business system. With this 
knowledge the possible bottlenecks and problems within this process can be 
found, and then used to improve the business system resulting in an improved 
customer satisfaction. This paper describes the set-up of this simulation model 
and its use for finding efficient policy measures for involved actors. 

Keywords: Animation, visualization, business process complexity, complex 
business process, multi-actor system, actors interdependency, business processes 
modeling, business process simulation, discrete event simulation. 

1   Introduction 

Nowadays business processes are often taking place in complex technological envi-
ronments and multi-partner settings, where the business processes are for a large part 
depending on the performance of the underlying technology and relationship between 
the partners (Mintzberg, 1981). Since this technology is not always at hand within the 
organization that needs it, the outsourcing of technological solutions is becoming a 
standard way of working. For an outsourcing solution to work, access to external data-
bases and feedback loops are often needed, which makes it crucial that computers can 
always interconnect in real-time after the architecture is finalized (Kaufmann & 
Kumar, 2008). The technological architecture does not stop at the organizational 
boundary and it enables interactions with customers and other businesses. In this way a 
complex constellation consisting of many different actors is created. These actors have 
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to cooperate with each other in order to make the processes work as intended. The 
performance of the complete process is dependent on the weakest link (Janssen, 2007). 
Therefore we need to analyze this problem on a network level and take the activities of 
the various actors into account. Only in this way the full, interconnected system can be 
analyzed. This means that information sharing between the actors of the subsystems 
should be maximized during the analysis or design of such a business system, since 
this increases the understanding of events within the inter-organizational processes and 
it improves the efficiency of decision making (Baffo et al., 2008).  

On the level of a single organization this information often is the factor providing 
strategic advantage for companies, so the willingness to share this information will be 
low. Also the responsibilities of the individual companies just entail parts of the system, 
so their perspectives will differ from a holistic picture of the system and of the perspec-
tive of other actors. Therefore while the individual companies have a strong incentive to 
optimize their own organizational performance, they might not have incentives to fur-
ther improve the overall system and its performance. Sometimes the perspectives are 
conflicting and optimization within one individual company will lead to a worsened 
system performance or undesired impacts elsewhere down in the process chain. Fur-
thermore, the one who is paying for the investments might not be the beneficiary.  

These types of complex multi-actor systems are difficult to analyze and possibili-
ties for policy measures to solve the problems within these systems are therefore dif-
ficult to find. On top of it, trying to find policy measures from trial and error is often 
not possible, especially since the implementation of policy measures in one company 
could bring along unpredicted and sometimes unwanted results in the whole system 
and influence some of the other involved actors. An example of such a system in 
which the involved actors are both technically and organizationally interdependent is 
the electronic payment sector in the Netherlands. In the past the electronic payments 
sector was dominated by one party who intermediated all transactions among banks 
and businesses. There were many complaints about the costs for the merchants, and 
the Netherlands Competition Authority decided that this was an undesirable situation 
and it decided to reduce the monopoly position. The competition authority decided to 
introduce competition by splitting up the system into independent subsystems. Each 
subsystem should be provided by a number of providers, in this way stimulating com-
petition. Thereby the influence of the end customer has also been increased since the 
customers can decide to choose a certain service provider. As a result the companies 
within the chain will have incentives to operate in a more efficient way, providing the 
end customer with higher quality products which costs less (Koppenjan, 2008). 

When an individual company in a complex network wants to optimize system per-
formance, it is very difficult for this company to analyze which policy measures will 
have an effect and what the exact effects will be. If a company in the investigated 
electronic payment system wants to increase the satisfaction for the end customer by 
enlarging the efficiency of the application process for merchants, it is difficult to 
predict whether a policy measure taken in his company will lead to less throughput 
time and less responsibilities and tasks for the merchant.  

A popular method of analyzing complex and uncertain situation is using modeling 
and simulation (Carson, 2003). By analyzing the current situation with modeling and 
simulation tools, possible policy measures that will improve the system performance 
can be identified and quantitatively analyzed. In addition, by using the models in a 



18 J.W. Sun et al. 

strategic workshop, it will be possible to analyze the power structure within the busi-
ness system and find the points where strategic behavior is possible, so the initiating 
company can take this behavior into account when making decisions about policy 
measures. This will be elaborated in the third section.  

This paper reports a case study that involves a complex business setting. The main 
objective of this study is to investigate the possibilities to achieve system performance 
improvement in this multi-actor environment, by using the minimization of the 
throughput time of the business system as an assessment criterion. The study is car-
ried out with a combined modeling and simulation method. This paper discusses  
mainly the static and dynamic modeling stage of the research and some first results of 
the modeling process. 

2   Case: Electronic Payments Sector 

In the case of the electronic payments sector, we have observed different objectives 
and different wishes (motivations) for making changes in the business system with 
different actors. Differences like this often lead to conflicting requirements for the 
business system and create a lot of confusion for the involved actors. This results in a 
situation in which multi-actor decision making is needed to solve the conflicts be-
tween the involved actors. The outcome of these types of decision making is often a 
situation in which all involved actors achieve parts of their goals but also have to give 
up some of their wishes. The final solution might focus just on the technical level, and 
lead to a situation in which the optimal business system performance will not be pos-
sible as a result of the many interfaces that are needed and the many points where 
mistakes can be made (Han et al., 2008). If this system is then put in operation, the 
result is often that the subsystems which are independently managed are not opti-
mized for interacting with each other. This becomes especially visible for the end 
customer who might experience the mistakes when interactions among the subsys-
tems fail. The problem is that this end customer does not have any knowledge on the 
cause of the problems. When the merchant discovers the causes of the problems, he is 
not in the position to handle the problem. When confronted with a problem from an 
end-customer in a complex network, companies often blame each other and do not 
provide a solution for the whole system as a solution goes beyond their organizational 
boundaries. Since within the chain there is no single actor that has the overview of the 
whole system, the involved actors will also not always be able to identify  the cause of 
a problem. These types of situations are very difficult to handle, since the optimal 
solution is not easy to find (Sage, 2008). This could be due to for example that the 
considered causes of problems could be the wrong ones, or that the optimal system 
performance cannot be reached within the existing boundaries and requirements, even 
if the cause is known. This could lead to a situation in which the performance criteria 
are difficult to measure and the involved actors end up in a power struggle and argu-
ing on responsibilities with each other. To improve the general system performance, 
the causes for problems and bottlenecks should be found, and arrangements should be 
made to prevent the power struggle and introduce performance measures to efficiently 
arrange the processes (Koppenjan & Groenewegen, 2005).  
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This case study is limited to the application process that is needed to acquire a 
working payment terminal to accept electronic payments. This system has technical 
complexity because of the interdependency between the technical systems, and organ-
izational complexity since information sharing is needed for the system to perform. 
Also the competition authorities have introduced measures for competitiveness within 
the system to maximize the choice possibilities for the merchant. The process is ana-
lyzed from the viewpoint of the end customer, the merchant, and it contains the actions 
and events that have to be carried out before the terminal in the shop is operational. 

In Figure 1, the application process is illustrated in a high level system diagram. As 
shown in Figure 1, the goal of the merchant is to have an efficient application process. 
This can be measured by a low throughput time of the application process, and few 
responsibilities for the merchant within the application process. This translates into 
the merchant requiring a short period of time between the time sending in a request 
for a new terminal and the moment when he has a working terminal within his shop, 
and a number of tasks for the merchant to be performed during the application process 
that is as low as possible. This means, less time is needed between an inquiry and the 
installation of the new terminal and simplified working process for merchant.  
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Fig. 1. System diagram for application process of merchants 

The environmental variables in this system are the requirements set up by competi-
tion authorities in the form of regulation, requirements by other involved actors in the 
form of agreements, and the technical possibilities and innovations available at this 
moment. To fully maximize competition, the merchant should have fully independent 
choice possibility within the entire system. The other involved actors have set re-
quirements to elements within the cards acquiring process and to let the system work. 
The technical possibilities and innovations currently enable the terminals to commu-
nicate with the acquiring processors over fast internet connections, both fixed and 
mobile. The term ‘acquiring processors’ refer to the non-bank service firms that han-
dle electronic transactions of the customers, also called merchants, of an acquiring 
bank. Also it is technically possible for involved parties to update information into the 
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acquiring processors’ systems and databases in real-time making it possible to directly 
view the results of the updates. The input variables for this system are the number of 
involved parties within the application process and the level of the technical architec-
ture within the system.  

This case study provides an good example of modeling and simulation tools used 
in a complex multi-actor environment with technological interdependencies to pro-
vide more insight into the business processes and possibilities for improvement. As 
mentioned earlier, modeling and simulation enable actors to detect errors and poten-
tial problems within a business system in a cost effective manner (Ghosh, 2002). 
Especially for this case study for the identification of the relevant business processes, 
and the link to the operational performance of these business processes to strategic 
policy measures, a simulation model can be very helpful. (Greasly, 2000) 

The crucial role of modeling within this research is to document the business proc-
esses as much as possible in a visualized way, to enable different parties to gain  
insight into the complexity and the potential solutions. For these reasons business 
process modeling of this system is conducted using rich graphical notations and dia-
grammatic languages. Creation or construction of business process models can help 
us to understand business processes, the actors involved, and to see the interdepend-
encies between actors and complexity of processes (Shannon, 1998). For modeling to 
provide true value in this complex system, it is needed to look at the time-ordered 
dynamic behavior of the system. In this regard simulation plays a complementary role 
in understanding and analyzing complex systems (Zeigler et al, 2000). Simulation is a 
powerful tool for the analysis of new system designs, retrofits to existing systems and 
proposed changes to operational rules (Carson, 2003).  

Currently there are five types of actors, including the merchant, who are crucial for 
making the application possible, and there is competition between actors for the major 
part of the system. On the technical level there is a need for communication between 
three of the five crucial parties to make the application possible. In Figure 2, the criti-
cal actors within the application process are shown. The merchant should provide 
information about his application choices to the terminal supplier, the acquirer and the 
telecom supplier. Then the application information is processed by the terminal sup-
plier and the acquirer into the databases of the acquirer system. In addition to this, the 
application information should be inputted using the terminal. When the terminal and 
the databases of the acquiring processor contain the same information, the terminal 
can start accepting electronic payments. To achieve this, the terminal has to be able to 
communicate on a periodic basis with the acquiring system and the terminal manage-
ment system through a telecom connection. The information exchange and the techni-
cal connections are also illustrated in Figure 2.  

As shown in Figure 2, there are many moments when information exchange is 
needed between the involved actors. Since this information exchange occurs in a 
sequential order, it is important to know at what moment in the process which infor-
mation exchange takes place. There are many possibilities for merchants to go 
through this process; therefore in this paper the situation for a very basic configura-
tion of the application process will be further analyzed by a model of the process 
steps. Possible existing variations to this process (e.g. cooperation between certain  
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Fig. 2. Critical actors within the application process and their interaction 

actors or added complexity as a result of coupled peripheral systems or internal net-
works) are not included in this. The results of the static and dynamic modelling of this 
basic application process are shown in sections 3 and 4.  

3   Static Model of the Process Steps 

The process starts with the merchant who wants to apply for a new terminal. As can 
be seen in Figure 2, the merchant should contact three parties, namely the acquirer, 
the terminal supplier and the telecom supplier. Basically the application processes can 
be carried out in parallel. The only restriction is that for the application of the acquirer 
the terminal IDs are needed. Therefore, the merchant first contacts the telecom sup-
plier, and waits for the confirmation that the telecom supplier has activated a new 
telecom connection. Parallel to this the merchant contacts the terminal supplier. After 
the terminal supplier receives the application, the terminal supplier will then assign 
the IDs for the new terminals. Then the terminal supplier will send the terminal IDs 
and the terminal to the merchant. After the merchant has received the terminal, and 
has a confirmation that the telecom connection has successfully been set-up, the mer-
chant can connect the terminal to the telecom connection.  After the merchant re-
ceived the terminal IDs, the terminal IDs can be entered into the application form of 
the acquirer and sent. The acquirer will handle the application forms they receive by 
inputting the information about the contract and about the terminal into the acquiring 
system. This information is needed for the acceptance of payments to be made on the 
terminal. After the acquirer has finished with this input, a letter is automatically gen-
erated and sent as a confirmation to the merchant. The parameters in this letter are 
needed by the merchant as input into the terminal.  When the parameters in the termi-
nal and the databases of the acquiring processor are matching, the terminal will be 
able to accept electronic payments. Also the terminal will update the terminal man-
agement system of the terminal supplier.  
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Fig. 3. Static model of application process for new merchants 

It can be concluded that for a merchant to get a working terminal, there are multi-
ple steps to complete and multiple tasks to perform. To perform the tasks the mer-
chant is dependent on the performance of the other actors, especially for the provision 
of the information. From the static overview it becomes clear that there is a sequence 
in which the actions should take place, but it is not clear whether the moment the 
information needed by the merchant and the moment the information is provided to 
the merchant are corresponding. Also it is not clear whether the timing of information 
flows within the process between the other involved actors is optimal based on a static 
analysis. 
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4   Dynamic Model of the Process Steps 

A dynamic model of the application process is made with the Arena software package 
(Kelton et al., 2002) to create an overview of the complex multi-actor system showing 
the time-ordered dynamics. In Figure 4, a screenshot of the model is shown, in which 
the application process of one merchant is analyzed with the estimated duration values 
for the times of the processes. This means for example for the package service, a value 
of one day is used, and for the update of information into the acquiring processor data-
base a value of one hour is used. It should be mentioned that the values are not repre-
senting the actual values in the current situation, since between the different acquirers, 
terminal suppliers and telecom connection types there is such a variety of different 
values, it would involve too much data-analysis for this phase of the analysis. The 
model as it is only indicates the dynamic dependencies of the processes that are needed 
for the application processes, and do not yet contain the exact data for a quantitative 
analysis. This means that the outcomes provide a first indication based on estimates, 
which might not be applicable for each combination of actors. They do, however, pro-
vide a first insight into the dependencies and dynamics of the application process. 
 

 

Fig. 4. Dynamic model of application process for new merchants (screenshot) 

When running the simulation, it is observed that within the tasks for the merchant, 
there are four major points which may cause delays.  

1. When the merchant waits for the terminal IDs, the merchant is not able to send 
in his application to the acquirer. In the current simulation it shows that this 
waiting time might take up to 145 hours.  
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2. When the merchant needs both the terminal and telecom connection, to connect 
the terminal to the telecom connection, a 24 hours delay may occur.  

3. When the merchant has a terminal with telecom connection, and needs the pa-
rameters from the acquirer as input for the terminal, waiting time could be up to 
25 hours.  

4. The last point is when the data is already updated in the acquiring processor, 
but not yet manually inputted into the terminal. This again takes 25 hours.  

Again, it should be mentioned that the values simulated (mentioned) are only to be 
considered as indications, resulting from the generic input values, and are not absolute 
outcomes. However, some first conclusions can be drawn from this dynamic model.  

It can be assumed that the three actors delivering direct service to the merchant re-
ceive incentives from the merchant to optimize system performance. From the simula-
tion model it can also be concluded that within this system it is very difficult, if not 
impossible, for an individual company to implement policy measures which will im-
prove the system performance, since all actors involved need the cooperation of other 
actors to achieve a better situation for the end customer. This suggests that agree-
ments between multiple parties could lead to a better situation for the end customer. 
The points within the system where cooperation is needed between actors are illus-
trated in Figure 5.  

From the acquirer’s perspective, it can also be assumed that the acquirer has interest 
in a low throughput time from the point the contract is received from the merchant to 
the moment the terminal can start accepting electronic payments. As can be learned 
from the simulation, it is then important for the acquirer that the acquiring system 
updates the information of the new merchant before the merchant has had the chance to 
input the parameters into the terminal. In addition, it can be seen that for the acquirer it 
is important that the merchant receives the terminal IDs as soon as possible after the 
application for new terminals has been sent to the terminal supplier, since that is the 
moment when the merchant can fill in the forms needed for the acquirer contract.  

For the perspective of the terminal supplier, it is clear that it is important that the 
acquirer sends the parameters that the merchant should input in his terminal as soon 
as possible to the merchant. This is important for the terminal supplier who input the 
terminals on behalf of the merchants, so they can do this as soon as possible, most 
preferable at the same moment the terminal is delivered, which reduces their opera-
tional costs. Another important point for the terminal supplier is that the telecom 
connection is activated successfully before the terminal is delivered. This is equally 
important for some of the terminal suppliers that install the terminals for the mer-
chants, since the telecom connection might be needed to input the parameters. 

Based on the static and dynamic analysis, the involved actors within the applica-
tion process can be divided into two groups. On the one hand we have the acquirer 
and the telecom supplier, and on the other hand the other parties, including the mer-
chant. Within the current configuration of processes, the acquirer and the telecom 
supplier will have a strategic advantage, since the other actors have an interest in their 
cooperation. The acquirer and terminal supplier are the actors who rely the most on 
the other actors for a good system performance. What also can be concluded is that 
since the acquirer and terminal supplier are mutually dependent on each other for a 
good performance, this offers an opportunity to restructure the process in such a way  
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Fig. 5. Possible wishes (improvements) between involved actors 

that both parties can find advantages. Since both actors will have an interest in this 
cooperation, this could be the most feasible way to improve the system performance.  

5   Conclusion 

In a more network focused economy, actors become more dependent on each other. 
These dependencies easily result in business failure, which needs to be analyzed be-
yond the individual organizational boundaries. In this paper, using an example from 
the electronic payments sector, it was demonstrated how modeling and simulation 
tools can be effectively used to find policy measures in multi-actor environments with 
technological interdependencies. The simulation models shows that there are many 
policy measures possible for improving business system performance, for example,  a 
shorter throughput time to achieve better customers’ satisfaction. Using the static and 
dynamic models, it can be concluded that when one company optimizes their own 
business processes, this might be suboptimal and will not immediately result in a 
better total system performance. There are two actors within the application process 
which are strongly dependent on each other, namely the acquirer and the terminal 
supplier. If one of these two companies wants to implement policy measures, it is 
crucial for them to make good arrangements with each other to obtain an improve-
ment in the total system performance. Since they are so strongly interdependent, find-
ing cooperation possibilities within the chain of actors that will lead to minimal stra-
tegic behavior from one of the actors has the most chance of success. In this system a 
restructuring of the application process by cooperation between the acquirer and ter-
minal supplier could significantly reduce the throughput time. For the performance of 
the system, the acquirer and the terminal supplier still stay dependent on the other two 
actors in the process, namely the acquiring processor and the telecom supplier, to 
work along. Since the latter two actors are less dependent on other actors in this  
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application process, the acquirer and terminal supplier should try and find incentives 
for these two actors to cooperate. This will probably be more difficult since in this 
case the sense of urgency is not divided evenly. 

The main goal of this research was also to investigate the potential of using simula-
tion and modeling as a method to improve performance of a complex network consist-
ing of many, interdependent actors We have demonstrated that such a complex system 
indeed needs other policy measures than optimization within one company, and that 
the simulation model was able to show where to find the interdependencies between 
the companies and how this could affect the policy measures. More researches are 
needed to provide recommendations in using simulation and modeling to improve 
business system performance, however, the modeling  process presented in this study 
may be applicable to a comparable process. 

6   Recommendations 

To further elaborate the research described in this paper, there are a number of fruitful 
research directions. For example further research about the actual times the processes 
take in the real life is a good option to start with, this way the current behavior can be 
taken into account. Discrete-event simulation tools like Arena are very suitable for 
this application since it involves a business system which involves many queues 
within the network, and the activities are distributed irregularly in time (DeBenedictis 
et al., 1991). Further research about the variance within the data can also be interest-
ing, to analyze how lean the process is and which implications this has for the system 
performance. Also, further research could be done into the input of the actual numbers 
of merchant and capacities of the companies to see variations in different companies.  

Approaching this business system from another perspective, it could be interesting 
to find out the wishes and perspective of the merchant, to figure out which values of 
throughput times and number of tasks are acceptable. Interviews and data analysis are 
needed for this research.  

Finally, if a company has the wish to optimize its system performance, further re-
search about the effects of policy measures of companies could be conducted, to find 
out how these could improve the overall system behavior. Instead of finding these 
possible improvements manually, it is also becoming increasingly common to couple 
simulation models to optimization tools that will calculate the optimal parameters 
within the business system. By combining a simulation model with the current values 
with such an optimization tool the decision making can be supported and improved 
for the entire chain of actors (Wiedemann & Kung, 2003). It must be aware though 
that in this case the opportunistic behavior of actors will obviously be very difficult to 
incorporate in such an optimization model.  
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Abstract. In this paper, we present a heuristic approach for finding
errors and possible improvements in business process models. First, we
translate the information that is included in a model into a set of Pro-
log facts. We then search for patterns which are related to a violation
of the soundness property, bad modeling style or otherwise give raise
to the assumption that the model should be improved. By testing our
approach on a large repository of real-world models, we found that the
heuristic approach identifies violations of the soundness property almost
as accurate as model-checkers that explore the state space of all possi-
ble executions of the model. Other than these tools, our approach never
ran into state-space explosion problems. Furthermore, our pattern sys-
tem can also detect patterns for bad modeling style which can help to
improve the quality of the models.

1 Introduction

In the past years, numerous static code analysis tools have been developed
for finding software bugs automatically. They analyze the source code stati-
cally, i.e. without actually executing the code. There exist several good tools
that are matured to be useful in production environments. Examples of such
tools are Splint (www.splint.org), JLint (jlint.sourceforge.net) or Find-
Bugs (findbugs.sourceforge.net).

These static analysis tools use very different technologies for localizing errors
in the code, including dataflow analysis, theorem proving and model checking
[1]. All the tools and technologies have in common that they use some kind of
heuristics in order to find possible problems in the code. This means that it
can happen that such a tool reports a warning for code that is in fact correct
(false positive) as well as the tool can fail to warn about an actual error (false
negative).

It is important to mention that static analysis can be applied not only for
locating bugs, but also for detecting so-called “bad code smells” like violations
of coding conventions or code duplication. This means that not only erroneous
code but also code that is hard to read or hard to maintain can be located.
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In this paper, we show how some ideas behind such static analysis tools can
be transferred to the area of business process modeling.

2 The EPC Notation

We have developed our approach using the business process modeling language
Event-Driven Process Chains [2]. There are two reasons for this choice: The first
reason is that this modeling language is very widespread (at least this is the
case for Germany) and we have been able to collect a large repository of models.
Secondly, the EPC notation is a rather simple notation which is made up of
the basic modeling elements that can be found in more expressive languages
like BPMN or YAWL as well. These basic constructs will be introduced in the
remainder of this section.

EPCs consist of functions (activities which need to be executed, depicted as
rounded boxes), events (pre- and postconditions before / after a function is exe-
cuted, depicted as hexagons) and connectors (which can split or join the flow of
control between the elements). Arcs between these elements represent the con-
trol flow. The connectors are used to model parallel and alternative executions.
There are two kinds of connectors: Splits have one incoming and at least two
outgoing arcs, joins have at least two incoming arcs and one outgoing arc.

AND-connectors (depicted as V) are used to model parallel execution. After
an AND-split, the elements on all outgoing arcs have to be executed in parallel.
An AND-join connector waits until all parallel control flows that have been
started are finished.

customer
order

arrived

check
availability

article is
available

article is
not available

send
article

reject
order

order
processed

Fig. 1. Simple Business Process modeled as EPC
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XOR-connectors (depicted as X ) can be used to model alternative execution:
An XOR-split has multiple outgoing arcs, but only one of them will be processed.
An XOR-join waits for the completion of the control flow on the selected arc.

Finally, OR-connectors (depicted as V ) are used to model parallel execution
of one or more flows. An OR-split starts the processing of one or more of its
outgoing arcs. An OR-join waits until all control flows that have been started
(usually by a corresponding OR-split) are finished.

Fig. 1 shows a simple business process modeled as EPC diagram. The mean-
ing of this model is as follows: When a request from a customer arrives, the
availability of the product has to be checked. If it is available, the item will be
sent; otherwise the customer will get a negative reply.

3 Our General Approach: Pattern Matching

The key idea of our approach is to search for patterns of “bad modeling”. For
the purpose of finding such patterns in a model, we used logic programming with
Prolog. The XML serialization of the model has been translated into a set of
facts in a Prolog program (as described in [3]). Each function, event, connector
and arc in the model is translated into one Prolog fact.

Furthermore, we have constructed Prolog rules that help us to specify the
patterns we are looking for.

We started with defining some rules describing the basic terminology, for
example by specifying that a connector is called a split if it has one incoming
and more than one outgoing arc or by recursively defining what we want to call
a path from some node to another.

Secondly, we defined some important relations between split and join nodes
that we can use to define the patterns. The most important definition is the one
for the relation match(S,J). It means that a split S corresponds to a join J
such that S branches the flow of control into several paths that are later merged
by a join J . As we cannot assume that splits and joins are properly nested,
this definition is the prerequisite for finding patterns that are related to control-
flow errors in arbitrary structured models. We have defined the Prolog clause
match(S,J) such that S is a split, J is a join and there are two paths from S to
J whose only common elements are S and J .

Furthermore, we defined exits from and entries into a control block between
a split S and a join J for which match(S,J) holds. For example, an exit from
such a structure is defined such that there is a path from S to an end event (i.e.
an event without outgoing arc) that does not pass J or a path from S to S that
does not pass J . In Fig. 2, model (c) is the only one that has an exit from the
control block between s and j.

By a systematic analysis of all possible patterns of matching split-join pairs
with or without “exits” and “entries”, we developed a set of 12 patterns that
are indicators for control-flow errors.

Here, we will discuss one such pattern which is a good example of the heuristic
nature of our approach: One of our rules states that we suppose the existence of
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Fig. 2. The rightmost model fragment does not have a deadlock, the others have

a deadlock if there is an (X)OR-split s and an AND-join j such that match(s,j)
holds, regardless of whether there are exits or entries between the split and the
join. In most real-world models, such a pattern is indeed related to a deadlock,
some cases are shown in Fig. 2 (a)-(c).

In these models, the outgoing arcs from the XOR-split s are later joined by an
AND-join j. While only one outgoing flow from the XOR-split will be processed,
the AND-join has to wait until all incoming arcs have been completed - a typical
deadlock situation.

However, in some rare occasions (as the one shown in Fig. 2 (d)) the pattern
is found in a model that in fact does not have a deadlock.

The existence of such rare cases where our rules would give the wrong infor-
mation is inherent to the heuristic idea of our approach. It was not our goal to
make our pattern catalogue as complete as possible. In the same way as it is
known from code analysis tools, we had to find a balance between accuracy (i.e.
prevention of false positives and false negatives) and speed of execution1.

In the next sections, we will show which kind of problems can be located by
applying different kinds of patterns.

4 Control-Flow Errors

The most important correctness criterion for business process models is the
soundness property, originally introduced by van der Aalst for workflow nets
[4,5] and later adapted to the EPC notation [2,6].

For a business process model to be sound, three properties are required:

1. In every state that is reachable from a start state, there must be the possi-
bility to reach a final state (option to complete).

1 In fact, the case shown in Fig. 2 (d) is even considered by the latest version of our
Prolog rule set: The rules will produce an “error” alert for the models (a)-(c) and a
“possible error” alert for model (d).
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2. If a state has no subsequent state (according to the transition relation that
defines the precise semantics), then only events without outgoing arcs (end
events) must be marked as being “active” in this state (proper completion).

3. There is no element of the model that is never processed in any execution of
the model (no needless elements).

Violations of the soundness criterion usually indicate an error in the model.
Therefore, 12 out of the 24 patterns we have defined so far aim to locate control-
flow errors that can lead to a violation of the soundness property. An example
(the combination of an (X)OR-split and an AND-join) has already been discussed
in Sect. 3.

5 Comprehensibility and Style

Correctness (in terms of the soundness property) is not the only quality require-
ment for business process models: One of the main purposes of such models is to
be used as a language in a discussion between humans. In particular, the mod-
els can serve as a bridge between the stakeholders in a software development
project. They are formal enough to serve the demands of software developers
but easy enough to be understood by business experts as well.

For this purpose, business process models should be as easy as possible to
comprehend. If there is a choice among different modeling elements to express
the same situation, the most comprehensible alternative should be used.

For example, in some cases it is possible to replace an OR-connector by an
AND- or XOR-connector which describes the situation much better (for a human
reader) without changing the semantics of the model.

As example, take a control block where an AND-split starts two paths that
are executed in parallel. Formally, it is correct to join both paths using an OR-
join. The meaning of the OR-join is to wait for all paths that have been started
as a prerequisite for transferring control to its outgoing path. This means that
in Fig. 3 (a), the OR-join acts exactly as an AND-join. While it would not make
a difference for the actual meaning of the model, the readability of the model
can be improved by substituting the OR-join by an AND-join. The same idea
can be applied for the other model fragments in Fig. 3: In model (b) and (c), the

(a) (b) (c) (d) (e)

Fig. 3. Models with OR-connectors that should be replaced
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OR-join should be replaced by an XOR-join. In model (d), a pair of XOR-split
and XOR-join should be used to model the fact that an activity can either be
skipped (by taking the left path) or executed (by taking the right one). Fig. 3
(e) shows another situation where an OR-split can be replaced by an XOR-split.
With an XOR-split, the mental load for the reader of the model is reduced: He or
she has not to consider the case that both outgoing arcs of the split are followed.

Using Prolog rules that specify the above patterns (and a few more that are
not described here due to space restrictions), we are able to advice the modeler
to change the model in order to improve its readability.

An organization can add own style rules, for example in order to enforce the
policy that all pairs of splits and joins have to be properly nested (which is not
required by the notation, but sometimes desirable).

6 Pragmatic Errors

So far, we have discussed “technical” errors (like deadlocks) and the readabil-
ity of the model. It is almost impossible to validate automatically whether the
model really represents the real business process without building an ontology
of the application domain (see for example [7,8]) which is usually far too time-
consuming and expensive.

There are however, some patterns that “look like” the model does not reflect
the real business process. In such a situation, the modeler can be informed to
double-check the questionable part of the model. We have discussed one such case
(that we call Partial Redo pattern) in [9]. Another (simpler) pattern is shown in
Fig. 4: After a function has been performed, an XOR-connector splits the flow of
control and exactly one of two alternative events happens. However, afterwards
both paths are joined again and the future execution of the process is the same
regardless of which event actually occurred. But why does the model show that
two different events can happen if the execution actually does not care whether
the right event or the left event occurred? In some cases, this might make sense
for documentation purposes, but it is also not unlikely that the modeler did
forget something in the model.

In our survey of real-world models we found examples where this pattern
indeed was the result of an error that had to be corrected, but of course we

Fig. 4. Why is the alternative between two events modeled if these events do not have
an effect on future execution?
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also found models in which such a pattern just helps to understand the possible
progress of the business process. The false warnings produced by the heuristics
are less problematic, compared to the reward when a correct warning helps to
locate an actual modeling error.

7 Validation

We searched for the patterns described above (and some more that cannot be
described in detail due to space restrictions) in a repository of 984 models. Those
models have been collected from 130 sources. These sources can be categorized
as follows:

– 531 models from the SAP R/3 reference model, a widespread business refer-
ence model

– 112 models from 31 bachelor and diploma thesises
– 25 models from 7 PhD thesises
– 13 models from 2 technical manuals
– 82 models from 48 published scientific papers
– 12 models from 6 university lecture notes
– 4 models from sample solutions to university examination questions
– 88 models from 11 real-world projects
– 88 models from 7 textbooks
– 29 models from 14 other sources

Among the models in our repository, there is a great variation in size of the
models, purpose of modeling, business domain and experience of the modelers.
For this reason, we think that the models represent a reasonable good sample of
real-world models.

Before doing the soundness analysis with these tools, we reduced all models
using soundness-preserving reduction rules as described in [10,6]. 534 of the
models have been reduced to a single node which means that they are sound.
An analysis was necessary for the remaining 450 models.

In order to compare our heuristic results to the results of exact soundness
analysis, we selected three well-known open-source tools that check business
process models for the soundness property: EPCTools, the ProM plugin for EPC
soundness analysis and the YAWL Editor. These tools have to compute the
state space of all possible executions of the model. Because this state space can
contain a great number of states, such tools can suffer from the so-called state-
space explosion - a situation in which there is not enough available memory to
store all possible states or the computation can not be done in a reasonable time.

All these tools run as a Java program. We executed the tools on an Intel Core2
Duo CPU running at a speed of 3 GHz. By starting the Java virtual machine
with the option -Xmx1536m, we allowed a heap size of 1.5 GB to be used.

EPCTools [11,12] calculates a fixed-point semantics for a model. If such a
fixed-point semantics exists, a temporal model-checker is used by EPCTools for
deciding about the soundness property. For the majority of models, an analysis



A Heuristic Method for Business Process Model Evaluation 35

result was given in a few seconds. There was, however, one model for which the
analysis took more than 10 minutes; this model was validated in 63 minutes. For
7 models, EPCTools had to stop the computation because of an Out of Memory
error.

The ProM plugin for EPC soundness analysis [13] uses the semantics defined
by Mendling [6] for constructing a transition system for the model. For 31 models,
ProM failed to deliver a result because of an Out of Memory error. For 5 models,
the computation took more than 10 minutes, the longest computation time was
26 minutes.

The third tool, YAWL Editor [14,15], originally has been constructed for an-
alyzing YAWL models. While the mapping of EPC modeling elements to YAWL
is straightforward, there is an important difference between EPC and YAWL:
YAWL does not support process models with more than one start node. In order
to avoid the problems that arise from the different instantiation semantics for
EPC and YAWL models [16], we considered only those non-trivial 203 models for
which the EPC model has exactly one start event (after applying the reduction
rules). YAWL Editor has a built-in restriction that stops the execution of the
analysis if the state-space exceeds 10,000 states. This is necessary, because the
YAWL semantics allows an infinite state space [14]. This restriction was enforced
for 13 models, meaning that no analysis result for them was available. While the
computation was very fast for the majority of the models (133 have been ana-
lyzed in less than 1 second), there were also some that took much longer: For 8
models, the computation took more than 10 minutes. Two models could not be
analyzed within one hour; the longest computation time was 390 minutes.

For all tools which we have tested, some models turned out to be “hard cases”
where a Java heap space of 1.5 GB and a time of one hour was not enough to
judge about the soundness property by exploring the state space. EPCTools had
8 such “hard cases” (out of 450), the ProM plugin for EPC soundness analysis
31 (out of 450) and YAWL Editor 15 (out of 203).

In contrast, our Prolog-based tool needed only 65 seconds for analyzing all
models from the repository. This time included searches for 12 patterns that are
related to control-flow errors as well as searches for more 12 patterns that are
related to bad modeling style or suspiciously looking modeling elements.

After doing the analysis with the different tools, we compared the results.
Because of subtle differences among the tools when it comes to defining the
semantics of the OR-join [17,18], there were a few differences in the results of
the tools. The analysis of these differences will be the subject of another paper;
here it is sufficient to say that in cases of differences among the tools we looked at
the model and selected the result that complied with the intuitive understanding
of its semantics.

The comparison between our heuristic results and the exact results showed
that the heuristics worked almost as good as the state-space exploring tools:
For all models which have been categorized as not being sound by the “exact”
tools, our Prolog program also found at least one pattern that (likely) shows a
violation of the soundness property, i.e. we have had no “false negatives”. On
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the other hand, our program warned about a possible soundness violation for
exactly one model that turned out to be sound, i.e. we have had only one “false
positive”. It is worth mentioning that the model, for which this false positive
occurred, was taken from [19] where it has been published as an example for bad
modeling that should be improved.

YAWL Editor also allows checking whether an OR-join should be replaced
(as this was the case for the model fragments in Fig. 3 (a)-(c)) which would
not affect soundness, but can be considered as an improvement in the modeling
style as discussed in Sect. 5. Our heuristics missed just one case where such
a substitution was possible (false negative), but did not produce any incorrect
warnings (false positives).

8 Related Work

Logic-based and pattern-matching approaches have been used in many published
approaches for finding modeling errors. Their main application area is the de-
tection of syntactical errors and inconsistencies within one model or between
different models [20]. Our approach adds one more perspective by also detecting
control-flow errors (like deadlocks) and even pragmatic issues.

Störrle [21] showed that a representation of models as logic facts can be very
useful for querying model repositories as well.

ArgoUML [22] is an excellent example of a user-friendly modeling tool that
runs tests in background in order to give the modeler feedback about possible
improvements. So-called “design critics” inform the modeler about possible prob-
lems. The user is allowed to create own design critics. The most design critics
currently implemented in ArgoUML either work on a rather syntactical level (i.e.
they check consistency requirements and constraints that have to be followed ac-
cording to the UML standard) or test whether modeling style conventions [23]
are followed.

Work on error patterns for business process models has been done by different
authors ([24,25,26,27]. As none of these pattern systems considered all three
types of connectors that can occur in EPC models (OR, AND and XOR), they
are of limited use for the assessment of business process models in languages in
which all these connectors can be found.

The approach by Mendling [6] which applies reduction rules for finding errors
considers all kinds of connectors. It is able to find a great part of errors in EPC
models. Therefore, we used the reduction rules given in [6] as one starting point
for creating our patterns. However, Mendling does not lay importance on the
completeness of the rules; he uses reduction rules mainly for simplifying a model
before using a state-space exploring algorithm for validating the model.

All the pattern systems mentioned above (which all share a set of basic com-
mon patterns) are reflected in our rules for detecting control-flow errors. Our
definition of matching splits and joins, which is one of the most fundamental
rules of our rule system, was inspired by the use of traps and handles in work-
flow nets for finding control-flow errors [28,5].
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9 Conclusions and Directions for Further Research

In our analysis of a large number of business process models, we found that our
pattern-based approach performed almost as good as tools that apply model-
checking when it comes to detect soundness violations and OR-joins that should
be replaced by XOR- or AND-joins. An advantage of our approach is that it
produced a result very fast while the other tools suffered from the symptoms of
state-space explosion and failed to deliver a result for some models. Furthermore,
we have also patterns for hard-to-read parts of the model and “suspiciously
looking” parts of the model that might indicate a pragmatic error even if the
model is sound.

Using Prolog, the patterns can be specified very easily, and it is possible to
add new patterns (for example for applying organization-wide style conventions)
very quickly. However, our pattern-based approach does not necessarily have to
be used with Prolog or another logic-based language. We have already imple-
mented a pattern-finding algorithm in the open source Eclipse-based modeling
tool bflow* 2 using the languages oAW Check and XTend from the openArchitec-
tureWare model management framework [29]. With this implementation, bflow*
gives the modeler immediate feedback about possible modeling problems.

Currently, we are working on an implementation using the query language
BPMN-Q [30]. This will allow us to apply our approach to BPMN models.

One future direction of research is to consider more sophisticated modeling
elements (like exceptions or cancellation) that exist in languages like BPMN or
YAWL. This will allow us to deal with more complex patterns like the ones we
have discussed in [9].

We are also researching problems that can be found by analyzing the textual
description of events and functions. We are already able to find some problems
this way. For example, if an OR-split is followed by both an event and its negation
(as “article is (not) available)” in Fig. 1), it is very likely that the OR-split has
to be replaced by an XOR-split, because both events cannot happen together.
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Abstract. This paper provides an ontology-based set of Petri-nets for simulat-
ing the effect of business process changes on an organisation’s liquidity, and 
demonstrates that certain types of business process redesign can increase or re-
duce the amount of external funding that is required to prevent an organisation 
from defaulting on its debt. This debt defaulting may lead to proliferating  
liquidity constraints for subsequent supply chain partners. Consequently, this 
paper provides a proper toolkit for assessing and mitigating the propagation of 
liquidity constraints in supply chains. The paper uses the accounting-based Re-
source-Event-Agent ontology to create workflow patterns for modelling ex-
changes between supply chain partners and for the value chains that represent 
an organisation’s internal processes. Both the exchange and internal processes 
continuously convert money into resources and vice versa. These models for 
money to resource and resource to money conversions are then used for con-
structing supply chain models for liquidity modelling and analysis. 

Keywords: Resource-Event-Agent Ontology, Petri-net, Simulation, Business 
Process Management, Workflow Model, Business Performance, Liquidity. 

1   Introduction 

In recent years, business process and workflow management have concentrated on 
modelling, simulating and evaluating the physical and informational aspects of pro-
duction and trade processes. [1-5] These processes are embedded in the enterprise’s 
value creating activities that support the purpose of being profitable in the long term. 
This profitability is essentially a financial measure that is usually approximated in 
operational environments by efficiency and effectiveness measures such as cycle 
time, process time and production per time unit. Although these measures are gener-
ally believed to be connected to the profitability measure, the financial effect of 
changes in those operational measures is hard to simulate. What is needed, especially 
in a credit crunch during which cost thinking and consequently cost cutting soars, is a 
framework that allows us to simulate the effect of operational changes to an organisa-
tion’s cash position and consequently its need for external funding (e.g. loans). This 
cash position is essential for an enterprise’s continuity, and consequently its ability  
to reach its long-term goals, as insufficient cash supplies hamper the acquisition of 
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inputs for the organisation’s production processes and consequently also its ability to 
generate revenue from production process outputs. 

In the systems design community, also the need “to separate the stable ontological 
essence of an enterprise from the variable way in which it is realized and imple-
mented” [6] has been recognized, which has lead to the creation of various  enterprise 
and business ontologies (e.g. enterprise ontology[6], e3-value[7], REA[8], BMO[9]) 
These ontologies describe the economic reality as a collection of constructs and axi-
oms. The former create a controlled vocabulary for describing the business reality, 
whereas the latter represent “fundamental truths that are always observed to be valid 
and for which there are no counterexamples or exceptions” [10].  

As this paper intends to address the financial consequences of operational deci-
sions within a stable framework that is sufficiently generic to be applied to different 
enterprises, the REA ontology was selected as the ontological basis for the presented 
simulation framework. The REA ontology was originally designed for sharing data 
concerning economic phenomena between accountants and non-accountants [11]. It 
has been applied in several other sub-domains of business (e.g. value chain [12, 13] 
and supply chain modelling [14, 15]). In this paper, the REA ontology provides the 
conceptual basis for a set of Petri-net model construction patterns, which can be used 
for constructing business process simulation models. As Petri-nets provide an intui-
tive mathematically based formalisation syntax for process representation that is 
widely used and supported by many tools for business process simulation they pro-
vide the preferred syntax for the models in this paper. Committing these simulation 
models to REA not only allows checking their syntactic correctness, but also their 
semantic correctness (i.e. Do they represent proper business logic?). Syntax checking 
and simple simulation facilities are provided by the WoPeD1 tool, which is used to 
create the exhibits in this paper, whereas more complex model simulations can be 
performed by the CPN tool2. 

Using the proposed set of REA-based Petri-net workflow model construction pat-
terns, the paper proceeds by presenting generic workflow models for exchanges be-
tween supply chain partners and for the internal value chains that ensure an organiza-
tion’s continuity and sustainability. These exchange and value chain models are next 
combined into generic elements for constructing supply chain models that comply 
with the REA axiomatisation. The paper then demonstrates that these supply chain 
models can be used to identify an organisation’s dependency on external funding and 
to analyze the effect of business process changes on the organization’s liquidity (or 
cash position) and its need for external funding. 

The Petri-net workflow model construction patterns are presented in section 2, to-
gether with the basics of the REA ontology. Sections 3 and 4 present the generic 
workflow models for exchanges and internal value chains. Then section 5 presents the 
integration of the latter two types of models into supply chain models and explains 
how these models can be analyzed to identify an organization’s need for external 
funding. Section 6 presents an illustrative case in which our proposed modelling 
framework is applied to analyze the financial consequences of an intelligent workflow 
design in the invoicing process. Section 7 presents conclusions and future research. 

                                                           
1 www.woped.org 
2 http://wiki.daimi.au.dk/cpntools/cpntools.wiki 
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2   Atomic REA Model Construction Patterns 

This section presents three workflow model patterns in a Petri-net formalisation that 
commit to the REA ontology and its axiomatisation [16]. Committing to these axioms 
ensures modellers that the economic rationale is represented in their models. This 
rationale is what is generally abstracted from in conventional business process and 
workflow models, as the financial resources that are generated by these business 
processes and required for acquiring the inputs to these processes are often not shown. 
This omission helps designers to focus on the essential parts of the business process 
design but prevents them from assessing the financial consequences of process redes-
igns. These financial consequences of particular business process designs are the topic 
of this paper, as liquidity is a consequence of revenue generated from business proc-
ess outputs and a prerequisite for acquiring the inputs to these processes. 

The controlled REA vocabulary specifies four main concepts (i.e. resources, 
events, agents and economic units) [11]. Resources (e.g. goods and services) represent 
objects that are scarce, have utility and are under the control of economic units (i.e. 
legal or natural persons) that can use or dispose of them during events [17, 18]. These 
events are initiated and controlled by agents (i.e. natural persons). As both economic 
units and agents represent persons, a more precise distinction needs to be made. This 
distinction specifies that agents (e.g. employee) act on behalf of economic units (e.g. 
employer, enterprise) [14].  

The REA ontology has three basic axioms: 

• REA axiom 1: “At least one inflow event and one outflow event exist for each eco-
nomic resource; conversely inflow and outflow events must affect identifiable re-
sources.”  

• REA axiom 2: “All events effecting an outflow must be eventually paired in duality 
relationships with events effecting an inflow and vice-versa.” 

• REA axiom 3: “Each exchange needs an instance of both the inside and outside 
subsets.” 

The first REA axiom specifies that each resource has an origin (i.e. inflow) and a 
purpose (i.e. outflow) in a production process (i.e. inputs and outputs) or an exchange 
(i.e. sales and purchases). Additionally, the first REA axiom requires economic events 
to affect resources. The second REA axiom defines the duality principle that material-
izes as claims (e.g. accounts receivable), which model decrements3 (e.g. a shipment) 
that must be succeeded by increments4 (e.g. receiving a payment), and as liabilities 
(e.g. accounts payable), which model increments (e.g. goods receipt) that must be 
succeeded by decrements (e.g. payment). The third REA axiom applies strictly to 
exchanges, stipulating that an exchange requires at least two parties (i.e. one taking 
the inside view (i.e. the enterprise that sells or buys) and one or more that are consid-
ered outside trading partners (e.g. customer, supplier) for this inside party). 

As the models in the remainder of this paper are articulated in a workflow Petri-net 
formalisation annotated with words from the REA ontology vocabulary, some essen-
tial differences between the REA and the workflow idiom need to be addressed. The 

                                                           
3 i.e. losing control over resources. 
4 i.e. gaining control over resources. 
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most essential difference between the REA and workflow idiom is the use of the word 
‘resource’. In workflow models, the REA agents, in their role of ‘performers of activi-
ties’ are considered as resources because workflow resources represent both animate 
and inanimate means of production [5]. In the REA idiom, resources represent solely 
inanimate means of production such as goods, services and money. We will stick to 
the REA interpretation in the remainder of this paper and thus clearly distinguish 
animate (i.e. agents) and inanimate (i.e. resources) means of production. Another 
difference between the REA and workflow vocabulary is the use of the word event. 
Events that are atomic from an economic point of view may represent entire opera-
tional processes in workflow models. Consequently, events as used in the REA vo-
cabulary may represent complete workflow models with numerous activities or tasks 
that all contribute to the realisation of the event. 

The event template (fig. 1) shows the structure in which conventional workflow 
models need to be embedded to allow modelling the flows of value (i.e. a measure for 
the amount of money a resource can potentially generate) and money throughout 
supply and value chains. The double-edged box indicates where workflow models for 
value creating activities, such as logistic and production processes need to be inserted. 
According to the REA conceptualisation, agents, who represent persons that act on 
behalf of economic units, participate in economic events [14]. The economic units 
represent structures that can acquire, use and dispose of resources (e.g. organisations, 
enterprises, households). The decrement box (i.e. transition) shows that each (transfer 
or transformation) process requires inputs from the viewpoint of the economic unit 
that loses the control over these resources, whereas the increment box represents the 
outputs of such a process from the viewpoint of the economic unit that gains control 
over the converted or traded resources or resource bundles. The two economic units 
involved are different parties in case of trade and one and the same in case of conver-
sions. The event template can be combined with itself to create entire supply chain 
models since every sink (i.e. right-hand side resource) of an event template equals the 
source (i.e. left-hand side resource) of a subsequent event template. 

 

Fig. 1. Event template 

The duality templates (fig. 2a & 2b) represent the creation of claims (fig. 2a), 
which need to be settled by gaining control over new resources when economic units 
lose control over other resources, and liabilities (fig. 2b), which need to be settled by 
losing control over resources when economic units gain control over new resources. 
These dualities link oppositely directed resources flows. Conventionally, these re-
source flows represent goods or service flows that are paired with money flows. 
However, money flows can be paired with other money flows (e.g. loans) and goods 
and service flows can be paired with other goods and service flows (i.e. barter trade).  
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Fig. 2a. Claim Duality template 

 

Fig. 2b. Liability Duality template 

In contrast to the event template, the increments and decrements in a duality template 
need to be related to the same economic unit as they represent this economic unit’s 
acquisition and revenue cycles [13] that model how economic units acquire and dis-
pose of resources in exchanges.   

3   Exchange Configurations 

In this section, the potential configurations for exchanges are represented using the 
model construction patterns of the previous section. The potential for configuration is 
limited to two pattern variations as the claims and liabilities in exchange models need 
to mirror each other (i.e. a claim for a trade partner implies a liability for another trade 
partner and vice versa). The claims or liabilities that represent the revenue cycle of a 
seller are coupled with the claims or liabilities that represent the acquisition cycle of a 
buyer via transfer events that represent either the transfer of products (i.e. goods and 
services) or the transfer of money. These transfer events are executed by agents that 
are accountable for them (e.g. a carrier).  

Fig. 3a shows a conventional situation where sellers temporary pre-finance their 
sales, creating a claim (i.e. accounts receivable) that is a liability (i.e. accounts pay-
able) for the buyer. Consequently the seller is exposed to default risk and requires the 
financial means (e.g. equity or long term capital) to fund these unpaid sales. The 
workflow model also reveals a logical sequence between the product and the money 
transfer (i.e. the product transfer precedes the money transfer). Consequently, the 
lifespan of the claim is determined by the duration of both transfers and the lifespan 
of the liability. Hence, reducing the term of payment and the duration of the transfers 
means reducing the need for external funding as the number of claims that needs to be 
financed is reduced. 
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Fig. 3a. Buyer liable 

Fig. 3b shows the opposite of fig. 3a, meaning that in this exchange process model, 
buyers pre-finance their future purchases. As a result, sellers are liable to the buyers 
creating a liability for the seller (i.e. payments received on account of orders) and a 
claim for the buyer (i.e. orders in progress). This practice is rather exceptional, al-
though it is applied in long-term projects (e.g. property development). In this situa-
tion, the buyer is exposed to default risk and requires sufficient financial means to 
fund these undelivered purchases. The according workflow model specifies that the 
money transfer precedes the product transfer, which makes the lifespan of the claim a 
sum of the duration of both transfer events and the lifespan of the liability. As in the 
previous workflow model, the duration of the claim, and consequently the amount of 
required funding, can be reduced speeding up the transfers and reducing the lifespan 
of the liability. 

 

Fig. 3b. Seller liable 
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4   Value Chain Configurations 

This section presents the four potential configurations of an economic unit’s value 
chain, which contains an acquisition, a conversion, a revenue and a financing cycle 
[13]. The acquisition cycle exchanges money for products, whereas the revenue cycle 
exchanges products for money. The conversion cycles consume products (i.e. raw 
materials) producing new products, while the money conversions in the financing 
cycle model the process of approving payments, which converts incoming money 
flows into outgoing money flows. Such money conversions include converting incom-
ing money flows from loans and equity to outgoing money flows for acquiring re-
sources. They also include converting incoming revenue to outgoing instalments, 
dividends and money for resource acquisitions.  

Both the acquisition and revenue cycles can be represented by claims or liabilities. In 
contrast to the exchange configurations in the preceding section, claims and liabilities 
do not need to mirror each other in value chain configurations since there are no oppos-
ing economic interests between the acquisition and the revenue cycle of an organisation. 
The acquisition and revenue cycle of the same economic unit both try to maximize its 
profit, whereas the acquisition and revenue cycles of trading partners try to maximize 
the profit of their respective economic unit. As a result, the value chain pattern has four 
variations. As agents participate in the transfer events, they also participate in the con-
version events in the value chain patterns (e.g. employees). For the reason of concise-
ness, the models in this section abstract from the increment and decrement sides of 
conversion events, which are hidden inside the double-edged conversion box. Conse-
quently, the models represent a trading-partner view on business, which abstracts from 
the increments and decrements in an enterprise’s internal processes.  

In fig. 4a, the organisation’s acquisition and revenue cycles create liabilities to the 
organisation’s suppliers and customers respectively. For organisations, this situation 
is ideal as customers pre-finance their own purchases and the suppliers finance their 
own sales. Consequently, organisations without long-term capital and equity could 
exist in theory. The workflow model reveals that the product (i.e. production process) 
and money (i.e. approving of payments) conversions are fully parallel but synchro-
nized, which means that the lifespan of the liabilities is not directly determined by a  
 

 

Fig. 4a. Economic Unit liable to Suppliers and Customers 
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Fig. 4b. Economic Unit liable to Suppliers, claim on Customers 

conversion although the duration of the synchronisation process (i.e. the entire work-
flow) is determined by the longest of the conversions. 

Fig. 4b, on the other hand, models a more conventional situation where suppliers 
pre-finance their sales (i.e. buyer liable). Consequently, the economic unit under re-
view is liable to its supplier and has a claim on its customer. As a result, purchases 
provide (temporary) funding and sales require (temporary) funding. The workflow 
model for this value chain configuration reveals a logical sequence between the con-
versions (i.e. the product conversion needs to precede the money conversion). This 
sequence stipulates that the lifespan of the liability to the suppliers is determined by 
the duration of both conversion processes (i.e. production process and approving 
payments) and the lifespan of the claim on the customer. 

Fig. 4c models the converse of fig. 4b, representing customers that pre-finance 
their purchases (i.e. seller liable). As a result, the economic unit under review is liable 
to its customers and has a claim on its suppliers. Accordingly, sales provide tempo-
rary funding and purchases require funding. The workflow model for this value chain 
configuration shows a sequence of events which specifies that approving payments 
needs to precede the creation of value in production processes. Consequently, the 
lifespan of the liability is determined by the duration of the conversion events and the 
lifespan of the claim, as was also the case for the preceding value chain configuration. 

Finally, fig. 4d shows the opposite of fig. 4a, meaning that the economic unit under 
review pre-finances both its sales and purchases. Hence, both its suppliers and cus-
tomers are liable to the economic unit under review. Consequently, both sales and 
purchases require external funding. This feature is also reflected in the workflow 
model as this workflow model suffers dead transitions [5], reflecting that this value 
chain configuration cannot be self-sustaining, which matches the requirement for 
external funding. This external funding would create additional money inflows that 
create liabilities owed to investors. In the workflow model this would mean breaking 
the loop into two mirrored value chain configuration with one claim and one liability 
each (i.e. fig. 4b & 4c). 
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Fig. 4c. Economic Unit claim on Suppliers, liable to Customers 

 

Fig. 4d. Economic Unit claim on Suppliers and Customers 

5   Supply Chain Pattern 

In this section, the value chain and exchange configuration patterns are combined to 
create supply chain links that symbolize an economic unit and its interface (i.e. ex-
change) with a subsequent supply chain partner. In prior sections, no constraints have 
been imposed on the lifespan of dualities (i.e. claims and liabilities). Consequently, no 
distinction could be made between claims and liabilities that are ought to exist for a 
few seconds (e.g. in a cash sale) and claims and liabilities that should exist for several 
weeks, months or years (e.g. invoices, loans). To resolve this, the exchange pattern 
(fig. 3a & 3b) has been extended with a business process that determines when liabili-
ties are due (fig. 5). Such a business process is an example of a support activity in 
Porter’s value chain [19]. Such an activity supports the economic processes in the 
economic events (fig. 1), which are containers for primary activities in Porter’s value 
chain. According to the REA ontology, these primary activities are economic events  
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Fig. 5. Duality Lifecycle template 

and support activities consist of business events, which do not imply losing or gaining 
ownership over resources but are notwithstanding worth monitoring and controlling 
[14]. The according workflow model (fig. 5) shows a business process (i.e. commit-
ment) that determines the lifespan of the liability. This business process can be auto-
mated or executed by human agents. The process is coupled to the liability duality as 
valid liabilities can only be created from receipts and liabilities can only be due when 
all formalities have been completed (e.g. a payment for a purchase can only occur 
when the buyer received an invoice and the invoice is due). The template in fig. 5 is 
applicable to both exchange pattern variations in section 3; therefore it abstracts from 
‘money’ and ‘product’ flows. 

The first supply chain link (fig. 6a) creates a structure in which organisations are 
liable to their customers who pre-finance their purchases. This pattern variation com-
bines fig. 4c with 3b, merging two rather exceptional configurations. The workflow 
model shows that the product delivery (i.e. product transfer) can be initiated (i.e. is 
‘enabled’) as soon as the organisation received the payment (i.e. money transfer) and 
the delivery is due. Next to the expected lifespan of the buyer’s claim (i.e. the dura-
tion of both transfers and the claiming process), the workflow model also indicates 
the maximal lifespan (i.e. the duration of both transfers, both conversions and the 
supplier’s claim on its supplier). The minimal lifespan is achieved when there is a 
stock of already converted products, which allow us to reduce the lifespan of the li-
ability to zero. The maximal lifespan occurs when the inputs to the conversions still 
need to be acquired. As both the right- and left-hand side of fig. 5a represent acquisi-
tion cycles that are implemented with claims, this supply chain pattern variation can 
be combined with itself to create entire pre-financed supply chains.   

Whereas fig. 6a shows a supply chain link in which an organisation is liable to its 
customers, fig. 6b models the more conventional situation where organisations have 
claims on their customers and the lifespan of the according liabilities is determined by 
the invoicing process. This pattern variation combines fig. 4b with 3a. The workflow 
model reveals that product transfers can occur autonomously but money transfers 
occur only as a counter-value for product transfers when the according invoices are 
due. In this template, the lifespan of the liabilities is constrained by the invoicing 
process (i.e. the minimal and expected lifespan) and the conversions and transfers  
 



50 W. Laurier and G. Poels 

 

Fig. 6a. Supply Chain link, claim on Suppliers and liable to Customers 

 

Fig. 6b. Supply Chain link, claim on Customers and liable to Suppliers 

further up (i.e. right-hand side) the supply chain. The maximal lifespan of the liability 
on the left-hand side of fig. 6b, is determined by the duration of both transfers and 
conversions and by the lifespan of the liability on the right-hand side of fig. 6b. As 
with the preceding link (fig. 6a), fig. 6b can be combined with itself to create entire 
supply chain models in which suppliers temporarily finance their sales.   

Similar and more complex supply chains can be constructed applying the duality 
lifespan template to the variations of the exchange pattern shown in section 3, com-
bining them with the value chain patterns in section 4.  

6   Discussion 

This section demonstrates and illustrates the effect of the duration of business proc-
esses on the amount of external funding required. This effect reveals the economic 
rationale for business process redesign [20] and management [21] as it is currently 
practiced. As an example, we take the conventional supply chain template where 
organisations are only liable to organisations upstream the supply chain (i.e. their 
suppliers) (fig. 6b) and discuss the implications of different choices regarding busi-
ness process configuration to the required amount of external funding. The presented 
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theoretical example addresses an archetypal supermarket first and an archetypal retail 
store next. Both types of organisation perform similar activities but the underlying 
business processes may be configured differently.  

We assume that, due to its market power, the supermarket can obtain a 3 month 
(i.e. 90 days) pre-financing period from its suppliers. This pre-financing period is to 
be represented as a time trigger in a timed Petri-net representation of the invoicing 
process of the supermarket’s supplier. This invoicing process is represented at the 
left-hand side of fig. 7. The product conversion process of the supermarket is a com-
plex logistic process in which products reside 2 months (i.e. 60 days) on average. 
Next, they have an average shelf-life of approximately one week (i.e. 5 days), which 
is represented as the product transfer process in fig. 7. Considering that most super-
market sales are cash sales, the duration of the right-hand side invoicing process is 
reduced to 0 days. Subsequently, it takes 2 days on average to put the cash received 
selling product on the supermarket’s bank account, which is represented as the money 
transfer process. Once the money is on the bank account it can be spent again. How-
ever, it takes another week (i.e. 5 days) on average to approve payments (i.e. one 
meeting every two weeks). Consequently, abstracting from the profit margin, it takes 
the supermarket 72 days (i.e. 60 + 5 + 0 + 2 + 5) on average to have its money avail-
able for a subsequent business cycle. As the supermarket obtained a 90 day pre-
financing period, it has an additional 18 days of funding it can use to fund other 
things. This means that the supermarket can use 5% (i.e. 18 days / 90 days * 3 months 
/ 12 months) of its annual turnover to fund fixed assets. 

The retail store, on the other hand, has no market power and can only obtain a 30 
day pre-financing period from its suppliers. It takes the retailer one week (i.e. 5 days) 
on average to take the purchased products from its warehouse to the shelf. In contrast 
to the supermarket, the shelf-life of retail products is much longer e.g. 1½ month (i.e. 
50 days). As with the supermarket, most retail sales are cash sales which take 0 days 
to complete. Further, it takes 2 days on average to transfer the cash from the counter 
to the bank account. Then the retailer checks its accounts payable once a week (i.e. 
the money conversion takes 3 days on average). This results in a business process 
cycle that takes 60 days on average (i.e. 5 + 50 + 0 + 2 + 3) which is twice the period 
that has been pre-financed by the supplier. Consequently, the retailer continuously 
needs to fund one month of turnover with other financial means (e.g. loans, equity).  

 

 

Fig. 7. Exhibit: Supermarket and Retail Store 
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Both the retailer and the supermarket can enhance their liquidity (i.e. reducing the 
need for extra funding) by reducing the duration of the conversion and transfer proc-
esses. The duration of their invoicing process, which was set 0 in both examples, also 
indicates a potential risk for liquidity constraints further down the supply chain (i.e. 
customers and customer’s customers) for economic units further up the supply chain 
(i.e. suppliers and supplier’s suppliers) as liquidity constraints deadlock the money 
transfers that enable economic units to close their internal value chain. This (tempo-
ral) deadlock increases the need for external funding or imposes liquidity constraints 
if additional money is not found. Other potential solutions are shortening the pre-
financing period for customers (which may induce new liquidity constraints for the 
customers) demanding longer pre-financing periods from suppliers (which may create 
liquidity constraints for them) or shortening the conversion and transfer processes in 
the business model, which is a motivation for business process redesign. 

Deadlock can also appear for the supply chain template in fig. 6a when the supplier 
does not deliver on time, as the customer cannot generate new financial means from 
products that it can sell to its own customers. The difference with the template in fig. 
6b is that the liquidity constraints move further down (i.e. towards customers and 
customer’s customers) the supply chain instead of further up the chain. For the sym-
metric value chain templates (fig. 4a & 4d) the situation is also rather straightforward. 
For the double liability template (fig. 4a) the liquidity is determined by the equilib-
rium between the opposing processes (i.e. product and money conversions) and their 
ability to generate resources. For the double claim (fig. 4d) the situation is even sim-
pler as this template is not able to generate its own means and needs to be funded 
completely. 

7   Conclusions and Future Research 

This paper presented an ontology-based modelling framework for evaluating the fi-
nancial consequences of alternative business process design choices. This framework 
is especially useful for analysing the amount of external funding required. First, the 
main constructs and axioms of the REA ontology, which provides a conceptual basis 
for the modelling framework, were introduced. Next, these constructs and axioms 
were used to create workflow model construction patterns (using a Petri-net formali-
sation). These patterns were subsequently used to build modelling templates for the 
value creating processes of economic units and for exchanges between supply chain 
partners. The paper presented two alternative configurations for exchanges and four 
alternative configurations for value creating business processes. These modelling 
template variations can be combined to create supply chain modelling templates, two 
of which (i.e. the more typical cases) were shown in the paper. 

For each of these exchange, value chain and supply chain configurations, the corre-
sponding Petri-net modelling template was analysed to assess its ability to generate its 
own financial resources. These analyses showed that requirements for external fund-
ing depend upon the lifespan of claims and liabilities and the duration of operational 
processes (conversions and transfers). Based on the analysis, suggestions were made 
to reduce the dependency on external funding. These suggestions can be implemented 
through the redesign and management of business processes. Among these redesign 
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efforts, especially the redesigns that reduce value chain cycle time (i.e. the time be-
tween the acquisition of a resource and the moment a new similar resource can be 
acquired with the means generated by the former resource) were identified as useful 
for reducing an organisation’s dependency upon external funding since they reduce 
the amount of assets that is to be funded with liabilities (e.g. debt). 

In the future, we intend to apply the templates presented here to detailed business 
process designs instead of the highly abstract aggregate process models used in this 
paper. Consequently, claims and liability structures will be identified for each indi-
vidual resource sold (e.g. product and services) or purchased (e.g. raw materials, la-
bour, fixed assets). This will allow us to assess the consequences of individual busi-
ness process redesigns to an organisation’s liquidity. These model simulations will 
involve modelling timed Petri-nets and simulating their behaviour using the advanced 
simulation and monitoring capabilities provided by the CPN tool. In a later stage, 
these simulation efforts could evolve towards the development of a business process 
management software tool that supports managers in identifying and motivating pri-
orities among potential business process redesigns by showing the financial impact of 
these redesigns. 
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Abstract. Enterprise Architecture (EA) models provide information on the fun-
damental as-is structure of a company or governmental agency and thus serve 
as an informational basis for informed decisions in enterprise transformation 
projects. At the same time EA models provide a means to develop and visualize 
to-be states in the EA planning process. Results of a literature review and im-
plications from industry practices show that existing EA planning processes do 
not sufficiently cover dynamic aspects in EA planning. This paper conceptual-
izes seven levels of complexity for structuring EA planning dynamics by a sys-
tem of interrelated as-is and to-be models. While level 1 represents the lowest 
complexity with non-connected as-is and to-be models, level 7 covers a multi-
period planning process also taking plan deviations during transformation 
phases into account. Based on these complexity levels, a multi-stage evolution 
of EA planning processes is proposed which develops non-dynamic as-is EA 
modeling into full-scale EA planning. 

Keywords: EA planning, EA modeling, dynamics of EA. 

1   Introduction 

The ANSI/IEEE Standard 1471-2000 defines architecture as ”the fundamental organi-
zation of a system, embodied in its components, their relationships to each other and 
the environment, and the principles governing its design and evolution” [1]. Most 
authors agree that enterprise architecture (EA) targets a holistic scope and therefore 
provides a broad and aggregate view of an entire corporation or government agency 
[2, 3] covering strategic aspects, organizational structure, business processes, software 
and data, as well as IT infrastructure [4, 5, 6]. Enterprise architecture management can 
provide systematic support to organizational change that affects business structures as 
well as IT structures by providing constructional principles for designing the enter-
prise [7]. In order to provide support for transformation in an efficient way, EA has to 
be driven by business and/or IT oriented application scenarios [8] based on stake-
holders concerns [9, 10, 11] (goal orientation) [3, 6]. Since the involvement of het-
erogeneous stakeholder groups may create conflicting requirements in a complex 
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environment, an appropriate documentation and communication of the EA is vital. A 
suitable degree of formalization is needed in order to ensure traceable and repeatable 
results. Furthermore (semi) formalized models and well structured methods are 
needed to enable division of labor among the stakeholder groups [12, 13]. The general 
characteristics and purposes of EA are summarized in Table 1.  

While documentation and analysis of EA (represented by as-is models) are well 
covered in academic and practitioner approaches, EA planning is covered much less 
so far. Since neither the corporation or government agency itself, nor its environment 
remains static during a transformation project, and because to-be models may change 
as projects are launched, the consideration of EA dynamics is an important aspect for 
EA planning. 

Table 1. Characteristics and Purposes of EA 

Characteristics Purposes 
- Holistic scope 
- Goal orientation 
- Formalization 

- Documentation of organizational structure including artifacts from 
business and IT and their interrelationships (As-Is architecture), 

- Analysis of dependencies and relationships of As-Is models, 
- Planning and comparing future scenarios (To-Be models), and deriva-

tion of transformation projects and programs to achieve a desired EA. 

 
However, as the following section illustrates, the field of EA planning—and in-

formation systems (IS) planning in general—is broad and covers very heterogeneous 
topics. Therefore this contribution focuses on the modeling of EA dynamics in order 
to support EA planning. In particular, we conceptualize model complexity associated 
with EA dynamics in business planning and business transformations. In a first step, 
existing IS/EA planning approaches are analyzed against a holistic, goal oriented and 
formalized understanding of EA. In a second step, we reflect existing modeling re-
quirements for EA planning from actual industry projects. Based on the findings, a 
generic EA planning process is proposed, and complexity levels of EA dynamics are 
described that need to be addressed as EA approaches mature towards a more com-
prehensive support of EA planning.  

In analogy to a process model for design research in information systems [14], this 
article “identifies a need” for more comprehensive EA planning and lays the founda-
tion for the following “build” phase. However, in this article the respective method 
artifact is neither built nor is its utility evaluated. 

The remainder of this paper is organized as follows. Section 2 presents a literature 
review of IS/EA planning in the context of to-be modeling and business transforma-
tion support. Experience from industry projects in this domain is summarized in sec-
tion 3. Based on this foundation, requirements for EA planning support including 
dynamic aspects are derived and subsequently structured by complexity levels in 
section 4. We then analyze how these complexity levels are addressed by a consoli-
dated EA planning process and which additional steps are necessary. Preliminary 
results of our research in progress are discussed, and further research activities are 
proposed in section 5. 
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2   Literature Review 

Only a few contributions to the field of modeling for EA planning support exist so far. 
However, significant contributions to the broader areas of EA planning and IS plan-
ning have been made. Therefore we review not only current literature on EA plan-
ning, but also older sources on IS planning which have influenced EA planning. 

2.1   IS Planning 

Historically, EA planning and to-be modeling evolved from strategic IS planning 
which was firstly addressed in an MISQ contribution by King in 1978 [15]. This pa-
per proposes a process to design a management information system (MIS) in accor-
dance to the strategy of a corporation or government agency and thereby define a MIS 
strategy comprising MIS objectives and MIS constraints. As markets, organizational 
structures and system landscapes added more complexity to the matter of strategic 
planning and the alignment of business and IT, this approach as well as similar con-
tributions were evolutionarily refined. Strategic enterprise-wide information man-
agement [16] and more institutionalized IS planning processes became an issue in the 
1990ies [17]. A prominent example for IS planning methods is IBM’s Business Sys-
tem Planning (BSP) [18]. BSP aims to (re-)group IT functionalities according to data 
use and thereby identify application candidates with high internal integration inten-
sity, but limited external interfacing to other applications. 

2.2   EA Planning 

IS planning and EA planning differ in their approach, goal, and scope. While IS plan-
ning is technology driven and refers to the planning of systems (what systems do we 
need?), EA planning focuses on the business (What do we do now and what do we 
want to do? What information is needed to conduct our business in the future?) [19]. 
The offer of new architectural paradigms, such as service orientation, requires for EA 
planning focusing on supplying information to stakeholders in order to support organ-
izational change. 

The term EA planning was first introduced by Spewak, who defines EA planning 
as “the process of defining architectures for the use of information in support of the 
business and the plan for implementing those architectures.” [19] The underlying 
understanding of EA covers the whole of data, applications, and technology. Plan—in 
this context—is referred to as the definition of the blueprint for data, application, and 
technology as well as the process of implementing the blueprint within an organiza-
tion. The work of Spewak was updated in 2006, emphasizing the importance of busi-
ness knowledge and organizational issues during the planning process [20]. Fig. 1 
gives an overview of the proposed enterprise architecture planning method that is also 
referred to as the Wedding Cake Model. A detailed description of the method can be 
found in [19, 20]. 

The process steps are to be read top down and from left to right. The definition of 
the to-be architectures for data, application, and technology are based on their current 
states as well as on business knowledge that determines major requirements. Yet, the  
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Fig. 1. Wedding Cake Model [19, 20] 

process ignores that the business requirements and therefore respective to-be architec-
tures can change as the process is executed.  

Based on an extensive literature review, Pulkkinen and Hirvonen propose an EA 
development process model that guides the incremental stepwise planning and devel-
opment of EA [21, 22]. Due to the high complexity of the EA development task, only 
discrete EA development projects are considered. Moreover, the EA process model is 
intended to cover both EA planning and enterprise systems development. 

The authors emphasize the aspect of user participation and decision making in the 
process which is structured by the EA management grid [23]. Following this two-
dimensional grid, the process model proposes that even at the enterprise level tech-
nology decisions should be made and then transferred to the underlying levels. 

The EA process is further refined in [21] which is depicted in Fig. 2: Pulkkinen 
proposes parallel domain level decisions implementing the decisions made on the 
enterprise level (arrow A). After parallel sub-cycles in domain decisions, system level 
decisions are derived (arrow C). Additionally, the reuse of successful implementa-
tions from lower levels to the enterprise level is supported (arrow B). The author  
 

 

Fig. 2. The Refined EA Process [21] 
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especially points out the importance of detection of domains within EA development 
which may result in concurrent planning efforts requiring additional coordination. 

Similar approaches for establishing the EA, comprising evaluation, creation and 
development, are presented by Op’t Land et al. [11] and Niemann [24] (cf. Table 2). 

Leppänen et al. propose a first step towards an EA planning method by developing 
a contingency framework that lists several situational factors derived from method 
engineering and information system development literature [25]. These factors in-
clude enterprise/organizational characteristics, persons involved, goals pursued and 
characteristics of the EA method to be constructed. The contingency model is sup-
posed to support the selection and adaptation of EA method engineering approaches 
in order to develop a situational method for EA planning.  

A specific view on dynamic aspects of EA Planning is presented by Murer et al. un-
der the term “Managed Evolution” [26]. This approach aims at balancing the ratio 
between the benefits for business and the IT development efficiency. This is realized 
by using metrics and evaluating both aspects in short time horizons, i.e. for each devel-
opment project, in order to carefully plan the evolution of large information systems. 

2.3   Modeling of EA Planning 

The work of Buckl et al. [27] focuses on models for the management of application 
landscapes with emphasis on temporality aspects, i.e. information about projects that 
change the application landscape or business changes that affect IS applications. The 
authors identify three time-related dimensions that need to be considered: an applica-
tion landscape is planned for a specific time, it has been modeled at a certain time, 
and different variants of planned landscapes may exist concurrently. Furthermore, 
five key requirements for supporting temporality aspects in application landscape 
management are identified. Among these, there are the deduction of future application 
landscapes from project tasks, the integration of project portfolio management with 
the application landscape planning process and the possibility to compare variants of 
future application landscapes. Referring to findings from discussions on object-
oriented models, the authors propose the transfer of temporal patterns to model appli-
cation landscapes considering temporality aspects. As one approach to compare dif-
ferent application landscape models, the evaluation of failure propagation via metrics 
is presented Lankes et al. in [28] and [29]. 

The modeling aspect of EA planning is also addressed by EA tool vendors. Based 
on an extensive survey that analyzes 13 EA management tools, Matthes et al. find that 
the static complexity of constituents and dependencies is handled well by current 
vendors, e.g. by providing visualization and collaborative maintenance functionalities 
[30]. However, dynamic aspects resulting from changes over time are not addressed 
well by most current EA management tools [31]. While nearly all tools support as-is 
and to-be modeling, road mapping, versioning and transformation paths are usually 
not addressed in a sophisticated manner. In addition, EA metrics that would allow for 
comparison of different to-be scenarios are not covered well in current EA tool sup-
port [30]. Also Gartner [32] and Forrester [33] attest a good coverage of niches of  
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dynamic aspects in EA management such as lifecycle management and simulation 
capabilities. However, there is no EA tool comprehensively addressing dynamic as-
pects of EA. 

2.4   Evaluation 

Regarding the premise of a holistic scope of EA, approaches that are restricted to IS 
or application landscapes cannot be satisfactory (e.g. [19, 20] but also [27, 28, 29] 
need to be questioned). Findings from IS planning give valuable hints, but have to be 
significantly extended in order to be useful for EA planning. 

Another result of the literature review is that the majority of research results only 
focuses on EA planning as an unidirectional planning process that aims at improving 
the current architecture [21, 22, 23, 25]. This includes a defined start date and end 
date of the process as well as a defined result, i.e. one target architecture for one point 
in time. In addition, most sources cover individual dynamic aspects such as adapta-
tions of target architecture models to changing conditions, life cycles of individual 
artifacts, the evaluation of model alternatives or the support of transformation from 
as-is architecture to to-be architecture. However, there is no comprehensive modeling 
method for EA planning. Extensions for existing modeling processes for EA planning 
focusing on dynamic aspects are therefore proposed in section 4. 

3   Review of Current Industry Practices 

In order to illustrate the need of a more comprehensive approach to modeling for EA 
planning, we will present two cases from the financial services industry. 

3.1   Company A 

Company A provides IT outsourcing services and banking solutions. The primary 
product is an integrated banking platform that is offered to private banks and univer-
sal banks. The organization focuses on three main fields, namely application devel-
opment, application management and operations, and therefore offers an integrated 
portfolio to its customers. The application development division is responsible for the 
development of the integrated banking platform. The development activity manage-
ment is planned and controlled by the architecture team using a home grown solution 
to create to-be models and manage development projects within the banking platform. 
This solution combines modeling features and project management capabilities to 
ensure consistent evolution of the platform. Major challenges within the architectural 
development plan are the coordination of the activities of the development teams and 
assurance that milestones of the various integration and development activities are 
met simultaneously. If, for example, a component of an application needs an interface 
to a component of another application at a certain time for a certain milestone (e.g. 
test or release), it has to be assured that both components are available at that very 
point in time. This simple example grows very complex as the banking platform com-
prises of over 200 applications, each consisting of a multitude of components that  
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each have their own lifecycles as well as precursor and successor relationships. Gen-
erally speaking, the following questions need to be answered within the architectural 
development plan: 

• What are the relationships of architectural elements and what are the impacts of 
local changes to other elements? 

• How can lifecycles of elements and their impacts be modeled? 

These dynamic aspects of the architectural development are to some extent sup-
ported by a homegrown solution, but yet need strong governance caused by various 
manual steps in the planning process. This is partially due to specifics of the planning 
method that is based on implicit knowledge held by individuals. 

3.2   Company B 

Company B is an internationally operating bank based in Switzerland. During recent 
decades, mergers led to an increasing complexity of its application landscape. Regarding 
architecture layers, business architecture (i.e. partly strategy, but mainly organizational 
artifacts), application and integration architecture, software and component architecture 
(i.e. software artifacts), and technical architecture (i.e. infrastructure artifacts) are distin-
guished. Architecture management is realized by more than 90 architects and comprises 
architecture governance that is enforced in individual IS projects. However, while IT 
architecture is strong in the bank’s home country, the bank has to face challenges due to 
heterogeneous local solutions in almost every country. 

In order to enable a better management of the heterogeneous application landscape, 
an EA project is currently being conducted. The project focuses on an integrated view 
on the different solutions the IT departments offer to the company’s operating depart-
ments and teams worldwide. Such an integrated view should enable solution roadmap 
planning, too. Therefore, the following questions need to be answered continuously: 

• Which projects should be shifted back or forward in order to meet the needs of a 
certain solution roadmap? 

• Which projects affect which lifecycle planning of a certain solution? 
• Does postponing of a project affect the lifecycle planning of a certain solution? 

An EA approach aiming at these requirements must be capable of consolidating in-
formation on different projects affecting solution development, e.g. release planning, 
component development and customer request management for customized solutions. 
This approach requires the inclusion of dynamic aspects such as solution and compo-
nent lifecycles, but especially the support of multi project management. Regarding the 
actual planning process, the EA approach must support the transformation process 
from as-is (application) architecture to to-be (application) architecture. 

3.3   Implications 

Although we provide only two cases from current industry practices here, these ex-
amples show the multitude of dynamic aspects that need to be considered during EA  
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planning and evolution. The challenges faced by both companies imply that there is 
an actual need for an integrated planning method that combines all dynamic aspects 
and takes into account their interrelationships. For example, company A has identified 
the need to combine to-be modeling with lifecycles on one hand and the coordination 
of development activities on the other hand. Similarly, company B is aiming at an 
alignment of solution roadmap planning and multi project planning. These experi-
ences require the integration of  

• project management (organizing programs and individual projects) 
• release management (planning development roadmaps), and  
• lifecycle management (phases and milestones for different EA elements). 

Additionally, complex temporal as well as technical interdependencies between the 
planning of EA elements, of partial architectures and of projects need to be addressed. 
The challenge for enterprise architects in the presented cases is to extend the transpar-
ency of a current situation provided by as-is EA models to a number of future situa-
tions represented by alternative to-be models. Due to the complexity of the interde-
pendent system of as-is as well as alternative to-be models, a sound method supported 
by EA tools is needed. 

Current practices also indicate that not only precise models of one or several target 
architectures are in use, but that all planning efforts are guided by an “architectural 
vision”. Such a vision serves as a guideline for the architectural evolution, while in 
most cases there are no ambitions that it will actually be materialized ever. The archi-
tectural vision might be deducted from a strategic vision given by business depart-
ments or IT departments. It may, for example, specify the substitution of a certain 
standard software product or platform. The influence of such a vision on the planning 
process needs to be considered in an integrated concept for EA planning. Ultimately, 
in order for an EA planning concept to be applicable in practice, it needs to take into 
account contingency factors like budget, general architecture management guidelines, 
business support, or legacy architecture.1 

4   A Concept to Capture Dynamics in EA Planning 

The results from the literature review and the review of industry practices (chapters 2 
and 3) lead to a set of dynamic aspects which need to be considered and structured 
along the EA planning process. We therefore propose an EA planning process that is 
derived and combined from existing approaches. We then propose levels of complex-
ity that structure EA planning dynamics and finally evaluate the process’ capabilities 
to address such levels. 

4.1   EA Planning Process 

For EA planning purposes, enterprise architects need to know what they are going to 
plan and how they should proceed in the planning process. Therefore, we firstly derive 
a generalized EA planning process from respective proposals in literature. Table 2  
 

                                                           
1 A first step towards the definition of such factors has been done by Leppänen et al. [25] and 

also Aier et al. [34]. 
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Table 2. Existing EA Planning Processes 

Spewak et al. [19, 20] Niemann [24] Pulkkinen et al. [21, 22] 
A1. Planning initiation 
A2. Define values and princi-

ples 
A3. Indentify business knowl-

edge and current systems 
and technology 

A4. Blueprint data, applica-
tions and technology ar-
chitecture 

A5. Develop implementation 
and migration plan 

A6. Define programmatic 
transition  

B1. Define goals 
B2. Documentation 
B3. Analysis 
B4. Planning alternative 

scenarios 
B5. Evaluation of alternative 

scenarios 
B6. Implementation 

C1. Initiation 
a. Define goals 
b. Resources and constraints 
C2. Planning and develop-

ment: define needed 
changes in architectural 
dimensions 

C3. Ending phase 
a. Plan, design and evaluate 

alterative architectures and 
solutions 

b. Define long term and short 
term targets 

 
 

gives an overview of existing approaches. The presented approaches are similar in 
general yet different in detail. The following process (cf. Fig. 3) condenses the essence 
of the three approaches described. Subsequently, a more detailed explanation of the 
steps is given. 

Step 1: Define Vision (based on A1, A2, B1, C1a, C1b): Long-term goals and an 
architectural vision cover the desired state of the architecture that might never be 
achieved, but delivers the general direction for future plans. 

Step 2: Model As-Is Architecture (based on A3, B2): These architectural models 
serve to document the as-is structure of the organization and are therefore necessary 
for stakeholder communication and as a planning foundation.  

Step 3: Model Alternative To-Be Architectures (based on B3, B4, C3a): Based on 
the analysis of the as-is architecture, some architecture elements will be more relevant 
to the planning process than others, e.g. some elements might be subject to higher 
volatility while others remain stable. Therefore the parts most likely to be changed 
must be identified, and to-be models depicting the desired changes can be created. 
Since the architectural vision might be approached in multiple ways, multiple to-be 
architectures will be built during this phase. Some of these to-be architectures are 
alternative to each other while some are related to different points in time. 

Step 4: Analyze and Evaluate Alternative To-Be Architectures (based on B3, B5, 
C3a): In order to plan the next state of the current as-is architecture, one of the alter-
native to-be architectures needs to be chosen. This selection process requires an 
analysis, evaluation and comparison of the given options. 

Step 5: Plan Transformation from As-Is to To-Be Architecture (based on A5, C3a): 
After the desired to-be architecture is identified, the detailed planning for the trans-
formation process can take place. This step involves project and program planning as 
current or planned development projects may affect mutual architectural elements. 
Furthermore, project interrelationships should be identified in order to consolidate 
projects and resources. 

Step 6: Implement Transformation (based on A6, B6): Lastly, the transformation 
has actually to be implemented. When this step is completed, one of the to-be models 
becomes the as-is model and the next iteration of the process starts. As this paper 
focuses on modeling aspects rather than on implementation, this step is not regarded 
in the following sections. 
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(1) Define Vision

(2) Model As-Is Architecture

(3) Model Alternative To-Be Architectures

(4) Analyze and Evaluate Alternative To-Be Architectures 

(5) Plan Transformation from As-Is to To-Be Architecture 

(6) Implement Transformation 
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Fig. 3. EA Planning Process 

The continuity of time causes dynamic changes within the EA planning process. 
This especially influences the actuality of the to-be architecture models: Conditions 
for certain decisions might change with proceeding time. Therefore the point in time 
when the model was created should be captured as well [27]. 

During the detailed planning for the transformation process, further knowledge 
about the possible future states of the as-is architecture may arise. This information 
should be re-integrated in the modeling process (step 3). The same can occur while 
conducting the project and in program management: if, for example, concurrent use of 
resources is detected, this information needs to be fed back into step 3, too. Both 
aspects have continuous influence on the “decision tree” that is generated by model-
ing different to-be architectures. 

4.2   Complexity Levels in EA Planning 

The general temporal influences on the EA planning process result in high complexity 
that appears while putting the planning process into action. In order to capture this 
complexity and address open issues from the case studies in section 3, we break down 
the complexity into different dynamic aspects. On this basis, we distinguish different 
levels of complexity in EA planning (cf. Table 3). 

The first level comprises an as-is model, a to-be model and, according to step 1 
from the EA planning process presented in chapter 4.1, an architectural vision. On 
level 2, the transformation plan connecting the as-is state and the to-be model is 
added. Levels 3 and 4 incrementally include the modeling of alternative to-be models 
and their comparability. Multi-step to-be modeling and transformation planning is 
regarded from level 5 on. The continuous influence of time and consequential changes 
like unplanned amendments of to-be models are included in level 6 and level 7, while 
the latter additionally considers further effects on multi-step planning. 
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Table 3. Levels of Dynamic Complexity in EA Planning 

Level 1: Based on an as-is model in t0, a to-be model for t1 
is created according to the architectural vision. 

As-Is To-Be

t0 t1  

Level 2: There exists a plan how to transform the as-is 
architecture into the desired to-be architecture. 

As-Is To-Be

t0 t1  

Level 3a: Multiple to-be models are created that contribute 
to the development of the current architecture towards the 
architectural vision. These alternatives might address 
priorities of different stakeholders or be favorable for 
different goals. Alternative transformation plans are possi-
ble, too. 

As-Is

To-Be

To-Be

t0 t1  

Level 3b: Multiple to-be models are created. The alterna-
tives can be compared, e.g. by adequate metrics. Therefore 
an idea exists which alternative is more favorable under 
given assumptions. 

As-Is

To-Be

To-Be

t0 t1  

Level 4: Combination of levels 3a and 3b.  
As-Is

To-Be

To-Be

t0 t1  

Level 5: There are alternative to-be models and also vari-
ous models for different points in time. Planning a multi-
step transformation path helps to structure the transition. It 
needs to be considered that uncertainties about the useful-
ness of a to-be model in tx will rise the more time elapses 
between t0 and tx. Alternative transformation plans might 
also address different intermediate to-be models. 

As-Is

To-Be

To-Be

To-Be

t0 t1 t2

To-Be

 

Level 6: During the transformation from the as-is to a to-be 
state, say in t0.5, changes might occur which cause un-
planned shifts. This might require adjustments in the trans-
formation plan and the to-be architecture, which is then 
called the will-be model. 

Will-Be

As-Is

To-Be

t0 t1t0.5

To-Be

To-Be

 

Level 7: The will-be model created in t0.5 for t1 (again 
depending on the time elapsed and uncertainties emerged 
between t0.5 and t1) however might not be the actual model 
in t1. Then the actual model in t1 is a new as-is model and 
the foundation for future planning. 

As-Is

Will-Be
As-Is

To-Be

To-Be

To-Be

t0 t1 t2  

Comparability Transformation Plan Unplanned Shift Time Line

t0 Point in time Model Vision
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4.3   Evaluating the EA Planning Process for Complexity Levels 

This section investigates how the proposed EA planning process supports dynamic 
complexity. Therefore it is analyzed which process steps address the dynamic aspects 
associated with the different levels of dynamic complexity.  

Table 4. Dynamic Aspects in the EA Planning Process 

 Step 1: 
Vision 

Step 2: 
As-Is  
Architecture 

Step 3: 
Multiple  
To-Be Models 

Step 4: 
Evaluation of  
To-Be Models 

Step 5: 
Transforma-
tion Plan 

Vision      

As-Is Architecture      

To-Be Architecture      

Transformation Plan       

Alternative To-Be 
Architectures 

     

Comparability      

Multi-Step  
Transformation 

     

Unplanned Shifts      

Legend  step explicitly addresses dynamic aspect  step does not address dynamic aspect 

 
This evaluation shows that most dynamic aspects can currently be supported by the 

EA planning process. But multi-step transformation, the consideration of unplanned 
shifts and the deviation of models from reality are not addressed yet. If applied to the 
levels of complexity, this means that levels 1–4 can currently be supported by the 
steps included in the EA planning process. Levels 5–7 however require an extension 
of the proposed EA planning process. The following discussion describes the re-
quirements and Fig. 4 depicts a proposal for an extension of the EA planning process. 

Level 5 describes a multi-step “decision tree” that demands for the selection of one 
transformation path. In order to support planning over longer periods of time, the 
planning process also needs to address intermediate to-be models as partial results as 
well as the comparison and selection of different combinations of multiple subsequent 
to-be models. This can reflected in the new process steps 3b and 4b in Fig. 4. 

For a realization of levels 6 and 7 the EA planning process must also address the 
adjustments of to-be models in will-be models due to unplanned shifts during the 
transformation. Furthermore, respective changes in transformation plans that have an 
effect on future to-be models need to be covered. Such unplanned changes might also 
originate from aspects that cannot be modeled but influence any kind of planning 
process: politics or budgets, for example. Applied to the EA planning process, un-
planned changes affect the process steps 2 and 5 (cf. Fig. 4). Finally, these influences 
trigger feedback to the modeling and comparison of to-be models which need to be 
adjusted (cf. “Feedback” arrows). 
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Unplanned Changes

(1) Define Vision

(2) Model As-Is Architecture

(3a) Model Alternative To-Be

Architectures

(4a) Analyze and Evaluate Alternative 

To-Be Architectures 

(5) Plan Transformation from As-Is to To-

Be Architecture 

(6) Implement Transformation 

(3b) Model Multi-Step Alternative To-

Be Architectures
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Fig. 4. Extended EA Planning Process Proposal 

5   Discussion and Conclusion 

This paper presents research in progress related to capturing dynamic aspects in EA 
planning. To that means, existing approaches in literature as well as open questions 
from practitioner projects have been analyzed. After consolidating an EA planning 
process on this basis, we have analyzed how different complexity levels of dynamics 
are addressed by the different steps of the planning process. This analysis implies 
extensions to the proposed process model. Multi-step planning as well as capturing 
differences between models and unplanned changes that have an impact on the plan-
ning results are not yet fully addressed. Future research activities will investigate how 
these aspects can be incorporated into the planning process. Open questions to be 
answered in this context include: 

• Is there a desired level for dynamic complexity in EA planning?  
• How can the tradeoffs between (a) pragmatic solutions that only partly consider 

the complexity levels and (b) sophisticated solutions that include all complexity 
levels but potentially cause higher planning efforts be addressed? 

Furthermore the individual steps of EA planning process need to be detailed. 
Therefore existing methods for the different tasks will be reviewed in order to analyze 
their capabilities to capture dynamic aspects in EA planning. This may finally lead to 
a comprehensive method for EA planning addressing dynamic aspects. Open ques-
tions to be answered in this context include: 

• How do we decide what architectural elements are relevant for planning, and are 
therefore part of to-be models? 

• How do we capture dynamics of EA models and artifacts by graphical representa-
tions? 

• What are relevant dimensions and methods for the evaluation of to-be models? 
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• What lessons can be learned from project and program management to structure 
the transformation process? 

• What are the requirements for an integrated planning method? 

In regard to the proposed complexity levels, a comprehensive method for EA plan-
ning should be adaptive: Depending on the desired level of complexity to be ad-
dressed, the method should provide a situational solution. In analogy to the process 
model for design research, the method artifact should then also be evaluated, for ex-
ample, by industry cases. 
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Abstract. One important role of Enterprise Architecture aims at modeling 
enterprise artifacts and their relationships, ranging from the high-level concepts 
to physical ones such as communication networks and enterprise premises. As it 
is well known, these artifacts evolve over time, as well as their relationships. 
The dynamic nature of such artifacts has been a difficulty not only in modeling 
but also in keeping enterprise blueprints updated. This paper presents our 
approach to handle blueprints of the Enterprise Architecture, based on several 
years and projects in large organizations, both in the financial and telecommu-
nication industry. 

We started by considering “projects” as the changing elements of Enterprise 
artifacts and achieve a scenario where blueprints are automatically generated 
and updated, and a time bar allows traveling from the past (AS-WAS), to the 
present (AS-IS) and to the future scenarios (TO-BE). The paper also presents an 
overview of the underlying model, the applied methodology and the blueprints 
that we found to be a valuable instrument amongst elements of different 
communities: Project Management, IT Governance and IT Architecture. In spite 
that the cases studies are targeted to the IT domain, the lessons are valid for 
other architectural areas. 

Keywords: IT Blueprints, Enterprise Architecture, IT Governance. 

1   Introduction  

As in any complex system, enterprises would be better understood if one could have a 
blueprint (schematic representation) of the artifacts that constitute the organization and 
their relations. In the IT domain, blueprints have always been perceived as an important 
asset, especially by the IT Architecture teams or departments. In fact, many companies 
have been trying to make blueprints of the IT landscape, from high level maps to 
detailed ones. But the truth is that companies fail to have such maps, claiming that 
update costs are simply too high given the rate of changes of the organization artifacts.  

Blueprints come in many shapes and detail levels. In order to clarify what we mean 
by a “blueprint”, we present two examples of different level of detail and scope. On 
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the left side of figure 1, we present one example of a very high level business view of 
retail banking, following the classification schema proposes in [1]. On the right side 
we present a typical application landscape with interactions between applications.  

We have been doing professional consultancy in the domain of Enterprise 
Architecture for over a decade and have found many other reasons, other than costs, 
that are preventing companies to have blueprints up-to-date. Probably the most 
common and simple reason is that, quite often, IT professionals assume that the 
adoption of a given modeling notation (i.e. UML) is enough to start producing 
blueprints. But it is well known that, in fact, behind each blueprint there is a theory 
that defines the governing rules, a model that identifies the properties and semantics 
of artifacts, and a notation to graphically express such artifacts, and also a problem, to 
provide a purpose of each blueprint and thus, making it possible to decide what 
artifacts should appear in each one [2]. 

 

Fig. 1. Blueprint Examples 

This paper is not about the right or the best theory, model or notation for enterprise 
architecture. It is about what needs to be added to known theories, models and notations 
to allow blueprints to be systematically produced and maintained in real organizations. 

This paper is structured as follows: in the next section we present a more detailed 
view of the problem, trying to narrow down the key issues behind the difficulty of 
creating and maintaining blueprints; in section 3 we present the related work in the 
scope of Enterprise Architecture; in section 4 we present some aspects of the theory 
and model necessary to support our approach; in section 5 we present the methodology 
used in real cases; in section 6 we present the BMS, our software solution for of 
blueprint management, and finally, we conclude in section 7. 

2   Problem Clarification 

In order to keep blueprints up-to-date, one needs two basic things:  

• Information about what has changed.  
• Rules to update the blueprints accordingly. 
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Regarding the first issue, we have found that such information normally exists in 
the notebooks and agendas of the IT professionals, namely of those that were 
involved in the changes.  However, these notes were written with the purpose to 
refresh the memory of those who have written them. We could envisage that the 
problem would be solved if IT professionals use standard concepts and notations in 
their personal notes and published them into a common repository at the end of the 
day. But in medium and large size organizations, IT reality is changed mostly by IT 
projects, and therefore IT projects are the best entity to report back the changes in 
some normalized form. 

But managed IT projects do have a work plan to produce the intended artifacts. For 
example, if a project intends to make system A that sends data to an existing system 
B, then both the system A and the data flow to B should be referenced in the project 
plan details. 

Therefore, the real questions come down to:  

Q1. Are the IT artifacts referred in IT project planning the ones that appear in IT 
architectural blueprints? 

Q2. Are project plans up-to-date enough so they can be a trustful source of 
information? 

A second concern, still related with the first issue, is the extra complexity that 
enterprise wide architecture blueprints may bring to IT projects. If fact, since 
enterprise wide blueprints tend to focus on global views of IT artifacts, rather  than on 
the subset of artifacts that are relevant for a given project, reading and updating 
enterprise blueprints is more complex than it could be. For example, if a project only 
has to be concerned with 100 artifacts out of a total of 1000 artifacts, then the project 
should handle a 100 artifact´s blueprint rather than a 1000 artifact´s blueprint. Given 
that IT projects are mostly stressed for time and budget, such additional complexity is 
also a critical aspect, in particular if they have to keep blueprints updated.  

Therefore, other relevant questions are: 

Q3. Can we provide to each IT project a blueprint no more complex than it 
should be?  

Q4. Can changes in such blueprints be automatically propagated back to 
enterprise-wide and more complex blueprints? 

Regarding the second issue, the fact is that today´s blueprints are mostly a hand-
made piece of art, made with a mouse; likewise a painter uses a brush. A blueprint is 
mostly a personal achievement, not an industrialized result. Most concepts depicted in 
IT blueprints such as Information Systems, Applications, Platforms, Application 
Components, Nodes, amongst many others, are not at all clear amongst IT 
professionals, as one could expect. Unlike with professionals from other engineering 
domains, when faced with a given reality, different IT professionals name and classify 
the same artifacts differently. The use of a common and well known notation such as 
UML does not help at all on the fundamental aspects, because the semantic meaning of 
symbols is not defined, and must be a personal decision. Furthermore, there is no clear 
definition to what artifacts should be represented in each blueprint. Once again, it is up 
to the designer to decide what is relevant and what is not relevant to represent/model in 
each blueprint. 
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Therefore, regarding the second issue, the relevant questions are: 

Q5. To what level of detail/semantic should one define artifacts and concepts?  
Q6. How can one decide which architectural blueprints to use and what artifacts 

should each blueprint represent? 

3   Related Work 

Blueprints and schematic representation are common ways of communication between 
people, namely to express an architectural description of things, like a system, an 
object, a model or, in our case, an Enterprise.  

As clearly described in the IEEE1741 [2], as well as in other works [1, 3, 4], 
behind a architectural description, there is always a set of other concepts that must be 
defined to ensure that the architectural description is properly understood, namely a 
notation, a concern, a model, a view and viewpoint.  A considerable amount of effort 
has been put in the development of these concepts, and in fact most EA frameworks 
do propose a set of concerns and corresponding views and viewpoints, a model, 
concepts and in some cases even a notation [2, 3, 5-9]. It also commonly assumed 
that, architects are able to produce blueprints and models based on proposed EA 
frameworks, which in turn, sustain developments in many other areas, such as 
strategic alignment [10], IT Governance [11], Application and Project Portfolio 
Management [12-14] to name a few. In [15], one my find an overview of uses and 
purposes of EA. 

But the assumption that an architect (or an army of them) is able to model the 
organization is a valid one only for the domains where the change rate is in fact low, 
as for example the Enterprise Ontology [16], the enterprise organic structure or the 
enterprise vision and mission. For the domains with a high rate of changes, such as 
business processes or IT, one cannot assume to have valid blueprints, simple because 
the effort to keep them up-to-date is too high. In other words, the current EA 
frameworks and models do not capture the dynamic nature of enterprises.   

To our knowledge, the problem of creating and keeping blueprints up-to-date in an 
automatic manner has not been an issue in the EA community. As referred in chapter 2, 
two main issues need to be addressed. 

The first - information about what has changed – concerns mostly with establishing 
an information flow, from the ones making the changes in the IT, to the ones updating 
the blueprints. We found related work in the area of  IT portfolio and project 
management [12-14], where EA is used as a source of information to feed decisions in 
IT portfolio and project management, but they do not established a detailed update 
from IT projects to EA. 

The second - the rules to update the blueprints accordingly – concerns mostly on 
how to overcome is the lack of semantic behind common notations (as UML, SysML, 
IDEF, amongst many others). As Mark Lankorst refers, they are mostly symbolic 
models, not semantic ones [3]. Archimate [3] moves one step forward  by providing a 
stronger model, but true semantics requires a theory, as the  Ψ-theory [17], to sustain 
models and methodologies and well understood blueprints. In what concerns the IT, 
we have knowledge of a semantically sound model, although some progress has been 
made [18]. 
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4   Fundamentals of Our Approach 

The following description intends to give the reader the basic grounds for the practical 
work presented in this paper. It does not intend to be a full explanation of the model, 
and many aspects of it are not referred. 

Let an Enterprise  be modeled as a graph  of artifacts and their relationships, the 
vertices and the edges of the graph accordingly. Let A and R be the set of all artifacts 
and relationships1, accordingly. Since this graph changes over time, let Gt (A ,R) 
represent the value of  at time t, where t is a discrete variable corresponding to the 
succession of states {G0 ,…, Gn} of  Gt (A ,R). 

Let each artifact   have a type , where is the set of all types. The 
statements “a IsA y” and “y= type (a)“ state that y is the type of artifact a. A type 
defines the properties and possible values for artifacts of that type. Relationships are 
typed after the types of connected vertices2[19]. For clarity sake, we´ll represent types 
in italic and with the first letter in capital (e.g. Type) and instances in italic. 

We start by introducing two fundamental types of Γ: 

• Blueprint, whose instances contain references to others artifacts. A given 
artifact is represented on a given blueprint if graph G holds as a relation 
between them.  

• Project, whose instances contain references to artifacts related with the 
project.  

We further define the state_of_existence of all artifacts other than Blueprint as one 
of the following states: 

• Conceived: If it is only related with blueprints. 
• Gestation: If it is related with alive projects and is not related with any other 

artifacts other than blueprints.. 
• Alive: If it is related with other artifacts in the alive state. This means that it 

may act upon other artifacts in conceived, gestation or alive states.  
• Dead: If it is no longer in the alive state3. 

Let Project.aliveList  and Project.deadList be the list of artifacts to become alive 
and dead during the project.  

We now come back to the set of states {G0 ,…, Gn} of  Gt (A ,R) that represent the 
sequence of states of the organization, and consider the sequence of alive state of the 
organization {GA0 ,…, GAn}. Whenever a project ends, the set of alive artifacts in the 
enterprise changes from a state GAn to the a state GAn+1 where  

     

                                                           
1 Notice that between two given artifacts there may exist relationships of different types. 
2 The simple fact that relationships have a type means that: (i) the set  Γ includes also the types 

of all relationships, and (ii) the relationships are in fact “processors” in the context of General 
System Theory [19], as are the artifacts. 

3 In the context of General System Theory [19], artifacts in the dead state are necessary passive 
objects/systems, regardless of the level they had while alive (from 1-passive- to 9 - finalizing). 

 .     .  
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This allows us to move back and forth in time from the past to the present and from 
the present to the future. In particular, it allow us to define the ToBe(t) as the set of 
alive artifacts at time t based on the AsIs state, namely: 

 

Where,  is the time of AsIs state (presumably the current date) to and p.endTime is 
planned time for the project p to end.  It is also clear that the number of possible states 
of GA between any given points in time corresponds to the number of projects that end 
between those two points. 

We now focus on a particular type of artifacts: the artifacts of type System. We 
start by clarifying the relations4 “IS_PART_OF” and “ACTS_UPON”, according to 
notation used in [16]: 

• IS_PART_OF represented as “ ”, is a relation between two artifacts such that: for 
any two artifacts ,  ,  x   y if and only if, in order for  y  to be alive x must 
also be alive and x cannot be part of another artifact that y is not also part of. 

• ACTS_UPON represented as “ ”, is a relation between two artifacts such that: for 
any two artifacts ,  , x   y if and only if, x causes changes in state/behavior 
of artifact y. This implies that y is not in the dead state. 

Following the description presented in [16], a system  is defined by its 
Composition, Environment and Structure: 

• The Composition  of a system   is the set of artifacts  that:   :        

• The Environment  E of a system σ  is the set of artifacts that:  :      :         

• The Structure S of a system σ  is the set of related artifacts defined as:   , |       ,          

Notice that, in spite that the above expressions are time invariant, the set of artifacts 
that belong to  and  do change over time, since the IS_PART_OF and 

ACTS_UPON relations are defined over the alive state of artifacts, which change with the 
projects alive and dead lists. 

After the definition of artifacts of type System, we are able to define its basic views 
(Organic, Environment, Composition and Structure), used by our blueprint engine to 
produce the blueprints:  

                                                           
4 Both relations are transitive, but we will not explore such properties in this paper. We 

consider only the direct dependencies. 

, ;   ,  .  |  :     s  .                .  |   q:      s  .   ; 
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• The Organic View VOrg depicts the artifacts of subtype of System in a 
hierarchically manner according to the value of a given property Porg.    , , |  :         

Where is the set of subtypes that will be depicted, OrgHierarchySet is the 
hierarchy values according to which artifacts will be graphically arranged, and 

 states that the value of Porg of property  that 
must be one of possible state defined in OrgHierarchySet at time t.  

• The Environment View V  of a system depicts the artifacts that belong to the 
Environment of that system.  , , |  :         

Where TENV is the set of types that will be depicted, and  states that 
artifacts must belong to environment of  at time t.  

• The Composition View of a system depicts the artifacts that belong to the system 
Composition and their relationships. , , |  :           

Where TCOMP is the set of types that will be depicted, and  states that 
artifacts must belong to Composition of  at time t 

• The Structure View of a system depicts all the relationships between any two 
artifacts related with the system.  , , , |  , : ,      ,           

Where TSTRis the set of types that will be depicted, and  states that 
artifacts x, y belong to Structure of  at time t.  

4.1   The Case for IT Artifacts 

The application of the above model implies the definition of type hierarchy , mak-
ing clear the relevant concepts and their relationships. As in most Enterprise Archi-
tecture frameworks, IT related types include concepts, such as: BusinessProcess, 
InformationEntity, Stakeholder, Repository, DataFlow, Service, Domain, Solution, 
Application, to name a few. In most cases, these concepts are defined too loosely, to 
ensure a full and unique understanding amongst different persons, especially if they 
come from different communities. Therefore, the further we close artifact concepts 
the easier the communication gets. We present the example of applications and their 
components. 

Let application to be a System, whose Composition is a set of artifacts of type 
AppComponent, being the later a subtype of Component, which is in turn a subtype of 
System5. 
                                                           
5 Therefore AppComponent is also a System. The recursive aspects will not explored in this 

paper. Suffice is to say that Domain, Solution, Application and AppComponent are all 
subtypes of System and are implemented as instances of the same class.  

   
  

 

,   
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According to definition of System, many sub-systems can be considered and 
defined for a particular system. Therefore, the identification of AppComponent of a 
given application is normally a personal decision, with unclear rules and assumptions.  
Such degree of freedom makes blueprints unclear because one does not know the 
reasons why a particular set of AppComponents were considered, instead of another 
set. Thus, in order to produce blueprints more clear, we were forced to establish 
additional rules guiding the finding of the proper set of AppComponents.  

We present a definition that has proven to be useful and simple.  Let Application to 
have a layered structure6. For the sake of simplicity, let us assume the traditional 
layers: UserInterface, BusinessLogic, Integration and Data. Let ITPlatform artifact to 
be also of type a System. 

A given artifact c is a AppComponent of given Application a is and only if it 
complies with the following conditions: 

(i) c is a subsystem of a. This means that[16]: 
 

 
 

     \       
 

     
 

(ii) c is related with one and only one layer of a. Let p,q be two application 
layers of  a . This means that: 

     ,                
 

(iii) c is related with one and only one ITPlatform, the platform where the 
AppComponents perform/execute. The formulation is the same as the 
previous, considering p,q to be ITPlatforms. 

Altogether, these conditions state that an application component is a system executing 
on a given platform to perform one application role (UserInterface, BusinessLogic, 
Integration and Data). If a more fine grained  rule is required, one normally add fourth 
rule regarding business functions, increasing further the definition of a component: an 
application component is a system executing on a given platform to perform one 
application role of a business function.  

We now consider some simplifications based on two key aspects that we found to 
be true in some large companies, in which we found that:  

• IT project management is a mature discipline, meaning that Project artifacts 
are well established and managed ones. 

• IT production environment is a managed asset, meaning that placing IT 
artifacts into production is also a mature discipline.  

Under such conditions, it is a reasonable assumption that an IT artifact: 

• Is in the gestation state when it is being developed within a given IT project.  
• It becomes in the alive state, when they are placed onto the production 

environment as a result of some IT project. 

                                                           
6 A similar construction could be done for a service oriented structure. 



78 P. Sousa et al. 

• It becomes in the dead state, when they are removed from production 
environment as a result of some IT project. 

Regarding IT projects, we also consider that: 

• Artifacts in project alive and dead lists become alive or dead at the end of 
the project. 

• Project alive and dead lists are up-to-date at least in two moments in time:  
when the project starts and when the project ends. In the first moment, these 
lists are a promise of what the project intends to do, and in the second 
moment theses lists are what the project actually did.  

This means that project alive and dead lists will be considered as ToBe until the 
project has ended, and will become AsIs at project termination, accordingly to the 
expressions stated before. 

5   Methodology  

In order to apply the previous model to organizations we follow the following phases:  

1. Problem Statement. We identify the key concerns of each participating commu-
nities, namely IT projects, IT Architecture and IT Governance, so that blueprints 
can be designed in a way such that they are useful for the above communities, 
and concepts may be defined in the appropriate level of detail. Thus, in this first 
phase, we establish desired goals and outputs of the project. 

2. Information and Processes analysis. One analyzes the actual processes of Project 
Management, IT architecture and IT Governance, in the organization and the 
information exchanged between them. This allows us either to confirm the 
expectations rose in the previous phase or to adjust to them accordingly. 

3. Artifact definition. One revises the definition of the artifacts required to address 
the concerns identified in the previous step, and clarifies the source information 
and the “master catalogue” for each concept.  

4. Blueprints definition. We design the blueprints according to the needs of the 
different communities. For each concern they have we propose a blueprint and 
identify the artifacts types and relations that will be depicted in it. Obviously 
many concerns are left unanswered due to the lack of information.  

5. Notation definition. We define a symbol for each artifact and/or relation. 
Whenever we have encountered a similar concept in UML, we have adopted the 
UML symbol for such a concept.  

6. Information and Processes Improvements. We propose changes to IT projects, IT 
Architecture and IT Governance processes, and define the contents of the documents 
handled amongst these processes. Process optimization results mainly from a better 
communication and information flow amongst these different communities. Two 
important documents are related with the project initiation and conclusion: 

 

o The way project plan can be processed to identify project dead and alive 
lists. This can be done by making sure project plans use the proper 
artifacts names or IDs and uses know keywords to identify if the 
artifacts are being used, created, updated or deleted within that project. 
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o The description of how a project should present the architecture of the 
things it is intended to develop, when project starts, or the thing it has 
developed, when the project ends. This summarizes results of phases 3, 
4 and 5.  

7. Automation. We use our Blueprint Management System (BMS) to gather infor-
mation from different sources and to produce blueprints and other documentation 
exchanged between the different processes. The BMS generates office documents 
automatically, simplifying communication between people.  

6   The Blueprint Management System 

We now present our Blueprint Management System (BMS), a software solution that 
implements our approach for generation and maintenance of blueprints.  

The BMS collects information from different sources: 

• Project Management systems, where information about existing projects and 
corresponding IDs, dates, resources involved and the artifacts CRUD lists7, if 
available in project plans. For example, for each application component related 
to a project, the following information should be provided: “component; 
application; layer; platform; CRUD”, where the CRUD indicates the action of 
the project on that component. 

• Imported csv files or via a web user interface, where project teams can upload 
the above information in a textual form, if not existing elsewhere.  

• Operational systems, such active nodes from a CMDB or the active services 
from a SOA service registry. This is information about the production 
environment that can be used to complement the information gathered from IT 
projects or to provide alerts. For example, if a project intends to use a service 
that it does not exist in the production environment (is not alive), nor in the 
create list of on-going projects (is not in gestation), a warning is issued. As 
another example, the BMS can query a development platform and find out that 
a given artifact was created within a given project area, and issues a warning if 
that artifact was not in project create list. 

For each artifact type, the BMS can act as a master or a slave catalog. In the last 
case, the BMS collects information from existing catalogs periodically, normally in a 
daily basis. Based in the new information collected the BMS generates the blueprints 
that may have changed since the last generation.  

The blueprints are created both as images and as interactive objects.  Regarding the 
first, users can upload an office document (a Microsoft PowerPoint, Word or Excel 
format) with references for the desired blueprints and BMS returns the document with 
the requested blueprints as images. Regarding the interactive objects, they allow both 
the navigation between different blueprints, since symbols are in fact links to other 
blueprints, and a querying mechanism based on the values of artifacts properties, that 
can change the depiction or color of artifacts matching the query.  

                                                           
7 For the sake of simplicity, the BMS considers that projects have four artifacts lists: Create 

(alive), Read (used), Update (changed), Deleted (dead). 
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Fig. 2. Governance Blueprint 

 

Fig. 3. Context Blueprint and Project Impact Blueprint 

We now present some examples of blueprint generated. The figure 2 presents a 
Governance Blueprint, produced using the Organic View over the type hierarchy 
{business domain, solution, application}. In this blueprint8, columns are broad business 
functions, lines are management level (plan, control, execute) and rectangles inside 
matrix cells are IT solutions, each aggregating several applications (not depicted). 
However, the solutions have a color code, according to the delays of on-going projects 
affecting applications within that solution. One project may affect several applications 
in several solutions. 

The Context Blueprint presented in the left side of figure 3 has a given project as 
subject and answers two questions: (i) what artifacts affect that project, and (ii) what 
artifacts are affected by that project. The blueprint presented was produced with 

 where  and T_ENV ={Application, ITPlatform, 
InformationEntity, BusinessProcess, Stakeholder, ITProject} with a color filter according to 
the CRUD relation between each artifact and the project9.  
                                                           
8 This blueprint implements the Activity Based Retail Bank Component Map proposed in [1]. 
9 The color code may have different semantics for different types of artifacts related. 
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This blueprints states that project in blue (in the center) intents to remove the 
platform in red, which is being used by the applications shown in the bottom , and this 
has an effect on the  business processes and information entities, as well as on four 
other projects.  

The details of the dependencies amongst these five projects are detailed in the 
Project Impact blueprint presented on the right side of the figure 3, where the 
application components (in UML notation) that are involved in more one project are 
presented in orange. The image shows the selection of one particular component, and 
the lines reveal the actual projects where conflict may arise.  

The left side of figure 4 presents a Structure Blueprint applied over a given 
application. This blueprint answers 3 questions: (i) the components of the application; 
(ii) how they are structured into application layers, and (iii) the platform each 
component executes. This blueprint is a combination of Composition and Structure 
Views. The right side of this Blueprint was produced as  where 

 

 
 

The left side of this blueprint was generated as  where  is an 
actual application and  

 

The right side of figure 4 presents an Integration Blueprint, which depicts how the 
components are integrated within the organization IT and among themselves. The 
components appear in UML notation and within the execution platform, and the data 
flows are links to the typed objects holding the detailed description of the information  
 

 

Fig. 4. Structure and Integration Blueprints 
 

, , ,

, , ,

 , ,    , ,, , ,  
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and control (push, pull, message, shared database, etc) of that flow. This Blueprint 
was generated as  where 

  

and  is a given application. 
The above blueprints are very a small sample of the variety of blueprints that may 

be produced from the basic views (Organic, Environment, Composition and Structure) 
described in chapter 4. 

The blueprints can be generated either with a static or a dynamic contents. In the 
last case, a time bar similar to the one presented in figure 5 is added to the top of each 
blueprint. The time bar has two movable buttons that define a period in time to filter 
out the displayed artifacts, namely only the artifacts that are in the alive state in that 
period  (01/01/2008 and 05/21/2008 in the example of figure 5) are displayed.  

 

 

Fig. 5. The Time Bar  

By moving both buttons to the same moment in time, only the artifacts that are in 
the alive state at that time will be presented. The default position of both buttons is set 
for today, so the AS_IS situation is presented by default. By moving both buttons 
forward in time one gets the TO_BE state, as foreseen according to the plans of the 
projects to be completed before that time. 

7   Conclusions  

We have successfully managed to have a full set of architectural blueprints being 
automatically generated on a weekly basis based on information retrieved from IT 
projects plans, and being used by users of different communities: IT project 
management, IT Architecture and IT Governance.  

The use of blueprints as a common language had several effects in the organization. 
One unexpected example is the fact that IT project managers changed the way they 
work. Before, they did project budgeting and planning first and then they think about 
the architectural representations. Today they do the architecture in the first place, by 
sending textual data to BMS and getting back the corresponding blueprints, and only 
then they compile the cost and plan to make each architectural artifact into a global 
project cost and plan. This answers positively to question Q1 of section 2. 
Furthermore, it only states that IT projects are doing the same things as what IT 
architects are architecting and as what IT governance is governing. We believe this is 
one step forward in the organization self-awareness [20], which has indeed produced 
by itself unexpected changes.  

Regarding question Q2 of section 2, the answer tends to be “yes” when the project 
starts and ends, and “not as it should” during project execution. This has an impact, 

, , ,     , ,, , ,  
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especially in long projects, because quite often projects do different things than what 
they had initially planned, and those changes are not feed into the blueprint analyses 
and queries done before the end of the project.  

Regarding questions Q3 and Q4 of section 2, the answer is definitely “yes”. 
Projects have context, structure and integration blueprints involving only the artifacts 
relevant to the project, and changes to these blueprints are compiled back to the 
enterprise wide blueprints.  

The answer to question Q5, is simple in theory: as detailed as it needs to be so that 
everyone can understand the same thing, but in practice one may not achieve a 
satisfying definition for all artifacts, especially for the non IT domains. 

Finally the answer to question Q6 is based on the clarification of the concerns/ 
stockholders as recommended in [2]. Rather than having a few complex and 
multipurpose blueprints, one should aim at many blueprints as simple as possible, 
each answering to one or two simple questions that is useful for a given concern/ 
stockholder.  

We present what we have found in actual companies in banking, telecommunica-
tion and retail industries. In some cases, we aim at zero effort blueprints, since they 
are automatically generated based on information that flows between different 
communities in the organization, mostly between IT Architecture, and IT Project 
Management.  

So far, we have only experiment our approach in the IT domain and in large 
organizations. However, the usage of a similar approach in the business domain or 
even in the IT domain of small organizations may face other difficulties. In fact, our 
approach requires that artifacts become alive and dead at well known events. In case 
of IT of large organization, these events occur when artifacts are place into the 
production environment via well establish procedures. This may not be the case for 
small companies, where production environment is not so controlled, and for sure, is 
not the case for business processes domain, where each employee is in fact part of the 
production environment, making almost impossible to trigger well known events in 
the organization when business artifacts become alive. 

Finally it is worth to say that this work did not evolve as presented here. Even 
though it had a few cycles of experimentation and formalization, the bulk of 
formalization presented in chapter 4 did come after the experimentation. We envisage 
further integration with general systems theory [19] to better address the ideas of 
control and changeability of organizations as envisaged in [21, 22]. 
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Abstract. Projects are the executors of organizational change and
hence in charge of the managed evolution of the application landscape
in the context of enterprise architecture (EA) management. Although
the aforementioned fact is widely agreed upon, no generally accepted
information model addressing the challenges arising in the context of
future planning and historization of management decisions concerning
projects yet exists. This paper addresses this challenge by identifying
requirements regarding an information model for linking projects and
application landscape management concepts from an extensive survey,
during which the demands from practitioners and the existing tool sup-
port for EA management were analyzed. Furthermore, we discuss the
shortcomings of existing approaches to temporal landscape management
in literature and propose an information model capable of addressing
the identified requirements by taking related modeling techniques from
nearby disciplines into account.

Keywords: Enterprise Architecture Management, Project Portfolio
Management, Temporal Modeling.

1 Introduction

The need for an alignment between business and IT in an organization has been
an important topic for both practitioners and researchers ever since the 90’s
of the last century [15]. Nevertheless, enterprise architecture (EA) management
as a means to achieve this alignment has only recently become an important
topic, many companies are currently addressing or planning to address in the
nearby future. As a consequence of the greater demand from practice, a multi-
tude of approaches to EA management has been proposed in academia [7,19],
by standardization bodies [11,26], or practitioners [12,22]. These approaches dif-
fer widely concerning the coverage of different aspects of EA management, as
e. g. infrastructure or landscape planning. While documentation, analysis, and
planning of the EA are common tasks throughout all approaches, the level of
abstractness and granularity of information needed to perform EA management
differs – for a comprehensive comparison see e. g. [1]. As a consequence, different
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information models1 defining the structure of the respective EA documentation
are used in the approaches.

Notwithstanding, certain similarities among the EA management approaches
exist, literally all approaches agree on the application layer being an important
management asset [1,24]. To holistically manage the application landscape2, as
the entirety of the business applications and their relationships to each other as
well as to other elements, e. g. business processes, of an enterprise, is therefore
a widely accepted central task of EA management.

EA management in general and landscape management more specifically can
be considered typical management processes thus, adhering to the management
cycle containing the phases Plan, Do, Check, and Act [10,25]. Following the pe-
riodic phases, the importance of traceability concerning management decisions
increases. This means, that the realization of decisions taken in the Plan and ex-
ecuted in the Do phase is evaluated during the Check phase to determine poten-
tial process improvements, which are subsequently applied in the Act phase. To
achieve this type of self-improving process, it is necessary to make past decision
explicit and accessible during evaluation. The respective technique of archiving
management decisions is usually called historization. A typical EA management
question, which needs historic information for answering, could be: Is the status
of a planned application landscape reached within the planned time frame or
has the plan been changed? The type of time-dependence employed in making
that information available is different from the dependence as alluded to above,
such that it has to be incorporated into an information model for EA manage-
ment separately. From this discussion the following research question guiding
the remainder of the article can be derived:

How should an information model for landscape management be designed
to incorporate both business and technical aspects, and to support future
planning and historization of management decisions?

This question especially alludes to the aspects of time-dependency as connected
to application landscape management. Therein, different types of landscapes are
of importance 3:

– the current landscape, reflecting the actual landscape state at a given point
in time,

– planned landscapes, which are derived from planned projects for transform-
ing the landscape until a certain point in time, and

– the target landscape, envisioning an ideal landscape state to be pursued.

1 Consistent to the terminology as used e. g. in [8], we call the meta model for EA
documentation an information model.

2 We do not use the term application portfolio, which is widely used in this area,
as we regard it to have a narrower focus on just the business applications without
considering related artifacts, as e.g. business processes.

3 The different types are sometimes also called as-is and to-be landscapes, thereby
abstaining from the distinction between planned and target landscape.
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This information has to be maintained consistently in an integrated infor-
mation model for the EA, describing the three types of landscapes adequately.
Therein, especially the relationship between application landscape and project
portfolio management, concerning the planned landscapes, has to be considered.
To ensure consistency in between these management tasks, the planned land-
scape should be derived from the transforming projects selected for execution in
the next planning cycle. The main purpose of the project portfolio management
process is to identify those projects, which should be accomplished [29]. Thereby,
a distinction has to be made between projects that have to be performed, e.g. due
to end-of-support – run the enterprise – and projects that should be performed,
e.g. due to strategic reasons – change the enterprise [3].

The close linkage between application landscape and project portfolio man-
agement should be used to create different planned landscapes for the next plan-
ning period based on distinct project portfolio selections. Thereby, analyses of
the application landscape can be used to provide decision support for project
portfolio management. In order to identify the appropriate portfolio, analyses
regarding the dependencies between projects have to be conducted. Therefore,
not only the required resources, e.g. persons, tools, etc, need to be considered
but also dependencies between projects regarding affected artifacts, e.g. business
applications, interconnections, etc. These analyses support the identification of
potential conflicts regarding time-dependencies if a project in the realization
phase is delayed. The aspect of time, as related to projects, must be considered
a highly complex one, which is also not well reflected in current information
models for landscape management (cf. Section 2 and [6]).

For the planned and target landscape different (historic) states may exist
and evolve over time, i. e. a planned landscape is planned for a certain point
in time and is modeled at a certain (different) point in time. The latter is also
true for the target landscape, which might be modeled differently at different
points in time. Additionally, the idea of variants for planned landscapes resulting
from the selection of different project portfolios has to be taken into account.
Summarizing, three different time-related dimensions exist:

– firstly, a landscape is planned for for a specific time4,
– secondly, a landscape is modeled at a certain point in time, and
– thirdly, different landscape variants of a planned landscape may exist.

Figure 1 illustrates the relationships between current, planned, and target land-
scapes as well as the different dimensions relevant for landscape management.

In the remainder of the article, the research question, as alluded to above,
is approached as follows: Section 2 gives an overview about current approaches
to landscape management as described by researchers and practitioners in this
field. In Section 3, requirements – especially time-related ones – for an informa-
tion model for landscape management are elicited. These requirements are sub-
sequently incorporated in a temporal information model for documenting and
4 Therein, the current landscape can be regarded to be planned for the current time,

while the target landscape can be regarded to be planned for an infinite future point
in time.
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Fig. 1. Current, planned, and target landscape

planning application landscapes, presented in Section 4. Final Section 5 con-
cludes the paper and briefly sketches interesting directions for future research.

2 Related Work

Application landscape management is, as outlined before, widely considered an
important task in EA management. Consequently, a number of different ways
to approach this task have been proposed both in practice and academia. Sub-
sequently, we briefly introduce selected approaches and especially emphasize on
the coverage of time-related aspects.

The EA management approach presented by van der Torre et al. in [27,28]
considers the business applications as well as their relationships to other elements
of the EA an important information asset. As part of the approach, ways to
display this information to managers in an appropriate way to provide decision
support are discussed. The recommended type of visualization introduced in
the paper, is the so-called landscape map detailing the business applications in
relationship to the provided business functions and the respective products of
the company. This relationship is referred to as a ternary one. Aspects of time-
dependency are not discussed, also projects are not alluded to in the article, as
the approach mainly focuses on application landscapes.

In [4], Braun and Winter present the application landscape as the set of an
enterprise’s business applications and their interdependencies. Respectively, the
information model contains the classes application and interface to describe the
web of dependencies. These concepts from the application layer can be connected
to elements from the organizational layer, i.e. the business processes in order to
explicate the business support relationships. Nevertheless, the model does not
account for analyses in multi-organizational unit environments, as no concept
for relating the organizational unit, where the business support takes place, is
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provided. Further, the concept of time-dependence is only partially addressed in
the information model – means for planning landscape transitions via projects
are not included therein.

The interfaces connecting the business applications are also focused by Garg
et al. in their approach presented in [14]. Therein, especially the total number of
interfaces associated with an application is regarded an important quantitative
indicator, which should be taken into consideration, e.g. if changes are applied to
the application landscape. Consequently, the approach emphasizes on analyses
regarding the current landscape, while planned landscapes in special and time-
related concepts in general are not part of the approach. Additionally, due to the
strong application focus of the model, business aspects, i.e. business processes
are omitted in the model. Also, transformation projects changing the application
landscape are not alluded to in the approach.

As part of the systemic enterprise architecture methodology (SEAM) Le and
Wegmann [20] discuss a way to model enterprise architectures for reasons of
documentation and analysis. Prior to presenting the model, some requirements
are introduced, especially focusing on multi-level-modeling from company level
down to component level. Furthermore, the importance of traceability is empha-
sized, although not targeting temporal traceability but inter-level traceability of
relationships. The approach further introduces the more abstract concept of the
computational object, effectively replacing the business application. Nevertheless,
time-related aspects are not discussed in the approach; projects as executors of
organizational change, which correspond to the external drivers such as new
competitors, laws, changing markets, etc., are also not alluded to.

Jonkers et al. present in [17] a language for enterprise modeling, in which
they target the three layers of business, application, and technology. The con-
cepts introduced on the different layers can be used for modeling the current ap-
plication landscape, especially for explicating the business support provided by
applications (components) via offered interfaces. Further, the approach refines
the description of the business support by adding the supplemental concepts
of business- and application-services respectively. These concepts can be used
to describe the existence of a support without having to specify, which actual
application is responsible for the support. Thereby, target landscape planning
could be facilitated. Nevertheless, planned landscapes are not in the scope of
the model, which also contains no concept for modeling projects or explicating
project dependencies.

The approach of multi-perspective enterprise modelling (MEMO) as discussed
e.g. in [13] explicitly accounts for the modeling of IT concepts, as business appli-
cations, in an organizational and business context, described as organizational
units and roles as well as business processes and services. The respective model-
ing language concerned with IT aspects is the IT modeling language (ITML) [18]
introduces the respective concepts, as e.g. the information system. According to
the reference process described as complementing the language, these concepts
should not only be used for documentation, but also for landscape planning.
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Nevertheless, projects are not part of the model, which also does not explicitly
account for issues of time-dependence.

Beside the academic community, also practitioners address the field of EA
management and landscape management. A representative approach developed
by a consulting company is the QUASAR Enterprise approach [12]. In this ap-
proach the application landscape is presented as management subject related
with business and technical concepts, ranging from business processes to techni-
cal platform modules. The current landscape is consequently documented with
references to these concepts. Complementing, a so-called ideal landscape5 should
be defined in the application landscape management process. Different to-be
(planned) landscapes are created describing the transition roadmap from cur-
rent towards target landscape. These intermediary roadmap landscapes should
according to the approach maintain relationships to the respective projects, nev-
ertheless means for tracing back the evolution of the planned landscapes are not
discussed in the approach.

The Open Group is a consortium of practitioners addressing the field of EA
management, whose main purpose is to develop standards in this area. There-
fore, they proposed The Open Group Architecture Framework (TOGAF) [26],
which provides a cyclic process model for EA management, the Architecture
Development Method. This cycle contains, among others the phase architecture
vision, which is concerned with the development of an target architecture. In
order to manage an evolution in the direction of the target architecture, several
intermediate transition architectures, which we would refer to as planned land-
scapes, are developed. In addition to the cyclic process, TOGAF 9 [26] includes
an information model, which describes the content of architecture development.
Thereby, projects are introduced via the concept of work packages. Nevertheless,
these work packages are neither linked in the information model to the archi-
tectural elements, which they affect, nor does the provided information model
provides concepts to model time-dependencies between the different elements.

3 Elicit Requirements for Landscape Management

Due to great interest from industry partners in information about EA man-
agement tools and especially their capabilities to address the concerns arising
in the context of landscape management, an extensive survey – the Enterprise
Architecture Management Tool Survey 2008 – was conducted in 2008 [21]. The
survey pursues a threefold evaluation approach, relying on two distinct sets of
scenarios together with an online questionnaire. The survey was developed in
cooperation with 30 industry partners (among others Allianz Group IT, sd&m
– software design & management, Siemens IT Solutions and Services, Munich
Re, O2 Germany, BMW Group, Nokia Siemens Networks). Thereby, the first
set of scenarios focuses on specific functionality, an EA management tool should
provide, without connecting these functionalities to the execution of a typical
EA management task, e.g. 1) flexibility of the information model, 2) creating
5 Target landscape in the terms used throughout this paper.
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visualizations, or 3) impact analysis and reporting. The EA management tools
are further evaluated by the scenarios of the second set, which reflect tasks that
have been identified as essential constituents of many EA management endeav-
ors, e.g. 1) business object management, 2) IT architecture management, or 3)
SOA transformation management. One of the most prominent scenarios of the
second part is the scenario landscape management, which is concerned with the
managed evolution of the application landscape [2]. The concern of the scenario
was described by the industry partners as follows:

Information about the application landscape should be stored in a tool. Starting
with the information about the current landscape potential development variants
should be modeled. The information about the current application landscape and
future states should be historicized to enable comparisons. [21]

Closely related to the landscape management scenario is the project portfolio
management, which is concerned with providing decision support for the selec-
tion of an appropriate portfolio of projects to be realized within the next planning
period as alluded to in Section 1. Subsequently, a catalog of typical questions
in the context of landscape and project portfolio management as raised by the
industry partners is given:
– What does the current application landscape look like today? Which busi-

ness applications currently support which business process at which organi-
zational unit?

– How is, according to the current plan, the application landscape going to
look like in January 2010? Which future support providers support which
business process at which organizational unit?

– What was, according to the plan of 01-01-2008, the application landscape
going to look like in January 2010?

– How does the target application landscape look like?
– What are the differences between the current landscape and the planned

landscape, according to the current plan? What are the differences’ reasons?
– What are the differences between the planned landscape according to the

plan of 01-01-2008 and the current plan?
– What projects have to be initiated in order to change from the planned

landscape (according to the current plan) to the target landscape? What
planning scenarios can be envisioned and how do they look like?

– Which EA artifacts, e.g. business applications, are modified/created/retired
by the individual project proposal?

– Which project proposals (run the enterprise) have to be accomplished in any
case?

Based on the questions from the industry partners, the different landscape
types, and time-related dimensions relevant for landscape management (see Sec-
tion 1), the following requirements regarding an information model can be de-
rived. An information model suitable for landscape management must:
R1 contain a ternary relationship in order to support analyses regarding cur-

rent and future business support (which business processes are supported by
which business applications at which organizational units),
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R2 provide the possibility to specify envisioned business support providers in
order to facilitate target landscape planning without having to specify im-
plementation details of the business support,

R3 support the deduction of future landscapes from the project tasks, which
execute the transition from the current to the future business support,

R4 ensure the traceability of management decisions by storing historic informa-
tion of past planning states, which may be interesting especially if comple-
mented with information on the rationale for the decisions,

R5 foster the creation of landscape variants based on distinct project portfolios
in order to tightly integrate project portfolio management activities, and

R6 allow impact analyses regarding dependencies between different projects,
which affect the same EA elements, e.g. organizational units, business appli-
cation, business processes.

These requirements have been used in [6] to evaluate the support for landscape
management as provided in approaches from literature and in approaches pro-
vided in three commercially available EA management tools. The result of this
evaluation is that none of the analyzed approaches completely fulfills all require-
ments given above.

4 Developing a Temporal Information Model

In this section, we present an information model capable to fulfill the require-
ments as introduced above. Hence, the model addresses the research question
as stated in Section 1. Such a model could be described using different model-
ing languages, of which an object-oriented one – namely the UML – has been
chosen. This choice seems to us equally suitable to potential alternatives, as e.g.
Entity/Relationship (E/R) modeling. This opinion is supported by the fact that
the subsequently presented object-oriented information model can be easily con-
verted to an E/R model. It has further to be noted that we do not regard the
UML as the language of choice for presenting the information modeled accord-
ing to the information model – other graphical notations, i.e. means to define
viewpoints [16], exist, which a by far more appropriate for visualizing enterprise
architecture information. The object-oriented information model hence only de-
fines the schema for storing this information.

To prepare the discussions on the information model, we provide a short
glossary (see Section 4.1) of core model concepts. These concepts are reflected
in the information provided in Section 4.2, which is an augmentation of a model
initially discussed in [6].

4.1 Glossary

In this section, the core concepts relevant in application landscape management
are introduced and defined in an informal way. The definition are taken from
the glossary as presented in [7], although minor adaptations have been applied
to suite the specific setting of the article.
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Business application. A business application refers to an actual deployment
of a software system in a certain version at a distinct location and hardware.
Thus, business applications maintain a versioning information in addition to
the relationships to the business processes, they support at specific organiza-
tional units. In landscape management, the business applications are limited
to those software systems, which support at least one business process. Fur-
ther, the business applications are the objects, which are transformed by the
projects considered in application landscape management.

Business process. A business process is defined as a sequence of logical, indi-
vidual functions with connections in between. A process here should not be
identified with a single process step, as found e.g. in an event driven process
chain (EPC). It should be considered a coarse grained process at a level sim-
ilar to the one used in value chains, i.e. partially ordered, linear sequences
of processes. Additionally, a process maintains relationships to the business
applications, which support him at the different organizational units.

Envisioned support provider. An envisioned support provider is a con-
stituent of a target application landscape, used to indicate that a related
business process is supported at a distinct organizational unit, without giving
a specification, which business application is likely to provide this support,
if any. Inspite of the similarities to the business application, the envisioned
support provider is not affected by projects but has nevertheless a period
of validity associated. Thereby, it references the point in time it has been
modeled at and (optional) the point in time, the envisioned provider became
invalid.

Organizational unit. An organizational unit represents a subdivision of the
organization according to its internal structure. An organizational unit is a
node of a hierarchical organization structure, e.g. a department or a branch.

Project. Projects are executors of organizational change. Therefore, adapta-
tions of the application landscape are the result of a project being completed.
Projects are scheduled activities and thus hold different types of temporal at-
tributes, their startDate and endDate on the one hand. On the other hand,
projects are plannedAt respectively removedAt certain points in time re-
ferring to the time of their creation or deletion. This effectively results in a
period of validity, which is assigned to each project. In application landscape
management, projects are considered to only affect business applications in
general and their business support provided, in special. Projects can be split
into smaller constituents, so called project tasks.

With these core concepts and main attributes at hand, an information model
satisfying the requirements corresponding to application landscape management
can be developed.

4.2 An EA Information Model for Modeling Project Dependencies

Based on the discussions in [6] an information model has been proposed. This
information model (cf. Figure 2) is capable to satisfy the requirements (R1)
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to (R4). It also fulfills (R5) to a certain extent. Landscape variants, based on
certain project selections, i.e. planned project portfolios, can be derived from the
model at any point in time. Nevertheless, these variants are not historized, as the
model does not contain a concept for storing different portfolio selections. We
do not regard this a major issue, because the project selections are most com-
monly used in a project portfolio management discussion process, which leads to
a certain selection to be approved. Additionally, making it possible to store dif-
ferent selections or, even more sophisticated, different timelines for the projects
in a long-term project planning would introduce a number of additional con-
cepts. This seems to us especially cumbersome, as the consequential complexity
in creating model instances, might not relate to the benefits earned from this
additional instrument of future planning. Furthermore, the practitioners, which
have raised the requirements (R1-R5) (cf. [21]), did not state such medium-term
multi-project portfolio variants as a topic of interest.

Fig. 2. Information model satisfying (R1), (R2), (R3), (R4), and (R5)

The aforementioned model uses two UML stereotypes [23] (<<temporal>>
and <<projectDependency>>) to enhance model clarity and support concise
modeling. As these stereotypes cannot be considered widely-known, they are
subsequently explained in detail.

The first stereotype <<temporal>> has been proposed in [9] in the context
of the modeling pattern temporal property6. This pattern allows to model that
a property of an object can change over time and these changes have to be
tracked. Nevertheless, using this pattern to address issues of time-dependency
for properties does not come without costs – the attribute, which is converted to
a temporal property, is changed to a multi-valued one, i.e. one of multiplicity *. A
class owner may have exactly one value for a property assigned at a specific point
in time. Nevertheless, there may be multiple instances of the respective value

6 This pattern is also known as historical mapping or time-value pairs.
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class assigned to the same owner, as they represent the history of property values
over time. This issue is resolved by introducing the <<temporal>> stereotype,
indicating that a property might have multiple values without overlap in their
periods of validity.

The second stereotype <<projectDependency>> is introduced, to support
concise modeling of the relationship between the projects, i.e. their constituing
tasks, and the architectural constituents. A project task can affect an architec-
tural constituent in four different ways:

– Introduce a new constituent to the architecture.
– Migrate from one constituent to another, e.g. a functionality.
– Retire a constituent from the architecture.
– Change an existing constituent below the EA level.

The first three types are quite obvious, although the fourth type is also impor-
tant, as it can be used to subsume changes below the architectural level. These
may e.g. be changes to the components of a business application leading to a
new version of the application, although the application itself has not changed
from an EA point of view. Making projects performing minor changes explicit is
necessary to completely fulfill (R6), in order to prevent multiple projects from
performing concurrent and potentially conflicting changes.

EA constituents, which can be affected by projects, must hence be related
to the corresponding project tasks, which can be achieved in many different
ways in the information model. A maximum of genericity can be reached by
introducing a basic concept for any concept, which can be affected by a project
or a part thereof and to use respective inheritance in the information model. We
further pursue this approach and introduce the respective basic concept and its
associations to project tasks, which are used to model distinct activities within
a project. The model incorporating this idea is shown in Figure 3.

In this information model, any project affectable can derive its period of valid-
ity from the start and end dates of the transitively associated projects. Thereby,
inheriting from project affectable makes it possible to assign a project dependency
to a concept in the information model. Nevertheless, using the standard UML-
notation for inheritance would make the model less easy to perceive, as many
classes are likely to inherit from project affectable. To make the resulting model
more concise, we introduce an additional stereotype <<projectDependency>>,
which can be assigned to a class in order to indicate, that this class is actually
a subclass of project affectable.

In order to ensure model consistency, a modeling constraint applies – defining
that a project task might not migrate between EA constituents of different types:

inv: Migration
introduces.type == retires.type

Completing the information model the value of the derived attribute isMain-
tenace is complemented with a computation formalism to automatically derive
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Fig. 3. Project affectable and project with exemplary child class

the distinction between maintenance and transformation projects as discussed
above.

derive: Project
isMaintenance = consistsOf->forAll(t|t.oclIsTypeOf(Change))

The periods of validity for an architectural constituent are derived, as alluded
above, from the associated project tasks:

derive:ProjectAffectable
validFrom = introduces==null?null:introduces.project.endDate

A similar derivation rules applies for the end date for the period of validity.
For both dates, the special value null can be computed, which indicates that
the corresponding architectural element has no distinct date of introduction or
retirement. This means that the project, which introduced the element, took
place before EA documentation was introduced or that no retirement project
is yet planned respectively. For further discussions on how to incorporate these
special dates into landscape transformation planning see e.g. [5].

5 Reflection and Outlook

In this article, we discussed techniques for modeling the project dependencies
of EAs in general and application landscapes more specifically. In Section 2 we
considered selected state of the art approaches to EA management, having a spe-
cial emphasis on their support for explicating project- and time-dependencies in
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their information models. Requirements for modeling the management evolu-
tion of an application landscape, which have been collected at EA management
practitioners (cf. [21]), were outlined in Section 3. Subsequently, we created and
presented an information model capable of fulfilling these requirements. Therein,
we applied temporal patterns, i.e. patterns for things that change over time.

The information model presented in this paper has yet not been validated
in practice. In doing so especially the complexity of the project dependency
modeling might be a usage impediment, which should be addressed by an ap-
propriate user interface. Such an interface can be helpful to conceal large parts
of the complexity – thereby making a convenient modeling experience possible.
Nevertheless, no such user interface has yet been created, which would be a
prerequisite to testing the information model in a practical environment.

The model introduced in the paper is further limited to projects affecting
business applications, business processes, organizational units, and their rela-
tionships to each other. This does not completely reflect on the role of the project
in EA management in general, as a project can also affect and change other EA
constituents, such as e.g. infrastructure components or hardware devices. The
concept of the project affectable as presented in Section 4 could nevertheless be
extended to other EA constituents and hence form a reusable building block for
incorporating project dependencies in EA information models. This relates well
to the approach of EA management patterns as presented in [7], although more
in-depth research is yet to be undertaken.

The latter discussion points towards another interesting direction of research.
Object-oriented modeling languages, albeit their wide proliferation as discussed
in Section 4, do not provide dedicated means for constructing time- and project-
dependent EA information models. Hence, techniques as temporal patterns have
to be utilized. These techniques could nevertheless by incorporated in an aug-
mented object-oriented modeling language with specific support for creating EA
information models. Future research is to show, how such a language could look
alike.
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Abstract. This paper describes the results of a case study conducted
at the Port of Rotterdam, the largest port in Europe. The goal of the
case study is to evaluate our Enterprise Ontology-based service specifi-
cation framework for its use in component-based software development
projects. During a Rational Unified Process (RUP)-project at the Port
of Rotterdam we specified the required services for the first iterations us-
ing this framework. The framework contributed to early error discovery
and awareness of important, but often overlooked, service aspects. Over-
all the service specification framework fulfilled the needs of the project,
though some findings led to improvements in our framework.

Keywords: Service Specification, Component-Based Development, De-
sign Science Research, Case Study.

1 Introduction

Structuring large, complex software systems is not an easy task to master. In
the ’70s Parnas started out with answering the question on how to decompose
systems into modules [16]. During the ’90s the focus shifted towards finding the
right objects [18,4,13]. Nowadays, we are dealing with identifying the right com-
ponents [14,3] and services [15,24]. The benefits of structuring a software system,
whether it is in modules, objects, or components, still remain the same, i.e. (i)
making the total software system structure more comprehensible, (ii) enabling
easy replacement of components of the software system, (iii) making it possible
to divide work between several groups of developers without them needing to
be aware of the structure of the total software system, and (iv) minimizing the
effect that changes in one part of the system have on the other parts of the
system.

Though academic theory provides us with criteria for constructing software
system of smaller parts, it is often hard to apply these criteria in practice. One
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has to take into account legacy systems written in all kinds of programming lan-
guages following different paradigms. Also, the ‘reuse before buy before build’
principle becomes more and more popular. This principle results in hybrid soft-
ware systems consisting of legacy systems, COTS components, and newly built
components. Since software architects and developers have no control over COTS
components, and often not enough knowledge available on legacy systems, they
can only apply the component identification principles to a certain extent.

This paper describes a case study conducted at the Port of Rotterdam in
which we are dealing with such a hybrid software system. Our subject of study
is a service specification framework that can be used as a template for spec-
ifying the services through which the components interact. The goal of these
service specifications is to allow the developers of different components to work
independently during the software development project; all the information they
require for the interaction with other components is documented in the service
specifications.

The paper continues with our research methodology in section 2. We present
our service specification framework in section 3. In section 4 we introduce the
Port of Rotterdam and the HaMIS project. We have applied the framework
during the first iterations1 of this project. We discuss the evaluation of our service
specification framework in section 5. In section 6 we conclude by summarizing
the main contributions of the framework in the project and the findings that can
lead to improvements of the framework.

2 Research Methodology

The goal of Information Systems (IS) research is to produce knowledge that
enables the application of information technology for managerial and organiza-
tional purposes [11]. Looking at the IS research field, we see a distinction between
(explanatory) behavioral science research and design science research. In our case
we are, speaking with the terminology of Van Strien [21], not so much interested
in an ‘explanandum’ as research object and the creation of a causal model as the
behavioral sciences usually are. Instead, we are interested in a ‘mutandum’ as
research object and the creation of a prescription as research product. Therefore,
we classify this research into the design science research paradigm [12,20].

The most widely accepted framework for design science research is that of
Hevner et al. [12]. However, it lacks an explicit process description. For this
reason we have applied the Design Science Research Methodology (DSRM) of
Peffers et al. [17]. The DSRM, depicted in Fig. 1, is based on seven papers about
design science research including the paper of Hevner et al. In the remainder of
this section we explain how we followed each process step. We took a problem-
centered initiation as our research entry point and followed the nominal sequence,
starting with the first activity: “identify problem and motivate”. In Fig. 2 we
1 Though we are well aware of the difference between incremental and iterative devel-

opment, we use the term ‘iterative’ in this paper for the combination of both since
RUP does not distinguish between them.
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Fig. 1. DSRM Process Model [17]

summarize how adopting this process led to conforming to the guidelines of
Hevner et al.

Identify Problem and Motivate. The problem we have identified is as fol-
lows. To construct a component-based software system, we need to specify
the services offered by each component in a uniform way providing enough
information to the people responsible for the other components. An impor-
tant aspect for documenting software interfaces of any kind is to be as specific
and precise as possible because an interface specification that two different
parties can interpret differently is likely to cause problems and confusion [5].
Standards from the Web services stack are currently the most widely used
standards for realizing services for enabling (inter)organizational reuse of
IT functionality, but also for standardizing the connections between compo-
nents of complex software systems. No standardized way for specifying the
whole service behavior (and not only the interface) exists.

Define Objectives of a Solution. Our main research question is: “Of what
aspects does a service specification framework consist?”. The objective of
our framework is to support people in making complete and precise ser-
vice specifications. This serves multiple purposes, viz. enabling parallel work
by provider and consumer, early error discovery, finding services, and mak-
ing each other’s responsibilities clear upfront. Current approaches we have
encountered, aiming at solving the same problems, are: the UDDI, several
Semantic Web approaches like OWL-S, WSMO, and WSDL-S, and the busi-
ness component specification framework of Ackermann et al. [1].

Design and Development. The artifact of our research is a service specifi-
cation framework that can be used as a template for specifying services in
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component-based software development projects. For creating our artifact,
being a service specification framework, we take the Enterprise Ontology,
underlain by the Ψ theory, as a starting point. This Ψ theory finds it roots
in the scientific field of Language Action Perspective (LAP) [9,8,10].

Demonstration. Before starting with the case study for thoroughly evaluating
the framework, we have demonstrated the framework using two service ex-
amples from the life insurance industry, viz. the CalculatePremium service
and the RegisterAdvice service. We have modeled the complete Enterprise
Ontology of this life insurance company.

Evaluation. A case study at the Port of Rotterdam that is structured according
to the ideas of Yin [23] acts as a means of evaluation. A case study is an
empirical inquiry that (i) investigates a contemporary phenomenon within its
real-life context, especially when (ii) the boundaries between phenomenon
and context are not clearly evident [23]. A study can involve a single or
multiple cases and may use qualitative and quantitative data.

Communication. Currently we are working on several scientific and profes-
sional publications. Also, the work has been presented at the Port Of Rot-
terdam, Ordina, a Dutch governmental organization, a large organization
in the aviation sector, a Dutch life insurance/pension company (on which
the demonstration was based), an international leasing company, and an
international bank.

1 Design as an Artifact: Our artifact is a service specification framework

2 Problem Relevance: Thorough service specifications are required to
make service provider and consumer successfully interact. If only the
interface (in terms of input, output and errors) is specified this can lead
to serious misinterpretations on what the service actually does.

3 Design Evaluation: We have used an observational design evaluation
method, i.e. a case study.

4 Research Contributions: The contribution of this research is a standard-
ized way of specifying services.

5 Research Rigor: The framework is based on the Enterprise Ontology,
underlain by the Ψ theory [6]

6 Design as Search Process: The framework is currently applied and eval-
uated in a software development project. In future research we plan to
apply it for other purposes, i.e. for (IT) service discovery and for human
services specification.

7 Communication: The artifact has been presented to six large organiza-
tions. Scientific and professional publications are in progress.

Fig. 2. Conforming to Guidelines of Hevner et al.
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3 The Service Specification Framework

3.1 Theoretical Background

As we mentioned in section 2 we have based our framework on the notion of En-
terprise Ontology [6]. The Ψ theory that underlies this notion of Enterprise On-
tology finds it roots in the scientific field of Language Action Perspective (LAP).
The Ψ theory, consisting of four axioms and one theorem, regards an enterprise
as a purposefully designed and engineered social system. This means that the
theory focuses on the communication between social actors, being human beings,
for modeling enterprises. Though we founded our service specification framework
on the notion of enterprise ontology, it can also be used in situations in which
the business models and the services are not derived from the enterprise ontol-
ogy theory (which is the case at the Port of Rotterdam). The details on how we
derived the framework from the Enterprise Ontology framework are beyond the
scope of this paper and will be subject of another paper. The current scope is
the evaluation of the framework in the case study.

3.2 Explanation of the Framework

Figure 3 depicts our service specification framework. It comprises three parts.
The first part, the provider part, specifies who offers the service. The second
part, the function part, specifies what the services does. In the third part, the
accessibility part, we specify how the service can be accessed.

The service provider is the person overall responsible for the service. He may
delegate some responsibilities to other persons, resulting in for example a techni-
cal owner who can help the consumer if he has technical problems, a functional
owner who determines the functionality of a services based on his own ideas
and requests from (potential) service consumer, and a commercial owner who
determines the price for using the service.

The function part specifies what the service does. We specify the service type
for making it possible to search for certain types of services, e.g. ‘calculation
services’ or ‘read services’. Additionally we are interested in what transaction(s)
a service supports. Besides the input and output parameters we also specify
errors, preconditions and postconditions. It is important to explicitly specify the
semantics of the terms used to prevent semantic conflicts between provider and
consumer. We also see the QoS constraints as a part of the function specification
as it is also externally visible behavior.

The service usage part tells the service consumer how to access the service.
We need information on where the service is located, usually the location has
the form of a URL. Also, we need to know what protocols we need to use for
communicating with the service. If the location is a URL of course we need the
HTTP protocol for accessing it. Sometimes the HTTP protocol is enough, but
more commonly we need more protocols and sometimes protocols are used that
are not based on the WWW-standards. As getting the service “right” the first
time is very hard, a service normally has multiple versions. Based on new insights
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Fig. 3. Service Specification Framework

of the service provider and requests of service consumers the service provider may
add, change or remove certain functionality. Adding functionality does not lead
to compatibility issues as long as it is optional. Changing or removing certain
functionality leads to incompatibility between service versions.

4 Case Study Background

The Port of Rotterdam Authority manages and develops the Rotterdam Port
and Industrial Areas. It aims to: (i) promote effective, safe and efficient vessel
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traffic management, both within the port itself as well as in the coastal area
and (ii) develop, construct, maintain and exploit port area’s. Vessel traffic man-
agement is carried out by the Harbor Master Division, currently consisting of
about 560 people, led by the Harbor Master. To perform its task, the Harbor
Master Division has at its disposal: a central traffic management location, 3
(in near future 2) traffic control locations and 10 patrol vessels. Furthermore,
a shore based radar system supplies a complete view of all vessels present in
the port area. An extensive portfolio of information systems support the Harbor
Master Division in many of its tasks. Due to the advanced age of the current
main ‘backbone’ information system of the Harbor Master Division (resulting in
costly maintenance and in long lead times for processing change requests), the
decision has been taken to develop a new IT-system, named ‘HaMIS’ - Harbor
Master Information System).

Our evaluation took place in the Rational Unified Process (RUP) elaboration
phase. The elaboration phase has as goal to mitigate the main risks by testing
the global design decisions, modeling the most important use cases, and building
functionality of some of the use cases having the highest priority or being tech-
nically complicated. Another thing to do in the elaboration phase is setting up
the development and test environment and preparing the customer organization
for testing, accepting, and using the software.

5 Case Study Results

We have gathered data for five months through participation-observation, i.e.
we have specified services ourselves using the framework, direct observations, i.e.
we have looked what ‘happened’ and interviewing, i.e. we have evaluated the
structure and contents of service specifications with a domain expert, a business
analyst, four IT architects, and four software developers. In the evaluation we
were looking for the answer to the following question: “To what extent do the
aspects of the service specification cover the information needs of the project
members?”. For each aspect we want to indicate whether it was considered not
applicable to the project, whether it was useful in an adapted form, or whether
it was useful as is. Also, we want to find if the framework is missing any aspects
required for service specification. In this section we first, in subsection 5.1, give
an overview of the situation by presenting some of the identified services and
by discussing parts of the specification of one service. After that, we discuss
the evaluation results for each part of the framework in subsections 5.2 to 5.4.
To give an impression of some of the situations encountered, we add several
vignettes [19], i.e. briefly described episodes to illustrate an aspect of the case.
The names used in these vignettes are fictional.

5.1 Identified Services

Table 1 exhibits a selection of the services identified during the first iteration of
the RUP elaboration phase.
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Table 1. Service identified during first iteration

Service name Service description

SearchShipVisits Search for ship visits using several input parameters
SearchBerthVisits Search for berth visits using several input parameters
SearchShipMovements Search for ship movements using several input parame-

ters
GetShipVisit Read the complete ship visit tree
SearchInspectionTasks Search for inspection tasks, either assigned to the current

user, available tasks, or, assigned to other users
ClaimInspectionTask Assign an inspection task to current user or other user

(depending on authorization level)
CompleteShipVisit-
InspectionTask

Register the results of a ship visit inspection task

ReleaseInspectionTask Undo the assignment of a certain inspection task
... ...

Let us have a closer look at the SearchShipVisits service as an example. Its
description is: ‘This service returns a list of ship visits conforming to given
search criteria. It returns all attributes of the ship visit, all attributes of the ship
belonging to the ship visit, a selection of the attributes of the agent representing
the ship visit, and zero or one ship movement ids’. Table 2 shows the explanation
of three of the terms from the terminology aspect in the service function part.

Table 2. The terminology aspect of the service function part

Ship
visit

a non-interrupted stay of a ship in the certain geographical area defined by
the harbor master.

Ship a water vessel, including water airplane, hydrofoil, hovercraft, rig, production
platform, dredger, floating crane, elevator, pantoon, and every floating tool,
object and installation.

Port An area for receiving ships and transferring cargo. It is usually found at the
edge of an ocean, sea, river, or lake.

... ...

One of the input fields of this search service is the field StartDateTime. From
the terminology aspect we know that this field is a datetime indicating the start
of a ship visit. However, we need the additional information to know how to use
this field in context of the search service. That is why we have added the following
information to this input field: ‘the StartDateTime and EndDateTime together
specify a period within which part of the ship visit should exist. This means
that a ship visit is returned if (NOT (ShipVisitEndDateTime<StartDateTime
OR ShipVisitStartDateTime>EndDateTime)). By default the StartDateTime is
the current date and time and the EndDateTime is undefined’.
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In table 3 we can see two of the errors that can occur. Table 4 shows some of
the QoS constraints to which the service conforms.

Table 3. The errors aspect of the service function part

Error code Error name Cause Error message
F00000001 NoSearchElement None of the input search el-

ements are filled [unfulfilled
condition on input].

“The service requires at
least one search element as
input”

F00000002 CharNotAllowed A string search element con-
tains characters that are not
allowed, e.g. a wildcard in
the middle of the string or
Russian characters

“The name input element
contains a character that is
not allowed”

... ... ... ...

Table 4. QoS constraints aspect of the service function part

Characteristic Sub characteristic Constraint
Efficiency Time behavior The maximum response time in 90% of the calls

is 1,75 seconds.
Efficiency Resource behavior The service can be called 50 times a minute.
... ... ...

The SearchShipVisits service uses SOAP and HTTP (as transport layer) as
protocols, because for searching for information we do not need guaranteed mes-
sage delivery. For the service ClaimInspectionTask, for instance, we would need
guaranteed message delivery and we would choose Java Message Service (JMS)
as a transport layer. Table 5 exhibits the locations of the service. We explain
why we need multiple locations in subsection 5.4.

Table 5. The location aspect of the service usage part

Environment URL
Development 123.456.789.123:5050/ShipVisit-v1/Service?wsdl
Test 123.456.789.456:5050/ShipVisit-v1/Service?wsdl
Acceptance 123.456.789.789:80/ShipVisit-v1/Service?wsdl
Production 123.456.789.321:80/ShipVisit-v1/Service?wsdl

5.2 Service Provider Part Evaluation

The service provider part (see Table 6) was not particularly useful in the project,
because only one service provider existed. It would be nonsense to specify the
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Table 6. Service Provider Part Evaluation

Aspect Not applicable Adapted Useful

Service provider name x
During the case study period, it was unnecessary to specify the service provider information ex-

plicitly because the service provider was only one person.

Service provider contact de-
tails

x

The same finding holds for the service provider contact details as for the service provider name.

name of this person in all service specifications. The architects argued that ser-
vice provider information will be required in a later phase of the project when
the number of services grows. When this occurs, they would prefer to specify
a certain role or department instead of a person, since a person can work part
time, become sick etc.

5.3 Service Function Part Evaluation

The project members all agreed that the service function part covered all aspects
of the externally visible behavior of the service that are relevant for this project.
Table 7 exhibits the results per aspect of the service function part.

Because we did not use the notion of Enterprise Ontology (with its accompa-
nying method DEMO) in this project for business modeling, we needed to adapt
the ‘supported transactions’ part. In this project traceability was realized by
specifying a relation between a service and a use case. This use case in its turn
is related to a business process. Figures 4, 5, and 6 present vignettes related to
resp. terminology, input & output, and preconditions & postconditions.

Table 7. Service Function Part Evaluation

Aspect Not applicable Adapted Useful

Service type x
Though we have specified the service types, e.g. search service, read service, and task service, it

was not (yet) required in this project because the number of services is still quite limited. Searching

for potential reuse will be important when the number of services grows.

Supported transactions x
As the HaMIS project is a very large software development project, traceability of why services

are needed is required. In the project services are related to use cases instead of transactions.

Terminology x
To prevent inconsistency in the message usage for interaction with different services, we have

designed a canonical data model that specifies all possible data elements used in the interaction

with the services. The input and output parameters of a services refer to data elements in this

canonical data model. We guarantee compliance between the messages and the canonical data

model by only allowing the input and output messages being specified in terms of restrictions on

the canonical data model.
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Table 7. (continued)

Aspect Not applicable Adapted Useful

Description x
This aspect is used for giving a summary of what the service does. Its use is to get a quick picture

of the behavior of a service without having to read all the details.

Input x
We tried two ways of specifying the input parameter, viz. specifying them using UML class diagrams

and in graphical representations of the XML schema trees. It turns out that architects prefer the

first way of representation because they are only interested in what information is exchanged and

not in the precise structure of the XML messages. Developers prefer the schema trees, or, the

textual representation of the XML schemas. We used additional descriptions in natural language

to specify conditions on the input parameters, e.g. if parameter a is empty, then parameter b must

be filled.

Output x
The same findings holds for the output as for the input.

Errors x
Specifying the error situations was regarded as one of the most important aspects of the service

specification. The provider and consumer need to create an understanding of what can go wrong.

When getting a certain error message the consumer needs to know whether it is useful to call the

service again with the same input parameters, whether he need to change his input parameters, or

whether there is nothing he can do about it (in that case he needs to contact the service provider).

Preconditions x
We specified the preconditions in natural language. A discussion arose on how to deal with pre-

conditions and postconditions (see Fig. 6)

Postconditions x
The same findings holds for the postconditions as for the preconditions.

QoS constraints x
QoS constraint are an essential part of the service specification in the HaMIS project. We have

used the Extended ISO model [22], an extension to the ISO 9126 model, as a basis for specifying

the QoS constraints. Not all elements of this model are relevant, e.g. the usability element only

applies to user interfaces and not to services. For this reason we have made a selection of elements

of this model that need to be specified. Time behavior, availability, and security elements were

regarded as the most important QoS constraints.

Service specifier Iris asks domain expert Susan and business analyst Charles to provide
a definition of the term ‘tonnage’ (of a ship). Its value is not always expressed in
thousand kilograms, like the name seems to imply. Sometimes the value is expressed
in units of 1016 kg, 1.1 cubic meter, or 2.8 cubic meters depending on which type of
ship it regards and which maritime organization delivers the value. Susan proposed
to “just use an integer”, because the end user has enough domain knowledge what
the value means in a specific context. It would not lead to problems because the only
consuming component is the GUI. However, it can lead to serious errors when another
consuming components starts making calculations with the tonnage value having its
own assumptions on its semantics.

Fig. 4. Vignette ‘The semantics of a Ship’s Tonnage’
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Architects Ellen and John require a service ‘Search for ship visits’. This service returns
ships that visit the port at a certain time (past, present, or future). Domain expert
Susan and business analyst Charles bring up the required search criteria. Though this
seems very straightforward, the XML Schema and WSDL standards are insufficient
for specifying the input and output parameters. For instance, Susan wants to allow
wildcards in search queries, e.g. ‘Ship = HMS Beag*’. Also, she wants some input to
be conditional, e.g. if input item ‘Berth’ is filled than also input item ‘StartDateTime’
and ‘EndDateTime’ should be filled. Because XML Schema lack the means to specify
these details, we need some additional input and output descriptions in these service
catalog.

Fig. 5. Vignette ‘XML Schema Only is Insufficient for Specifying Input and Output’

In the service catalog Iris specifies the pre-and postconditions in natural language,
since the software engineers are not familiar with more formal approaches like UML
OCL, Z, or SWRL. Despite the lack of precision of expressions in natural language,
both Rick (software engineer of the providing component) and Chris (software engi-
neer of the consuming component) have the same understanding of the semantics of the
expressions themselves. However, architects Dave (of providing component) and John
(of consuming component) started a discussion about how to deal with these pre-and
postconditions. Dave argued that in a Design by ContractTM the caller is completely
responsible for checking the preconditions. Not fulfilling them leads to undefined be-
havior (the service may or may not carry out its intended work). John voted against
taking this approach. He opted for a double check at the service provider side, making
sure a unfulfilled precondition always results in an error message returned by the service
provider. His motivation was that an undefined output can jeopardize the functioning
of the complete HaMIS system. Though he sees the double work for implementing
condition checking at both sides, he sees undefined output as an unacceptable risk.

Fig. 6. Vignette ‘How to Deal with Pre- and Postconditions’

5.4 Service Usage Part Evaluation

Table 8 shows the results per aspect of the service usage part. From the interviews
we found that the aspects of the service usage part sufficiently addressed the in-
formation needs of the architects and software developers. The other project
members did not need the service usage part as they were only interested in the
function of the service. The architects and software developers proposed a change
to the service location aspect. In our original service specification template ‘lo-
cation’ referred to just one location, in the project we needed to specify multiple
locations. In software development projects in general a clear distinction is made
between the following type of physically separated environments: Development,
Test, Acceptance, and Production. They each have their own purpose within the
software development process. Something new or a change to existing software
should be developed in the Development environment. It should be tested in the
Test environment by the project members. After that it should be tested by a
selected group of end users in the Acceptance environment. If this group of end
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Table 8. Service Usage Part Evaluation

Aspect Not applicable Adapted Useful

Location x
In this project specifying only one location for a service was deemed insufficient. Instead, we needed

a Development, Test, Acceptance, and Production location.

Version x
Because during a software development project services change quite often, a good service version-

ing mechanism is crucial. For this project we have applied the backwards compatibility strategy

as defined by Erl et al. [7] to the canonical data model as well as the messages. This results into

the following type of version numbers: “x.y”, in which x represents a major version number and

y a minor version number. The terms major and minor relate to compatibility with previous ver-

sions, for instance: version 5.3 is compatible with version 5.1, but not with version 4.8. This was

considered to be sufficient.

Protocols x
For accessing the service we use the WSDL standard. A web service can be built using RPC or

document style binding. A few members of the project team, viz. two architects, one developer,

two integration specialists, and the service specifier choose to apply document literal style web

services for their message validation capabilities, the possibility to define XML schemas externally

(outside the service interface description) and their WS-I compliance (conformation to standards)

[2]. Though a drawback may be a lesser performance, we think the benefits outweigh this drawback.

Because all services will use a document style binding we do not need to make this information

explicit in the individual service specifications. In our project we use two types of transport layers:

HTTP (for synchronous service calls) and JMS (for asynchronous service calls). Though the differ-

ence can be seen in the binding part of the WSDL, we also specify this in the service specification

for making this information available to other stakeholders than developers.

users accepts the software, it can be propagated to the Production environment
in which the software is used by the actual end users. When tests fail in either
the Test or Acceptance environment, the software is demoted back to the De-
velopment environment and the process restarts. Since the services play a role
in all these environment, their locations for all these environments need to be
specified.

5.5 Overall Evaluation

All in all, the architects and software engineers from the providing as well as the
consuming party expressed their enthusiasm about the service specifications. The
software engineers saved time because both parties agreed upon the external
behavior in an early stage. This enabled both parties to work in parallel; the
consumer used stubs of the actual service. Replacing the stub by the actual
service led to no or very few problems. When problems did occur, it was always
immediately clear by looking at the service specification which party has caused
the problem(s).

According to the interviewees not only the framework itself contributed to the
prevention of errors and early error discovery, but also the structured specifica-
tion process and the separate role of ‘neutral’ service specifier. By neutral we
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mean that the service specifier does not work on the design or implementation of
either the providing or the consuming components. Because of this we prevent
component-specific constructs in the specification (‘shortcuts’) for making the
implementation easier.

6 Conclusions

In this paper, we sought to evaluate our service specification framework in a
real-life case study at the Port of Rotterdam. This case study contributed to
our ultimate goal, i.e. creating a generic service specification framework that is
both founded on a sound scientific theory (the Ψ theory) and evaluated in several
real-life projects. We position this case study as the evaluation step of the design
science research methodology of Peffers et al.

The main contributions of this framework in the HaMIS project consisted of
early error discovery and awareness of important service aspects that are of-
ten overlooked. These errors mainly included semantic errors and conditions to
the input messages that cannot be specified using XML schemas and WSDL.
The QoS constraints aspect in the service specification framework made people
aware that this is also externally visible behavior of a service. It lead to negotia-
tions about for instance response time, availability, and security between service
provider and consumer. Also, people became aware that it is not only important
to specify the ‘happy scenario’, but to also take into account the specification of
different types of error situations.

Overall the service specification framework fulfilled the needs of the HaMIS
project, though some findings led to improvements in our framework. These
findings include the following: (i) the need for specification of multiple service
locations, (ii) the need for specification of roles or departments instead of peo-
ple in the service provider part, (iii) the need for specification of conditional
input and output parameters, (iv) the need for making explicit how to deal with
unfulfilled preconditions.
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Abstract. Recently, business processes are receiving more attention
as process-centric representations of an enterprise. This paper focuses
on the Business Process Modeling Notation (BPMN), that is becoming
an industry standard. However, BPMN has some drawbacks such as
the lack of formal semantics, limited potential for verification, and
ambiguous description of the constructs. Also the ontology used to
model is mostly kept implicit. As a result, BPMN models may be
ambiguous, inconsistent or incomplete. In order to overcome these
limitations, a contribution to BPMN is proposed by applying the way
of thinking of DEMO; the explicit specified Enterprise ontology axioms
and the rigid modeling methodology of DEMO. Adding the ontological
concepts which, in DEMO, are translated into a coherent set of modeling
symbols, may result in formal, unambiguous BPMN business process
models. As such BPMN can be enriched on several aspects like the
diagnosis, consistency, and optimalization of business processes.

Keywords: Enterprise Engineering, Enterprise Ontology, DEMO,
Business Process Modeling, BPMN.

1 Introduction

In the last decade, business processes are receiving more attention as process-
centric representations of an enterprise. Whereas earlier, mostly data-driven ap-
proaches have been pursued as starting point for information systems modeling,
there is currently a tendency to use more process-driven requirements engineer-
ing [14]. This trend has even increased by recent developments like Service-
Oriented Architectures (SOA) where business process languages are considered
as primary requirements sources [16]. To model business processes, a large num-
ber of notations, languages and tools exist. This research focuses on the Business
Process Modeling Notation (BPMN) [8] because BPMN is used to capture busi-
ness processes in the early phases of systems development [4]. BPMN is moreover
a quite intuitive notation that can become an official process modeling industry
standard [11].
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However, business process languages in general, and BPMN in particular,
have some drawbacks. Regarding the basic assumptions of current business pro-
cess modeling languages, following remarks are mentioned: absence of formal
semantics, limited potential for verification, message-oriented approach, and the
modeling of multi-party collaborations [2]. When analyzing BPMN, the lack of
formal semantics is caused by the heterogeneity of its constructs, and the absence
of an unambiguous definition of the notation [4]. In contrast with the compre-
hensively documented syntactic rules, the semantic meaning of the constructs
is dispersed troughout the specification document in plain text [4]. Although
BPMN is a relatively recent standard, it has already been evaluated using a
number of theories and frameworks1. The following overview of BPMN’s eval-
uations mainly concentrates on the aspects relevant for our research: the facts
concerning completeness, consistency and ambiguity of the modeled business
processes using BPMN. BPMN may have additional strenghts and weaknesses,
but these are not discussed hereafter.

First, BPMN was analyzed using the Workflow Patterns [15]. The results
indicated that the data perspective is not fully covered as opposed to the control
flow perspective which is quite extensively supported. A second evaluation was
made by means of the Representation Theory using the Bunge-Wand-Weber
(BWW) ontology as a framework [9,10]. Following findings were reported:

• Concerning ontological completeness, it is concluded that BPMN lacks rep-
resentations of state and history.

• Regarding construct excess (i.e. BPMN constructs not representing any
BWW ontological artifact), a number of BPMN artifacts have no real-world
meaning, for instance the Text Annotation construct.

• Concerning construct overload (i.e. more than one BWW ontological arti-
fact maps to a BPMN artifact), lanes and pools map to multiple BWW
constructs.

• Regarding construct redundancy (i.e. one BWW ontological artifact is rep-
resented by more than one BPMN construct), a thing can be represented
by both a pool and a lane. A transformation is represented by an activity, a
task, a collapsed sub-process, an expanded sub-process, and a transaction.
An BWW event can be represented in BPMN by a start event, intermedi-
ate event, end event, message event, timer event, error event, cancel event,
compensation event, and terminate event.

In comparison with other modeling techniques evaluated by the BWW ontol-
ogy, BPMN appeared to be highly ontological complete, but inferior regarding
construct clarity. Therefore the use of BPMN will lead to quite complete, but
unclear and potentially ambiguous representations of real-world domains. In ad-
dition, the two above mentioned evaluation frameworks seem to be complemen-
tary as it is suggested that the workflow patterns are suited for evaluating the
workflow view, whereas Representation Theory is useful to check the individual
constructs [11].
1 It should however be mentioned that these evaluations have been done on BPMN

version 1.0.
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A third evaluation framework, the Semiotic Quality Framework [6] that is
based upon seven general quality aspects, identifies five criteria to assess the
quality of conceptual modeling languages. Applying this framework to BPMN
suggests that BPMN can easily be learned for simple use, and is easy to under-
stand [13]:

• Domain Appropriateness (how suitable is a language for use within different
domains): BPMN is suited to model the functional perspective. However, it
is not suited to model functional breakdowns, business rules, and data and
information models.

• Participant Language Knowledge Appropriateness (participants know the
language and are able to use it): graphical elements of BPMN are clearly
defined and easy to learn.

• Knowledge Externalizability Appropriateness (participants’ ability to ex-
press their relevant knowledge using the modeling language): BPMN is ap-
propriate for business to model business processes.

• Comprehensibility Appropriateness (audience should be able to understand
as much as possible of the language): this category can be divided into under-
standing the language concepts, and understanding the notation. Regarding
the latter, readers can easily recognize the basic types of elements as these
types are limited in number, intuitive, and very distinguishable from each
other. Regarding the language concepts, it is suggested that these are de-
scriptive, accurate, easy to understand, and well defined.

• Technical Actor Interpretation Appropriateness (language suitable for auto-
matic reasoning): it is said that business process diagrams (BPD) are “with
a few exceptions easily translated into BPEL” [13].

Concluding the BPMN evaluations, it can be mentioned that the theoretical
studies indicates more problems than practitioners actually suffer from [10]. Most
problems were moreover indicated by people with an IT background who need
more rigor and details to use BPMN models as input for software implemen-
tation projects; whereas business people pointed out that the use of the core
set is sufficient and convenient for modeling concise models, easy to understand
by business. This is also illustrated by the fact that only a subset of BPMN
constructs is actually used when building business process diagrams [17].

Given the fact that BPMN is becoming the industry standard for business
process modeling, but has some significant drawbacks mainly regarding ambigu-
ous and unclear descriptions of their constructs, the contribution of this paper
is to provide a formal foundation based upon which BPMN models with less
ambiguity can be created. The focus of the paper is thus put on the business-
oriented use of BPMN to model the business processes of an organization, as the
proposed solution will be targeted at the early mentioned aspects of consistency,
completeness and ambiguity.

The remainder of the paper is structured as follows. In the second section,
BPMN is applied to an example and lessons learned will be discussed. The third
section will give an overview of the Enterprise Ontology and DEMO methodology
providing the basis for a rigid methodology to construct BPMN models with
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less or no ambiguity. Also practical recommendations will be given. Finally,
conclusions and future research will be presented in the fourth section.

2 Case Study

The approach put forward in this paper will be illustrated by means of an ex-
ample: the first phase of a pizzeria called Mama Mia [3, p.221-223]. Hereafter
the relevant part of the case is described with some text formatted: either bold,
italic or underlined. The aim of the formatting will be explained in the next
section.

“Customers address themselves to the counter of the pizzeria or make
a telephone call. In both cases Mia writes down the name of the customer,
the ordered items, and the total price on an order form. On the counter
lies a plasticized list of the available pizza’s and their prices. Usually she pro-
duces this list every year during their holiday. In case of an order by telephone
she also records the telephone number. Moreover, she repeats the ordered items
and informs the customer about the price and the expected time that the or-
der will be ready. If necessary, she also tells the customer the assortment of
pizzas. The order forms have a serial number and are produced in duplicate:
a white and a pink copy. Mia shifts the pink one through a hatch in the wall
to the kitchen, where Mario takes care of baking the pizzas. She keeps
the white copy behind the counter. As soon as Mario has finished an or-
der, he shifts the pizzas in boxes through the same hatch to Mia, including
the pink order copy. Mia then seeks the matching white copy, hands it to-
gether with the boxes over to the customer, and waits for payment. It may
happen that Mario is not able to fulfill an order completely because of missing
ingredients. In such a case he puts his head through the hatch and notifies Mia
of the problem. He then also returns the pink copy. If the customer is present
in the shop, she confers with him or her what to do about it, and modifies
the order. If the customer is not present, which is mostly the case for tele-
phonic orders, she modifies the order to her own discretion. This leads
sometimes to vigorous debates in the pizzeria when the customer comes for
taking away the order. Thanks to Mia’s temperament she always comes to
an agreement that is not disadvantageous for her.”

In figure 1 the business process of the pizzeria is modeled in BPMN. It should
be mentioned that abstraction is made from the customer choosing a pizza.
Modeling this choice communication would unnecessarily complicate the model,
as it is not needed to illustrate the paper’s contribution. When modeling the
business process, several issues occured, mainly due to the ambiguous semantic
meaning of the BPMN constructs. For example, how should you optimally model
the payment request from Mia to the customer? Two options exist: first, you
can opt to model it as an intermediate message event; second, it is possible to
model it as an activity. The same ambiguity was also present when modeling the
“Process Pizza” subprocess: which activities should be part of this subprocess?
These issues are indicators of the construct redundancy present in BPMN.
More generally, which activities should be part of the business process model
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is a subjective opinion of the individual modelers. Aside from revision by end
users or other stakeholders, there is no foundation to check whether the model
is complete. Furthermore there are multiple options to model contacting the
customer when some ingredients are missing. Because Mia is the intermediary
that has to transfer the customer’s preference to Mario, this interaction should
be modeled within Mia’s lane. Besides the option used in figure 1, one could also
use signalling intermediate events. Again, no preference could be identified in
the specification. Finally, the lack of support for the data perspective prohibits
a clear overview of the process. For example, the only option that is available to
state that an order consists of one or more pizza’s, is using a text annotation. It
should however be mentioned that the multiple instance indicator of the “Process
Pizza” subprocess suggests this multiplicity in some way.

3 Solution Approach

To add a formal foundation to BPMN models, our approach is based on the
Enterprise Ontology theory and DEMO, a methodology derived from Enterprise
Ontology. In the first subsection, we will discuss the relationship between DEMO
and BPMN in a general way, whereas in the second subsection DEMO will be
applied to the BPMN model of the case study.

3.1 Enterprise Ontology and DEMO

DEMO is a methodology to construct enterprise models based on Enterprise
Ontology (EO), an ontological theory [3]. The notion of ontology is defined as
“an explicit specification of a conceptualization” [5]. EO has a strong ontological
appropriateness because it has theoretical foundations in philosophy and sociolo-
gy; is based on a set of three precisely formulated axioms and one theorem; and
it is accepted by the community and large enterprises. DEMO models resulting
from the EO-based DEMO methodology exhibit the following characteristics [3]:

• Abstract : DEMOmodels aimata shared conceptualization for all stakeholders.
• Formally correct : Coherent, Comprehensive, Consistent, Concise and Es-

sential (“C4E”). The formal correctness assures a guaranteed correct and
identically shared abstract conceptualization for all stakeholders, while elim-
inating any ambiguity in interpretation. The formal correctness allows and is
a mandatory condition for automated construction of information systems.

• Essential : DEMO incorporates a rigid and clear separation of an essential on-
tological model without any non-essential implementation oriented detailing.

• Unique: Model validation results in one and only one correct model for any
enterprise.

Because BPMN models are composed of concepts, there must be some underly-
ing domain ontology. However, BPMN does not prescribe ontologies for business,
information and data processes, and their results. Moreover, designers of BPMN
models are free to choose their ontologies; and, in practice, the applied ontologies
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Fig. 2. Operation Axiom

are mostly kept implicit. Combining these two facts, it can be argued that Enter-
prise Ontology can be used as underlying domain ontology for BPMN models,
exhibiting a high level of ontological appropriateness based on the arguments
that the concepts of BPMN models are “similar” to the concepts of EO:

• The concept of an activity in BPMN is “similar” to the concepts of either a
performance or DEMO Production (P-) Fact; or some communication about
the performance or DEMO Communication (C-) fact.

• The concept of a lane in BPMN is “similar” to the concept of an Actor
(Actor-Initiator or Actor-Executor).

To ground this hypothesis, both an evaluation of the EO ontological concepts,
and a mapping to the primitives or concepts of BPMN have to be made. We
start by evaluating the ontological concepts of Enterprise Ontology. EO is based
on three axioms: the Operation Axiom, the Transaction Axiom and the Com-
position Axiom. The EO axioms are specified in schemes, i.e. formal graphical
languages, and in natural language. A careful analysis is needed to identify all
elementary and true propositions in natural language. An obvious requirement
for completeness is that each entity in the EO axioms is identified. The opera-
tion axiom, illustrated in figure 2 states that there are Actors, performing some
production or performance, and the actual production requires a coordination
between these Actors. There are relations between the elements of the set of
Actors, the C-world containing coordination facts or C-facts, and the P-world
containing P-facts [3]. Ontological appropriateness is supported by the observa-
tion that any performance or production involves an Actor(role), and some form
of communication with another Actor(role). As such, five propositions can be
derived:

• Proposition 1 : There are identifiable Actors, fulfilling roles where an Actor
refers to a role, and is not directly linked to an identifiable natural Actor.

• Proposition 2 : There are identifiable Pfact(s), representing some specific per-
formance.

• Proposition 3 : There are Cfact(s), representing communication about a spe-
cific performance to be delivered.

• Proposition 4 : Each Pfact has a relation to one and only one unique Cfact,
and vice versa.

• Proposition 5 : Every Actor role, except for the root Actor-initiator, has one
and only one Actor-Executor relation to one and only one Pfact, while it
may have multiple (0 .. n) Actor-Initiator relations to other (child) Pfacts.
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Fig. 3. Example of the Composition Axiom

The Composition Axiom, exemplified in figure 3, states that Pfacts can mostly
be ordered in a hierarchical parent-child tree structure, representing the fact that
for a certain Pfact to be performed, first a number of Child-Pfacts representing
performance or production components, must have been performed in a recursive
way. Ontological appropriateness is supported by the observation that many
performances or productions require component performances or productions to
become available first, as shown in figure 3.

The Transaction Axiom, shown in figure 4 in its most simple form of the
basic transaction on the left and the standard transaction on the right, states
that a transaction involves two Actor (roles), and follows a precisely specified
pattern with states and state changes. The ontological appropriateness of the
transaction axiom is strong: nested transactions up to unlimited nesting levels
are computable and hence roll-back compatible. The following predicates can
thus be added to the earlier mentioned propositions:

• Proposition 6 : There is a constructional decomposition type of relation be-
tween a specific Pfact and any number (0 .. n) of child Pfacts.

• Proposition 7 : For tangible Pfacts, all the child Pfact(s) have to be performed
(Stated and Accepted) before the performance of the parent Pfact can start
(Execution Phase).

• Proposition 8 : An Actor with a Actor-Executor relation to a specific Pfact
has an Actor-Initiator relation with each child Pfact.

• Proposition 9 : There is one and only one Pfact, the root Pfact, that has a
relation to an Actor that has exclusively an Actor-Initiator relation to this
root Pfact.

• Proposition 10 : There is at least one Pfact in a model without child Pfacts,
i.e. a terminal Pfact, that has a relation to an Actor that has exclusively an
Actor-Executor relation to this terminal Pfact.

• Proposition 11 : There is a set of eight attributes (Request, Promise, etc.)
uniquely related to specific Cfact, that describes the current state of com-
munication of that element about the performance of the related Pfact.



Enhancing the Formal Foundations of BPMN by Enterprise Ontology 123

Fig. 4. Transaction Axiom, the basic and the standard transaction patterns

Investigating the relation between EO concepts and BPMN concepts yields
the following conclusions with respect to BPMN. First, there are no transac-
tions, transaction states and transaction state transitions specified in BPMN.
Second, the relationship between an activity, the actor that requests the activity
and the actor that performs the activity is optional in BPMN. Third, there is
no separation between essence and implementation. As this latter needs more
clarification, we first discuss the DEMO methodology in more detail.

Enterprise engineering starts by collecting information, all seemingly valuable
statements about the purpose, construction and operation of the enterprise to
be modeled. The second stage consists of applying the distinction theorem to
separate and to discard any information that is not ontological, i.e. all data-
logical and infological information is discarded. The remaining information is
ontological, being the essence of an enterprise. Datalogical and infological infor-
mation are considered to be implementation. Applying this step to the pizzeria
case results in formatting the text: the bold text refers to the ontological infor-
mation, the italic text to the infological information, and the underlined text to
the datalogical information. The third stage investigates the remaining ontolo-
gical information to identify ontological transactions and actors fulfilling either
an Actor-initiator or Actor-executor role related to the respective ontological
transaction. Enterprise engineering is about the question what has to be per-
formed by the enterprise under investigation, and how the what is constructed
in terms of aggregated components, typically described by a blueprint or an
assembly manual [3]. The design of the enterprise, who does what, is defined
by the allocation of the responsibility of the performance of the parts of man-
ufacturing to actors. During operation or simulation, once the enterprise has
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Fig. 5. Detailed ATD of the Case study

been constructed, the question what the current status of any production part
is, must be resolved. Hence the specification of the DEMO model starts with
the Pfacts, and their hierarchical ordening, representing the parts of the perfor-
mance to be delivered. In this way the Actor-Transaction diagram (ATD), one
of the 4 DEMO aspect models is constructed. In figure 5, the detailed ATD of
the Pizzeria case study is shown 2.

The above-described methodology delivers “elementary” DEMO models: only
transactions and actors are modeled, resulting in the elementary DEMO ATD.
In further stages, several refinements and more detailed specifications are made,
and other DEMO aspect models are specified. Relevant to our contribution is
that the DEMO methodology is very rigid and concise, the steps and decisions
to be taken to construct DEMO models are clearly specified, and do not allow
ambiguity. There is only one correct validated DEMO model of an enterprise.
As such, we argue that if there exists a domain ontology for a certain modeling
notation, and if there exists a rigid methodology to derive models within that on-
tology domain, then that methodology yields models that should be represented
by that modeling notation. Or rephrased: because EO is considered the domain
ontology of BPMN, and DEMO is a rigid and concise modeling methodology to
construct EO models, the DEMO methodology is also a rigid and concise mod-
eling methodology for BPMN models. As EO and DEMO are formally correct,
every BPMN model derived in this way should be formally correct. However, this
line of reasoning has still to be validated by more research, and should therefore
be considered as hypotheses guiding this work-in-progress. Besides questionning
how BPMN models should be constructed based on the EO domain ontology and
the DEMO methodology, there is also the question how existing BPMN models
can be verified to be formally correct. BPMN is not a sentential language, but a

2 The tool used to model the DEMO models is Xemod (Xprise Enterprise Engineering
Modeler). More information: http://www.xemod.eu/

http://www.xemod.eu/
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graphical language, so some methodology must be found to represent graphical
BPMN models in a sentential form. If we have this sentential form, then for-
mal correctness can be verified using a grammar. Such a grammar is currently
researched by the authors.

To conclude, it can be stated that EO and DEMO have proven their strength
for enterprise engineering, being the modeling of essential abstract enterprise
models without any implementation details [7]. The main advantage is that
a shared and formally correct conceptualization for all stakeholders has been
established as the one and only right point of departure for any implementa-
tion. Preliminary results of research by the authors show that the EO and the
DEMO methodology deliver formally correct models which allows the construc-
tion of a DEMO automata, the core of Enterprise Ontology derived information
systems. Moreover, DEMO ends where BPMN starts. Therefore, a way to con-
struct formally correct BPMN models by applying the DEMO methodology will
be identified. As such, we gain the DEMO advantages and have a formal correct
BPMN model. The formal correctness of the BPMN models can possibly allow
automatic code generation in future. In addition, also methods to verify if a
BPMN model meets the propositions of the EO axioms will be produced. In this
sense, the research is related to the earlier work on business process analysis and
simulation [1].

3.2 Practical Implications

In practice, there is a need for re-using existing diagrams within companies, thus
in addition to the way of working in subsection 3.1, which can be characterized
by a clean sheet approach, a reverse engineering of BPMN diagrams with DEMO
is needed. A way of working to achieve this, is by manually classifying each of the
BPMN elements within the business process models on the ontological, informa-
tional or documental level. The DEMO models focus on the Ontological level,
BPMN also takes into account the informational and documental levels. The
combination of both methodologies allows to represent, analyze and (re)design
all levels, including the current organizational structures in relation to the on-
tological actors. This is illustrated by using the following part of the case: Mia
writes down the name of the customer, the ordered items, and the total price
on an order form. This consists of a document, namely the order form which
can be modeled in BPMN, and a calculation of the total ordered items and
price. Also a mapping of the current organizational structure in BPMN, to the
ontological actor completer can be performed. In Figure 6, it is shown how to
map the creation of the Order to the promise of transaction T01. When ana-
lyzing figure 1, it is noticed that the request is modeled through the message
flow initiating at the border of the Customer pool. The reason for this is that
the BPMN diagram is modeled from the perspective of the organization, thus
receiving the Call or Arrival of the customer. In figure 7, the mapping of the
Call or Arrival of the customer to the Request is performed.
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Fig. 6. Mapping of the Promise Order

Fig. 7. Mapping of the Request Order

When performing this way of working, which is described in [3] as a performa-
informa-forma analysis, a consistency check could be performed regarding the
communicative actions. These consistency checks could involve:

1. Checking the completeness of the BMPN diagram on the ontological level
(are all communicative actions mapped?)

2. Check if each communicative action has a documental and/or informational
implementation (this means that the customer call is mapped on the onto-
logical as well as the documental level)

3. Checking the implementation of Actors to persons/departments
4. Checking the sequence of the communicative actions (are these conform the

DEMO process model?)
5. Check the implications for the BPMN diagram of a redesign of the DEMO

process model

As researched for the Event-Driven-Process-Chain (EDPC) approach of ARIS
and SAP [12], mapping of DEMO is valuable for enriching existing process
descriptions. The approach is illustrated in figure 8, and has the following
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Fig. 8. Mapping of Actor to Persons/Departments [12]

Fig. 9. Resulting illustration of approach

advantages: improved insight, improved visibility of business processes, improved
checks on completeness, and on consistency. As already stated before, the same
holds for BPMN. Applying the approach researched by Strijdhaftig, to the
BPMN model of figure 1, leads to the results illustrated in figure 9. The pre-
sented approach in this paper thus wants to assure that business processes mod-
eled within BPMN are systematically consistent with the enterprise modeled by
the DEMO methodology. Strijdhaftig [12, p. 31-37] also mentioned the combi-
nation of DEMO with ARIS to provide a multitude of opportunities: “Basically,
we know that the DEMO and ARIS architectures each describe aspects of the
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same organization and that there should be a systematic way to move from one
architecture into the next and back again but the current way of modeling does
not support that kind of transparency. [...] the benefit of allowing their users
to move freely from one architecture to the other and see both views of the
organization quickly and easily.”

4 Conclusions and Future Research

This paper states that the design of enterprises, expressed by an ontology con-
taining concepts of social interaction, in its implementation includes an ontol-
ogy for rational information systems, and an ontology for documental systems.
However most ontologies are implicit regarding the concepts constructing the
realities of their to be represented systems, such as the enterprise and informa-
tion systems. Therefore it can be argued from this preliminary research that
documental and informational ontologies are subsets of an Enterprise ontology,
leading to the conclusion that instead of investigating an one-to-one mapping,
a many-to-many mapping has also to be further researched. The authors thus
argue that Enterprise Ontology, combined with the DEMO methodology, can
provide a formal foundation to BPMN models. Using EO as underlying domain
ontology results in explicitly specified BPMN models, mainly because EO de-
livers constraints to which BPMN constructs should adhere. Moreover, revising
existing BPMN models with DEMO can be used to verify completeness and con-
sistency of the modeled business processes. The main contribution of the paper
is thus combining the rich representational aspects of BPMN with the formal
correctness of DEMO. These insights will be extended by providing defined ways
to derive BPMN models from DEMO theory, and by producing tool support for
the DEMO - BPMN integration.
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Abstract. The International Organization for Standardization (ISO)
has defined Quality Management, but it has not yet adopted standards
for developing Quality Management Systems (QMSs), notably not for
modeling business processes in this context. Consequently a variety of
modeling techniques are in use. Most of these are not able to produce con-
cise and comprehensive models, whereas these features are particularly
important for QMSs. Moreover, these techniques appear to be based on
the mechanistic paradigm, meaning that they are task oriented instead
of human oriented. Various researches indicate that this leads, among
other things, to alienating employees from their work. DEMO (Design
and Engineering Methodology for Organizations) has both desirable fea-
tures: it is human oriented and it produces concise and comprehensive
models of business processes, since it is based on the systemic notion
of enterprise ontology. This paper reports on the theoretical evaluation
of DEMO for the purpose of developing QMSs, as well as on practical
experiences in applying DEMO to it.

Keywords: Quality Management System, DEMO, mechanistic
paradigm, institutional paradigm.

1 Introduction

In general, the function of a company is to deliver particular services to its en-
vironment, where a service may regard tangible or intangible products. Also in
general, companies strive to fulfill this function as good as possible, i.e. deliv-
ering high quality services. Quality, however, is a multi-faceted issue; it is not
easy to measure it, nor to maintain or even improve it. Nonetheless, it is a major
managerial area of concern in most companies. Collectively, this managerial at-
tention together the activities performed to monitor, assess, and improve quality,
are called Quality Management. In the realm of standardization, it is addressed
by the ISO 9000 family of standards, in particular by the standard ISO 9001. In
[1] Quality Management is defined as follows:

– fulfilling the customer’s quality requirements, and
– the applicable regulatory requirements, while aiming to

A. Albani, J. Barjis, and J.L.G. Dietz (Eds.): CIAO!/EOMAS 2009, LNBIP 34, pp. 130–142, 2009.
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– enhance customer satisfaction, and to
– achieve continual improvement of the organization’s performance in pursuit

of these objectives.

The focus in ISO’s definition is on customer satisfaction. It is achieved by ful-
filling the customer’s quality requirements, which on its turn is enabled by busi-
ness process improvement. The term ’regulatory requirements’ remains rather
unclear. Therefore we will not take it into account.

The implementation of ISO 9001 in a company can lead to an increase in
productivity, customer satisfaction, less scrap and rework, and continuous de-
velopment. Since most companies like to achieve these goals, ISO 9001 is applied
in many of them [2]. Unfortunately, being compliant with this norm has become
such a status symbol that quite some companies are proud to say that they
have implemented the standard, whereas they have not really and fully done it
[3]. It has been shown that most Total Quality Management (TQM) programs
develop an “ideal organizational identity” that the enterprise presents to the
outside-world, but which is often far removed from the daily reality [4].

DEMO (Design and Engineering Methodology for Organizations) is an enter-
prise engineering methodology. The authoritative source for DEMO is [5]. This
paper reports on the theoretical evaluation of DEMO for the purpose of devel-
oping QMSs, as well as on practical experiences in applying DEMO to it. We
have done that in the context of the new discipline of Enterprise Engineering.
Although this discipline is certainly not fully established yet, the main character-
istics are becoming clear [6]. They are summarized in the Enterprise Engineering
Manifesto [7].

The remainder of the paper is structured as follows. Besides the problem
statement are desired features for a QMS handbook given in Section 2. Sec-
tion 3 contains an introduction to DEMO and explains how it fulfills the desired
features stated in Section 2. Consequently the aspect models of the methodology
that supports Enterprise Ontology are elaborated on. Section 4 explains the con-
struction of a QMS handbook, the representations of the models are illustrated
according a plain example. Finally evaluation and conclusions are to be found
in Section 5.

2 Problem Statement

The objective, rational, and structured appearance that a QMS handbook usu-
ally shows and the concern for detailed activity descriptions that it addresses
characterize the mechanistic and instrumental view of quality management on
which the ISO 9000 standards are based. Moreover, the mechanistic viewpoint
is shared by most of the studies of ISO 9000. The literature focuses primar-
ily on describing the objective of this standard and its implications for quality
management and organizations performace improvement [8,9,10,11]. In contrast
to the mechanistic paradigm, the institutional paradigm attempts to describe
how people interpret and construct their reality by conforming to standards and
values that define “the way things are and/or the way things are to be done”
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[12,13]. The latter seems to be interesting because the mechanistic view of orga-
nizations has been strongly contested by critical theory [14,15,16,17]. There are
reasons to believe that the growing rationalization and formalization of human
activities constitutes one of the dominant traits of modern society. The mech-
anistic view leads to the development of excessive bureaucratic organizations
that are unwieldy and inflexible. Though the latter is considered to be precise
and efficient, they are also characterized by impersonal and alienating employee
control mechanisms [18,19,20,21,22,23]. Boiral’s study shows that ISO 9000 is
not a monolithic system that can be imposed in a mechanistic way. Rather,
this standard is a socially constructed management system that people adopt,
reinterpret, or reject depending on the situation. Boiral concludes furthermore
that the importance given to the employees’s participation and a common con-
sensual view on the organization are key factors for a succesful implementation
[3]. Practical experience of the authors confirms Boiral’s conclusion. It turns out
that commitment of the employees appears to be indispensable to a successful
certification process. Commitment of the employees is also necessary guarding
the quality management process [11,19]. Furthermore, Boiral [3] concludes that
the focus in ISO 9000 process descriptions is on the production acts themselves
and not on the interaction between employees. Focusing too much on the pro-
duction acts (the mechanistic view) carries the risk of alienating employees from
their work, which is of course an unwanted situation.

The predominance of the mechanistic paradigm in many organizations’ state-
ments and in studies of the ISO 9001 standard is subject of an ongoing dispute
[3]. Therefore it might be interesting to apply a methodology to QMS that em-
bodies the institutional paradigm. As said before, rationalizing and formalizing
is necessary to achieve at precise and efficient process descriptions. Making pro-
cesses transparant and involving employees in the design and implementation of
the QMS will result in an increased commitment. It leads to less bureaucracy and
it contributes to a successful implementation of the standard. Employee commit-
ment during the design and implementation phase seems to a be very important
factor. It determines whether a QMS implementation will be successful and
whether the QMS is fully supported by the employees after the implementation,
such that quality is guaranteed and improvement takes place. To receive the
commitment of employees, the threshold to read the process descriptions in the
QMS should be low. In order to lower this threshold the handbook must be con-
cise. It must contain clear process descriptions, while irrelevant processes should
be excluded. From the discussion above we arrive at the next problem statement:

The introduction of Quality Management in an organization, in particu-
lar the design and implementation of a QMS, often evokes considerable
resistance among the employees. There appear to be two main causes
for this. One is that the selected approach is based on the mechanis-
tic paradigm. The other cause is that the produced process models lack
conciseness and comprehensiveness. It is hypothesized that applying an
approach that is based on the institutional paradigm, as well as on the
systemic notion of Enterprise Ontology, would take away these causes.
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In order to achieve the expected benefits of applying the institutional paradigm,
the following features are desirable for a QMS:

1. Conciseness of the handbook;
2. Describe the main line only;
3. No irrelevant processes;
4. No ambiguity in process description;
5. Not sensitive to minor process changes.

DEMO is currently the only methodology that incorperates the notion of Enter-
prise Ontology. To test the hypothesis, as stated above, the DEMO methodology
will be assessed for the purpose of developing QMSs, both theoretically and prac-
tically.

3 DEMO

Enterprise Ontology is defined as the implementation independent understand-
ing of the operation of organizations, where organizations are systems in the
category of social systems. Being a social system means that the elements are
social individuals. One might expect that applying the notion of enterprise on-
tology contributes to the benefits of applying the institutional paradigm to QMS
as explained in Section 2. Since an ontological model abstracts from all imple-
mentation and realization issues, the resulting model will not be sensitive to
minor process changes (feature 5). As already mentioned, Enterprise Ontology
focusses on the interaction between and the responsibilities of social individuals.
This facilitates the making unambiguously clear to employees what the author-
ity and responsibility of each of them is. Practice experience has taught that
this contributes to cooperation improvement. DEMO [5] incorporates the notion
of Enterprise Ontology completely. It claims that the ontological model of an
enterprise satisfies the C4E quality criteria [5]. It is:

Coherent: It constitutes a whole.
Consistent: It does not contain any logical contradictions.
Comprehensive: It includes all relevant elements.
Concise: It is kept as brief as possible.
Essential: It is independent of realization and implementation.

At first sight, it seems that the C4E quality requirements are a good match to the
desired features 1 to 5. Process description should be kept as concise as possible
(feature 1) while it includes all relevant elements (comprehensive)(feature 2).
Furthermore the processes should not contain logical contradictions (consistent)
and constite a whole (coherent)(feature 3 and 4). Besides these properties, it is
very desirable that the document need not be changed for every minor change
in the enterprise.Thus, process descriptions should be implementation and real-
ization independent (essential)(feature 5). It can be concluded that Enterprise
Ontology is a good fit to the institutional paradigm. As mentioned in Section 2
DEMO is currently the only methodology that incorperates the notion of Enter-
prise Ontology. Figure 1 shows DEMO’s ontological aspect models [5]. The aspect
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Obect Construction Diagram (OCD)
& Transaction Result Table (TRT)

Business Process Diagram (BPD)

Action Diagram (AD)

Fig. 1. The ontological DEMO aspect models and the used representations

models can be represented either in diagrams or tables or a combination of the
two. Research on representations has turned out that the representations given
on the right side of Figure 1 appear practically most appropriate to describe
the processes in the QMS handbook [24]. The red parts show the Construc-
tion Model (CM), Process Model (PM) and the Action Model (AM). These are
the most important models for making QMS handbooks. The pink colored part
shows the State Model (SM), which is not used in handbooks. The Organization
Construction Diagram (OCD) and Transaction Result Table (TRT) represent
the CM. The Business Process Diagram (BPD) represents the PM and the Ac-
tion Diagram (AD) represents the AM. Each representation will be elaborated
by means of a small case in the coming subsections. This case is purely meant to
illustrate because the complete model would overshoot the mark of this paper.
A fully worked out case can be found in [24].

4 QMS Handbook

4.1 Layout

Determination of the optimal layout is a main topic in the research of Geskus
[24]. Figure 2 shows the page layout of the QMS. The first 6 pages contains
general information of the regarding enterprise. This is mandatory according
the ISO 9001 standard. The last pages in the handbook elaborates the legend
of the used symbols besides that a cross reference is included. The focus in this
paper is on the process descriptions and therefore are those pages not taken into
account in Figure 2. The variable page number ’n’ corresponds with the number
of processes that are to be described (n starts with 0 and adds up with multiples
of 2).

Figure 2 shows that page 7 and 8 are filled with the Actor Description Table
(ADT). This table enumerates the identified actor roles with their responsibilities
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Fig. 2. Layout of the QMS handbook

and authorities. Furthermore, it shows by which function(s) the actor role is
fulfilled. The ADT will be elaborated further in subsection 4.2. Page 9 contains
the CM represented in the OCD and Bank Contents Table (BCT). The BCT
shows information of the external banks. The Transaction Result Table (TRT)
is given on page 10, it specifies the results of the identified transactions. The
representations of the CM are further elaborated on in subsection 4.3. Each
process description takes at least 2 pages where on the left side the textual
process description is given. Herein are the aim, required instruments and KPI’s
of the process defined. Below, the BPD, and the transaction results of the process
are given. The elaborated BPD of the case is to be found in 4.4. The AD of the
process is given on the right side. The AD is to be found in 4.5. In theory the
AD contains all information that is given in BPD so one could say that the BPD
is redundant and be omitted. The reason why this is not the case will become
clear in subsection 4.4.

4.2 Actor Description Table

In Table 1 the actors of the OCD are listed. Only the internal actors are included.
In row BA-01, the order deliverer is marked in the column Managing Partner
(MP). This is to be explained as follows: the position MP fulfills the role of order
deliverer and is assigned to the responsibilities as listed in the last column. In
general a position fulfills at least one actor role and an actor role is fulfilled by
at least one position.

Table 1. The Actor Description Table

Nr. Name M
P

C
o
n
su

lt
a
n
t

O
ff
ic

e
m

a
n
a
g
er

Responsibilities & Authorities

B-A01 order deliverer X •Guarantees that INQA keeps its promises to the customer and
guarantees the order quality.
•Clear communication between order producer and customer about
the order results and the execution of the order.
•Is aware of all possible signals indicating a customer’s dissatisfac-
tion.

B-A02 order producer X X •Execution of the order.
•Share knowledge, expertise and tangible products to reach an op-
timal result.
•Execution of the order according to plan of action.
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Practical reflection. Practical experience has revealed that the ADT, particularly
on the work floor, brings a significant contribution to the support of the QMS
by employees. This first table in the handbook make the employees recognize
their operation and the corresponding responsibilities and authorities. This fits
directly to the recommendations of Boiral [3]; recognition of the employee in
models leads to an increase in support of the QMS among the employees. This
support is crucial for a successfulimplementation.

4.3 Representation of the CM

As one can see, the OCD in Figure 3 clearly outlines the scope of the QMS. The
Service delivery company has responsibility for all processes within this outline
titled: “Service delivery company”. These outlines are called boundaries in the
DEMO. At the edge of this outline the interactions with the gray colored external
actors are shown. E.g: the customer (CA01) requests the delivery of an order
from the internal order deliverer B-A01, making it clear that the responsibility
of the order delivery lies with the service delivery company.

Order Execution (partly)

deliver order

B-T01

pay order

B-T03

produce order

B-T02
order producer

B-A02

order deliverer

B-A01
CA01

customer

Services portfolio

CPB01

Service delivery
Company

Fig. 3. The Organization Construction Diagram

Transaction Result Table. The transaction results as formulated in [5] are hard
to explain to non-DEMO experts when the SM is not given, as is the case in the
QMS handbook. Therefore a different notation is chosen to formulate the trans-
action results. The transaction results are formulated according to the Semantics
of Business Vocabulary and Business Rules (SBVR) [25] to distinguish between
types and instances. Both notations of the transaction result of B-T01 are given
in Table 2. At first sight, one could say that there are not many differences, but
it is important to distinguish clearly between type and instance. In DEMO-2
notation it is clear that O is a variable and Order is the type that can be instan-
tiated, e.g.: Order is delivered is the type and the instance can be Order INQ368
is delivered. In SVBR notation the type always starts with a capital, which does
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Table 2. Transaction Results formulated according DEMO-2 and SBVR

Nr. Transaction name Nr. Transaction result(DEMO-2) Transaction result(SBVR)
B-T01 deliver order B-R01 Order O is delivered. Order is delivered.

not look strange to a non-DEMO expert. To avoid unnecessary discussion with
non-DEMO experts we have chosen to use the SBVR notation in the handbook.
In Table 3 the transaction results of the three transactions are given.

Table 3. Transaction Result Table

Nr. Transaction name Nr. Transaction result
B-T01 deliver order B-R01 Order is delivered.
B-T02 produce order B-R02 Order is produced.
B-T03 pay order B-R03 Order is paid.

Bank Contents Table. Table 4 specifies the contents of the external banks. The
dotted lines from an actor role to an external bank are information links. An
information link is to be explained as follows: an actor needs external information
from the bank in order to do its work. For example, in Figure 3, both the order
deliverer and customer are linked to the services portfolio bank: both need to
know what kind of services INQA provides.

Table 4. Bank Contents Table

Bank nr. Bank name Bank content Actor nr. Actor name
B-CPB01 Services portfolio Services B-CA02 capacity/knowledge deliverer

General conditions B-A01 order deliverer

Practical Reflection. The CM is the most abstract aspect model of DEMO that
gives an overview of all identified transactions and actor roles. This is the first
model that is shown in the handbook. The CM has proven to be very useful,
especially in discussions with managers. This can be explained as follows: the CM
is capable, because of its concise and comprehensiveness, to show the essence of
an entire enterprise on one page. This powerful instrument function as a strong
fundament in discussions with managers about responsibilities and authorities,
futhermore it obliges that the discussion is kept on the correct abstraction level.
The CM replaces the EFQM Excellence model [26] is a predefined management
system that is used to structure an ISO 9001 handbook. It may be clear that
the CM is much more useful compared to the EFQM Excellence model because
it reflects the true Enterprise.

4.4 Representation of the Process Model

The PM is represented by the BPD. The BPD enables to reveal dependency and
causal relations between transactions in a concise way. DEMO experts are able
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EO R

deliver order

MPB-T01

EO R

customer

pay order

B-T03

EO R

MP Consultant

produce order

B-T02

Fig. 4. The Business Process Diagram

to see (Figure 4) in one glance that both B-T02 and B-T03 are component trans-
actions of B-T01. In other words: transactions B-T02 and B-T03 are required to
end-up in the accepted state before B-T01 can be finish the execution step. Be-
sides it shows that the order payment must be promised before the transaction:
produce order can be requested.

Practical Reflection. Although the BPD is a very powerful representation that
enables to show the structure of transactions, practical experience has taught
that the BPD has initially a deterrence effect to non-DEMO experts. The main
cause for this is that the diagram and the used symbols itself are not self-
explanatory, therefore it is chosen to combine the BPD and AD next to each
other as shown in subsection 4.1. Interviews with employees have revealed that
the BPD is skipped at the first moment and the focus is on the AD. After read-
ing the AD by employees, the relation between the AD and BPD becomes clear
and the addition of the BPD becomes evident.

4.5 Representation of the Action Model

The AM is represented by the AD. The AD deviates from the developed pseudo
algorithmic representation of Dietz. The main reason for this is that practical
experience in making DEMO models has taught that the pseudo algorithmic
representation [5] of the AM is hard to interpret by employees without a (com-
puter) science related background. As an alternative the AD has been developed.
Figure 5 shows a single AD element.

Infological Action #1 performed when B-T0x is promised

Infological Action #2 performed when B-T0x is promised

Datalogical Action #1 performed when B-T0x is promised

Promise
IF <condition>
ELSE

Request Data carrier:

Data carrier that is needed to
perform infological action #1

Fulfiller of role B-A0x

B-A0x

Fulfiller of role CA0x

C-A0x

deliver orderB-T0x

deliver orderB-T0x

Fig. 5. The Action Diagram element
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As one can see in Figure 5, the element is build up in 3 columns. The cells in
the first column are filled with the actor role. Its fulfiller that correspond with
the performed transaction step in the second column. The fulfiller of the actor
role is given mainly to lower the understanding threshold that was explained
in Section 2. The cells in the second column do always contain a transaction
step (e.g. request, promise, etc.) and, if applicable, a condition that needs to
be satisfied. Furthermore infological and datalogical actions can be defined. The
third column contains the needed data carrier for the condition or to perform
the infological or datalogical action. Figure 6 shows the elaborated AD of the
service delivery company’s order execution process (partly) which is built from
AD elements as depicted in Figure 5. As one can see, the actions and conditions
inside the AD elements are written in natural language.

Practical Reflection. The AD is the most exhaustive diagram of DEMO. It
contains all information that is also contained in the CM and PM; but in a

is given.
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agreements.

monthly summary
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Fig. 6. The Action Diagram
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different, and not so easily accessible, way. Practical experience has revealed
that the AD is very easy to interpret. This is not very surprising because the
AD has a lot of similarities with traditional flowcharts. A disadvantage of the
AD might loose its clear overview when the number of relationships between the
transaction steps increases. The challenge to optimize the composition in order
to realize a clear overview can in result in a tough and time consuming job for
the modeler.

5 Evaluation and Conclusions

The new shape of the QMS handbook, as proposed in Section 4, has been tested
in two SME companies, namely INQA Quality Consultants and KIPP en Zonen.
In both cases the handbook was produced for the purpose of getting the ISO
certification. INQA is a service delivery company that conducts ISO certifcations
in other companies, Kipp en Zonen produces state-of-the-art high quality elec-
tronical devices. In both cases the experiment has been extensively discussed an
evaluated. One of the results is that the use of the ADT offers a significant con-
tribution to the support by the employees of the developed QMS. Another one
is that the CM has proven to be a powerful instrument in discussions with man-
agers. In particular, the CM has been discussed as a potential substitute for the
EFQM Excellence model [26] that was used mostly before. Managers consider
the CM to be a substantial improvement compared to the EFQM Excellence
model because it represents for them the ’real’ enterprise. Lastly, as elaborated
in Section 4.4 and 4.5, combining the BPD and the AD leads to an increase in un-
derstanding the structure of processes by employees. In addition, the employees
get a more clear picture of their responsibilities. We have discussed the results
of our approach with the managment of INQA. This has lead to the decision
by the management to adopt the new approach in future certification projects.
Although the practical evaluation is only based on two cases, the results so far
are very interesting and promising. It endorses Boiral’s conclusions [3] that the
application of a methodology that supports the institutional paradigm results in
an increase of commitment by the employees. This has been observed convinc-
ingly. Regarding the desirable features of a QMS handbook, as presented in the
introduction, the next conclusions can be drawn. First, the produced handbooks
are absolutely concise. The reduction in size is estimated at about 80 percent.
Next, since this reduction stems mainly from focussing on the ontological model
of the enterprise, the other features are achieved as a more or less logical conse-
quence of this. Whether the process descriptions are indeed insensitive to minor
changes needs to be experienced yet. However, the evaluations of over 100 other
projects in which DEMO has been applied [27] indicate that this will certainly
be the case.
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politiques du bonheur, Syros, Paris, France (1995)

21. Seddon, J.: The case against ISO 9000. Oak Tree Press, Dublin (2000)
22. Beattie, K.R.: Implementing ISO 9000: A study of its benefits among australian

organizations. Total Quality Management & Business Excellence 10(1), 95–106
(1999)

23. Anderson, S.W.: Why firms seek ISO 9000 certification: Regulatory compliance.
Production Oper. Management 8(1), 28–43 (1999)

24. Geskus, J.: Demo applied to quality management systems. Master’s thesis, Delft
University of Technology (2008)

http://www.ciaonetwork.org


142 J. Geskus and J. Dietz

25. OMG. Semantics of business vocabulary and business rules(sbvr), v1.0. In: Seman-
tics of Business Vocabulary and Business Rules(SBVR), v1.0 (2008)

26. Russell, S.: ISO 9000:2000 and the efqm excellence model: competition or co-
operation? Total Quality Management 11, 657–665 (2000)

27. Mulder, J.B.F., Dumay, M., Dietz, J.L.G.: Demo or practice: Critical analysis of
the language/action perspective. In: Proceedings of the LAP Conference (October
2005)



A. Albani, J. Barjis, and J.L.G. Dietz (Eds.): CIAO!/EOMAS 2009, LNBIP 34, pp. 143–156, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Analyzing Organizational Structures Using Social 
Network Analysis 

Chuanlei Zhang1, William B. Hurst1, Rathinasamy B. Lenin2, Nurcan Yuruk1, 
and Srini Ramaswamy2 

1 Department of Applied Science, University of Arkansas at Little Rock,  
2801 S. University Avenue, Little Rock, Arkansas 72204, USA 

{cxzhang,wbhurst,nxyuruk}@ualr.edu 
2 Department of Computer Science, University of Arkansas at Little Rock, 

2801 S. University Avenue, Little Rock, Arkansas 72204, USA 
rblenin@ualr.edu, srini@acm.org 

Abstract. Technological changes have aided modern companies to gather 
enormous amounts of data electronically.  The availability of electronic data has 
exploded within the past decade as communication technologies and storage 
capacities have grown tremendously. The need to analyze this collected data for 
creating business intelligence and value continues to grow rapidly as more and 
more apparently unbiased information can be extracted from these data sets. In 
this paper we focus in particular, on email corpuses, from which a great deal of 
information can be discerned about organization structure and their unique cul-
tures. We hypothesize that a broad based analysis of information exchanges (ex. 
emails) among a company’s employees could give us deep information about 
their respective roles within the organization, thereby revealing hidden organ-
izational structures that hold immense intrinsic value. Enron email corpus is 
used as a case study to predict the unknown status of Enron employees and 
identify homogeneous groups of employees and hierarchy among them within 
Enron organization.  We achieve this by using classification and cluster tech-
niques.  As a part of this work, we have also developed a web-based graphical 
user interface to work with feature extraction and composition. 

Keywords: Business intelligence, organizational hierarchies, classification, 
clustering, Enron email corpus. 

1   Introduction 

Technological changes have aided modern companies to gather enormous amounts of 
data electronically. In this paper we focus in particular, on email corpuses, from 
which a great deal of information can be discerned about organization structure and 
their unique cultures. It can also be used as a ‘window’ by entities such as private 
equity firms, insurance companies, or banks that aspire to do due diligence in under-
standing a company’s culture, be it in legal, regulatory or other needs. We hypothe-
size that a broad based analysis of information exchanges (emails in this instance) 
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among a company’s employees could give us deep information about their respective 
roles within the organization, thereby revealing hidden organizational structures that 
hold immense intrinsic value. Therefore, these corpuses can be considered as a crucial 
value-added proposition, which helps one decipher the emerging social structures, as 
well as potentially identify key personnel (rising stars) within an organization.  Such 
analysis is known as Social Network Analysis (SNA).  From a purely business per-
spective, such type of analysis helps us avoid bias in judging / evaluating the impor-
tance of each and every player (employee) of an organization, and providing a de-
tailed view that does not solely depend on key administrative decision makers in 
modern day hierarchical organizational structures.  As a preliminary study, we have 
earlier used SNA in analyzing software developer roles open-source software (OSS) 
development to identify key developers and coordinators in making OSS systems 
more successful [1].  

The analysis of social networks has focused on a set of important, but relatively 
simple measures of network structure [2]; these include issues such as degree distribu-
tions, degree correlations, centrality indices, clustering coefficients, subgraph (motif) 
frequencies, preferential attachment, node duplications, degree distributions and cor-
relations.  Recently researchers have begun studying wider community structures in 
networks and issues such as interconnectedness, empirical relationships, weak com-
munity links, collaboration, modularity and community structures [3]. SNA in elec-
tronic media essentially involves “Link Mining”. Link mining is a set of techniques 
which is used to model a linked domain using different types of network indicators 
[4]. A recent survey on link mining can be found in [5].  Its applications include 
NASDAQ surveillance [6], money laundering [7], crime detection [8], and telephone 
fraud detection [9]. In [10], the authors showed that customer modeling is a special 
case of link mining.   

The public availability of Enron Corporation’s email collection, released during the 
judicial proceedings against this corporation, provides a real rich dataset for research 
[11, 12].  In [13, 14], the authors used Natural Language Processing techniques to 
explore this email data.  In [15], the authors used SNA to extract properties of the 
Enron network and identified the key players during the time of Enron’s crisis.  In 
[16], the authors analyzed different hierarchical levels of Enron employees and stud-
ied the patterns of communication of the employees among these hierarchies.  In [17], 
the authors used a thread analysis to find out employees’ responsiveness.  In [18], the 
authors used an entropy model to identify the most relevant people.  In [19], the au-
thors proposed a method for identity resolution in the Enron email dataset.  In [20], 
the authors deployed a cluster ranking algorithm based on the strength of the clusters 
to this dataset.  In [21], the authors provided a novel algorithm for automatically ex-
tracting social hierarchy data from electronic communication behavior. 

In this paper, we apply SNA to identify different social groups among employees 
based on the emails they exchanged and attempt to predict organizational structure that 
emerges from such complex social networks. Such an analysis can be very useful from 
an economic perspective for reasons such as business strategy, competition, multi-
player perspectives, enabling leadership and innovation support structures, stability and 
societal benefit. Our work is different from that of most of the earlier works, in that it 
is significantly more comprehensive. Specifically, it focuses on the following two 
issues, which are significant value-added propositions for any organization.  
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1. First, we mine the email corpus to collect the data such as counts of the emails 
which were exchanged between Enron employees using the To, Cc and Bcc 
fields, different combinations and ratios of these counts, and the response ratio 
to emails sent by each employee. The development and use of composite fea-
tures of these various fields (of email data) in our work is significantly differ-
ent from all reported earlier work. We use clustering algorithms [22] and clas-
sification algorithms [23] to analyze the data in order to identify homogeneous 
groups of employees and to predict the designation status of employees whose 
status were undocumented in the Enron database report.  For clustering we 
used matlab and for classification we used weka [24]. Furthermore, we have 
developed a web-based Graphical User Interface (GUI) that can work with dif-
ferent classifiers to automate feature selection and composition, so that we can 
interactively carry out the classification analysis.  The validity of clusters is 
demonstrated using different widely used statistical measures [25-28]. The 
validation of classification-based prediction is done by predicting the designa-
tion status of employees, for whom the status is known. 

2. Second, we use prediction techniques to identify employees who may be per-
forming roles that are inconsistent with other employees in similar roles within 
the organization. We hypothesize, that these roles may be associated with ei-
ther more leadership responsibilities or with more mundane day to day opera-
tional responsibilities that keep the organization focused on its core capabili-
ties. Such personnel tend to play either a critically vital role in the organization 
in helping it accomplish its goals and missions (through leadership, mentoring 
and training of junior employees) or, are leading indicators of poor performers.  
This implies that the remaining employees perform within well-defined 
‘bounded’ roles in the organization.  

The paper is organized as follows. In section 2, we briefly talk about Enron email 
corpus and features we extracted from this corpus. In section 3, we discuss about 
clustering techniques we used and about the GUI we developed to work with weka.  
In section 4, we discuss the results, and in section 5 we conclude this work and dis-
cuss possible future work in this direction. 

2   Enron Email Corpus 

The Enron email dataset was initially made public by Federal Energy Regulation 
Commission.  The raw dataset can be found at [11]. There are different versions of the 
datasets processed by different research groups. We collected our dataset from [12], as 
a MYSQL dump, because the authors cleaned this dataset by removing duplicate 
emails and processed invalid email address. In this dataset, there are a total of 252759 / 
2064442 email messages being sent to / received by a total of 151 Enron employees.  
Information about each of these employees such as full name, designation, email ad-
dress, emails sent, emails received, subject and body of emails, and references to these 
messages is maintained in different tables. For 56 employees, the designation informa-
tion is unavailable and they are marked as ‘N/A’ in the dataset.  In this paper, we try  
to establish the designation status of these 56 employees. In Table 1, we tabulate  
the assigned employee identity numbers, and designation status of 151 employees of 
Enron [29].   
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Table 1. Details of Enron employees 

ID Status ID Status ID Status 
1 
2 
3 
4 
5 
6 
7 
8 
9 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 

Director 
Director 

Employee 
Manager 
Employee 
Employee 
Employee 
Employee 
Employee 

N/A 
N/A 

Employee 
N/A 

Vice President 
Employee 

N/A 
Manager 

N/A 
Employee 

N/A 
Director 
Trader 

Vice President 
Manager 
Employee 
Director 

Employee 
N/A 

Vice President 
N/A 
N/A 

Vice President 
N/A 
N/A 

Vice President 
President 

Vice President 
Vice President 

N/A 
Trader 
N/A 

Manage 
N/A 

Vice President 
N/A 
CEO 

Employee 
N/A 
N/A 
N/A 

51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 
66 
67 
68 
69 
70 
71 
72 
73 
74 
75 
76 
77 
78 
79 
80 
81 
82 
83 
84 
85 
86 
87 
88 
89 
90 
91 
92 
93 
94 
95 
96 
97 
98 
99 

100 

Vice President 
Employee 

CEO 
President 

N/A 
N/A 
N/A 

Trader 
N/A 

Trader 
Employee 
Employee 

N/A 
N/A 

Managing Director 
President 

N/A 
Vice President 
Vice President 

Employee 
N/A 
N/A 

Employee 
In House Lawyer 

N/A 
N/A 

Employee 
Vice President 

N/A 
N/A 

Employee 
N/A 

Vice President 
N/A 

Employee 
N/A 

Employee 
Trader 
N/A 

Manager 
N/A 

Vice President 
Employee 

N/A 
N/A 

Vice President 
N/A 
N/A 
N/A 

Employee 

101 
102 
103 
104 
105 
106 
107 
108 
109 
110 
111 
112 
113 
114 
115 
116 
117 
118 
119 
120 
121 
122 
123 
124 
125 
126 
127 
128 
129 
130 
131 
132 
133 
134 
135 
136 
137 
138 
139 
140 
141 
142 
143 
144 
145 
146 
147 
148 
149 
150 
151 

Director 
N/A 

Vice President 
N/A 
N/A 

Director 
President 
Manager 
Manager 

Managing Director 
N/A 
N/A 
N/A 

Employee 
N/A 

Employee 
Manager 
Employee 
Employee 
Director 
Director 

Employee 
Manager 
Trader 
Trader 

Vice President 
CEO 

Employee 
N/A 

Director 
Trader 
Trader 
Trader 
Trader 
N/A 

Employee 
Vice President 

Trader 
In House Lawyer 

Employee 
N/A 

Employee 
Employee 

N/A 
N/A 
N/A 

In House Lawyer 
N/A 

Employee 
N/A 

Employee 
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The dataset extractions where performed at two different levels of discrimination: 
1) Localized Email communications (between Enron employees) and 2) Global Email 
communications (Email involving Enron employees on a global scale). For the former 
level, email communications among Enron employees were pulled out of the data-
base. For the latter case, a closer level of discrimination was observed, since an Enron 
employee could be involved in the Email messages from four different levels of ab-
straction: To, Cc, Bcc, and From. Scripts (in Perl) were used to connect to the 
MYSQL database tables and extract the data through table joins to fulfill the data 
requirements for analysis. Once the data has been extracted out, a secondary set of 
scripts were used to place the data in formats suitable for the types of analysis planned 
to be performed. In these final steps the data was placed into tab delimited data files 
and comma delimited files; with subsequent use either in raw data form, or in matrix 
type summary formats. 

3   Analysis 

In this section we discuss briefly the clustering and classification algorithms and fea-
tures sets we collected from Enron email corpus for these algorithms.  

We use classification analysis to predict the designation status of employees whose 
status are reported as ‘N/A’ in the email corpus.  We use k-means, density based ex-
pectation maximization (EM), and tree-random forest techniques for classification 
analysis [23].  Classification algorithms are based on supervised learning methodol-
ogy; which assumes the existence of a teacher-fitness function or some other external 
method of estimating the proposed model.  The term “supervised” means “the output 
values for training samples are known (i.e., provided by a ‘teacher’)” [30].  In our 
analysis, we use employee’s records for which designation status is known to train the 
algorithm and use the model obtained from the trained data set to predict the status of 
employees with ‘N/A’ values in their designation fields.  Validation of prediction 
using these classification techniques is done using the available designation informa-
tion of 95 (out of a total of 151) employees, i.e the status of 56 employees was un-
specified).  We use clustering analysis to identify homogeneous groups, of employees 
within the Enron organization. To achieve this we use k-means and fuzzy c-means 
clustering algorithms [22].  Each cluster has a centroid, which is a vector that contains 
the mean value of each feature for the employees within the cluster.  Once clusters are 
identified, we create a centroid matrix and use hierarchical clustering to identify the 
similarities and hierarchies among different clusters.   It is important to validate clus-
ter results to test whether the right number of clusters is chosen and to test whether 
cluster shapes correspond to the right groupings in the data. 

3.1   Finding the Optimal Number of Clusters  

Techniques such as the silhouette measure, partition coefficient, classification entropy, 
partition index, separation index, and Xie and Beni's index are used to find the optimal 
number of clusters [25-28]. The silhouette measure is a measure of how close each 
point in one cluster is to points in the neighboring clusters. The partition coefficient 
measures the amount of overlap between clusters. Xie and Beni’s index quantifies the 
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ratio of the total variation within clusters and separation of clusters. Partition index is 
the ratio of the sum of compactness and separation of clusters. The classification en-
tropy measures the fuzziness of the cluster partition. Separation index uses a minimum-
distance separation for partition validity.  The optimal number of clusters is achieved 
when the first three measures (silhouette measure, partition coefficient, and Xie and 
Benn index) attain the first local maxima and the later three measures (partition index, 
classification entropy, and separation index) attain their first local minima. 

It is to be noted that not all these techniques are designed to be used with all the 
chosen clustering techniques.  For instance, the silhouette measure is applicable for all 
clustering techniques whereas partition coefficient and classification entropy are most 
suitable for fuzzy c-mean algorithm. However, by applying several of these six vali-
dation measures together, we can obtain an optimal number of clusters by comparing 
and contrasting the choices for the number of clusters that concurrently satisfy a ma-
jority of these choices.   

3.2   Feature Set Identification 

For each identifiable employee in the database, we identified nine specific features 
that could be used for clustering and classification. These features are tabulated in 
Table 2 and we use these features in our cluster and classification analysis that is 
reported in section 4. As indicated earlier, the development and use of the ratio fea-
tures is significantly different from all reported earlier work on the Enron corpus. The 
major improvement that the use of ratios accomplish is to remove some of the unde-
sirable ‘biasing’ effects of the raw data collected.  

4   Results 

In this section, we provide results of our classification and clustering analysis.  The 
consolidated statistics, based on the designation status given in Table 1, is tabulated in 
Table 3.  For our clustering, analysis and prediction we use the groupings as identified 
in Table 4.  

4.1   Classification Analysis Results 

For classification analysis, to predict the status of employees with ‘N/A’ fields, we 
first tested the dataset using k-means, density based expectation maximization (EM) 
and tree-random forest techniques. For the analysis we created six different employee 
groups based on their designation as shown in Table 4 and further assigned numeric 
ranks to these groups. 

We used the features listed in Table 2 for the employees with known designation 
status as the training data to train the classification algorithms. Steps involved in  
the process of classification are explained pictorially in Fig. 1. Different techniques  
(k-means, density based expectation maximization (EM) and tree-random forest) were 
used to test accuracy. While both k-means and density based EM did not produce  
an accuracy rate of more than 60%, the tree-random forest technique, produced best  
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Table 2. Features extracted for Enron email corpus 

Feature Id Feature Description 

1f  Number of emails sent in Cc field 

2f  Number of responses received for emails mentioned for feature 1f  

3f  Cc Response Ratio: 1f / 2f  

4f  Number of emails sent in To field 

5f  Number of responses received for emails mentioned for feature 4f  

6f  To Response Ratio: 4f / 5f  

7f  Number of emails received in the To field 

8f  Number of emails received in the Cc field 

9f  Informational Response Ratio:  7f / 8f  

 

Table 3. Consolidated statistics of Enron employees based on their status 

Status Count 
N/A 
CEO 
Director 
Employee 
In house lawyer 
Manager 
Managing Director 
President 
Vice President 
Trader 

56 
3 
9 
35 
3 
9 
2 
4 
18 
12 

Table 4. Six groups of employees based on their designation 

Status Group Name Rank 
Director, Manager 
Vice President, CEO, President 
Employee 
In House lawyer 
Trader 
Managing Director 

Middle-Management 
Upper-Management 
Employee 
In House lawyer 
Trader 
Managing Middle-Management 

3 
1 
4 
4 
4 
2 

 
 

 

accuracy of 100%. Given the relatively limited size of the data this is expected and 
hence, the tree-random forest technique is used to predict the ‘N/A’ status of employees. 

Some interesting observations are to be made in the results of predicting employee 
ranks that were ‘N/A’. These are shown in Table 5. In column 2, we predicted the  
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Fig. 1. Steps in classification analysis 

rank of ‘N/A’ employees without using the ratio features f3, f6, and f9 (from table 2). 
In column 3 of Table 5, the results of predicting the rank of ‘N/A’ employees without 
using two key ‘differentiation’ features – i.e. the feature f8 - where the recipient were 
sent a ‘cc’ and the ratio f9, where the ratio of emails sent is computed.  In column 4, 
the prediction of ranks of these ‘N/A’ employees using all features is presented, while 
in column 5, we present the results of predicting the roles of all employees – includ-
ing ranks of those that were previously specified. The objective was to identify and 
predict some of the subtle differences in the internal roles played within the organiza-
tional by these large number of employees that were reported as ‘N/A’. From column 
5, using the most complete set of features it can be seen that about 41 of these play a 
upper (23) or middle (18) management ranked employees. Only 15 played the role of 
an employee (12) or trader (3). This is in stark contrast to not using ratios as features, 
where 32 of them ranked as either employees (27) or traders (5) in comparison to 23 
that ranked as middle (8) or upper management (15) designations.  

4.2   Cluster Analysis Results 

In this section, we apply cluster analysis for the email dataset to identify homogene-
ous groups, of employees within the Enron organization. To achieve this we use fuzzy 
c-means clustering algorithms. We use the silhouette measure, partition coefficient, 
classification entropy, and Xie and Beni's index, to validate the right number of clus-
ters and fuzzyness of the cluster partition. Once the clusters are identified, we create a 
centroid matrix and use hierarchical clustering to identify hierarchies among different 
clusters. 
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Table 5. Predicting Roles of ‘N/A’ Designations 

1st ro un d p r edi ctio n 2 nd ro u nd pred icti on
10 Em plo y ee Em p loy ee U pp er M a na g em ent U p pe r M a n a g em en t
11 Em plo y ee Em p loy ee In H o use La w y er Em p lo y ee
13 Em plo y ee Em p loy ee U pp er M a na g em ent U p pe r M a n a g em en t
16 Em plo y ee Em p loy ee U pp er M a na g em ent U p pe r M a n a g em en t
18 Em plo y ee Em p loy ee U pp er M a na g em ent U p pe r M a n a g em en t
20 Em plo y ee Em p loy ee Em plo ye e Em p lo y ee
28 Em plo y ee Em p loy ee M id dle M a nag e m ent U p pe r M a n a g em en t
30 Em plo y ee Em p loy ee U pp er M a na g em ent Tr a der
31 Em plo y ee Em p loy ee U pp er M a na g em ent M idd le M a n a g em en t
33 Em plo y ee Em p loy ee Em plo ye e U p pe r M a n a g em en t
34 Em plo y ee Em p loy ee M a na g ing M id dle M ana g em ent M idd le M a n a g em en t
39 Em plo y ee Em p loy ee U pp er M a na g em ent U p pe r M a n a g em en t
41 Em plo y ee Em p loy ee U pp er M a na g em ent M idd le M a n a g em en t
43 Em plo y ee Em p loy ee M id dle M a nag e m ent M idd le M a n a g em en t
45 Em plo y ee Em p loy ee Trad er M idd le M a n a g em en t
48 Em plo y ee Em p loy ee U pp er M a na g em ent U p pe r M a n a g em en t
49 Em plo y ee Em p loy ee In H o use La w y er U p pe r M a n a g em en t
50 Em plo y ee Em p loy ee M id dle M a nag e m ent M idd le M a n a g em en t
55 Em plo y ee Em p loy ee U pp er M a na g em ent U p pe r M a n a g em en t
56 Em plo y ee Em p loy ee M a na g ing M id dle M ana g em ent M idd le M a n a g em en t
57 Em plo y ee Em p loy ee Em plo ye e Em p lo y ee
59 Em plo y ee Em p loy ee Em plo ye e Em p lo y ee
63 Em plo y ee In H ou se La w y er U pp er M a na g em ent U p pe r M a n a g em en t
64 Em plo y ee M a n a g in g M id dle M ana g em en t Trad er M idd le M a n a g em en t
67 Em plo y ee M id dle M a nag em en t U pp er M a na g em ent U p pe r M a n a g em en t
71 Em plo y ee M id dle M a nag em en t M id dle M a nag e m ent Tr a der
72 Em plo y ee M id dle M a nag em en t Em plo ye e Tr a der
75 In Ho u se L a w ye r M id dle M a nag em en t U pp er M a na g em ent U p pe r M a n a g em en t
76 M idd le M a n ag em en t M id dle M a nag em en t In H o use La w y er U p pe r M a n a g em en t
79 M idd le M a n ag em en t M id dle M a nag em en t Em plo ye e M idd le M a n a g em en t
80 M idd le M a n ag em en t M id dle M a nag em en t U pp er M a na g em ent U p pe r M a n a g em en t
82 M idd le M a n ag em en t M id dle M a nag em en t M a na g ing M id dle M ana g em ent Em p lo y ee
84 M idd le M a n ag em en t Trad er U pp er M a na g em ent U p pe r M a n a g em en t
86 M idd le M a n ag em en t Trad er Em plo ye e Em p lo y ee
89 M idd le M a n ag em en t Trad er U pp er M a na g em ent U p pe r M a n a g em en t
91 M idd le M a n ag em en t U pp er M ana g em en t M id dle M a nag e m ent U p pe r M a n a g em en t
94 Tr ader U pp er M ana g em en t Trad er M idd le M a n a g em en t
95 Tr ader U pp er M ana g em en t Em plo ye e U p pe r M a n a g em en t
97 Tr ader U pp er M ana g em en t M id dle M a nag e m ent M idd le M a n a g em en t
98 Tr ader U pp er M ana g em en t M a na g ing M id dle M ana g em ent U p pe r M a n a g em en t
99 Tr ader U pp er M ana g em en t Trad er Em p lo y ee
102 U p pe r M an a g em en t U pp er M ana g em en t In H o use La w y er M idd le M a n a g em en t
104 U p pe r M an a g em en t U pp er M ana g em en t U pp er M a na g em ent M idd le M a n a g em en t
105 U p pe r M an a g em en t U pp er M ana g em en t Trad er Em p lo y ee
111 U p pe r M an a g em en t U pp er M ana g em en t Em plo ye e U p pe r M a n a g em en t
112 U p pe r M an a g em en t U pp er M ana g em en t M id dle M a nag e m ent M idd le M a n a g em en t
113 U p pe r M an a g em en t U pp er M ana g em en t M id dle M a nag e m ent U p pe r M a n a g em en t
115 U p pe r M an a g em en t U pp er M ana g em en t Em plo ye e Em p lo y ee
129 U p pe r M an a g em en t U pp er M ana g em en t M a na g ing M id dle M ana g em ent M idd le M a n a g em en t
135 U p pe r M an a g em en t U pp er M ana g em en t U pp er M a na g em ent U p pe r M a n a g em en t
141 U p pe r M an a g em en t U pp er M ana g em en t U pp er M a na g em ent Em p lo y ee
144 U p pe r M an a g em en t U pp er M ana g em en t Em plo ye e Em p lo y ee
145 U p pe r M an a g em en t U pp er M ana g em en t M id dle M a nag e m ent M idd le M a n a g em en t
146 U p pe r M an a g em en t U pp er M ana g em en t M id dle M a nag e m ent M idd le M a n a g em en t
148 U p pe r M an a g em en t U pp er M ana g em en t M id dle M a nag e m ent M idd le M a n a g em en t
150 U p pe r M an a g em en t U pp er M ana g em en t Em plo ye e Em p lo y ee

All F eat ur es
Em p ID W ith ou t Rat io Seven Featu re s

  
 
 

Since the dataset is limited and the expected number of clusters is not too large, we 
use the fuzzy c-means clustering algorithm to identify the homogeneous group of 
employees using the features given in Table 2.  Based on the validity measures shown 
in Fig. 2, the optimal cluster size is found to be 6, and these clusters are displayed in 
Fig. 3.  For these 6 clusters, the hierarchy tree is shown in Fig. 4.  Clusters 2 and 6 are 
in the same (bottommost) level, cluster 4 is in the next level, clusters 1 and 5 are in 
the next level, and cluster 3 is in the top level.  The tree structure can be interpreted as 
follows based on the number of emails exchanged among them: Members of clusters 
2 and 6 possess similar characteristics and report to members of cluster 4 who in turn  
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(a) Average silhouette values (b) Partition coefficient measures 
 

  

(c) Classification entropy measure (d) Xie and Benn index 
 

Fig. 2. Validation for optimal number of clusters for fuzzy c-means clustering technique 

 
report to members of cluster 3. Strangely though clusters 1 and 5 possessed similar 
characteristics, they stay independent of other clusters. 

The topmost cluster in the tree is 3 and whose members’ ids and status are tabu-
lated in Table 6. For the predicted status, the status group based on Table 4 is pro-
vided. Clusters 1 and 5 are isolated from other four clusters. The members of cluster 1 
are 75 and 107, and members of cluster 5 are 48, 67, 69, and 73.  Except 73 and 75 
(employee and middle management), all other members belong to upper management 
group.  We know that member 107 is the President and its interesting that grouped 
with the president is employee 75 (originally N/A). This person (75) can be consid-
ered as a key connection point for other clusters.  It is also clear that the management 
groups are isolated from other groups (clusters 2, 3, 4 and 6) which may be an ideal 
case for any organization. Similarly, the employee member 73 belongs to cluster 5; 
which is dominated by upper-management members and function closely with Presi-
dent’s group and hence he/she can be considered to be a key connection between 
cluster 5 and other clusters. 



 Analyzing Organizational Structures Using Social Network Analysis 153 

 

Fig. 3. Identification of employee clusters 

 

Fig. 4. Hierarchy among clusters (using fuzzy c-means clustering) 

The members of cluster 3 (top left in Fig.2) mostly consists of traders and employ-
ees. Members in clusters 2, 4 and 6 (top right, bottom right and middle left in Fig. 2) 
are mixed with members of well-mixed status and hence nothing much can be inferred 
from this, although members of 2 and 6 work in the same hierarchy level (Fig. 3). 
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Table 6. Members of top level cluster in the hierarchical tree based on fuzzy c-means clustering 
technique 

ID Status Predicted Status (Table 5) 
18 
23 
48 
67 
69 
73 
75 
107 
114 
137 
147 

N/A 
Vice President 
N/A 
N/A 
Vice President 
Employee 
N/A 
President 
Employee 
Vice President 
In House Lawyer 

N/A → Upper Management 
* 
N/A → Upper Management 
N/A → Upper Management 
* 
* 
N/A → Upper Management 
* 
* 
* 
* 

 
Since most of the upper management members are isolated well in clusters 1 and 5 

and seem to have acted independent of the other clusters, we can safely conclude that 
SNA based on the features we extracted from the email corpus verifies our hypothe-
sis: “A broad based analysis of information exchanges (emails in this instance) among 
a company’s employees could give us deep information about their respective roles 
within the organization, thereby revealing hidden organizational structures that hold 
immense intrinsic value.” In case of Enron, this indicates that the regular employees 
were probably quite unaware of the emerging problems within the organization. Fur-
thermore, this email corpus also indicates that the presence of management personnel 
(upper/middle management) personnel who wielded quite some influence, yet per-
formed several ‘undefined’ roles (N/A’s) within the organization.  

5   Conclusion 

In this paper we carried out a case study of social network analysis on Enron email 
corpus. Out of 151 employees, there were 56 employees whose status was not re-
ported in the Enron email corpus. As a first step in our analysis, we extracted 9 fea-
tures from the email corpus. We used these features to predict the unknown status of 
the employees using the tree random forest classification algorithm from Weka.  We 
further predicted how consistent these 51 employees with respect to their designation 
status. After predicting the unknown status of employees, we identified homogeneous 
groups of employees and hierarchy among them using the fuzzy c-mean clustering 
technique.  The results of clustering technique supported our hypothesis that a suitable 
SNA on electronic data would reveal enough information about strengths and weak-
nesses of organizations and identify potential employees who played crucial roles in 
the organization. 

In later work, we plan to extend the capability of the web-based GUI that currently 
leads us perform custom feature composition for analysis, to include clustering / clas-
sification analysis using alternate techniques.  We plan to identify weighted features 
based on the response time –ex. for feature such as f2, f4; by modeling response time 
as a power-law distribution so as to assess relative importance of messages. As ap-
propriate, we plan to use global email communications (emails which have been  
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exchanged between Enron employees and known outsiders – for example lawyers / 
bankers) to identify the roles played by outsiders.  We plan to extend such analysis to 
study Linux email corpuses to identify key players in the development of Linux, an 
effort to identify the success behind this open source software system. Such effort is 
aimed at mimicking identified successes to understand and replicate it for more effec-
tive and efficient software development processes. 
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Abstract. Organizations are confronted with increasingly complex and
dynamic environments. Methodologies in the area of enterprise architec-
ture claim to provide the necessary agility in order to prevail in these
environments. The DEMO methodology is one of the few promising
methodologies in this area. The need for this type of methodology is
now quickly increasing. Research has, however, shown that adoption
of methodologies by organizations is often problematic. As a result,
notwithstanding their benefits, many methodologies do not diffuse as
expected. Moreover, little research has in fact studied the adoption of
methodologies. In this paper, we argue that research on the adoption of
DEMO is therefore a useful topic that may identify ways to stimulate
the acceptance of DEMO. We therefore provide a research agenda on the
adoption of DEMO that is firmly grounded in the adoption of innova-
tions literature.

Keywords: enterprise architecture, innovation, adoption, DEMO, en-
terprise ontology.

1 Introduction

Organizations are confronted with increasingly complex and changing environ-
ments. The concept of Enterprise Architecture is concerned with providing clear,
consistent and coherent design principles for organizational design. Methodolo-
gies for enterprise architecture claim to provide the necessary agility in order
to prevail in these environments. The DEMO methodology [1, 2] is one of the
few promising methodologies in this area. This methodology consolidates over 15
years of theoretical and practical work. As the need for this type of methodology
is now quickly increasing, it is interesting to study its adoption by organizations.
Therefore, we consider DEMO to be an innovation that is available for organi-
zations to adopt.

Studies have shown that many innovations do not diffuse as expected, irre-
spective of the benefits they offer [3]. Many factors indeed influence the successful
diffusion of innovations across a population of potential adopters. As a result,
there is an important gap between the academic world on one hand and prac-
titioners on the other. Studies in the adoption of innovations literature tries to
improve upon the evaluation, adoption and implementation of innovations [4].
The importance of adoption research has been acknowledged in several fields.

A. Albani, J. Barjis, and J.L.G. Dietz (Eds.): CIAO!/EOMAS 2009, LNBIP 34, pp. 157–171, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Although adoption is a key research area within the information systems (IS)
literature, it also received attention in fields such as management, marketing,
and operations research [3]. Adoption research also has a long history, with the
seminal work of Rogers dating back to the early 1960s [5].

Since the DEMO methodology can be used for information systems devel-
opment (ISD), business process redesign (BPR) and organization engineering
(OE), literature on the adoption of IS, BPR and OE methodologies appears rel-
evant. However, given the space available in this paper, we needed to limit our
scope. Given the fact that one of the main applications of DEMO appears to
be ISD [6], and a strong body of research is available in the IS literature, we
will focus our attention on the adoption of IS methodologies. Although many
adoption-related studies can be found in IS literature, relatively few of them
have focused on the adoption of (IS) methodologies [7, 8]. This is remarkable,
given the fact that systems analysis, design and implementation have proven to
be problematic in the past 40 years, while the use of methodologies has often
been touted as a means to improve upon this situation [9]. The few studies on
this topic have shown that the adoption of methodologies is problematic, and
that many methodologies do not diffuse widely [10, 9]. It can be expected that
DEMO will be subject to the same difficulties as other (IS) methodologies in the
past. There are indeed indications that DEMO is only being partially adopted
by organizations and that the concept of organization engineering is not fully
applied in practice [6]. It is therefore useful to gain more insight into the process
by which DEMO is adopted by organizations. To this end, we propose a research
agenda on the adoption of DEMO that is firmly grounded in the adoption of in-
novations literature. It is our expectation that this type of research will assist in
the evaluation and adoption of DEMO.

2 Adoption of Innovations

In the literature, many different definitions of an innovation are used. Within the
context of this paper, we use the most commonly accepted definition, namely to
refer to “. . . an idea, practice, or object that is perceived as new by an individual
or other unit of adoption” [11, p. 12]. This definition has two important conse-
quences. First, an innovation does not need to be a physical product, and can
refer to, for example, a methodology. Second, and more importantly, the term
innovation implies that the idea, practice or object must be new to the unit of
adoption. This means that it can already be known to other organizations, but
that the organization was only exposed to it recently [12]. The term adoption is
commonly used to refer to the “decision to make full use of an innovation as the
best course of action available” [11, p. 21]. Hence, adoption refers to the decision
of a single actor in a population of interest to use a specific innovation. Liter-
ature is also concerned with how the innovation diffuses over this population
of interest over time. Diffusion can accordingly be defined as “. . . the process by
which an innovation is communicated through certain channels over time among
the members of a social system” [11, p. 5].
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Significant efforts have been made into studying the adoption behavior of or-
ganizations within the IS literature. Most of these studies try to determine the
factors that facilitate the adoption and diffusion of IS-related products [3, 13].
The basic research model of IS adoption studies hypothesizes that subjects that
have a larger number of favorable characteristics are more likely to exhibit a
greater quantity of innovation. The aim of most adoption research is to determine
which characteristics influence the adoption of an innovation [3]. It is a firmly
established practice in adoption literature to use perceptions of an innovation—
so-called secondary attributes [14]—as predictors of usage behavior [11,15]. This
is based on the observation that objective facts about an innovation—so called
primary attributes [14]—(e.g., price) can be perceived differently by organiza-
tions (e.g., an organization with sufficient resources may consider the price to be
acceptable, while an organization with limited resources may consider the price
to be too high). This difference in perceptions may lead to different adoption
behavior [11].

It is necessary to distinguish between two levels of adoption, namely individ-
ual adoption and organizational adoption [16,4, 17]. In organizational adoption
studies, the unit of analysis is the organization as a whole. The aim of these
studies is to determine why decision makers decide to adopt a given technology.
In individual adoption studies, the unit of analysis are the employees within the
organization. Such studies try to determine why employees decide to use a tech-
nology or not, after the organizational adoption decision has been made [16].
Traditionally, the decision to adopt an innovation is first taken by management,
after which individuals within the organization will decide on whether to use
the innovation. Although adoption of the innovation can be encouraged or even
mandated by management, this is not a sufficient condition for successful in-
traorganizational adoption [7,9]. Moreover, the managerial decision to adopt an
innovation can be based on the suggestion of employees in the organization.

Finally, it must be noted that adoption and non-adoption are two distinct
phenomena to study [18, 19]. As noted by Gatignon and Robertson: “the vari-
ables accounting for rejection are somewhat different from those accounting for
adoption; rejection is not the mirror image of adoption, but a different form of
behavior.” [18, p. 47]. Hence, the absence of any drivers towards the use of an in-
novation is not the only possible reason for non-adoption. Instead, other factors
may limit the tendency of the organization to adopt.

2.1 Organizational Adoption

No universally accepted theory on the organizational adoption of IS currently
exists. Already in 1976, Downs and Mohr observed in their review article that
much variability in findings in adoption literature exists, which may be caused
by the fact that determinants for one innovation do not hold for another class of
innovations [14]. Even today, most adoption research focuses on developing the-
ories that are specific to a certain class of technologies and/or contexts [3]. The
aim of these studies is to identify a set of factors that influence the organizational
adoption decision for a specific technology, or in a specific context.
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Nevertheless, there are some frameworks that can be used as a theoretical
foundation for studying the organizational adoption decision. A first framework
is the Diffusion of Innovations (DOI) theory developed by Rogers [11]. Ac-
cording to the DOI theory, the adoption of an innovation is influenced by 5
characteristics of that innovation, namely compatibility, trialability, observabil-
ity, relative advantage and complexity. The DOI theory was originally developed
to explain the individual adoption of relatively simple innovations. Many authors
have pointed out that although DOI has important shortcomings in explaining
the organizational adoption decision, it can provide a solid foundation that can
be combined with other theories [3].

Another popular framework is the Technology–Organization–Environment
(TOE) framework. This framework is often used to describe the context in which
innovation decision making takes place. According to the framework, there are
three elements of an organization’s context that influence the decision making
process: the technology context, the organizational context and the environmental
context [20]. The technological context describes the characteristics of existing
and new technologies. The organizational context refers to a number of descrip-
tive measures of the organization such as size, the degree of formalization and
the presence of external linkages (e.g., boundary spanners). The external con-
text refers to the environment in which the organization operates, such as the
characteristics of the industry and external regulations. TOE does, however, not
aim to offer a complete explanation of the organizational adoption decision; it
is rather a taxonomy for classifying adoption factors in their respective context.
The main contribution of this framework is that it encourages the researcher to
take into account the broader context in which innovation takes place, instead
of focusing solely on technical characteristics of the innovation.

Results from previous studies in this field have indeed shown that factors re-
lated to the innovation itself have a limited impact on the adoption decision.
Hence, irrespective of the concrete advantages an innovation may offer, other
contextual factors may limit its adoption and diffusion. The importance of tak-
ing into account organizational and environmental characteristics in addition to
characteristics of the innovation itself, has therefore been supported by various
studies [21, 22, 23]. The impact of these organizational and environmental fac-
tors can sometimes be quite surprising. For example, since open source software
exhibits several unique characteristics (e.g., absence of license costs, the avail-
ability of source code, increased trialability), it is commonly expected that these
characteristics have an influence on the adoption decision. Nevertheless, a recent
study shows that the influence of these technical characteristics have almost no
influence on the adoption decision, and that organizational and external fac-
tors are much more important [24]. Most adoption studies therefore consider the
influence of other contextual factor in the adoption decision.

An important strand in adoption literature conceptualizes the adoption of
innovations as the process of organizational learning [25,26,27]. These scholars
argue that in order for organizations to adopt an innovation, they must be able
to acquire sufficient information and know-how on that innovation [25, 28]. If
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organizations have no or insufficient access to information about the innovation,
this may become an important barrier for its adoption. The term absorptive
capacity is used to refer to the degree to which organizations can acquire and
process new information about an innovation [26]. Hence, the prior and current
knowledge of the organization have an important impact on the innovativeness
of the organization [26]. If the required knowledge is not available internally,
the organization may rely on external knowledge in the form of consultants and
service providers. Another important way to overcome knowledge barriers are
boundary spanners in the organization. Boundary spanners are individuals in
the organization who connect their organization to external information and
can bring the organization in contact with new innovations [20, 29]. Boundary
spanners are especially important when external knowledge is difficult to obtain
by the internal staff [26]. One example in which the role of boundary spanners
was very clear, was in the adoption of open source software. It was frequently
observed that employees in the organization became familiar with open source
software outside their work environment. When a suitable project presented
itself within their organization, they would suggest the use of open source soft-
ware [24]. In this respect, the adoption of open source software is frequently a
bottom-up initiative. This suggests that the traditional top-down perspective
(organizational adoption precedes individual adoption) may not always hold in
practice. In such cases, someone from management with decision authority may
in a second phase take on the role of product champion to further promote the
use of the innovation [30].

Although many early studies considered adoption to be a binary event, several
empirical studies have shown that this conceptualization is a too raw measure.
These studies have highlighted the existence of so-called assimilation gaps [31].
These assimilation gaps are caused by a difference in time between which the
organization decides to adopt (acquire) an innovation and the widespread deploy-
ment of that innovation in the organization. Therefore, it has been argued that
it is important to obtain more in-depth insight into which assimilation stage
an organization has progressed [32, 27]. Assimilation can be seen as a process
that is set in motion when the organization first becomes aware of an innova-
tion, makes the decision to acquire that innovation and then fully deploys that
innovation [32].

2.2 Individual Adoption

In contrast to organizational adoption, a number of generally accepted models
exist in literature to explain the individual adoption decision. Although several
models exist, the most important ones are the Theory of Reasoned Action (TRA)
[33], the Theory of Planned Behavior (TPB) [34], and the Technology Acceptance
Model (TAM) [35] (for a complete list, we refer to [17]). Of these models, TAM
has gained a dominant position in individual adoption research. It assumes that
the decision of an individual on whether to adopt or reject a new technology
is directly influenced by the intention to use. The intention to use is influenced
by the perceived usefulness and perceived ease of use of the technology. The
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latter two factors are believed to be two relevant factors shaping the intention
of end users to use the technology. The more positive the outcome of interacting
with the system is, the higher the tendency to use the system will be. Similarly,
if a system is easy to use, the user will believe in his or her ability to use
the system. Furthermore, it is hypothesized that improvements in the usability
of the software may lead to increased performance. Hence, there is a positive
relationship between perceived ease of use and perceived usefulness [36]. Several
authors have proposed modifications and extensions to TAM in order to realize
a better statistical model fit and increase the variance explained by the model.
The two most important extensions are TAM2 [37] and UTAUT [17]. Overall,
literature has provided strong empirical support for the validity of TAM.

Despite its broad application in adoption literature, prominent scholars cur-
rently question the simple replication of TAM (including some minor extensions
to it). Although TAM provides a parsimonious model, it offers limited practically
useful information for managers who wish to stimulate the use of an innovation
within the organization. In a recent special issue in the Journal of the Associa-
tion for Information Systems, several opportunities are described to heighten the
understanding of individual adoption decisions [38]. Another promising direction
is the development of TAM3 in which a number of antecedents of perceived use-
fulness and perceived ease of use are described [39]. Results from applying this
model provides managers with more insight into which interventions could lead
to a greater acceptance and effective utilization of innovations.

3 Adoption of IS Methodologies

In this section, we focus our attention on the adoption of IS methodologies. Sev-
eral studies have investigated the adoption of tools (e.g., CASE) or techniques
(e.g., object-oriented or component-based development). However, these results
are not directly applicable to the adoption of methodologies, since this adoption
is much more invasive for an organization. Studies have shown that other de-
terminants are (more) important in predicting the acceptance of a methodology
than those influencing the acceptance of tools or techniques [7, 9]. Based on the
large number of methodologies available—often referred to as the methodology
jungle [40]—it could be expected that their adoption has formed the topic of
intense research. However, relatively few studies have investigated the adoption
of methodologies, and the determinants of methodology acceptance in particu-
lar [7,8]. An overview of the most relevant studies in the context of this paper
is shown in Table 1.

3.1 Organizational Adoption

As can be seen in Table 1, some research has been performed on the organiza-
tional adoption of methodologies. These studies were primarily limited to mea-
suring the use of methodologies and their degree of customization [41,10,42], or
to investigate the rejection of a methodology in a single organization [43]. Results
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Table 1. Exemplary Works on the Adoption of Methodologies

Level Studies

Organizational Formalized Systems Development Methodologies [10]
adoption Systems development methodologies [41]

Structured systems development methods [42]
Structured Systems Analysis and Design Method (SSADM) [43]

Individual Structured Systems Analysis (SSA) [44]
adoption Custom structured development methodology [7]

Systems development methodologies [45]
Custom structured development methodology [9]
Agile methodologies [46]
Extreme Programming [47]
Multiview methodology [48]

show that only 40–44% of organizations are using a formal systems development
method [10, 42]. It also appears that developers only use the techniques pre-
scribed by the methodology, and do not absorb its underlying philosophy [10].
Moreover, most organizations (85–94%) tend to customize the methodology to
their specific needs and environment [10, 42]. Such use of a methodology may
limit the value of the methodology. It has been noted that little is known about
the actual success of customizing a methodology [42]. Nevertheless, it appears
that deviations from the methodology are in most cases deliberate and the con-
sequences of this action are considered [41]. Organizations also primarily focus
on the high-level guidelines provided by the methodology, since the detailed
guidelines are not considered useful or applicable [41]. Overall, it appears that
methodology usage is more likely in large organizations, large IS departments,
organizations with much in-house development and in long projects [10].

Although these studies provide useful insight into the use of methodologies,
no prior study—based on the adoption of innovations literature—has attempted
to determine the reasons that influence the decision to use a methodology at the
organizational level.

3.2 Individual Adoption

At the individual level, several studies have been concerned with identifying the
acceptance of methodologies by developers. A summary of the factors that have
empirically been shown to be related to methodology acceptance by individual
analysts and developers is shown in Table 2. These results show that not only
technical factors have an impact on individual acceptance, but also organiza-
tional, individual and behavioral factors [43, 44]. Some of these results require
some elaboration.

Results show mixed findings for the impact of developer experience on
methodology acceptance. Some studies have found a positive effect, arguing that
experienced developers are better able to recognize the merits of a methodol-
ogy [44]. Other studies suggest a negative effect, suggesting that experienced
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Table 2. Factors Influencing the Individual Adoption of Methodologies

Level Studies

Technical – Relative advantage/usefulness: Methodologies that are useful
for developers are more easily adopted [44,7,9]

Organizational – Reward structure: Using the methodology should be rewarded
by the organization (also related to usefulness) [44,7,9]
– Time pressure: Following the methodology could delay a project
[44].
– Budget constraints: Lower(ing) budgets has a negative impact
on use [44].
– Training and education: Training and education helps increase
use, but should immediately preceed use and is not sufficient
[44,45,48]
– Supervisor role: Supervisors can be gatekeepers, stimulating or
discouraging use [44,7,45,47]
– Organizational mandate: Use is stimulated by an organizational
mandate (in contrast to voluntary use) [7,9,47]
– Client perceptions: Customer may support or ask the use of a
methodology [44]
– Compatibility: The methodology should be consistent with cur-
rent work practices [7,9,46,47]

Personal – Developer experience: Conflicting evidence: experience can be
positively [44] or negatively [41] related to use.
– Subjective norm: Advice and opinions from colleagues is very
important [44,7,9]

developers may feel constrained by the guidelines of a methodology [10]. Based on
an in-depth qualitative study, Fitzgerald suggests a U-curve relationship between
both variables [41]. According to this curve, methodology usage declines with in-
creasing experience of developers, but starts to rise again when the methodology
is heavily customized, thereby meeting the needs and requirements of developers
and the organization.

The compatibility of the methodology with current practices was also found
to be a very important factor in the acceptance [7, 9, 49, 46]. If the method-
ology is not compatible with current practices, its use will be very disruptive
for developers. As a result, it has been recommended to gradually introduce a
methodology in the organization, possibly customizing parts that deviate from
current practices [7,9]. This may be one of the reasons why methodologies are fre-
quently customized. There are indications that even agile methodologies—that
are known to be more flexible and developer-friendly—tend to be frequently
customized [46].

The opinion of colleagues also has an important impact on the use of method-
ologies [44,7, 9]. This factor is usually referred to as subjective norm, reflecting
the idea that developers feel that their colleagues—whose opinion is valued—
think that they should use the methodology [37]. In addition, direct supervisors
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may also have an influence by deciding to stimulate methodology usage or not.
Supervisors can therefore become gatekeepers, allowing developers and analysts
access to the methodology or not [44,7,45,47].

Other social factors can also be important in the individual acceptance of a
methodology. For example, one study found that the use of a methodology can be
stimulated by customers who are convinced of its benefits (e.g., higher quality)
[44]. It appears, however, that many customers were convinced by developers
who were advocating the use of the methodology [44]. It remains to be seen
whether similar behavior can be found in other organizations, since previous
research has also shown that managers are generally more positive towards the
benefits of methodologies than developers [45]. Therefore, several authors have
argued that organizational benefits realized by methodology usage should be
translated into personal benefits for developers to increase acceptance [44,7, 9].

3.3 Adoption of DEMO

To our knowledge, only one prior study has investigated the use of DEMO. Based
on a survey among 50 subjects, and a panel consisting of 19 experts, the study
offered the following useful insights [6]:

– DEMO was used in 43% of the cases for business process redesign (BPR),
and in 37% of the cases for information systems development (ISD). DEMO
did not appear to be widely used for organization engineering.

– DEMO was most often used in larger groups of developers and analysts.
– DEMO was primarily used by medium-sized and large organizations.
– DEMO was primarily used in short projects (4–6 months).
– Most organizations only used parts of DEMO (e.g., only the process model or

information model), supplemented with traditional techniques (e.g., UML or
Petri Nets). Which parts of DEMO were used, seemed related to the domain
in which DEMO was applied (i.e., BPR or ISD).

Overall, these findings are largely consistent with studies on the adoption of
other methodologies. It appears that organizations select those elements from
DEMO they deem useful, and further customize the methodology by including
other well-known techniques. It is, however, remarkable that DEMO appears to
be used primarily for short projects, while its benefits could be expected to be
higher in large-scale projects.

4 Proposed Research Agenda

Based on the literature described in the previous two sections, we now present
a research agenda on the adoption of DEMO that is grounded in the adoption
of innovations literature. Similar to previous studies, we distinguish between
research topics at the organizational and individual level.
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4.1 Organizational Adoption

Notwithstanding the fact that most studies on the adoption of methodologies
have considered the individual adoption decision, we believe that most relevant
and interesting topics on the adoption of DEMO could be studied at the orga-
nizational level.

First of all, studies could be conducted to identify the reasons that influence
the decision of an organization to adopt DEMO. Although this topic has received
less attention in the adoption of methodologies literature, it is frequently studied
in the adoption of innovations literature (e.g., [24,27,23,22]). Frameworks such as
DOI and TOE could act as a theoretical framework for developing a conceptual
model describing the factors that influence the organizational adoption decision.
The reasons for adoption would go further than just determining the benefits of
using DEMO. In addition, similar to individual acceptance [43,44], non-technical
factors are frequently found to have an impact on the organizational adoption
decision [24,20]. As previously noted, non-adoption is considered a different re-
search topic. Hence, a similar study could be conducted on determining the bar-
riers to the adoption of DEMO. Both lines of research would provide more insight
into the organizational and environmental factors that have an impact on the
adoption decision. This would also allow to devise appropriate measures to stim-
ulate the adoption of DEMO, or to identify potential enhancements to DEMO.

Second, it would be interesting to study the adoption of DEMO from an orga-
nizational learning perspective. Previous research has, for example, shown that
organizations may be faced with considerable knowledge barriers when adopting
a new innovation [25,26,24,27]. Hence, the adoption behavior of organizations is
frequently influenced by the knowledge possessed by the organization, and how
easily the organization can acquire new knowledge [25,26]. It would therefore be
very interesting to consider how knowledge about DEMO is acquired, managed
and disseminated within organizations. For example, the adoption of DEMO
could be a bottom-up initiative in which developers or analysts learn about
DEMO through external training sessions or seminars, become interested in ap-
plying the methodology and try to promote its use within their organization.
However, this would require that other members of the organization can be ef-
fectively educated about DEMO. The results of this research could provide more
insight into how the process of organizational learning could be most effectively
managed by organizations. In addition, results may indicate how DEMO is actu-
ally introduced in the organization, and by which members of the organization.

Third, research shows that only some parts methodologies are actually
adopted by organizations, and others are (heavily) customized. The study of
Dietz et al. [6] also showed that organizations did not adopt the whole DEMO
methodology. It would therefore be interesting to study which parts of DEMO
are actually adopted by organizations (cfr., way of thinking, way of working,
way of managing, way of modeling). Given the results of previous research [10],
it is possible that organizations only adopt some modeling elements of DEMO,
but not the way of thinking that is fundamental to DEMO. Which elements of
DEMO are used, may be related to the area in which DEMO is applied (e.g.,
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information systems development, business process redesign, or organization en-
gineering). This may provide more insight into which elements of DEMO are
valued by organizations, and which elements remain unused. The evaluation
framework developed by Vavpotic and Bajec [50] appears to be very useful in
this regard, as it evaluates methodologies on both technical suitability (i.e., effi-
ciency) and social suitability (i.e., adoption). Such evaluation may also indicate
potential mismatches between the theoretical merits of certain elements of the
methodology and how they are perceived by practitioners. This may give impetus
to improvement scenarios to stimulate full use of the methodology.

Fourth, research could be conducted on the consequences of using a derived
version of DEMO. As previously noted, little is known about whether in-house
customizations to methodologies are successful [42]. Research on this topic could
provide more insight into the benefits and risks involved in using a customized
version of DEMO.

A final research topic concerns the assimilation gap theory of Fichman [31].
Research could be conducted to investigate how organizations progress through
the various assimilation stages and at what rate. The results would provide more
insight into how intensively DEMO is used, and whether it is fully deployed and
institutionalized within organizations. The existence of assimilation gaps (i.e., a
long period of time between first adoption and full institutionalization) could in-
dicate that organizations are faced with considerable knowledge barriers. Results
from this study could provide more insight into which factors can help bridging
both the assimilation gap, allowing organizations to fully deploy DEMO.

4.2 Individual Adoption

A first and obvious research topic at the individual adoption level, consists
of replicating and adapting previous studies on the adoption of methodologies
within the context of the adoption of DEMO. To study individual acceptance,
research models specifically developed for studying the adoption of methodolo-
gies could be used (e.g., [9]). Alternatively, generally accepted models such as
TAM could be used as well. One interesting line of research would be to ap-
ply TAM3 [39] to the adoption of DEMO, as this would provide more insight
into the antecedents of perceived usefulness and perceived easy of use. This, in
turn, would allow for making interventions that could increase the individual
acceptance of DEMO.

Second, research could be conducted on the role of compatibility in the adop-
tion of DEMO. Previous research has shown that compatibility of a methodology
with current practices is a very strong determinant of acceptance [7,9,46,47]. It
is possible that DEMO is rather incompatible with the knowledge and practices
of most developers. This could be a considerable challenge for a successful adop-
tion. Therefore, research could be specifically conducted on how organizations
can best overcome this issue. Evidently, training developers in DEMO is one
important way, but is likely to be insufficient by itself [44,45,48]. Other authors
have suggested to follow an incremental approach during which parts of the
methodology are gradually introduced in the organization, possibly customizing
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some elements [44]. Evidently, this research topic may be related to studying
the organizational learning process at the organizational adoption level. Hence,
this research could result in practical guidelines on how DEMO can be most
efficiently adopted by organizations.

Finally, although we referred to users of a methodology in this paper as “de-
velopers” or “analysts”, another research topic could consist of gaining a deeper
insight into who the users of DEMO are within organizations. This would indi-
cate if DEMO is primarily used by developers or analysts, or rather by managers
or employees with a more business-oriented profile. It could also investigate if a
relationship exists between the profile of DEMO users and the domain in which
DEMO is used (e.g., ISD, BPR or OE).

4.3 Prioritization and Concretizing of Research Efforts

Based on our research agenda, we identified three topics that should receive
priority. These topics are, in order of importance: determining the enablers and
inhibitors for adoption (Sec. 4.1, topic 1); determining which parts of DEMO
are being adopted (Sec. 4.1, topic 2); and determining the users of DEMO within
organizations (Sec. 4.2, topic 3). Studying these topics will provide more in-
sight into how the adoption of DEMO can be increased, and which potential
enhancements to DEMO can be made.

Given the rather exploratory nature of this research topic, one of the main
aims will be to formulate and test concrete hypotheses with respect to the adop-
tion of DEMO. Although some of these research topics may seem trivial at first
sight, experience shows that providing a well-founded answer is far less evident
and rich insights may emerge. The adoption of innovations literature provides
a solid and comprehensive framework to support this analysis. Furthermore, it
can be combined with other perspectives (e.g., knowledge exchange and change
management) to enrich the analysis. Although this paper only discussed the
adoption of IS methodologies, it also seems fruitful to consider studies on the
adoption of BPR and OE methodologies (e.g., Viable Systems Model and Mod-
ern Sociotechnique).

5 Conclusion

The adoption of innovations literature shows that many innovations do not dif-
fuse as expected. The adoption of methodologies in particular appears to be
problematic. Surprisingly, relatively few studies have been conducted on this
topic. It is likely that DEMO will experience similar difficulties in finding ac-
ceptance in organizations to other methodologies. In addition, there are indica-
tions that organizations only adopt part of the DEMO methodology. Hence, we
strongly believe that the research agenda described in this paper has the poten-
tial to provide significant insight into the adoption of DEMO by organizations.
This research will also result in concrete interventions that can be undertaken to
stimulate the adoption of DEMO. These interventions will be much more fun-
damental than the “tips and tricks” frequently found in practitioner literature



The Adoption of DEMO: A Research Agenda 169

(e.g., [49]). It can be expected that many of these interventions will be a reac-
tion to factors in the organizational, environmental or (inter)personal context in
which the adoption takes place.

The main contribution of this paper is the derivation of a research agenda on
the adoption of DEMO that is strongly grounded in the adoption of innovations
literature. The results from the proposed research has the potential to improve
upon the evaluation, adoption and implementation of DEMO by organizations.
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Abstract. ArchiMate is an approach to modeling the architecture of enterprises. 
In the corresponding architecture framework, three enterprise layers are distin-
guished: business, application and technology. Although ArchiMate is broadly 
applied in practice, its semantics appears to be undefined. DEMO is a method-
ology for enterprise engineering that is facing a rapidly growing acceptance. It 
is firmly rooted in a sound and appropriate theoretical basis. DEMO also distin-
guishes between three enterprise layers: ontological, infological and datalogical. 
This paper reports on a theoretical and practical comparative evaluation of Ar-
chiMate and DEMO. Only the business layer of ArchiMate and the ontological 
layer of DEMO are considered. Three conclusions are drawn. First, the two ap-
proaches are hardly comparable since ArchiMate belongs to the second and 
DEMO to the third wave of approaches. Second, the business layer of Archi-
Mate corresponds to all three layers of DEMO, without a possibility to distin-
guish between them. Third, ArchiMate could benefit from adopting DEMO as 
its front-end approach, thereby enforcing the rigorously defined semantics of 
DEMO on the Archimate models. 

Keywords: ArchiMate, DEMO, Enterprise Engineering, Enterprise Architec-
ture, Enterprise Ontology. 

1   Introduction 

In the ongoing turmoil of emerging paradigms, methods and techniques in the field of 
Enterprise Engineering, and the sometimes hot theoretical and practical discussions 
concerning them, occasionally approaches pop up that survive despite their actual or 
alleged shortcomings. Two current examples of such approaches, incidentally both 
originating from The Netherlands, are Archimate and DEMO. We have selected them 
for investigation and assessment because we think that a combination of the two could 
be beneficial. ArchiMate is a modeling language for enterprise architecture. The main 
information source regarding Archimate was [11]; however, since it has become a 
standard of The Open Group (TOG), the authoritative source is now the description 
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by TOG1. DEMO (Design and Engineering Methodology for Organizations) is an 
enterprise engineering methodology. The authoritative source for DEMO is [4]. This 
paper reports on the research we have conducted for the sake of articulating and elu-
cidating the differences between Archimate and DEMO, in order to enable a sensible 
assessment of a possible combination. We have done that in the context of the new 
discipline of Enterprise Engineering. Although this discipline is certainly not fully 
established yet, the main characteristics are becoming clear [8]. They are summarized 
in the Enterprise Engineering Manifesto2. 

One of these characteristics is that Enterprise Engineering is the result of the merg-
ing of (the current state of) the Information Systems Sciences and the Organization 
Sciences. Within the former, three phases or waves can be distinguished in the under-
standing of the application of Information and Communication Technology (ICT) to 
enterprises. The first wave started with the introduction of computers in the sixties, 
and ended in the seventies of the 20th century. The few available approaches at that 
time focused on the form of information. Applying ICT basically meant replacing a 
paper document by its electronic equivalent. During the seventies a ‘revolution’ took 
place, pioneered by Langefors [10], who suggested to focus on the content of infor-
mation before bothering about its form. Applying ICT began to mean automating 
information (i.e. content) needs, regardless the form in which the information is stored 
or presented. It marks the beginning of the second wave. Around 2000 another ‘revo-
lution’ started, pioneered by people from the Language-Action Perspective commu-
nity [6]. This marks the beginning of the third wave. Basing their insights on language 
philosophy [1, 7, 12], they suggested to recognize the intention of information on top 
of its content and to focus on this aspect first, before bothering about the content and 
the form. Examples of intentions are: request, promise, state, and accept. Because the 
informational notion of intention is closely related to the organizational notions com-
mitment and responsibility, the ‘natural’ merge became possible of the information 
system sciences and the organizational sciences into the discipline of enterprise engi-
neering. Since ArchiMate is based on the descriptive notion of architecture [5], we 
can safely equate the architecture of an enterprise with a conceptual model of its busi-
ness processes and objects. From the description of Archimate it becomes clear that it 
is a second wave approach, meaning that it ignores the intention aspect of communi-
cation and information. DEMO is clearly a third wave approach. Yet, its scientific 
foundation is broader. Next to language philosophy, it includes system ontology [2] 
and world ontology [16]. 

Another main characteristic of Enterprise Engineering is a profound understanding 
of the process of system development of any kind, thus also of enterprises. For chang-
ing an enterprise, in particular for supporting its operational activities by means of 
ICT applications, one needs to have and appropriate understanding of the (stable) 
essence of an enterprise. From the engineering sciences in general it is known that if 
one wants to change a system, something of it must remain the same. For example, if  
 

                                                           
1 www.opengroup.org/archimate 
2 See www.ciao-network.org 
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one wants to redesign a meeting room, it is important that it remains a meeting room. 
As another example, if one wants to support or even replace the employees in an 
accounting department by means of an automated accounting system, the accounting 
process must essentially stay untouched. So, in general one needs to have an under-
standing of a thing to be changed at a level just above the level at which the changes 
take place. If this understanding is lacking, one even cannot evaluate a change sensi-
bly. For a correct understanding of the process of system development, DEMO relies 
on the Generic System Development Process [5]. Regarding Archimate, we did not 
find something similar. This reinforces the observation made earlier, that Archimate is 
only a modeling language, not a methodology. 

Next to the theoretical investigation of Archimate and DEMO, we make a practi-
cal comparison by applying both to the case Car Import, that is taken from the Ar-
chiMate project deliverable D3.5.1b [9]. Below the original narrative description is 
presented: 

 
In The Netherlands any imported car is subjected to special kind of taxation called 
BPM. The business architecture supporting the whole collection process and the 
interaction of the Dutch Tax Department (Belastingdienst) with the importers and a 
number of other parties is described below. The importer (private person or car deal-
er/importer) must announce himself at the customer counter in any of the 30 Customs 
units in The Netherlands with the imported vehicle, its (provenance) documents, the 
approval proof of its technical inspection, and possibly with cash for the payment of 
the BPM tax. The public servant will handle the tax declaration as follows: first he 
will check all the documents, then he will fill in all the data into a client BPM appli-
cation (running on a local server) and will calculate the due BPM tax value (using the 
BPM application and the catalogue value for that particular car). One copy of the 
BPM form (BPM17 ex 1) will be issued and sent to the administration. Another copy 
of this form is handed to the importer (BPM17 ex3), together with either the evidence 
of a cash payment (if the importer is able to pay the BPM amount in cash), or with a 
bill (“acceptgiro”) issued for the due amount (in the case the importer is not able to 
pay in cash). 

At each Customs unit there will be public servants assigned to handle the addi-
tional administrative operations regarding all the incoming BPM statements. Once a 
day, this person will collect all the incoming BPM17 forms. For ones, which were 
paid in cash, he will issue and authorize another copy of the BPM form (BPM17 ex2). 
This copy will be sent to RDW (“Rijksdienst voor het Wegverkeer” - the Netherlands 
Road Transport Department), which keeps the evidence of all registered vehicles in 
The Netherlands. The first copy of BPM 17 will be then sent to the archive. The forms 
which are not yet paid, are kept “on hold” until they are paid. The payment admini-
stration and the notification service for all incoming payments for these BPM forms is 
done by a separate department of the Belastingdienst, namely the Tax Collection 
Departments (“Inning”), which is responsible for the collection of all payments  
via bank. Once such a notification is received (via the BPM server application) the 
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administration will prepare, authorize and send the copy of BPM17 ex.2 to RDW, and 
will permanently archive the ex1 of the BPM17. 

 
The remainder of the paper is organized as follows. Section 2 summarizes the Ar-

chiMate approach, as well as the analysis of the case Car Import with ArchiMate. 
Section 3 summarizes the DEMO approach, as well as the DEMO analysis of the 
case. In Section 4 we compare the two approaches, both theoretically and on the basis 
of the respective analyses of the case Car Import. Section 5 contains some salient 
conclusions regarding the differences as well as regarding the possible combination of 
ArchiMate and DEMO. 

2   ArchiMate 

2.1   Summary of ArchiMate 

ArchiMate is a language for modeling enterprise architectures in accordance with a 
meta model and a conceptual framework of modeling concepts, called the Archi-
Mate Framework. ArchiMate is based on the descriptive notion of architecture [8], 
which means that an enterprise architecture in ArchiMate corresponds to a concep-
tual model of the business processes in the enterprise. The ArchiMate Framework is 
exhibited in Fig. 1. Three architectural layers are distinguished, called the business 
layer, the application layer, and the technology layer. The idea behind this division 
is that the application layer provides services to the business layer, and that the 
technology layer provides services to the application layer. Moreover, the business 
layer is said to provide business services to the environment of the enterprise. 

 

 

Fig. 1. The ArchiMate Framework 
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On the horizontal axis, three major aspects are distinguished, called active struc-
ture, behavior, and passive structure. The first two refer to generic system aspects, as 
e.g. identified by Weinberg [15]. The third aspect is related to the discipline of infor-
mation system engineering. ArchiMate’s perspective on organizations is highly influ-
enced by this discipline. The meta model (see Fig. 2) is structured in conformity with 
the framework of Fig. 1. 

The meta model therefore consists of active structural elements, of behavioral ele-
ments and of passive structural elements. Fig. 2 shows the meta model for the busi-
ness layer. The concepts on the right hand side regard the active structure aspect. The 
concepts in the centre regard the behavioral or dynamic aspect, and the concepts on 
the left hand side regard the passive aspect.  

 

Fig. 2. ArchiMate Meta Model of the business layer 

2.2   Analysis of the Case Car Import with ArchiMate 

The narrative description of the case Car Import, as presented in section 1, consti-
tutes the starting point for the modeling activity with ArchiMate. The first methodo-
logical step is to identify text elements that can be recognized as ArchiMate  
concepts. The second step is to position these elements within the framework and to 
determine the relationships that exist between them. The source from which we take 
the ArchiMate analysis of the case [9] does not provide further details about the 
modeling activity that has lead to the result as exhibited in Fig. 3. It merely only 
presents this result.  
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Fig. 3. ArchiMate model of the case Car Import 
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3   DEMO 

3.1   Summary of DEMO 

DEMO relies fully on the Ψ-theory [4]. In this theory, an enterprise (organization) is a 
system in the category of social systems [2]. The distinctive property of social sys-
tems is that the active elements are human beings or subjects.  These subjects perform 
two kinds of acts: production acts (P-acts for short) and coordination acts (C-acts for 
short). By performing P-acts the subjects contribute to bringing about the goods or 
services that are delivered to the environment. By performing C-acts subjects enter 
into and comply with commitments towards each other regarding the performance of 
P-acts. Examples of C-acts are “request”, “promise” and “decline”. The effect of 
performing a C-act is that both the performer and the addressee of the act get involved 
in commitments regarding the bringing about of the corresponding P-act. 

C-acts and P-acts appear to occur as steps in a generic coordination pattern, called 
transaction. Fig. 4 exhibits the basic transaction pattern (upper right corner), as the 
elaboration and formalization of the workflow loop as proposed in [3], which is drawn 
in the upper left corner. A transaction evolves in three phases: the order phase  (O-phase 
for short), the execution phase  (E-phase for short), and the result phase (R-phase for 
short). In the order phase, the initiator and the executor negotiate for achieving consen-
sus about the P-fact that the executor is going to bring about. The main C-acts in the  
O-phase are the request and the promise. In the execution phase, the P-fact is brought 
about by the executor. In the result phase, the initiator and the executor negotiate for  
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achieving consensus about the P-fact that is actually produced (which may differ from 
the requested one). The main C-acts in the R-phase are the state and the corresponding 
accept. The terms “initiator” and “executor” replace the more colloquial terms “cus-
tomer” and “producer”. Moreover, they refer to actor roles instead of subjects. An actor 
role is defined as the authority and responsibility to be the executor of a transaction 
type. Actor roles are fulfilled by subjects, such that an actor role may be fulfilled by 
several subjects and a subject may fulfill several actor roles. 

The actual course of a transaction may be much more extensive than the basic pat-
tern in Fig. 4. This is accommodated in the Ψ-theory by appropriate extensions of the 
basic pattern. At the lower right side of Fig. 4, a comprised notation is shown of the 
basic transaction pattern. A C-act and its resulting C-fact are represented by one, 
composite, symbol; the same holds for the P-act and the P-fact. At the lower left side 
the complete transaction pattern is represented by only one symbol, called the transac-
tion symbol; it consists of a diamond (representing production) embedded in a disk 
(representing coordination). Transaction types and actor roles are the molecular build-
ing blocks of business processes and organizations, the transaction steps being the 
atomic building blocks. 

 
Construction Model

Process Model

Action Model

State ModelSMPM

AM

CM

B-organization

I-organization

D-organization

 

Fig. 5. The three aspect organizations 

Another important component of the the Ψ-theory is the distinction between three 
human abilities, which are exerted both in C-acts and in P-acts: the forma, the in-
forma, and the performa ability. Regarding coordination, the forma ability concerns 
uttering and perceiving written or spoken sentences, the informa ability concerns 
formulating thoughts and educing them from perceived sentences, and the performa 
ability concerns getting engaged in commitments. On the production side, the forma 
ability concerns datalogical production (storing, transmitting, copying etc. of data), 
the informa ability concerns infological production (computing, reasoning), and the 
performa ability concerns bringing about original new facts (deciding, judging, creat-
ing); we therefore call it ontological production. 

The distinction between the three human capabilities on the production side gives rise 
to the distinction of three layered aspect organizations, as depicted in Fig. 5. By defini-
tion, the ontological model of an enterprise is the model (according to the Ψ-theory) of  
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its B-organization. DEMO helps in ‘discovering’ an enterprise’s ontological model, 
basically by re-engineering from its implementation, as e.g. contained in a narrative  
description. The complete ontological model of an enterprise consists of four aspect 
models (see Fig. 5). The Construction Model contains the actor roles and transaction 
kinds, the Process Model contains the business processes and business events, the State 
Model contains the business objects and business facts, and the Action Model contains 
the business rules.  

3.2   Analysis of the Case Car Import with DEMO 

Every experienced DEMO analyst has his or her own way of working in producing 
the DEMO models of a case, being fully guided by the Ψ-theory. For novice DEMO 
analysts, however, a six-step method has been developed [4]. Applying the first steps 
of this method to the narrative description of the case Car Import produces the result 
as presented hereafter. 
 
In The Netherlands any [imported car] is subjected to special kind of taxation called 
BPM. The business architecture supporting the whole collection process and the 
interaction of the [Dutch Tax Department (Belastingdienst)] with the importers and a 
number of other parties is described below. The [importer] (private person or car 
dealer/importer) must announce himself at the customer counter in any of the 30 
Customs units in The Netherlands with the <imported vehicle>, its (<provenance>) 
documents, the <approval proof of its technical inspection>, and possibly with cash 
for the payment of the BPM tax. The public servant will handle the tax declaration as 
follows: first he will check all the documents, then he will fill in all the data into a 
client BPM application (running on a local server) and will calculate the due BPM 
tax value (using the BPM application and the catalogue value for that particular car). 
One copy of the BPM form (BPM17 ex 1) will be issued and sent to the administra-
tion. Another copy of this form is handed to the importer (BPM17 ex3), together with 
either the (evidence of a cash payment) (if the importer is able to pay the BPM 
amount in cash), or with (a bill (“acceptgiro”)) issued for the due amount (in the case 
the importer is not able to pay in cash). 

At each Customs unit there will be [public servants] assigned to handle the addi-
tional administrative operations regarding all the incoming (BPM statements). Once 
a day, this person will collect all the incoming BPM17 forms. For ones, which were 
<paid> in cash, he will issue and <authorize> another copy of the BPM form 
(BPM17 ex2). This copy will be sent to RDW (“Rijksdienst voor het Wegverkeer” - 
the Netherlands Road Transport Department), which keeps the evidence of <all regis-
tered vehicles> in The Netherlands. The first copy of BPM 17 will be then sent to the 
archive. The forms which are not yet paid, are kept “on hold” until they are paid. The 
payment administration and the notification service for (all incoming payments) for 
these BPM forms is done by a separate department of the Belastingdienst, namely the 
Tax Collection Departments (“[Inning]”), which is responsible for the collection of 
all <payments> via bank. Once such (a notification is received) (via the BPM server 
application) the administration will prepare, <authorize> and send the copy of 
BPM17 ex.2 to [RDW], and will permanently archive the ex1 of the BPM17. 
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All ontological things are underlined. In addition, actors are indicated by placing their 
name between “[“ and “]”, P-acts and –facts are indicated by placing their name 
between “<“ and “>”, and C-acts and –facts are indicated by placing their name 
between “(“ and “)”. Next, we put the transaction pattern ‘over’ the onological things. 
This results in the identification of three transaction kinds: T01 - the import of a car, 
T03 - the admission of a car to the Dutch road network, and T04 - the payment of the 
BPM tax. 

T01 is actually outside the scope of the case, but we will start to include it in our 
model since it clarifies the whole process from importing a car through to admitting it 
to the road network, and since paying BPM tax will turn out to be disconnected from 
importing a car, although the case description suggests so. T03 is only slightly 
mentioned, namely in the last sentence: ... the administration will prepare, authorize 
and send the copy of BPM17 ex.2 to RDW ... This sentence, inparticular the term 
“authorize” suggests that the sending of the copy counts as requesting for admission 
to the road network. However, this cannot be the case from an ontological point of 
view: only a car owner is authorized to request for admitting the car to the road 
network, as also only a car owner is authorized to request for importing the car. 

Another, related, sentence that is ontologically puzzling, is the third one: The 
importer (private person or dealer/importer) must announce himself at the customer 
counter in any of the Customs units ... The question to be answered is “Who is 
requesting the importer to pay the BPM tax?”. A candidate actor role is the one that 
decides on the import of a car. However, although the case description suggests that 
paying the BPM tax is connected to importing a car, this is not true, as further 
investigation has learnt us. The tax one has to pay as a prerequisite for importing a car 
is the VAT. We have included this transaction for completeness sake (T02). 
Importing a car however is distinct from getting it admitted to the road network! One 
could do the first and omit the second. So, there must be another actor role that 
requests to pay the BPM tax. Since paying this tax is a prerequisite for getting the car 
admitted to the road network, it is obvious (and institutionally quite correct) that 
RDW requests the car owner to pay the BPM tax after the car owner has requested the 
RDW to admit the car to the road network. Concludingly, we arrive at the Actor 
Transaction Diagram as exhibited in figure D1. The corresponding Transaction Result 
Table is shown in Table D1. Together they constitute the Construction Model (Fig. 5). 

As said before, the left part of Fig. 6 was only included for the sake of explaining 
clearly the distinction between importing a car (including paying the VAT) and 
admitting a car to the road network (including paying the BPM tax). Fig. 6 clearly 
shows that the two processes are disconnected. Therefore, we only produce the 
Process Model for the right part, T03 and T04 (see Fig. 7). As a help in understanding 
it we have added to each step the person or organizational unit or institution that 
actually performs the step. For the sake of simplicity we have chosen CA03 and 
CA04 to be fulfilled by a private person. Obviously, RDW is the authorized 
institution for fulfilling actor role A02 (road network admitter). However, for 
performing T04/ac it has apparently delegated its authority to the Tax Office 
(Belastingdienst). The dashed arrow from T04/ac to T03/ex means that RDW has to 
wait for deciding to admit a car to the road network until the BPM tax has been paid. 
From the case description we derive that the current way in which RDW is informed 
about this fact by the Belastingdienst is the sending of the copy of BPM17 ex.2. 
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Fig. 6. Actor Transaction Diagram (ATD) of the case Car Import 

Table 1. Transaction Result Table of the case Car Import 

 

 

Fig. 7. Process Model (PM) of the case Car Import 
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4   Comparing ArchiMate and DEMO 

4.1   Theoretical Comparison 

By the theoretical comparison of ArchiMate and DEMO we mean the comparative 
evaluation of the Way of Thinking as well as the Way of Modeling of each, in accor-
dance with the evaluation framework that is known as the 5-way model [13]. 

By the Way of Thinking of an approach is understood its theoretical foundation, in 
particular the basic understanding of the object of analysis, in our case the enterprise. 
At first sight, the business layer in ArchiMate seems to correspond with the B-
organization in DEMO. This appears not to be true, however. To clarify the differ-
ence, we present in Fig. 8 the relationship between an organization and its supporting 
ICT-systems as conceived in DEMO. 

 

I- 

application

D- 
application

Software

F

C

F

C

F

C

F

C
Hardware

B- 
application

ICT-system

B- 
organization

organization

F

C

F

C

I- 
organization

D- 
organization

 

Fig. 8. Organization and ICT-system 

Apparently, the business layer in ArchiMate corresponds to the three organization 
layers in DEMO (B-, I- and D-) collectively. Most probably, the application layer in 
ArchiMate corresponds to the B-application and the I-application layer in DEMO, and 
the technology layer in ArchiMate corresponds to the D-application and the hardware 
layer in DEMO. However, since we have focused on the business layer, there is no 
evidence to verify or falsify this hypothesis. Next, the Ψ-theory underlying DEMO 
provides for an appropriate and rigorous foundation. ArchiMate lacks such a foundation. 
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As a consequence, the semantics of the meta model (cf. Fig. 1) is undefined, which may 
easily lead to misinterpretations. 

By the Way of Modeling (WoM) of an approach, is understood the definition of 
the distinct models of an enterprise, their representations, and the derivation of the 
models from a case description. The WoM of ArchiMate is to look for terms in the 
case description that designate instances of the meta model concepts. In this manner, 
the model as represented in Fig. 3 is produced. This WoM resembles very much the 
one in several modeling techniques from the seventies, of which the ER model is 
probably the best known. The advocated WoM was to look for nouns and verbs in a 
text. Nouns were taken as names of entity types and verbs ware taken as names of 
relationship types. 

Despite the fact that ArchiMate’s WoM (and meta model) is widely used, it has se-
rious drawbacks. One is that irrelevant concepts are included in the model, just be-
cause there was a term in the description referring to it. Another one is that relevant 
concepts are missing because references in the description were forgotten. A third one 
is that different analysts produce different models, since the meta model is multi-
interpretable. 

In contrast, since the four aspect models of DEMO (cf. Fig. 5) are grounded in the 
Ψ-theory, the ontological model of an enterprise is guaranteed coherent, consistent, 
comprehensive, and concise. Moreover, it only shows the essence of the enterprise, 
completely independent of any implementation issue. This not only holds for the  
B-organization (the essence of the enterprise) but also for the I-organization and the 
D-organization. Therefore, it the ideal starting point for the re- design and re- engi-
neering of enterprises [5]. Lastly, different analysts will produce the same ontological 
model, because every enterprise has only one such model. 

4.2   Comparing the Analysis Results 

As one will have observed, the results of applying ArchiMate and DEMO to the case 
Car Import, as presented and discussed in Section 2 and Section 3, differ very much. 
This is due to the differences between the Way of Thinking and the Way of Modeling 
of the two approaches. Obviously, ArchiMate takes the case description literally; it is 
its Way of Modeling. On the other hand, the DEMO analysis has evoked ‘critical’ 
questions. They have lead to a profound understanding of what is essentially going on 
in the described situation. 

First, importing a car and getting a car admitted to the Dutch road network are dis-
tinct and disconnected processes. Only for the latter one, there is the prerequisite that 
the BPM tax is paid. 

Second, it is not true that the Tax Office authorizes the RDW to admit a car to the 
road network; instead it is the car owner who requests for admission. The Tax Office 
only has a delegated authority in accepting the results of transactions T04 (BPM tax 
payment). Subsequently it informs the RDW that the payment has been received. We 
have a strong suspicion that the Tax Office and the RDW are not aware of these  
essential relationships. It is for sure, however, that this ignorance causes a lot of con-
fusion and many failures in attempts to make the processes more efficient, e.g. by 
applying modern ICT. 
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5   Conclusions 

We have carried out a comparative evaluation of ArchiMate and DEMO, both theo-
retically and practically, i.e. on the basis of the analysis of the same case by each 
approach. Space limitations prohibit us from giving a full and detailed account of our 
research. Only the most noticeable issues could be presented and discussed. In addi-
tion, a thorough assessment of the strengths and weaknesses of ArchiMate and 
DEMO can only be performed on the basis of multiple real-life and real-size cases, 
taken from different areas. Nevertheless, some conclusions can certainly be justified 
already now. 

The first conclusion is that ArchiMate and DEMO are hardly comparable, for sev-
eral reasons. One is that ArchiMate is a second wave approach, whereas DEMO is a 
third wave approach, as was discussed in Section 1 already. Another reason is that 
DEMO is founded in a rigorous and appropriate theory, whereas ArchiMate lacks 
such a foundation. Therefore, its semantics are basically undefined, which unavoid-
ably leads to miscommunication among Archimate users. One would expect that 
having a rigorous semantic definition would be a prerequisite for an open standard. 

A second conclusion regards the abstraction layers as disinguished by ArchiMate 
and DEMO. DEMO (in fact the Ψ-theory) makes a well defined distinction between 
three abstraction layers: the B-organization, the I-organization, and the D-organization. 
Only in the B-organization original new production facts are brought about (deciding, 
judging, manufacturing etc.), by which the enterprise world is changed. In the  
I-organization one computes, calculates, reasons; this does change the world. In the  
D-organization one stores, copies, transports etc., documents. Despite the fact that 
ArchiMate belongs to the second wave, it does not make a distinction between in-
fological and datalogical issues in the business layer. As an illustration of the point, the 
model in Fig. 3 includes actions like archiving and sorting, next to calculation. Al-
though this seems not to be an issue of worry for Archimate, we think ArchiMate could 
profit from solidly incorporating this distinction. It would make Archimate to some 
extent suitable for re-engineering projects. The lack of a rigorous semantic definition 
remains a major obstacle for actually doing it. 

Although ArchiMate and DEMO are to a large extent incomparable, we think that 
they can usefully be combined. As a matter of fact, several studies have been carried 
out concerning the combination of DEMO with some second generation approach, 
since DEMO does not really cover the implementation of an organization. An inter-
esting study in this respect is an evaluative comparison of DEMO and ARIS, in par-
ticular the EPC (Event Process Chain) technique [14]. As one of the practical  
outcomes, a procedure has been developed for producing EPCs on the basis of DEMO 
models. In this way, the rigorous semantics of DEMO are so to speak enforced upon 
the EPC. We conjecture that such a combination is also possible and beneficial for 
ArchiMate and DEMO. 
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Abstract. The enterprise can be considered as a heterogeneous system consist-
ing of three homogeneous systems, called the B(usiness)-organization, the 
I(nformation)-organization and the D(ata)-organization. The D-organization 
supports the I-organization and the I-organization supports the B-organization. 
Those three organizations are linked to each other through the cohesive unifi-
cation of the human being. However, from the construction point of view it is 
unclear how the interactions between actors of the different layers in the enter-
prise are taken place. This paper contributes to more clearness about this inter-
face by elaborating some integration aspects between the mentioned layers 
more in detail. 

Keywords: enterprise engineering, enterprise ontology, infological system, 
DEMO. 

1   Introduction 

Mulder gives in his PhD thesis an extended overview of the methodologies which 
have been developed by the organization sciences. His conclusion is that these sci-
ences are not fully capable to develop a methodology in which the various aspects of 
organization design, as structure, processes, information systems, are taken into ac-
count in a integrated way [1]. His conclusion is that the key to the desired integration 
between all those aspects is to make the notion of communication as the central no-
tion for understanding organizations. He refers to the relatively young research field 
of Language Action Perspective, or LAP for short. The focus on communication as 
the concept for understanding and modeling of organizations comes from the Speech 
Act Theory. This theory does not only consider speech acts as a vehicle to transfer 
knowledge, but also as a vehicle to act, by which new facts can be created [2, 3]. 
Based on this theory several methodologies have been developed. Mulder has com-
pared the most important LAP-based methodologies in his thesis and comes to the 
conclusion that the Design and Engineering Methodology for Organizations DEMO is 
the most appropriate methodology to (re)design organizations in an integrated way. 
The major difference between DEMO and other LAP approaches is that it builds on 
two additional theoretical pillars next to the LAP, namely Organizational Semiotics 
[4, 5] and Systems Ontology [6]. The way of thinking and the way of modeling of 
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DEMO are developed by Dietz [7]. However, Dietz focuses primarily on the business 
layer of the enterprise and gives only some clues concerning the infological layer and 
the datalogical layer of the enterprise. The distinction between the three layers dis-
cerns DEMO from many other aggregated modeling techniques such as Petri Net, 
Flow Chart and EPC. In particular, a split between models of the three mentioned 
layers makes designing and engineering of enterprises in a dynamic world more  
intellectually in control. All layers have to be considered as aspect systems of the 
enterprise system. They are called the B-organization, the I-organization and the  
D-organization. Actors in the I-organization provide information services to actors in 
the B-organization which need this information for performing business transactions. 
The required data has been delivered by the D-organization. This paper presents the 
way on which the interactions between actors of the different layers take place.  

Section 2 contains a summary to the Ψ-theory on which DEMO has been grounded. 
On the basis of the organization theorem the elementary components within the three 
layers and their mutual relationships are discussed in section 3. The paper is ended by 
section 4 with some conclusions and some directions for further research. 

2   Summary of the Ψ-Theory 

For a good understanding of this paper a summary of the Ψ-theory on which Dietz [7] 
based the DEMO methodology is presented. Dietz argues that in order to cope with 
the current and future challenges, a conceptual model of the enterprise is needed that 
is coherent, comprehensive, consistent and concise, and that only shows  the essence 
of the operation of an enterprise model. Such a model, called an ontological model, 
abstracts from all implementation and realization issues. The underlying theory is 
called the Ψ-theory. The Ψ-theory consists of four axioms, viz. the operation axiom, 
the transaction axiom, the composition axiom and the distinction axiom, and the or-
ganization theorem. In this section, these axioms and the organization theorem are 
elaborated briefly. An exception is made for the composition axiom which is of no 
importance for this paper. 

The operation axiom states that the operation of the enterprise is constituted by the 
activities of actors, which are elementary chunks of authority and responsibility ful-
filled by human beings. Actors perform two kinds of acts: production acts, or P-acts for 
short, and coordination acts, or C-acts for short. These acts have definite results, 
namely production facts and coordination facts, respectively. By performing P-acts, 
actors contribute to bringing about the goods or services that are delivered to each 
other or to the environment. A P-act is either material or immaterial. Examples of ma-
terial acts are manufacturing acts and storage and transportation acts. Examples of 
immaterial acts are the judgment by a court to condemn someone, granting an insur-
ance claim and selling goods. By performing C-acts, actors enter into and comply with 
commitments towards each other regarding the performance of P-acts. A C-act is de-
fined by its proposition and its intention. The proposition consists of a P-fact, e.g. 
“Purchase order #200 is delivered” and a time period (the delivery time). The intention 
represents the purpose of the performer; examples of intentions are “request”, “prom-
ise” and “decline”. The effect of performing a C-act is that both the performer and the 
addressee of the act get involved in a commitment regarding the referred P-act. 
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Fig. 1. The standard transaction pattern 

The transaction axiom states that coordination acts are performed as steps in uni-
versal patterns. These patterns, also called transactions, always involve two actor 
roles, i.e. two chunks of authority and responsibility. They are aimed at achieving a 
particular result, the P-fact. 

Figure 1 exhibits the standard transaction pattern. A transaction evolves in three 
phases: the order phase (O-phase for short), the execution phase (E-phase for short) 
and the result phase (R-phase for short). One of the two partaking actor roles is called 
the initiator, the other the executor of the transaction. In the order phase, the initiator 
and the executor pursue to reach agreement about the P-fact that the executor is going 
to bring about as well as the intended time of creation. In the execution phase, the 
executor brings about this P-fact. In the result phase, the initiator and the executor 
pursue to reach agreement about the P-fact that is actually produced as well as the 
actual time of creation (both of which may differ from the requested one). Only if this 
agreement is reached will the P-fact become existent. The path request-promise-
execute-state-accept in figure 1 is called the basic pattern; it is the course that is taken 
when the initiator and the executor keep consenting. However, they may also dissent. 
There are two states where this may happen, namely the states “requested” and 
“stated”. Instead of promising one may respond to a request by declining it, and instead 
of accepting one may respond to a statement by rejecting it. It brings the process in the 
state “declined” or “rejected” respectively. These states are indicated by a double disk, 
meaning that they are discussion states. If a transaction ends up in a discussion state, 
the two actors must ‘sit together’, discuss the situation at hand and negotiate about how 
to get out of it. The possible outcomes are a renewed request or statement (probably 
with a modified proposition) or a failure (quit or stop). 
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The distinction axiom states that there are three distinct human abilities playing a 
role in the operation of actors, called performa, informa and forma (cf. fig. 2). Those 
abilities are recognized in both kinds of acts that actors perform.  
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Fig. 2. The three human capabilities 

Let us first look at the production act of an actor. The forma ability is the human 
ability to conduct documental actions, such as storing, retrieving, transmitting, etc. 
These are all actions by which the content of the documents or data is of no impor-
tance. Actors which use the forma ability to perform P-acts are called documental 
actors, or D-actors for short. The informa ability is the human ability to conduct intel-
lectual actions, such as reasoning, computing, remembering and recalling of knowl-
edge, etc. These are all actions by which the content of data or documents, abstracted 
from the form aspects, is of importance. Actors which use the informa ability to per-
form P-acts are called intellectual actors, or I-actors for short. The performa ability is 
the human ability to conduct new, original actions, such as decisions, judgments etc. 
The performa ability is considered as the essential human ability for doing business, 
of any kind. It adds the notion of ontology on top of infology. Actors which use the 
performa ability to perform P-acts are called business actors, or B-actors for short. 
Human beings in enterprises are able to fulfill B-actors roles, as well as I-actor roles 
and D-actor roles.  

Subsequently, let us look at the coordination act of an actor. By the notion of actor 
is meant a B-actor, as well as an I-actor or a D-actor. By performing C-acts, actors 
enter into and comply with commitments towards each other with respect to the per-
formance of P-acts. The effect of performing a C-act is that both the performer and 
the addressee of the act get involved in a commitment concerning the referred P-act. 
That commitment is a result of a performative exchange. However the only way of the 
performer of the C-act to expose its commitment and to make it knowable to the ad-
dressee, is to express its informa ability, followed by the inducement in the mind of 
the addressee of an equivalent thought, by means of its informa ability. The intellec-
tual understanding between both actors comes into existence by informative ex-
change. Expressing a thought can only be done by formulating it in a sentence in 



 Integration Aspects between the B/I/D Organizations of the Enterprise 191 

some language, and at the same time uttering it in some form, such as speaking or 
writing. Significational understanding between both actors only come into existence 
by a formative exchange, which means that the performer has to use a language that is 
known to the addressee. We would put with great emphasis that B-actors, I-actors and 
D-actors only distinguish themselves by the kind of production act.  

The last part of the Ψ-theory is the organization theorem. It states that the organiza-
tion of an enterprise is a heterogeneous system that is constituted as the layered inte-
gration of three homogeneous systems: the B-organization, the I-organization, and the 
D-organization. The D-organization supports the I-organization, and the I-organization 
supports the B-organization (cf. fig. 3). A system can be considered from two different 
perspectives, namely from the function perspective or from the construction perspec-
tive. The function perspective on a system is based on the teleological system notion 
which is concerned with the (external) behavior or performance of a system. This no-
tion is adequate for the purpose of controlling or using a system. It is about services or 
products which are delivered by the system. The construction perspective on a system 
is based on the ontological system notion. Systems have to be designed and con-
structed. During the design and engineering process questions of being effectively and 
efficiency of the chosen design have to be answered by the constructor of the system. 
Our point of departure in this paper is the second system notion.  

The D-organization supports the I-organization, and the I-organization supports the 
B-organization (cf. fig. 3). The integration is established through the cohesive unifica-
tion of the human being. Let us elaborate this point more in detail. We take the  
I-organization as our starting point. From the functional perspective the I-organization 
provides an information service to the B-organization, i.e. to a B-actor which actually 
interprets the received data as required information in order to execute an ontological 
action, i.e. a C-act or a P-act. The information is produced by I-actors and is based on 
the C-facts and P-facts which have been created by B-actors from the B-organization 
or by external actors if the facts are retrieved from external fact banks. For example, 
the I-organization produces a monthly report with the turnover per product group. 
Actors within the I-organization have the competences and the authorities to construct 
such a report by making use of the available facts. However, they do not have any 
idea about the added value of this report for the salesman who has asked for it.  
I-actors are only producers of information for each other or for initiating business 
actors. However, how can a B-actor receive some information from a I-actor? Ac-
cording to the system definition of Bunge [6], the initiator of a transaction must be 
from the same category as the executor of the transaction. In other words, only an  
I-actor is allowed to request for information. The answer is given by the distinction 
axiom. By the cohesive unification of human being the needed I-actor could be a  
B-actor that has been shaped into an I-actor [7, 8].  

For conducting an infological action an I-actor often has to reproduce existent 
facts. In order to reproduce such a fact the corresponding fact data must be retrieved 
from one of the fact banks within the system or from the environment of the system. 
Therefore, the mentioned I-actor shapes into a D-actor in order to initiate a D-actor 
for retrieving the needed fact data. Besides that, as a consequence of a particular in-
fological action, an I-actor also have to remember new facts. That means actually that 
the corresponding fact data have to be recorded in a fact bank within the system in 
order to be used later on by an I-actor for a specific infological action. Recording the  
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Fig. 3. The layered integration of an enterprise system 

corresponding fact data in a fact bank is done by a D-actor which is initiated by the D-
actor that has been shaped from the original I-actor.   

Dietz [7, 9, 10] has focused mainly on the way of thinking and on the way of mod-
eling with DEMO. Mulder [1] in his doctoral thesis presented a rapid enterprise de-
sign, a way of working with DEMO. All these publications have in common that they 
focus on the B-organization. The distinguishing feature of this paper is that the focus 
is moved from the B-organization to the I-organization and the D-organization. We 
discuss about differences between the B-actors, I-actors and D-actors and their mutual 
relationships within the organization boundary and their relationships with actors of 
the same category outside the organization boundary. The elaboration of these notions 
leads to a better understanding of the ontological models of the I-organization and the 
D-organization. 

3   Cooperation in the Layered Enterprise 

A subject who fulfils B-actor roles disposes of all three human abilities, as stated 
above. The subject uses the performa ability if it executes ontological actions. How-
ever, it is not hard to switch between abilities. If the subject takes the shape of an  
I-actor it is able to participate in I-transactions. After completing its infological trans-
action it switches back to its B-actor shape to resume its work in that shape [7, 8]. A 
particular subject can fulfill several B-actor roles, I-actor roles and D-actor roles 
within the same enterprise.  

The raw materials for infological actions are C/P-facts which are defined by the B-
actors as results of their coordination and production acts. These acts have effects on 
the coordination world or C-world and on de production world or P-world respec-
tively [7]. A state of the P-world is a set of P-facts that have been created up to that 
point in time and the state of the C-world is a set of C-facts that have been created up 
to that point of time. So, we keep track on the complete history of both worlds. All  
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C-facts and P-facts are stored in coordination banks and production banks respec-
tively. There are no other sources that contain raw materials for information produc-
tion. However, not all relevant coordination and production banks are available within 
the organization boundary that one has defined for a particular enterprise. Those 
banks which are situated outside the organization boundary, called external coordina-
tion and production banks, can be consulted to obtain relevant C/P-facts as well. 
These C/P-facts are not been defined by B-actors of the B-organization of the men-
tioned enterprise but by B-actors of another enterprise working in the same P-world. 
For this paper it is of no importance to discern both mentioned types of fact banks. 
Hereafter, we only like to talk about fact banks. Although we do not discuss about the 
physical implementation of a fact bank, it is important to be aware that a fact bank can 
be embodied in a physical substrate in several ways, a database management system, 
a particular place in human brains, a measuring device, etc.  

A B-actor shapes into an I-actor in order to initiate an infological transaction for 
two reasons. Firstly, it initiates a request for information which is based on existent 
facts that have to be reproduced. Secondly, it formulates a C/P-fact that has to be 
remembered. Both situations are discussed in this section. Let us start with the first 
one: the I-actor requesting for information.  

Again two different situations could taken place, namely the needed information 
can be received from the I-organization, because of some processing that has to be 
done by the I-organization, or the information can be received directly from the D-
organization by interpreting C/P facts which are offered to the D-actor which is the 
shaped initiating I-actor. To make the second situation more clear: if an I-actor re-
quests for a C/P-fact then it receives the corresponding fact data as a D-actor and it 
interprets this fact data as an I-actor. There are no infological transactions required for 
getting the needed information. Infological transactions only occur if the requested 
information must be prepared from the infological perspective before delivery. The 
relationship between B-actors, I-actors and D-actors during information delivery is 
discussed further on the basis of an example that has been exhibited in figure 4 and 5.  

Let us discuss first the example that the information is delivered by the I-
organization (cf. fig. 4). We assume that John wants to perform an original action and 
that he needs some information to execute the original action in a correct way. Ac-
cording to the organization theorem John has to shape into a I-actor before he is able 
to request the required information. From that moment John fulfills an I-actor role 
within the I-organization. John requests Bill to send him the information he needs. If 
Bill is able to perform the infological action completely he will sent the results of this 
actions to John directly. If he needs other I-actors for producing parts of the requested 
information he has to wait for these subassemblies before he can satisfy John. In this 
example we assume that Bill performs the infological action entirely. Bill is not able 
to provide an information product without using existing facts. These facts have to be 
reproduced. Bill shapes into an D-actor and requests the D-actor Tom for a docu-
mental production result, namely the retrieval and transmission of the data that corre-
sponds with the requested facts. Such an action can occur several times during the 
execution of an infological transaction. Tom performs, possibly in conjunction with 
other D-actors the demanded documental transactions.  
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Fig. 4. Asking for information 

On the basis of a practical example we can clarify this way of thinking more thor-
oughly. The example regards a validity check of a credit card used at a payment. The 
B-actor Peter would like to pay the B-actor John with his credit card. John formulates 
a request for Bill to check the validity of the credit card. He sends him the number 
and the expiring date of the card. Bill promises John an answer on his request. How-
ever, before he activates the checking process he has to come into the possession of 
some relevant data from Tom. After the receipt of this data Bill executes the process 
and provides John the outcome.  

We mentioned in the previous section that a DEMO based model only shows the 
essence of the operation of an enterprise. Such a model, which is called an ontological 
model, abstracts from specific implementation issues. It is important to take this qual-
ity of the model into account if an example from practice is discussed on the basis of 
figure 4. Take in mind the following example about a salesman who would like to 
consult a product catalogue with detailed product information, prices and so on, dur-
ing a sales transaction. From the view of ontology the phenomenon product catalogue 
is of no importance. It is the consequence of a particular implementation choice. The 
product information could also be stored on a compact disc or on the hard disc of the 
PC of the salesman or on anything else. More important is that product information is 
available for the salesman during a sales transaction. The ultimate sources of this 
product information are P-facts which are retrieved from fact banks. These P-facts are 
the result of original actions conducted by B-actors which have been developed the 
product information. Looking at figure 4, the salesman John asks Bill for the right 
product information. Bill promises that he will deliver this information and asks Tom 
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for the fact data that corresponds with the concerning P-facts. Bill puts together all 
information received from Tom and offers it to John subsequently. 

Figure 5 exhibits the situation that John requests for a C/P-fact which has been 
stored in a fact bank. For example John as actor in the enterprise operates autono-
mously. He constantly loops through the actor cycle, in which he deals with his 
agenda. An agendum is a C-fact with a proposed time for dealing with it , to which 
the actor is committed to respond. John shapes into an I-actor in order to reproduce 
the needed C-fact. Reproducing can be done by shaping into a D-actor and asking 
Tom for the corresponding fact data. Tom retrieves and transmits the found fact data 
subsequently to John for interpretation. 
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Fig. 5. Asking for C/P-facts 

Next, let us discuss the second situation we mentioned: the I-actor remembering 
C/P-facts. A B-actor does not only shape into an I-actor for initiating information 
requests and interpreting received information but for formulating C/P facts and initi-
ating requests for storing facts as well. Again, there are two different situations to 
discern. Firstly, a subject that shapes from a B-actor into an I-actor formulates a C/P-
fact. Next, the subject shapes from an I-actor into a D-actor and offered the data that 
corresponds with the C/P-fact to the D-organization for storage. Secondly, this situa-
tion differs from the previous one that the C/P-fact is offered to the I-organization by 
the I-actor which has been shaped from the B-actor for remembering The figures 6 
and 7 exhibit both situations respectively. Let us first look at figure 6. The B-actor 
John wants to store a C-fact or a P-fact. John shapes from a B-actor into an I-actor 
and formulates the C/P-fact. After that, he shapes from an I-actor into a D-actor and 
requests Tom to transmit and to record that particular fact into a fact bank. Therefore,  
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Fig. 6. Storing facts (1) 

Tom closes transactions with some other D-actors in order to keep his promise. It 
strikes that no infological transaction is needed. It is comparable with the situation 
that John requests Tom to put some notes, which he has written down, into a book-
case. No other I-actors are involved in formulating the notes. Figure 7 exhibits the 
situation that a C/P-fact is offered to the I-organization for remembering. John formu-
lates the C/P-fact and requests Bill for remembering the formulated fact. Bill promises 
to remember the fact, shapes into a D-actor and offers the corresponding fact data to 
Tom for recording in a fact bank. 

The mentioned four examples (cf. fig 4, 5, 6, 7) illustrate the possible interactions 
between the different layers in the organization. The I-organization supports the B-
organization by the delivery of information services. These information services are 
developed by I-actors based on C/P-facts which are stored inside or outside the or-
ganization boundary and are reproduced by them. The C/P-facts inside the organiza-
tion boundary are defined by B-actors within the B-organization as a result of their 
coordination and production acts. Those C/P-facts are offered to the I-organization for 
remembering. The D-organization supports the I-organization by the delivery of data 
services for reproducing and remembering C/P-facts. 

The figures 4 till 7 contain a grey frame which indicates the organization boundary. 
An organization boundary divides the set of all (relevant) actor roles into the compo-
sition and the environment [7]. In those examples, the cooperation between the actors 
and the retrieval and record of data is taken place within the same organization. How-
ever, an interesting question arises about what will happen if a B-actor needs informa-
tion which is only obtainable outside the organization, i.e. in external fact banks or  
 



 Integration Aspects between the B/I/D Organizations of the Enterprise 197 

shaping

ontological 
action

formulation

fact bank

datalogical
action

datalogical
action

shaping

transmit

recording

Ontological 
layer

Infological 
layer

Datalogical 
layer

John

John

Bill Tom

remembering

Bill

 

Fig. 7. Storing facts (2)  
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Fig. 8. Asking for internal and external facts  

 



198 J. de Jong 

B-actor
performer 

shaping

shaping

reproductioninfological
action

datalogical
action

interpretation

retrieve 
data

retrieval

ontological 
action

transmit

fact bank

datalogical
action

John

JohnBill

BillTom Data supplier

datalogical
action

Ontological 
layer

Infological
layer

Datalogical 
layer

 

Fig. 9. Asking for internal and external data 

delivered by external I-actors. Figure 8 exhibits this situation. John requests both Bill 
and the info supplier who is drawn outside the organization boundary for information 
he needs. Both actors deliver their information to John. John joins together both in-
formation components and interprets it subsequently. The details about the possible 
consulted fact banks or about the employment of I-actors outside the organization 
boundary are of no importance for John. They are outside and for that reason out of 
scope.  

It is important to understand that the infological transaction with the external I-
actor regards the operational delivery of the information to John. It does not regard 
the agreement about the service levels and other conditions which are agreed upon 
between both organizations. Such an agreement is always the result of an ontological 
transaction between a B-actor within the current B-organization and a B-actor within 
the B-organization of the information supplier. The P-fact defined by the performing 
actor within the B-organization of the information supplier is stored in a fact bank and 
can be reproduced by John during his infological transaction with the external I-actor. 
The acceptance by John of the information product offered by the external I-actor 
takes only place if the delivery occurs according to the agreed conditions. An example 
of such an information supplier is a financial institute which offers information about 
the financial stability of a new customer based on a subscription form.  

Besides the cooperation between two or more organizations on I-organization 
level, it is also possible to cooperate with other organizations on D-organization level. 
This type of cooperation concerns on the level of data exchange. Suppose that an I-
actor within the organization wants to reproduce one or more facts, but that the fact  
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data that corresponds with these facts is not obtainable within the organization bound-
ary. Then, this data has been created in another organization and therefore the  
concerning fact bank is managed by the other organization. Figure 9 exhibits the data-
logical transaction between D-actor Bill and the external data supplier. This datalogi-
cal transaction regards the operational delivery of data from the external D-actor to 
Bill. Similar to the situation that is exhibited in figure 8, it does not regard the agree-
ment about the service levels and other conditions which are agreed upon between 
both organizations. Such an agreement is also the result of an ontological transaction 
between a B-actor within the current B-organization and a B-actor within the B-
organization of the data supplier. The data that corresponds with the P-fact defined by 
the performing actor within the B-organization of the information supplier is stored in 
a fact bank and can be retrieved by Bill during his datalogical transaction with the 
external D-actor. The acceptance by Bill of the data product offered by the external 
D-actor takes only place if the delivery occurs according to the dataset that corre-
sponds with the agreed conditions. An example of such an external organization that 
retrieves and records and transmits data is an external data center. 

4   Conclusions and Further Research 

This paper contributes to more clearness concerning the interactions between the 
B/I/D-organizations of an enterprise. A B-actor is able to shape into an I-actor and an 
I-actor is able to shape into a D-actor by the cohesive unification of human being. A 
B-actor shapes into an I-actor for initiating information requests and interpreting re-
ceived information products as well as for formulating C/P facts and initiating request 
for storing these facts. An I-actor shapes into a D-actor for reproducing and remem-
bering facts. A clear understanding about the interactions within and between the 
layers is important for further research on the determination of both the functional 
requirements and the constructional requirements of the I-organization based on the 
construction model of the B-organization. Those requirements are indispensable in 
order to design and engineer the construction model of the I-organization ultimately.  
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