


Lecture Notes
in Business Information Processing 29

Series Editors

Wil van der Aalst
Eindhoven Technical University, The Netherlands

John Mylopoulos
University of Trento, Italy

Norman M. Sadeh
Carnegie Mellon University, Pittsburgh, PA, USA

Michael J. Shaw
University of Illinois, Urbana-Champaign, IL, USA

Clemens Szyperski
Microsoft Research, Redmond, WA, USA



Terry Halpin John Krogstie
Selmin Nurcan Erik Proper
Rainer Schmidt Pnina Soffer
Roland Ukor (Eds.)

Enterprise, Business-Process
and Information Systems
Modeling

10th International Workshop, BPMDS 2009
and 14th International Conference, EMMSAD 2009
held at CAiSE 2009
Amsterdam, The Netherlands, June 8-9, 2009
Proceedings

13



Volume Editors

Terry Halpin
LogicBlox, Atlanta, GA, USA
E-mail: terry.halpin@logicblox.com

John Krogstie
Norwegian University of Science and Technology, NTNU, Trondheim, Norway
E-mail: john.krogstie@idi.ntnu.no

Selmin Nurcan
University of Paris 1 Pantheon Sorbonne, Paris, France
E-mail: selmin.nurcan@univ-paris.fr

Erik Proper
Capgemini and Radboud University Nijmegen, Nijmegen, The Netherlands
E-mail: erikproper@gmail.com

Rainer Schmidt
University of Applied Sciences, Aalen, Germany
E-mail: rainer.schmidt@htw-aalen.de

Pnina Soffer
University of Haifa, Carmel Mountain, Haifa, Israel
E-mail: spnina@is.haifa.ac.il

Roland Ukor
University of Manchester, Manchester, UK
E-mail: roland.ukor@cs.man.ac.uk

Library of Congress Control Number: Applied for

ACM Computing Classification (1998): J.1, D.2, H.4, H.3.5

ISSN 1865-1348
ISBN-10 3-642-01861-0 Springer Berlin Heidelberg New York
ISBN-13 978-3-642-01861-9 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

springer.com

© Springer-Verlag Berlin Heidelberg 2009
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 12681877 06/3180 5 4 3 2 1 0



Preface

This book contain the proceedings of two long-running workshops held in con-
nection to the CAiSE conferences relating to the areas of enterprise, business-
process, and information systems modeling

– The 10th International Workshop on Business Process Modeling, Develop-
ment and Support (BPMDS 2009)

– The 14th International Conference on Exploring Modeling Methods for Sys-
tems Analysis and Design (EMMSAD 2009)

BPMDS 2009

BPMDS 2009 was the tenth in a series of workshops that have successfully served
as a forum for raising and discussing new ideas in the area of business process
development and support.

The topics addressed by the BPMDS workshops are focused on IT support
for business processes. This is one of the keystones of information systems theory.
We strongly believe that any major conference in the area of information systems
needs to address such topics independently of the current fashion. The continued
interest in these topics on behalf of the IS community is reflected by the success
of the last BPMDS workshops and the recent emergence of new conferences
devoted to the theme.

During the previous BPMDS workshops, various issues were discussed that
could be related to different but isolated phases in the life cycle of a business
process. In the previous edition we arrived to a focus on the interactions between
several phases of the business process life cycle.

In BPMDS 2009 the focus was on the drivers that motivate and initiate
business process design and evolution. We distinguished three groups of drivers,
which can exist separately or in any combination in real-life situations. These
include (a) business-related drivers, where processes are changed to meet busi-
ness objectives and goals, (b) technological drivers, where change is motivated or
enabled by the availability, the performance or the perceived quality of IT solu-
tions, and (c) drivers that stem from compliance requirements, facing standards
and interoperability challenges.

The workshop discussions mainly dealt with the following related questions:

– What are the drivers or factors that initiate/demand change in business
processes?

– How to cope with/introduce changes required by different drivers
– How to discover that it is time for a change
– How to discover that change has already happened (uncontrollable changes),

and there is a need to explicitly change process definitions/operational in-
structions
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The 17 papers accepted for BPMDS 2009 were selected from among 32 pa-
pers submitted from 14 countries (Australia, Brazil, France, Germany, Israel,
Italy, Japan, Latvia, The Netherlands, South Africa, Spain, Switzerland, Tunisia,
United Kingdom). They cover a wide spectrum of issues related to the drivers of
business process change and how these affect the change process and are reflected
in it. They are organized under the following section headings:

– Business and goal-related drivers
– Model-driven process change
– Technological drivers and IT services
– Technological drivers and process mining
– Compliance and awareness

We wish to thank all the people who submitted papers to the workshop for
having shared their work with us, as well as the members of the BPMDS 2009
Program Committee and the workshop organizers of CAiSE 2009 for their help
with the organization of the workshop. The conference was supported by IFIP
WG 8.1

March 2009 Selmin Nurcan
Rainer Schmidt

Pnina Soffer
Roland Ukor

EMMSAD 2009

The field of information systems analysis and design includes numerous informa-
tion modeling methods and notations (e.g., ER, ORM, UML, DFDs, BPMN),
that are typically evolving. Even with some attempts to standardize (e.g., UML
for object-oriented design), new modeling methods are constantly being intro-
duced, many of which differ only marginally from existing approaches. These
ongoing changes significantly impact the way information systems are being an-
alyzed and designed in practice. EMMSAD focuses on exploring, evaluating, and
enhancing current information modeling methods and methodologies. Although
the need for such studies is well recognized, there is a paucity of such research
in the literature.

The objective of EMMSAD 2009 was to provide a forum for researchers and
practitioners interested in modeling methods in systems analysis and design to
meet and exchange research ideas and results. It also provided the participants
with an opportunity to present their research papers and experience reports and
to take part in open discussions.

EMMSAD 2009 was the 14th in a very successful series of events, previ-
ously held in Heraklion, Barcelona, Pisa, Heidelberg, Stockholm, Interlaken,
Toronto, Velden, Riga, Porto, Luxembourg, Trondheim, and Montpellier. This
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year we had 36 papers submitted from 18 countries (Argentina, Austria, Brazil,
Canada, China, France, Germany, Israel, Italy, Latvia, Luxembourg, The Nether-
lands, Norway, South Africa, Spain, Sweden, Switzerland, United Kingdom).
After an extensive review process by a distinguished international Program
Committee, with each paper receiving at least three reviews, we accepted the
16 papers that appear in these proceedings. Congratulations to the successful
authors!

Apart from the contribution of the authors, the quality of EMMSAD 2009
depends in no small way on the generous contribution of time and effort by the
Program Committee and the additional reviewers. Their work is greatly appre-
ciated. We also express our sincere thanks to the CAiSE Organizing Committee,
especially the CAiSE Workshop and Tutorial chairs Paul Johannesson (KTH,
Stockholm, Sweden) and Eric Dubois (CRP Henri Tudor, Luxembourg).

Continuing with our very successful collaboration with IFIP WG 8.1 (http://
home.dei.polimi.it/pernici/ifip81/) that started in 1997, this year’s event was
again a joint activity of CAiSE and WG 8.1. The European INTEROP Network
of Excellence (http://www.interop-vlab.eu/) has also sponsored this workshop
since 2005, as has AIS-SIGSAND (http://nfp.cba.utulsa.edu/bajaja/SIGSAND/).

For more information on EMMSAD, see our website www.emmsad.org

March 2009 John Krogstie
Erik Proper

Terry Halpin
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Jolita Ralyté University of Geneva, Switzerland
Sudha Ram University of Arizona, USA
Jan Recker Queensland University of Technology, Brisbane,

Australia
Colette Rolland University of Paris 1, France
Michael Rosemann Queensland University of Technology, Brisbane,

Australia
Matti Rossi Helsinki School of Economics, Finland
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Towards a BPM Success Model: An Analysis in South 
African Financial Services Organisations 

Gavin Thompson, Lisa F. Seymour, and Brian O'Donovan 

Information Systems Department, University of Cape Town, South Africa 
Lisa.Seymour@uct.ac.za 

Abstract. The improvement of business processes has recently emerged as 
one of the top business priorities for IT, and Business Process Management 
(BPM) is currently being seen as the best way to deliver process improvements. 
This research explores the enablers of BPM success, expanding on the Rose-
mann, de Bruin and Power theoretical BPM success model [1]. Qualitative re-
search was conducted in four South African Financial Services Organisations 
with developing BPM capability. The research identified multiple success en-
ablers categorised around Strategy, Culture, People / Resources, Governance, 
Methods and IT. Correlation between these factors was proposed and BPM, 
process and business success defined. Poor understanding of BPM within the 
participating organisations was found as well as insufficient supporting IT re-
sources. It was found that the benefits of BPM investment had not yet been  
realised, which, increased the threat of funding being withdrawn. 

Keywords: Business Process Improvement, BPM, Innovation Driver / Enabler 
/ factors / process, IT Business Alignment / Value. 

1   Introduction 

For many organisations, success is based on how well they can model and optimise 
their processes in order to better manage the external value that the processes provide 
[2]. In a number of industries, organisations need to be able to create or modify busi-
ness processes quickly to launch new product in a timely manner [3]. In the financial 
services industry, an increase in business competition and the amount of legislation 
being imposed by regulatory bodies has made it more difficult for companies to meet 
customer’s service demands. This has resulted in process optimisation becoming a 
key strategic focus [4] and BPM (Business Process Management) being adopted. 

BPM is the most recent stage in the advancement of process-oriented management 
theory with the overall goal of improving operational performance and increasing an 
organisation’s agility in responding to dynamic market forces [5]. Although BPM is 
sometimes viewed as an IT focused extension of business process automation [6], we 
use the Melenovsky [7] definition of BPM as a management approach supported by 
technology components. By de-coupling the process from the underlying business 
application, BPM technology enables the business to design, deploy, change and 
optimise its business processes. As BPM is a fairly new discipline, there is limited 
research into the factors that contribute positively to BPM success. However recent 
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research by Rosemann, de Bruin & Power [1] has identified a theoretical BPM suc-
cess model. This research will expand on their model by exploring the understanding 
of success and what enables BPM success.  

The remainder of the paper is organised as follows. In the next section we briefly 
outline our research approach and methodology. This is followed by details about the 
collection of data and its analysis. Next, we present the results of the data analysis in 
an explanatory framework, from which we derive enablers of BPM success as well as 
their inter-relation and an expanded and modified BPM success model. 

2   Research Questions and Method 

The primary research question that this study set out to answer is “What are the en-
ablers of BPM success?” Secondly the research wanted to answer “how success is 
defined”. The Rosemann, de Bruin & Power [1] BPM success model, which is used as 
a meta-theory for this research, contains six independent categories that affect BPM 
success and these relationships are impacted by context. BPM success is seen to di-
rectly influence process success which in turn directly influences business success. 
Many of these categories are of a human interaction nature which would be difficult 
to measure without human interpretation. It was therefore fitting to adopt an interpre-
tive philosophy for this research [8]. Given the limited research literature on BPM 
success, the research was conducted using the General Inductive Approach [9], in 
which the research is guided by the research objectives derived from a study of the 
current research literature. The inductive element allows additional research findings 
to emerge from the significant themes that are inherent in the research data [9]. 

Table 1. Data Sources with references (Ref.) used 

Ref Org. Description Ref Org. Description 

Int1 Org1 BPM Program Manager Int8 Org3 BPM Domain Owner 
Int2 Org1 Business Leader Int9 Org4 BPM Program Manager 
Int3 Org2 Business Consultant Int10 Org4 Business Analyst 
Int4 Org2 Process Owner Art01 Org1 Process Improvement Roadmap 
Int5 Org2 Process Owner Art02 Org2 Way Forward with Lean Six Sigma 
Int6 Org2 Business Leader 
Int7 Org2 IT Architect 

Sem01  Lean Deployment. Executive 
Breakfast July 2008. 

Table 1 describes the sources of information used in this research. Organisations 
were selected that had made an investment in a BPM suite and are known to have, or 
be developing, BPM strategies and were willing and available to participate. The four 
participating organisations provide a good representation of South African Financial 
Services Organisations, with two (Org1 and Org2) being large, multi-national organi-
sations and the other two (Org3 and Org4) being medium size organisations. Each 
organisation provided access to participants that could give good insight into both the 
business and IT view of BPM. The interview questions were open-ended and based 
on the BPM Success Model. Additionally, non-structured questions were asked de-
pending on the information that emerged. Participants gave consent for interviews to 
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be recorded and these were transcribed. Apart from semi-structured interviews, two 
artefacts were collected and one researcher attended a seminar (Sem01) on the appli-
cation of Lean in South African Financial Services Organisations that had attendees 
from Org1 and Org2. 

Data analysis was performed in accordance with the guidelines for the General In-
ductive Approach [9]. The researchers familiarised themselves with the transcriptions 
and documents through close reading; Key themes were identified and tagged; A data 
coding spreadsheet was populated with quotes, theme descriptors, low level and high-
level categories; Categories were reviewed and consolidated; Common patterns  
between organisations as well as contradictory quotes within organisations were  
identified. Finally, a model was derived with key categories and linkages. 

2.1   Context 

The South African economic conditions had been very favourable up until the end of 
2007 but had shifted in 2008 when this research was performed. This was attributed to 
an increase in interest rates and oil prices, and concerns around South Africa’s politi-
cal stability. In 2008, Org1 and Org2 had to reduce their operating costs in order to 
remain competitive. These conditions have a bearing on some of the attitudes to the 
enablers of BPM success, such as cutting costs and reducing head count. Further con-
textual elements include the age and maturity of the organisations involved in the 
research as well as the degree of previous process improvements undertaken. Both 
Org1 and Org2 had a history of Business Process Re-engineering (BPR). “BPR has 
been on the agenda every now and again for the 10 – 12 years” (Int6). In contrast, 
Org3 and Org4 were starting their process improvement journey with the purchase 
and implementation of a BPM suite. Considering the context that had a bearing on the 
research analysis, the following sections discuss the analysis of BPM enablers under 
the categories proposed by Rosemann, de Bruin and Power [1]. 

3   Strategic Enablers 

Strategic alignment requires two approaches. Firstly there needs to be a clear link 
between the corporate strategy and the company’s core processes [10] and secondly 
whenever the corporate strategy is altered, the required process changes need to be 
reviewed [11]. Three of the four participating organisations were confident that their 
processes were well linked to the strategy. However only in one instance this was 
performed consciously and there was acknowledgement that this linkage was difficult 
to achieve. “...if you had to ask if we went through a process of saying “this is the 
strategy so this is what our processes should look like” then I can’t point to a formal 
process that we went through to do that. I think intuitively in business planning we try 
and link it to strategy and make sure it is aligned” (Int6).  

Given the need for strategic intention to conduct BPM, Rosemann and de Bruin 
[12] believe that a BPM initiative needs to be driven from the top to ensure that it gets 
sufficient attention. There was general agreement on this. “Due to the vastness of 
what it entails, it is not something you can drive from within the business; you need to 
do it from a higher level towards various businesses in the company” (Int4). 



4 G. Thompson, L.F. Seymour, and B. O'Donovan 

While communication of the strategic intent to implement BPM was not mentioned 
in the literature, the analysis identified the need to have a conscious strategic intent to 
embrace BPM. Nevertheless, most organisations interviewed lacked a comprehensive 
BPM strategy. They either had a strategy that addressed the technology implementa-
tion of BPM or, alternately, the implementation of a process improvement methodol-
ogy with only Org1 having a clear strategy addressing both the principles and the 
technology: “There is an expressed intent that it be done overall. ..we believe that the 
BPM operational excellence approach is to raise standards” (Int2). 

In order for the organisation to link process to strategy, there first needs to be an 
awareness of the dimension of process in the organization [11]. In no cases did the 
participants agree that the dimension of process was well understood.  

A number of BPM initiatives fail to launch due to an inability to build credible 
business cases and hence obtain funding [13]. Most interviewees agreed that BPM 
needed to be funded centrally. Two organisations started funding BPM as a project, 
subsequently shifting it to ‘Business as Usual’ while Org2 was still in project mode. 
“It is starting off in the program space but is being seen as an operational budget as 
we realise the length of the journey if you want to get anything delivered” (Int2). 

Both Org1 and Org2 displayed concern over the need to fund BPM over the me-
dium term before results could be visible and the impact of the current economic 
conditions on this perspective: “External factors such as the economic pressure that 
the organisation might experience could result in the organisation going for short 
term gains rather than long term gains and to get BPM right completely you need to 
take a longer term view and take it slow and get things established” (Int3). This sup-
ports the view of Bradley [14] that BPM offers good returns over the medium term 
but companies may choose initiatives that have quicker returns. 

In summary the strategic enablers of BPM requires that corporate strategy be con-
sciously linked to the core processes and that a clear strategy exists to implement both 
the technology and principles of BPM. There was some doubt about the need to rec-
ognise ‘process’ as an organisational dimension. Finally, BPM initiatives need to be 
driven from the top, with sufficient initial and ongoing central funding. 

4   Cultural Enablers 

The cultural enablers of BPM cover the organisational values and beliefs that support 
initiatives to improve organisational performance. BPM differentiates itself from BPR 
in that the changes are incremental and continuous as opposed to once-off [15]. Con-
tinuous improvement requires that the organisation cultivates a culture of support and 
encouragement for the process [10]. Org2 appeared to have a strong continuous im-
provement culture which was supported by channels that staff could use to make  
improvement suggestions. “We promote it with our people that if they notice that a 
process is not working as expected or it can be improved that they send that through a 
channel that has been made available” (Int4). Org2 also believed that their employees 
were aware of the consequences of not embracing continuous improvement if they 
were to avoid large process improvement initiatives that could have a disruptive impact 
on the organisation. “Given that the organisation has been through a number of cost 
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reduction initiatives, this has made people conscious that if we do not continuously 
improve, you are going to get these large (process improvement) interventions” (Int6). 

Int2 stated that linking process improvement to cost savings, rather than improve-
ments such as productivity, quality, and client experience was a concern and would 
discourage adoption. This echoes Lees [16] who cautions against making headcount 
savings the key objective for BPM initiatives. 

All four of the organisations reported that they had a good culture of change. This 
appeared to be as a result of employees becoming accustomed to the organizational 
changes. “I believe that they are equipped (to deal with change) as we have changed 
a lot in this organisation over the last two to three years” (Int9). Int1 pointed out that 
if BPM is about continuous improvement then the change should be smaller and 
hence easier to absorb than change brought on by big process improvement projects. 

Another cultural element that can contribute to the success of a BPM initiative is 
that of cross-functional team work [12]. The two large organisations reported that 
while their organisations were structured around the value chain, cross functional-
team work was difficult and that it was difficult to find an optimal structure to manage 
processes. “I do not think you will ever find an ideal structure as at some stage you 
will have to go across boundaries and you will need to make sure that your MIS and 
culture is such that you can manage that” (Int6). An organisational culture of respect 
for another’s opinion, collaboration and consensus building enables BPM [11]. Int2 
suggested that the culture created by the remuneration system at Org1 actually inhib-
ited cross-functional team work as employees were rewarded in how they worked in 
their own work areas. This response supports the concern raised by Lee and Dale [10] 
that some managers may create a competitive environment in which employees are 
incentivised to compete with colleagues and other departments rather than collaborate 
with them.  

The relationship between business and IT is another area that impacts on BPM 
success. In general the co-operation between IT and business on BPM appeared to be 
good with good effect. “IT sees ourself as part of business, so it is not us and them. 
Everything is working together with IT people and business people to come to a 
workable solution which will improve the process” (Int9). 

Staff need to be empowered and incentivised to improve process [16]. Three of the 
organisations did not feel that employees were sufficiently empowered to make 
changes. This is a result of productivity pressures and the tight legislation control in 
force on the financial services industry. “If you look at our front office like the client 
contact centre, it is kind of a factory where you do not really want people to do things 
differently” (Int6). Only Org1 reported an incentive scheme to improve process but 
suggested that it needed more work. Org2 and Org4 had Key Performance Indicators 
(KPI’s) in place to measure employees’ contribution to process improvement. 

It was evident that the establishment of a continuous improvement culture could 
not be done in isolation of a clearly communicated BPM strategy. This is especially 
important as it was emphasised that the communicated strategic intention should alle-
viate any fears that BPM will result in headcount reductions. It was therefore consid-
ered appropriate to update the BPM success model to show a relationship between 
Strategy and Culture. 

In summary, cultural enablers require that organisations instil a culture of continu-
ous improvement and focus on process improvements that do not concentrate merely 



6 G. Thompson, L.F. Seymour, and B. O'Donovan 

on cost savings. BPM is enhanced by a culture of cross cultural team work between 
business functions and between business and organisations. Part of the culture to 
enable BPM is empowerment and incentivising of employees to improve the process. 
Finally, it was evident that strategy has an impact on the culture. 

5   People / Resource Enablers 

The first theme under this heading that was identified in the literature was the need for 
all staff to have an understanding of process [10]. All participating organisations re-
ported that process understanding was generally poor. It would, however, appear that, 
in each organisation, there are pockets of employees, mainly at a more senior level, 
that have a good understanding of process. “There is an elite group that knows it 
inside out and they are quite knowledgeable about that”. (Int4). “...people still tend to 
view things functionally and not necessary in a process dimension” (Int8). 

The literature reviewed did not separate the understanding of process from that of 
BPM. Yet these are not the same. The understanding of process is more aligned to the 
basic concepts of what a process is, as well as the principles that govern process be-
haviour. BPM understanding is more aligned to knowledge of all the factors of a BPM 
implementation including those factors presented in the BPM success model. There 
appeared to be a poor understanding of the more holistic view of BPM with many 
interviewees seeing it only in terms of the technology or the process improvement 
methodology. “There is no specific understanding as to what is BPM versus what is 
process modelling versus what is BPR or how to position methodologies or tools in 
the bigger picture” (Int3). 

However, it may not be necessary for the majority of employees to know about 
BPM as long as they have an understanding of process and continuous improvement. 
Interviewees in both Org1 and Org2 raised concerns about BPM being viewed as 
another management fad. This is a good reason to be selective about how much ‘ho-
listic’ BPM knowledge is imparted to employees as well as the pressing need for 
BPM to prove its value in. “The communication of BPM into the organisation is low 
key, specifically because we are trying to move away from this being the next fad. It is 
more something that we build into the fibre of the organisation rather than a big 
bang, ho-ha, ra-ra type approach of implementation” (Int2). 

Employees involved in process improvement need to be skilled in process model-
ling, analysis and simulation [11]. In Org2, the training that had been provided to the 
business analysts was perceived to be ad-hoc with not real strategy or context behind 
it. Int2, referring to training they had received in Lean based process improvement 
methodology, reported that the first line managers at Org1 felt, for the first time, that 
they were being trained properly as operational managers.  

A theme that emerged was the capacity to implement process improvements. Three 
organisations appeared to have IT capacity issues which hampered process improve-
ments. “It was run as a project but I do not think it was that successful as the  
improvements that they identified needed some IT support and in our business we 
struggle for IT resources” (Int10). Int7 and Int9 specifically mentioned that their 
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organisations had to try and find improvements that did not have an IT impact due to 
the IT resource constraints. This issue was also documented (Art02). There appears to 
be a real danger that organisations can become efficient at identifying improvement 
opportunities but not efficient enough at implementing the changes. While BPM tech-
nology can make the implementation of changes easier, there need to be sufficient IT 
resources available to implement improvements in a timely manner. 

It was made clear that many of the People/resource enablers will be best addressed 
when there is a clearly communicated BPM strategy in place. This is especially true 
for the structured training as well as the creation of IT capacity to implement process 
improvements. As the provision of IT capacity has a monetary impact, it is believed 
that the average IT department will be unwilling to incur this extra cost unless it is in 
response to a stated corporate strategy. It is therefore appropriate to update the BPM 
success model to show this relationship between Strategy and People. 

The people/resource enablers focus on the development of a process understanding 
amongst all employees, but caution over the need for the promotion of overall BPM 
process understanding. Important to the success of BPM was a well defined BPM 
training programme and sufficient IT resources. 

6   Governance Enablers 

The Governance enablers of BPM cover the establishment of relevant and transparent 
accountability, decision making and reward processes to guide individual’s actions. 
The starting point of good process governance is clear process ownership [11]. This 
was considered necessary by the respondents and the majority of participating organi-
sations had clear owners of departmental processes. However, this was not always the 
case for processes spanning multiple departments. “If you look at it from a process 
point of view that crosses boundaries or business units, then someone needs to over-
look the total process. Currently we are not set up like that so it is more silo driven 
for a specific piece of the process” (Int5). 

The establishment of a cross-functional facility that has responsibility for the man-
agement and improvement of processes is recommended [16]. Governance of process 
change can include formal and non-formal channels such as the linking to perform-
ance agreements, informal networks and internal audits [12]. All participating organi-
sations referred to having adequate process management governance. The majority 
indicated that their process governance mechanisms were cross-functional. “...they 
have a group that they call the Process Owner Team with representatives from Dis-
tribution Support and New Business and they talk through process issues across the 
boundaries” (Int3). 

Another dimension of process governance is the governance of process improve-
ment initiatives [12]. This dimension also includes the methodology used to identify 
process improvement opportunity. The larger organisations had both adopted a formal 
process improvement methodology (based on Lean or Lean Six Sigma). 

In summary, governance enablers clearly define the process owners and provide a 
cross-functional facility that has responsibility for the management and improvement 
of processes and the adoption of a formal process improvement methodology.  
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7   IT Enablers 

While there is a wealth of literature on the IT required for BPM, not much is written 
about IT as an enabler. All participating organisations had made some investment in 
Business Process Management Systems (BPMS). BPMS selection criteria included 
successful implementation at other organisations; whether the cost was within budget 
and good vendor support. Despite this, three organisations reported that they were 
dissatisfied with vendor support levels as well as their level of technology knowledge.  

Underlying BPM technology is the processes modelling language such as Business 
Process Execution Language (BPEL) that can be generated and executed on a process 
server. Another BPMS component is the Business Rules Engine which extracts busi-
ness rules from the underlying legacy applications and stores and manages them in a 
separate database where rules can be changed and re-used by multiple process steps 
[4]. Once a process has been deployed into production, Business Activity Manage-
ment (BAM) allows the business to capture real-time process event data and present it 
in a more intuitive graphical format [17]. All of the suites used had the basic capabil-
ity to model and execute processes and had some BAM capability. However, it  
appeared that not all were using BAM and that the BPMS at Org1 was not BPEL 
compliant. Two organisations reported that their BPMS rules engine capability was 
not very powerful. Int1 highlighted the problem that a lot of rules were built into 
source applications and that they need to ensure that they only extract sufficient rules 
into the rules engine to allow the process to function. 

Web services such as Service Oriented Architecture (SOA) are also required to in-
tegrate with fragmented legacy applications [18]. Int3 made specific mention of the 
dependence of BPM on SOA. Two organisations reported that integration was rela-
tively easy. One of these organisations selected its BPMS based on compliance with 
its current technology stack and strategic technology plans. Both Org3 and Org4 re-
ported integration issues. “The integration into existing systems was not as easy as we 
had thought and it took a lot more effort than we had originally thought” (Int9). 

In summary, IT enablers include the need for an appropriately priced BPEL com-
pliant BPMS, with good vendor support and proven implementation history. This 
technology needs to have a good BAM and process rules capability and needs to fit 
the IT architecture with good legacy system integration. 

8   Methodological Enablers 

The methodological enablers of BPM cover the approaches used to support and  
enable consistent process actions. Process mapping is an important part of BPM meth-
odology and should be done in a hierarchical, consistent manner across the organisa-
tion [19], and stored on a central accessible repository, providing a central view [10]. 
The reviewed organisations had not reached that goal yet; Org2 had multiple process 
mapping standards which had evolved out of different process improvement initia-
tives and Org1 did not yet have high-level, end-to-end process maps. “...because of 
the Lean initiative, people are doing process designs at a staff level but not all the 
way through yet” (Int2). None of the organisations had managed to create a central 
process repository although there was good awareness that this was a weakness that 
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needed to be addressed. “We don’t have a central process repository as such which is 
a weakness that we are working on but it is quite tough to come up with an answer 
that everyone is going to buy into” (Int2). 

In addition, none of the participating organisations had yet been able to generate 
BPEL code from their process maps. For example, in two organisations the Business 
Analysts performed their process mapping in Microsoft Visio, IT developers then re-
did these in the BPMS interface prior to generating executable BPEL code. One or-
ganisation had attempted to generate BPEL from process diagrams on a previous 
project but had not been successful and had subsequently hand coded the BPEL. 

Another important methodology discipline is the on-going measurement of process 
performance [10]. Success in this area appeared to be directly related to the extent to 
which the organisations had implemented processes on their BPM platforms. Org2 
was not able to measure processes very easily and was also the least mature in terms 
of running their processes on their BPMS. “We need a more formal strategy to meas-
ure process performance and simulations” (Int5). The other organisations were all 
measuring their processes moderately well. However, only Org3 reported that they 
were able to measure process quality to an acceptable standard. “All our current 
processes are reported on in terms of cost and SLA. With BPM, we will add to that a 
greater element of customer experience and customer value management” (Int1).  

Some BPMS provide optimisation capabilities which allow for the process to be 
emulated with numerous variables in order to find the optimum solution. Three of the 
organisations were using metrics to monitor and adjust process performance and make 
business decisions. This ranged from tracking season process variation to making 
organisational adjustments to optimise workflow. “ Decisions about team sizes can be 
made quite scientifically” (Int8).  

As BPM does not have an inherent process improvement methodology, organisa-
tions should incorporate a methodology which should then evolve over time [16]. 
These internal methodologies can be based on readily available methodologies such 
as Lean, Six Sigma [20], as-is and to-be mapping, and plan-do-check-act cycles [12] 
and Value Chain Analysis [11]. Two of the organisations were in the process of 
adopting Lean and embedding it as part of the organisational culture. One of these 
organisations had piloted Six Sigma but found that i had insufficient process metrics 
available. Consequently their use of Six Sigma tools had to be reduced until better 
metrics were available from implementing processes on the BPM platform (Art02). 
There was a feeling that employees in financial services organisations were put off by 
Lean’s manufacturing background and terminology such as ‘waste’ (Sem01). Both 
Org1 and Org2 are developing their own internal process improvement methodology, 
based on Lean principles, but with an identity which fits with their own culture 
(Art01, Art02). In addition to Lean and Six Sigma, both large organisations were 
doing work around Client Experience and were starting to incorporate some of these 
techniques into their own process improvement methodology. “We are now, through 
the whole client experience initiative, starting to do more work on making sure we 
know what the customer wants and what they need” (Int6). Neither Org3 nor Org4 
had done any work around the creation of a process improvement methodology and 
appeared to be more focused on the implementation of processes on their BPM plat-
form then the improvement of processes. “It is all quite a reactive manner of identify-
ing opportunities and we do not yet look proactively for improvements” (Int8).  
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Despite the talk of continuous improvement, BPM still needs to be implemented 
through projects [16]. Three organisations adopted a mixed approach where there was 
an element of ‘Business-as-Usual’ process improvement as well as specific improve-
ment projects on a time to time basis. In contrast, all improvements to date at Org3 
had been the first part of a bigger initiative.  

Another aspect of implementation is the use of business cases. Two organisations 
drew up business cases for process improvements and then requested funding through 
the normal project approval mechanisms. Business cases were also used at Org4 but, 
these did not quantify the value of the benefits and only covered the IT costs to  
implement the changes.  

There was a noticeable difference between the BPM implementation approaches at 
the large and the medium organisations. Org1 and Org2 had started with a process 
improvement methodology and was following that with a technology implementation. 
“We did a lot of departmental level Lean improvements but realised that we could not 
get any further improvement until we started linking our value chain together and 
supporting that by BPM” (Int1). In contrast, both Org3 and Org4 had gone the tech-
nology route first and still needed to develop their improvement methodologies. “We 
have to bed the system down and then look at how we can improve the process” 
(Int8). Although this research does not attempt to make any predictions on the success 
of the different implementation approaches, the technology-first approach may help to 
alleviate some of the IT resource constraints, making it easier to change processes that 
are executing on BPM technology. In addition, as Org2 reported that they had not 
been too successful with Six Sigma due to the lack of process metrics, adopting a 
technology-first approach would provide rich process metric to support Six Sigma’s 
statistical data analysis requirements. 

An additional theme that emerged from the interviews with Org2 was the need to 
start small and quantify the value of BPM through a pilot project. Mooney [13], rec-
ommends running smaller initiatives that demonstrate value quickly, building BPM 
credibility. Processes should be selected that are causing immediate pain and have a 
good chance of success and those that are politically charged, complex, highly dis-
tributed or require a high degree of buy-in from external parties need to be avoided 
[13]. “We need to demonstrate value in smaller, more digestible chunks and we must 
be willing to let go of some of the control that we intuitively want to put in place if we 
want to tackle something like this” (Int3). “I think we first want to see what will come 
of this (pilot project) before it is driven as a company-wide initiative” (Int4). 

As mentioned, the process improvement methodology needs to be customised to 
the organisation’s culture. This includes creating a process language that employees 
can identify with. The use of methodology is also dependent on the amount of tech-
nology implemented, specifically BAM. Hence we updated the BPM success model 
including a relationship from both Culture and IT to Methods. 

The first methodological enabler is to ensure that there are standardised process 
mapping and storage practices. There is also a requirement for standardised process 
measurement; simulation and monitoring practices. Organisations also reported the 
need for the development of a flexible process improvement methodology that fits 
with the organisation’s culture and maturity. There was evidence that it was useful to 
quantify the value of BPM through smaller projects. Finally, relationships were  
identified between culture and technology, and methods. 
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9   The BPM Success Model 

From the themes that emerged around BPM, process and business Success, the BPM 
success model was expanded and modified (Fig. 1). We argue that process success 
does not necessarily result in business success and that BPM Success should only be 
achieved when BPM initiative leads to measurable degrees of business success. We 
therefore excluded the BPM success variable from the expanded model.  

In terms of process success, three dimensions were highlighted, quality, efficiency 
and agility. Quality comments were consistent with the view that BPM can reduce 
processing errors as well as improve process consistency [22]. “It definitely reduces 
error rates. … The error rates were previously about 5 – 8% and are now down to 
0.something %” (Int8). Secondly, two respondents made specific mention of gains in 
process efficiency. Int2 attributed this to the application of their Lean process im-
provement methodology whilst Int9 attributed this to the automation of the processes 
on their technology platform. “The automation saves time. We are definitely doing a 
lot more now with the same number of people than what we did two years ago” (Int9). 
Process agility comments were consistent with Bradley’s [14] statement that BPM 
architecture allows processes to be changed more easily than with hard-coded applica-
tions. Int3 reported that his organisation had to wait about six months to get process 
changes implemented on its legacy systems, with BPM technology, they would bene-
fit from better process agility and flexibility. This was echoed by Int10 who stated 
that one of the key measurements of BPM success was the speed at which the  
business could implement process changes. 

In relation to the contribution of Process Success to Business Success, multiple 
themes emerged from the analysis. Several interviewees mentioned that there was a 
real cost benefit from BPM attributable to improved process efficiency and a reduc-
tion in rework as a result of improved process quality (Int2). “The value is that it 
makes you a lot cheaper in servicing a specific product” (Int4). Client experience was 

 

 

Fig. 1. The expanded BPM success model 
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another business success theme that emerged several times. “The focus has always 
been around the client experience rather than the actual Rand value to the organisa-
tion with the thinking being that if the investor is happy and you are making him lots 
of money, we will be fine” (Int8). Specific mention was made of the client experience 
benefit. “BPM is a key enabler to improve your client service and your client experi-
ence” (Int6). The final business success theme that emerged was the ability to imple-
ment change quickly when the process agility is improved (Int10). In financial  
services, there is a strong relationship between the product and the supporting process 
and to implement a new product one needs to design and implement the supporting 
processes quickly. 

10   Conclusion 

This research expanded on the Rosemann, de Bruin and Power [1] BPM success 
model through an analysis of BPM in South African financial services organisations. 
The research has found that there are more enablers within the Strategy factor than 
just the alignment of process to organisational goals. Organisations wishing to im-
plement BPM must also develop a culture of change, continuous improvement and 
cross-functional team work. It was found that there may be a conflict between incen-
tivising staff through building a competitive working environment (such as in Sales) 
and developing the culture of collaboration needed to improve process. While key 
people need to understand BPM, the majority need to have a general awareness of 
process. There was also evidence that insufficient IT resources and a lack of clearly 
defined process owners impacts BPM success. Yet these are all dependent on a well 
communicated BPM strategy. The degree of process measurement that an organisa-
tion was able to perform was related to the degree that the processes were  
implemented on the BPM technology. Therefore IT or the lack of it impacts on meth-
odology. It was found that employees were resistant to methodologies like Lean and 
Six Sigma due to their manufacturing background and terminology. Organisations 
need to be aware of the impact of culture on methodology and might need to sanitise 
methodologies to fit their own culture. The research suggests that Process Success is 
achieved when processes are efficient, agile and produce good quality output. Process 
Success should lead to Business Success which can be measured through improved 
operational cost efficiency, improved client experience, and business agility. BPM 
Success is ultimately determined by business success through process success. It is 
hoped that this model will be able to assist organisations in making a success of BPM 
and that future research could validate this model in other industries. 
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1 Introduction

Given the accelerating nature of change to business processes, decision sup-
port that permits reactive and deliberate control of business process designs is
required. The decision support interface must: expose itself in a language ana-
lysts are fluent with (such as BPMN [1]); work with parsimonious descriptions
of functionality that may be incomplete; provide change recommendations and
elicit feedback from analysts; and, make complete use of available process, and
other, knowledge.

In [2], process configuration is described, utilizing explicit configuration op-
tions, and [3] describe a detailed classification and correctness criteria associated
with dynamic business process model changes (that include rule and goal based
approaches). In [4], inter-task data and control dependencies are used in the
design of an algorithm for generating process variants, [5] describe systems for
managing process variants, and [6] provide techniques for conducting change im-
pact scope analyses. In [7], formal tools are deployed for analysing the throughput
time of processes. In [8] a formal model and method for context aware business
process design is introduced. In [9], a scheme for annotating and propagating a
restricted form of axiomatic task descriptions is introduced for a restricted class
of process models (as is ours). In [10], process annotation is applied in order to
check compliance against a deontic and temporal representation of obligations.

In comparison, our aim is to explore how functional and non-functional process
annotations can be leveraged during design. We present a precise formulation
of the how typical process change scenarios influence the greater context of a
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process in terms of resources involved, goals achieved, compliance rules satisfied,
and objectives optimized. The general planning literature [11] does not usually
construct plans by considering many factors we address here. The general veri-
fication literature [12] relies on complete axiomatizations, and implementations,
of processes to be effective - we do not reject their applicability in this context,
but choose to focus on parsimonious specifications of effect and how these may
be leveraged in the tradition of “lightweight” approaches [13]. The theory in this
paper is implemented in the ISORROPIA Service Mapping Software Toolkit
available for download at: http://www.isorropia.org/.

Our focus in this paper is on change management at the level of design-time
artefacts. In other words, we aim to better understand process re-design, driven
by a variety of factors. We make progress to our work in [14] by: exploring the
general dynamics of process change; extending our effect accumulation theory
(with non-functional effects); reformulating SPNets algebraically for change.

2 Example

Consider Figure 1: a simple “Screen Package” process owned by a Courier Or-
ganization. Changes to this process may be required for a variety of reasons. For
example: (1) resources (e.g. a Sort Officer) may no longer exist (due to a resourc-
ing changes) or have the capacity to perform certain actions (e.g. Assess Pack-
age); (2) activities or their coordination may need to change (e.g. Route Package
must be performed after Handle Package); (3) new compliance obligations may
be introduced (e.g. requiring adequate package screening); (4) new process goals,
or outcomes, may be required (e.g. requiring a Regulatory Authority to know
whether a package has been routed); and/or (5) a process improvement initiative
may be initiated (e.g. leading to an improved cycle time).

The scenario we will be considering (and describing) in the following sec-
tions will involve Figure 1 and the rule: C1: “Packages Known to be Held by
a Regulatory Authority must not be Routed by a Sort Officer until the Pack-
age is Known to be Cleared by the Regulatory Authority”; encoded in Linear
Temporal Logic (LTL) [12] as: C1: G(Knows(RA, Package, Status, Held) ⇒
(¬Performs(SO, Route, Package)WKnows(RA, Package, Status, Clear))).

Fig. 1. Resolved Package Screening Process (O)
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Finally, the set of non-functional objectives will include: reliability (OR), mea-
sured as the number of successful completions per set of requests; security (OS),
measured as the length of the encryption scheme; and cycle time (OCT ) measured
as the average number of seconds to completion.

3 Drivers for Process Change

Business process models, resource models, constraints (or rules), goals, and ob-
jectives are five key elements that play a role in business process change man-
agement, which we will formalize. The key intuition in our formalization is that
processes/resources/constraints/goals/objectives influence each other. Changes
occurring to processes, rules, and goals can lead to alternative contexts. Changes
occurring to objectives can influence choice among alternative contexts. In most
of our discussion, as well as in the relevant literature, the requirement of minimal
change can be preferred over efficient but disruptive change. We consider both
types of change in our formulation below.

Definition 1. A process context is given by a tuple 〈P, R, C, G, O〉 where P is
a process model, R is a resource model (or description), C is a set of constraints
or business rules (e.g. compliance requirements or functional dependencies), G is
a set of goals (or, without loss of generality, a single conjunctive goal assertion)
and O is a set of objectives (or, objective functions), such that P , R, C, G are
mutually consistent.

We do not formally define the notion of consistency between a process model,
a resource model, a goal assertion and a set of rules here, but the underlying
intuition is clear. A process P achieves a goal G if the goal conditions are made
true as a result of executing P , P satisfies C iff all of the business rules in
C are satisfied by P , while P satisfies R iff P utilizes resources and resource
attributes available in R. We can similarly talk about the consistency of G and
C, given that some goal assertions could potentially violate business rules. We
could also talk about the consistency of G and R, or R and C with respect to
resource availability and attributes. O on the other hand, particularly in relation
to P , determines a degree of satisfaction that allows alternative contexts to be
compared on a multi-valued (rather than boolean) scale.

We shall use P ′′ ≤O P ′ (defined relative to a set of objectives O) to de-
note the weak dominance of P ′ over P ′′ with respect to all the possible exe-
cution scenarios of P ′ pairwise compared with the scenarios produced by P ′′.
We shall also assume the existence of a process proximity relation �P (de-
fined relative to a background process model P ) such that P ′ �P P ′′ denotes
that P ′ is “closer”, under this proximity relation, to P than P ′′. We shall also
use the strict version of the relations ≺P and <O in the usual manner. We
shall present several alternative means of defining such relations later in the
paper.
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3.1 Reacting to Change Requests

In the following, we assume O to be static and describe a strategy for reacting
to requests to change P , R, C, or G. A change request is presented as a process
constraint, resource constraint, compliance (or rule) constraint or goal constraint,
depending on whether the change driver is operational, resource-related, rule-
related or strategic. A process constraint is represented as a process model which
must (or must not) be included in the revised process model. Below, P |= P ′

denotes P satisfies a process constraint P ′ (using an inclusion relation or other-
wise). A process constraint can thus represent a change involving the removal,
addition or modification of elements in an existing process model. Goal, compli-
ance, and resource constraints similarly represent sets of goal assertions, compli-
ance rules, or resource descriptions, that must (or must not) be included in the
changed process context.

We are interested in minimizing the extent of change, given a need to pro-
tect investments in existing process infrastructures. We are also interested in
improving the profile of the process with respect to its objective. We are there-
fore interested in process contexts that implement a given change request, and
are minimally different to the original process context. Among this set, we are
interested in process models that are optimal with respect to a set of objectives.

We say a process context 〈P, R, C, G, O〉 implements a change request iff: for
operational changes, P |= P ′, given a process constraint P ′; for resource changes,
R |= R′. If R and R′ is viewed as a sets of resource assertions (or descriptions),
then R′ ⊆ R; for rule changes, C |= C′, given a compliance constraint C′. If C
and C′ are viewed as sets of compliance rules, then C′ ⊆ C; and, for strategic
changes, G |= G′, given a goal constraint G′. If G and G′ are viewed as sets of
goal assertions, then G′ ⊆ G.

Given a process context 〈P, R, C, G, O〉, a revised context 〈P ′, R′, C′, G′, O〉
is a minimal implementation of a change request iff:

– 〈P ′, R′, C′, G′, O〉 implements the change request in question;
– there exists no P ′′ such that: P ′′ ≺P P ′ (minimal); P ′′ �P P ′ and P ′ <O

P ′′ (optimal); and 〈P ′′, R′, C′, G′, O〉 is a process context implementing the
change request;

– there exists no R′′ such that R′ ⊂ R′′ ⊆ R and 〈P ′, R′′, C′, G′, O〉 is a process
context implementing the change request;

– there exists no C′′ such that C′ ⊂ C′′ ⊆ C and 〈P ′, R′, C′′, G′, O〉 is a process
context implementing the change request;

– there exists no G′′ such that G′ ⊂ G′′ ⊆ G and 〈P ′, R′, C′, G′′, O〉 is a process
context implementing the change request.

3.2 Reacting to Improvement Requests

An improvement request is presented as a proximity threshold 
P �. Given an ini-
tial process context 〈P, R, C, G, O〉, an improved process context 〈P ′, R′, C, G, O〉
implements an improvement request 
P � iff:
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– P ′ �P 
P � and there exists no P ′′ such that: P ′′ �P 
P �; P ′ <O P ′′; and
〈P ′′, R′, C, G, O〉 is a process context implementing the improvement request;

– there exists no R′′ such that R′ ⊂ R′′ ⊆ R and 〈P ′, R′′, C, G, O〉 is a process
context implementing the improvement request.

4 Conceptual Framework for Process Redesign

A challenge analysts face is dealing with the relative paucity of process semantics
available in BPMN models (which focus mainly on representing the coordina-
tion of process flows). One way of dealing with this is to leverage the formal
semantics of BPMN, but this poses three problems. First, BPMN models alone
do not convey sufficient semantic information to support change management in
any signficant way (the only types of requests that we would be able to evaluate
would be structural). Second, there is a lack of consensus as to what the best ap-
proach to defining semantics for BPMN might be [15]. Lastly, there are the usual
problems associated with obtaining industry acceptance of formal techniques in
domains that are not necessarily safety- or mission-critical.

Our approach, is to develop a framework (and an associated toolkit) that
enables analysts to annotate BPMN models with effects in a lightweight fashion.
Since change management clearly requires more information than is available
in a pure BPMN process model, we propose a analyst-mediated approach to
semantic annotation of BPMN models, in particular, the annotation of activities
with functional effects. We also require an analyst to annotate each activity in a
BPMN model with local QoS measures. This would be represented as a vector
〈m1, m2, . . . , mk〉 where mi is the local measure for the i-th QoS factor (e.g.,
processing time for that specific activity), such that each measure is an element
of the set of preference values in a c-semiring associated with the i-th QoS factor.

Quality of Service (QoS) properties have been difficult to describe in the past
as: there are no obvious, or commonly agreed upon, ways of quantifying several
key non-functional factors such as quality, usability, security; and, these factors
are often assessed on multiple heterogeneous scales, requiring separate machinery
to be defined for each distinct factor. We address these issues by deploying an
algebraic framework that permits integrated multi-dimensional assessments of
QoS factors by generalizing a wide range of heterogeneous assessment scales that
can be both qualitative and quantitative. In the algebraic c-semiring framework
[16] QoS scales can be represented via mappings to an abstract set of preference
values. Recent work aims to model negative (as in the case of a c-semiring) and
positive preferences under the same unified (bi-polar) scheme.

Definition 2. A constraint semiring [16] is a 5-tuple 〈A,⊕,⊗,0,1〉 such that:
A is a set of preference values; ⊕ and ⊗ are two commutative and associative
operators closed in A; ⊕ compares preference values, 1 is its absorbing element,
0 is its unit element, and it is idempotent; ⊗ combines preference values, 0 is its
absorbing element, 1 is its unit element, it usually decreases (i.e. α⊗β ≤s α, β),
and distributes over comparison; 0 is the least preferred value; and, 1 is the
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Table 1. Non-Functional Annotation of Package Screening Process in Figure 1

Activity OR OS OCT

Scan Package 0.98 128 20
Assess Package 0.96 128 30
Route Package 0.94 64 600
Handle Package 0.88 128 50
Update Status 0.98 128 10

most preferred value. In addition, we include a parallel combination operator ⊗̈
(inserted after ⊗ in our examples) to deal with the merging of concurrent model
sections. ⊗̈ satisfies the properties of ⊗.

For example, in our example process context described in Section 2, we can define
our objectives for reliability, security, and cycle time in the following way: OR =
〈[0, 1], max, ·, ·, 0, 1〉, (assuming independence); OS = 〈N+, max, min, min, 0,
+∞〉; OCT = 〈R+, min, +, max, +∞, 0〉; with annotations for Figure 1 outlined
in Table 1.

Effect annotations can be formal (possibly augmented with temporal opera-
tors), or informal (such as simple English). Many of the examples we use in this
paper rely on formal effect annotations, but most of our observations hold even if
these annotations were in natural language. Controlled natural language involves
offering an analyst a limited repertoire of sentence formats in which effects may
be described in natural language. Each sentence format, once instantiated, can
be automatically translated into an underlying formal assertion (the formats are
determined by the choice of the underlying language). Formal annotations (i.e.
provided, or derived from CNL) permit us to use automated reasoners, while
informal annotations oblige analysts to check for consistency between effects.

Semantic Process Nets (SPNets) [14] are a structural encoding of extended
BPMN models for use during change management operations.

Definition 3. A Semantic Process Network (SPNet) is a graph 〈V, E, s, t, lV , lE〉
such that: V is a set of nodes; E a set of edges; s, t : E → V are source and target
node mappings; lV : V → ΩV maps nodes to node labels; and, lE : V → ΩE maps
edges to edge labels. Each label in ΩV and ΩE is of the form 〈id, type, value〉.

We note that a unique SPNet exists for each model in BPMN. This can be de-
termined objectively through transformation. Each event, activity or gateway
in a BPMN model maps to a node, with the type element of the label indicat-
ing whether the node was obtained from an event, activity or gateway in the
BPMN model. Actors also map as nodes, with the value label referring to the
name of the role associated with the pool and lane of the actor. The type el-
ement of an edge label can be either control, message, assignment, immediate
effect, cumulative effect depending on whether the edge represents a control flow,
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message flow, task assignment, immediate effect, cumulative effect or goal obli-
gation descriptor. The value element of edge labels are: guard conditions (for
control edges); message descriptors (for message edges); actor names (for assign-
ment edges); post conditions (for immediate effect edges); or, context descriptors
(for cumulative effect or goal obligation edges). Note, s(e) = t(e) for an imme-
diate effect, or cumulative effect edge e ∈ E.

The value elements for immediate effect, cumulative effect and goal obliga-
tion edges are triples of the form 〈id, function, quality〉. The id element of an
immediate effect edge corresponds to the source node id label element. The id
element of a cumulative effect or edge is a scenario identifier (a vector) where
each element is either: a node identifier; or, a set whose elements are (recur-
sively) scenario identifiers. A scenario identifier describes the precise path that
would have to be taken through the process model to achieve the cumulative
effect in question. The function element of an immediate effect or cumulative
effect edge label is a set of assertions, whereas the quality element is a vector
of QoS evaluations. The function and quality elements of an immediate effect
annotation edge label can be viewed as a context-independent specification of
its functional and non-functional effects. These must be accumulated over an
entire process to be able to specify, at the end of each activity, the contextual
function and quality elements of cumulative effect annotation labels. These la-
bels indicate the functional and non-functional effects that a process would have
achieved had it executed upto that point. The process of obtaining cumulative
effect annotations from a BPMN model annotated with immediate effects can
be automated in the instance of formal or controlled natural language annota-
tions. We note that this approach to obtaining functional effects comes with no
guarantee of completeness. In other words, the quality of the descriptions that
we obtain is a function of the quality of immediate effects specified by analysts.
Our experience suggests that the approach is nonetheless useful in providing an
approximately adequate basis for change management.

4.1 Functional Effect Accumulation

We define a process for pair-wise effect accumulation, which, given an ordered
pair of tasks with effect annotations, determines the cumulative effect after both
tasks have been executed in contiguous sequence. The procedure serves as a
methodology for analysts to follow if only informal annotations are available.
We assume effect annotations have been represented in Conjunctive Normal
Form (CNF) where each clause is also a prime implicate, thus providing a non-
redundant canonical form. Cumulative effect annotation involves a left-to-right
pass through a participant lane. Activities which are not connected to any pre-
ceding activity via a control flow link are annotated with the cumulative effect
{e} where e is the immediate effect of the task in question.

Let 〈ti, tj〉 be an ordered pair of tasks connected via a sequence flow such
that ti precedes tj , let ei be an effect scenario associated with ti and ej be the
immediate effect annotation associated with tj . Let ei = {ci1, ci2, . . . , cim} and
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ej = {cj1, cj2, . . . , cjn} (we can view CNF sentences as sets of clauses, without
loss of generality). If ei∪ej is consistent (where consistency can be established in
a variety of ways - e.g. by an analyst or by including an appropriate type of do-
main theory), then the resulting cumulative effect, denoted by acc(ei, ej), is {ei∪
ej}. Else, acc(ei, ej) = {e′i ∪ ej |e′i is a maximal subset of ei consistent with ej}
(i.e. maximally incorporates as much of the prior cumulative effect as can be
incorporated). We note that acc(ei, ej) may result in multiple alternative effect
scenarios in the case where there are multiple maximally consistent subsets of
ei. The process continues without modification over splits. Joins require special
consideration. In the following, we describe the procedure to be followed in the
case of 2-joins only, for brevity. The procedure generalizes to n-way joins.

In the following, let t1 and t2 be the two tasks immediately preceding a
join. Let their cumulative effect annotations be E1 = {es11, es12, . . . , es1m} and
E2 = {es21, es22, . . . , es2n} respectively (where ests denotes an effect scenario,
subscript s within the cumulative effect of some task, subscript t). Let e be the
immediate effect annotation, and E the cumulative effect annotation of a task t
immediately following the join.

For an AND-join, we define E = {ai∪aj |ai ∈ acc(es1i, e) and aj ∈ acc(es2j , e)
and es1i ∈ E1 and es2j ∈ E2 and {es1i, es2j} are compatible}. A pair of effect
scenarios are compatible if and only if their identifiers (representing the path and
decisions taken during construction of the scenario) are consistent (the outcomes
of their decisions match). Note that we do not consider the possibility of a pair
of effect scenarios es1i and es2j being inconsistent, since this would only happen
in the case of intrinsically and obviously erroneously constructed process mod-
els. The result of effect accumulation in the setting described here is denoted by
ANDacc(E1, E2, e). For an XOR-join (denoted by XORacc(E1, E2, e)), we de-
fine E = {ai|ai ∈ acc(esi, e) and (esi ∈ E1 or esi ∈ E2)}. For an OR-join, the re-
sult of effect accumulation is denoted by ORacc(E1, E2, e) = ANDacc(E1, E2, e)
∪ XORacc(E1, E2, e). The role of guard conditions within effect annotations is
also important. Consider the first activity t on an outgoing sequence flow from an
OR- or XOR-split. Let E be the set of effect scenarios annotating the activity im-
mediately preceding the XOR-split and let E′ ⊆ E such that each effect scenario
is E′ is consistent with the guard condition c associated with that outgoing flow.
Then the set of effect scenarios of t is given by {a | a ∈ acc(e∧c, et) and e ∈ E′},
where et is the immediate effect annotation of t and e ∧ c is assumed without
loss of generality to be represented as a set of prima implicates.

For example, consider Figure 1 with the following annotations:

– Assess Package: Knows(RegulatoryAgent, Package, Status, Held);
– Route Package: Performs(SortOfficer, Route, Package).

During accumulation we determine that the “Route Package” node will be
labeled with an effect scenario es1 where Knows(RegulatoryAgent, Package,
Status, Held)∧ Performs(SortOfficer, Route, Package) is satisfied. It is also
easy to see that the compliance rule C1, described in Section 2 is violated.

We note that the procedure described above does not satisfactorily deal with
loops, but we can perform approximate checking by partial loop unraveling. We



22 G. Koliadis and A. Ghose

also note that some of the effect scenarios generated might be infeasible. Our
objective is to devise decision-support functionality in the change management
space, with human analysts vetting key changes before they are deployed.

4.2 Non-functional Effect Accumulation

We use scenario identifiers to compute cumulative QoS measures. This leads
to a cumulative measure per effect scenario. Recall that a scenario identifier
is a sequence composed of activity identifiers or sets consisting (recursively) or
scenario identifiers. We use the sets in the label to describe parallel branches.
We therefore need to use our algebraic parallel accumulation operator (⊗̈), one
for each QoS factor, to specify how cumulative QoS measures, propagated along
parallel branches, get combined together at a join gateway.

4.3 Identifying Candidate Prerequisites

The execution of task in a process must be qualified by the conditions achieved
up-to the point preceding the tasks’ execution. These conditions may be carried
forward from a preceding task or the initial context. These prerequisites can be
utilized in our framework in much the same way as is the norm in the [12] and
[11] literature. Although these conditions may be provided by analysts, dealing
with the sheer number of conditions that must be anticipated has been widely
acknowledged as a significant problem [17]. In order to reduce the impact of this
additional burden, the cumulative effect (as established by accumulation proce-
dure) preceding a task can be queried to establish a set of candidate prerequisites
that can be either: used as a strong approximation of the context required by a
task; or, as a basis for further refinement by an analyst.

4.4 Business Process Metrics

Business Process Proximity. Business process proximity is used to establish
a minimality criterion when selecting candidate SPNet revisions. Previously, in
[14], we presented minimality in the context of compliance resolution.

Definition 4. Associated with each SPNet is a proximity relation ≤spn such
that spni ≤spn spnj denotes that spni is closer to spn than spnj. ≤spn, in
turn, is defined by a triple

〈≤V
spn,≤E

spn,≤EFF
spn

〉
for evaluating node (V ), edge

(E), and cumulative effect (EFF ) proximity respectively. Thus, spni ≤spn spnj

iff each of spni ≤V
spn spnj, spni ≤E

spn spnj and spni ≤EFF
spn spnj holds. We

write spni <spn spnj iff spni ≤spn spnj and at least one of spni <V
spn spnj,

spni <E
spn spnj or spni <EFF

spn spnj holds.

These relations can be defined in different ways to reflect alternative intuitions.
For instance, the following, set inclusion-oriented definition might be of inter-
est: spni ≤V

spn spnj iff (VspnΔVspni ) ⊆ (VspnΔVspnj ), where AΔB denotes the
symmetric difference of sets A and B. An alternative, set cardinality-oriented
definition is as follows: spni ≤V

spn spnj iff |VspnΔVspni | ≤
∣∣VspnΔVspnj

∣∣ (here |A|
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denotes the cardinality of set A). Similar alternatives exist for the ≤E
spn relation.

Both ≤V
spn and ≤E

spn define the structural proximity of one SPNet to another.
Defining the proximity relation ≤EFF

spn is somewhat more complicated, since it
explores semantic proximity. One approach is to look at the terminating or leaf
nodes in an SPNet (i.e. nodes with no outgoing edges). Each such node might be
associated with multiple effect scenarios. The set of all effect scenarios associated
with every terminating node in an SPNet thus represents a (coarse-grained)
description of all possible end-states that might be reached via the execution of
some instance of the corresponding process model. For an SPNet spn, let this
set be represented by Tspn = {es1, . . . , esn} where each esi represents an effect
scenario. Let Diff(spn, spni) = {d1, . . . , dm} where di is the smallest cardinality
element of the set of symmetric differences between esi ∈ Tspni and each es ∈
Tspn. In other words, let S(esi, Tspn) = {esiΔe | e ∈ Tspn}. Then di is any (non-
deterministically chosen) cardinality-minimal element of S(esi, Tspn). Then we
write spni ≤EFF

spn spnj iff for each e ∈ Diff(spn, spni), there exists an e′ ∈
Diff(spn, spnj) such that e ⊆ e′. The definition of ≤EFF

spn above exploited set
inclusion. An alternative, cardinality-oriented definition is as follows: spni ≤EFF

spn

spnj iff
∑ |di| ≤

∑ |dj | for each di ∈ Diff(spn, spni) and dj ∈ Diff(spn, spnj).
The evaluation of the three relations we have discussed so far may be weighted

with measures of investment (a key process change criterion). When applied in
combination with performance measures, key metrics such as Return on Invest-
ment (ROI) can be calculated. As investment can be measured with respect to a
variety of factors (e.g. time, cost, risk, return) and at varying levels of precision
(e.g. using quantitative or qualitative scales), a scheme similar to the general c-
semiring scheme we used for performance evaluation is also applicable here. As
with any process, there may be many different ways of implementing a change
request, leading to various investment profiles. For example, choosing between an
off-the-shelf or in-house implementation, or even whether to implement changes
in sequence or concurrently.

The two approaches to defining ≤EFF
spn presented above focus on the cumula-

tive end-effects of processes, thus ensuring that modifications to processes de-
viate minimally in their final effects. In some situations, it is also interesting
to consider minimal deviations of the internal workflows that achieve the end-
effects. In part this is evaluated by the ≤V

spn and ≤E
spn proximity relations, but

not entirely. Analysis similar to what we have described above with end-effect
scenarios, but extended to include intermediate effect scenarios, can be used to
achieve this.

Business Process Performance. Process performance, or QoS, metrics are a
traditional criterion used alone, or in combination with proximity relations, for
guiding selection during process change. In practice, there must be consensus
and commitment among analysts when selecting the c-semiring QoS instances
(values and their ordering) applied to a specific process (even if multiple scales
are being used for similar QoS factors).
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Definition 5. Associated with each SPNet is a dominance relation ≤O such that
spnj ≤O spni denotes that spni performs as good, or better, for a set of QoS
factors or objectives (O) than another spnj. We say that spni weakly dominates
spnj if spnj ≤O spni and spni �≤O spnj. We use <O to denote strict dominance.
We say that spni and spnj are intransitive iff spnj ≤O spni and spni ≤O spnj.

The set of cumulative QoS measures computed for each terminal effect scenario,
denoted O(spn) for a process spn, provide a basis for comparing performance. As-
sociated with each aggregate QoS measure (an n-tuple of QoS specific measures)
is a partial order ≤s produced by the aggregated c-semiring comparison operator.
Therefore, we say that: spnj ≤O spni iff ∀oi ∈ O(spni)∀oj ∈ O(spnj) oj ≤s oi.
In reality, dominance can be difficult to establish as: aggregate QoS measures
may be incomparable due to the multitude of factors used during analysis (e.g.
one improves cost while the other improves quality); and/or, each process may
have optimal cumulative QoS measures for certain criteria. To help deal with
variability within the set of cumulative QoS measures for a single process, a sum-
marization operator may be applied to the set of cumulative QoS measures. This
operator would result in a single approximate cumulative QoS measure for the
entire process. This operator can be based on existing operators (e.g. the com-
parison ⊕ operator for a best-case approximation), and may even be weighted
(e.g. the approximate rate of each effect scenario).

4.5 Example

Consider the violation we identified in Section 4.1 between the effect scenario
of the “Route Package” task: es1 |= Knows(RegulatoryAgent, Package, Status,
H-eld)∧Performs(SortOfficer, Route, Package); and the rule: C1: “Packages
Known to be Held by a Regulatory Authority must not be Routed by a Sort
Officer until the Package is Known to be Cleared by the Regulatory Authority”
(described in FOL in Section 2). Considering the constraint that C1 must hold
in our example process context, we can consider changes to the process model
in Figure 1 that are minimal with respect to the criteria outlined in Section 3
and implemented in Section 4.4.

The two models in Figures 2 and 3 are two candidates for resolution, which
we will evaluate w.r.t. our proposed criteria. Figure 2 resolves the inconsistency

Fig. 2. Resolved Package Screening Process (R1)
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Fig. 3. Resolved Package Screening Process (R2)

introduced by the request to satisfy C1 by placing the “Route Package” task
after the “Handle Package” task. Figure 3 on the other hand appends the “Route
Package” task to the end of the process.

We apply the proximity metric and relation. Upon inspection Figures 2 and
3 share all their nodes with Figure 1. Therefore, no comparison can be made
across this structural dimension. We determine a significant edge difference
between Figures 2 and Figure 1, six edges in total, including the “Handle Pack-
age’ → ‘Route Package’ edge. Figure 3 also differs with Figure 1 across four
edges in total including “Update Status” → “Route Package”. In addition, the
final cumulative effect of both Figure 2 and Figure 3 result in two effect scenarios
such that Figure 2 actually remains identical to Figure 1. Figure 3 on the other
hand receives the additional effect of Performs(SortOfficer, Route, Package)
on the effect scenario now generated by placing the “Route Package” activity
in line with both process trajectories. With respect to structural inclusion, we
cannot differentiate Figure 2 and Figure 3, however when the cardinality based
evaluation is applied, Figure 3 is more proximally efficient. On the other hand
Figure 2 is more proximal semantically.

As discussed, we determine the cumulative quality of service for an effect
scenario by working through the path history for that scenario. Let the path
histories for our examples be: Figure 2: 1 : 〈SP, AP, HP, RP, US〉, 2 : 〈SP, US〉;
Figure 3: 1 : 〈SP, AP, HP, US, RP 〉, 2 : 〈SP, US, RP 〉.

We accumulate the measures in using the combination operator of each scale,
leading us to the following cumulative evaluations for our examples: Figure 2:
1 : OR = 0.76, OS = 64, OCT = 710, 2 : OR = 0.96, OS = 128, OCT = 30;
Figure 3: 1 : OR = 0.76, OS = 64, OCT = 710, 2 : OR = 0.90, OS = 64, OCT =
630. Therefore, Figure 2 performs the same or better than Figure 3.

5 Conclusion

We have presented a conceptualization of extended business process models,
which permit improved decision support functionality for analysis and change
management. We have described how this conceptualization deals with change
in the context of requests to change a process or the artefacts that influence its
design. Finally, have presented a toolkit for managing change.
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Abstract. When business processes are affected by changes in legal or
organisational requirements, the corresponding process models have to
be adapted accordingly. These requirements implicate constraints that
influence how certain parts of business processes have to be modelled.
If these constraints are not explicitly known to the modelling tool, the
chance that a modeller accidentally violates them increases with the num-
ber of constraints. Therefore, we propose to explicitly model constraints
and automatically verify them in order to support change. In this paper,
we explain how to incorporate semantics into business process models
and constraints in order to facilitate the verification process. In addi-
tion, we present ideas on how to model and verify these constraints.

1 Introduction

Business process models are dynamic and therefore change over time. For ex-
ample, changes to process models could be necessary due to revised legal or
organisational requirements. Such high-level requirements implicate technical
constraints that influence the structure and semantics of business process mod-
els, as they specify how modellers have to model certain parts of business pro-
cesses in a specific domain. Before changing process models according to the
current constraints, modellers must ensure that process models do not contain
parts that satisfy previous constraints but are incompatible with current ones.

The execution of business process models (by humans or machines) that vi-
olate constraints may lead to undesired results or, in the worst case, critical
situations. If constraints are not explicitly known to the modelling tool, the
chance that a modeller accidentally violates constraints during the modification
of process models increases with the number of constraints. Therefore, we pro-
pose to explicitly model constraints and automatically verify them. The next
section describes how change in process models can be supported.

1.1 Scenario from the Aviation Industry

Changes in organisational requirements can be found in maintenance, repair,
and overhaul (MRO) processes of the aviation industry, which is threatened by
the problem of suspected unapproved parts (SUP). An SUP is an aircraft part

T. Halpin et al. (Eds.): BPMDS 2009 and EMMSAD 2009, LNBIP 29, pp. 27–32, 2009.
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Fig. 1. Simplified model of a maintenance process from the aviation industry

that is not guaranteed to meet the requirements of an approved aircraft part
(e.g., counterfeits, which do not conform to the strict quality constraints of the
aviation industry). Thus, SUPs seriously violate the security standards of an air-
craft. Apart from time-consuming material analyses, verifying the authenticity
of aircraft parts can be performed by inspecting the accompanying documents,
which can be easily forged. The aviation industry intends to solve this problem
by introducing electronic pedigrees for certain categories of aircraft parts, which
document their origin and safety-critical events during their lifecycle (e.g., modi-
fications). The industry plans to store pedigrees on radio frequency identification
(RFID) tags, which are meant to be securely attached to aircraft parts.

Figure 1 shows a simplified model of a maintenance process from the aviation
industry. An example for a constraint on maintenance processes is that all ac-
tivities that represent a safety-critical event have to be followed by an activity
that represents the paper-based documentation of this event (constraint C1). As
depicted, the process model satisfies this constraint.

However, when implementing the maintenance process with RFID support,
C1 must be replaced by a new constraint (C2), which assures that the model
reflects the resulting changes. In addition, temporary constraints may be used
to find parts within business process models that satisfy previous constraints
but are incompatible with current ones:

– No activity that represents a paper-based inspection process may exist within
a business process model (temporary constraint CT ).

– All structures of model elements within a business process model that rep-
resent the mounting, dismounting, or repair of an aircraft part have to be
followed by an activity that represents a storage process of this safety-critical
event on an RFID tag, which is attached to the aircraft part (constraint C2).

As illustrated, the process model does not comply with CT and C2, since the
planned introduction of RFID requires its modification. An automatic detection
of such constraint violations would assist modellers in finding objectionable parts
within process models during the implementation of revised requirements.
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2 Enriching Business Process Models with Additional
Semantics

The graphical representation of business process models is mostly based on an
internal model with a more formal representation. Models themselves are typi-
cally based on a meta-model that defines modelling constructs and how they can
be associated with each other. A standardised language for specifying technology
neutral meta-models is defined by the Meta Object Facility (MOF) specification
[1]. The inherent semantics of modelling constructs is usually described in a spec-
ification in an informal way. The Business Process Modeling Notation (BPMN)
specification [2], for example, describes an activity as a generic term for work
that a company performs. In order to assign meaning to activities, a modeller
can either label the activity using natural language or specify a web service
endpoint, in the case of an automated activity. When modelling constraints, it
should be possible to refer to these labels or web service endpoints. However,
despite its semantic complexity, natural language is not machine-readable. Even
for a human, it is hard to decide if two activities with similar labels have the
same meaning. It is easier to identify activities with a certain meaning if they
are linked to web service endpoints. In this case, it is more likely that modellers
use the same web service endpoint for a given operation, although other web
services could offer the same functionality.

One solution to uniquely identify the meaning of model elements is to seman-
tically enrich them via the assignment of classes from domain ontologies. Such
ontologies could, for example, comprise descriptions of MRO activities. Although
semantic enrichment poses additional overhead for modellers, business process
analysis benefits from machine-readable semantics in the long term. To speed up
the process of semantic enrichment, techniques like natural language processing
of activity labels could be used to assist modellers. In contrast to other authors
who proposed the combination of business process models with ontologies in
the ontological technological space [3], we propose semantic enrichment in the
meta-modelling technological space [4]. This implies representing ontologies as
models (e.g., based on the Ontology Definition Metamodel [5]) and associating
activities and ontology classes within the business process meta-model. Seman-
tic enrichment using MOF associations leads to the tight coupling of activities
and ontology classes. One advantage of this tight coupling over other approaches
is that MOF-based repositories would delete the association between a model
element and an ontology class automatically, in case the ontology class is deleted.

3 Modelling Constraints

When addressing the issue of modelling constraints on business process models
that exhibit machine-readable semantics in order to support change, the question
that arises is how to make these constraints explicit. Constraints refer to the
structure and semantics of business process models. More precisely, constraints
can be seen as conditions on sets of model elements with a certain meaning,
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which exist within the structure of business process models. These sets of model
elements are referred to as structural patterns in the following.

To model constraints it is inevitable to introduce techniques for modelling
structural patterns and corresponding conditions. We propose using a graphical
notation for structural patterns in order to make the modelling as intuitive as
the modelling of business processes. There have been several attempts to specify
quality constraints and query patterns visually. In [6], the authors refer to con-
straints as conditions on single activities. These conditions, for instance, allow
modellers to specify that all activities labelled L1 must be preceded or followed
by an activity labelled L2. However, this approach does not consider conditions
on structural patterns and does not support machine-readable semantics. In [7,8],
the authors propose a graphical notation to specify queries on business process
models using a pattern-based approach. Nevertheless, they do not address the
specification of constraints on business process models. Furthermore, the above
mentioned approaches do not provide enough flexibility when modelling sequence
flows between model elements within structural patterns. For example, figure 2
depicts a structural pattern P . The modeller of this pattern is interested in a se-
quence of activities labelled L1 and L4. Moreover, occurrences of these activities
within business process models with at most one additional activity in between,
should match the structural pattern as well. As depicted, the sequences S1 and
S2 within a business process model match the pattern, whereas the sequence S3
does not. No existing approach offers a modelling construct to express this kind
of limitation. For these reasons, we suggest the development of a new modelling
language for structural patterns that tackles these issues.

The availability of a modelling language for structural patterns allows the
introduction of constraints that support change in business process models, such
as the following conditions on the structural patterns P1 and P2:

– At least n instances of P1 must exist within business process models
– At most n instances of P1 may exist within business process models
– Every instance of P1 must be preceded/followed by an instance of P2
– No instance of P1 may be preceded/followed by an instance of P2

It is important to note that the last condition should only be used for temporary
constraints (cf. constraint CT ), as it is not possible to specify all combinations of
patterns that must not exist within process models. In order to specify such con-
ditions, additional modelling constructs are necessary. A modeller should also be
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able to correlate constraints, e.g., to express that a business process model should
either comply with one constraint or another, which requires suitable modelling
constructs as well. With this approach, business processes and constraints can
be both expressed as models.

4 Verifying Constraints

Constraints on business process models alone are not sufficient if they are not en-
forced. To this end, a technique is required that verifies constraints with respect
to a process model. One of the most important steps of the verification process
is to find occurrences of structural patterns with a certain meaning within busi-
ness process models. None of the existing approaches to verify constraints on
(business process) models fulfils our needs. Certain types of constraints on MOF
models can be specified by means of expressions based on the Object Constraint
Language (OCL) [9]. Unfortunately, OCL is not expressive enough to refer to
sets of model elements. In [10], quality requirements are translated into tem-
poral logic formulas, which are then verified by a model checker. However, this
approach only allows the verification of conditions on single activities.

To solve the problem of finding structural patterns, an appropriate algorithm
is needed. We propose to apply the concepts of existing tools, which we use as
search mechanisms. Two types of tools satisfy our requirements: model query
processors, which evaluate requests written in languages comparable to SQL,
and rule engines. To use these types of tools, structural patterns have to be
transformed into queries or rules. An important feature of queries and rules is
that they are declarative, i.e. they describe what to do instead of specifying
how to do it, which facilitates the transformation process. In addition, most
tools can access business process models directly and allow the generation of
queries or rules during run-time. Furthermore, there are tools that support the
usage of user-defined functions within queries or rules. A user-defined function
is needed, for instance, in order to measure the distance between two activities
that are indirectly connected via sequence flows. Using existing techniques, the
verification process of a constraint can be divided into three fundamental phases:

1. Transformation of structural patterns that are associated with the constraint
into a representation that can be used as input for an existing technique,
which we use as a search mechanism

2. Execution of the respective technique
3. Evaluation of the condition of the constraint

While the first phase necessitates the development of a transformation algo-
rithm, the second phase relies on existing tools. Once a constraint violation has
been detected in phase three, there are several possibilities on how to react.
One possibility is to notify the modeller and mark objectionable parts within
the business process diagram. Another approach is to replace these parts auto-
matically. While this is sometimes not possible, automatic replacement might
frustrate the modeller who is not aware of what is happening behind the scenes.
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5 Conclusions

In this paper we discussed the importance of specifying constraints on business
process models explicitly. We explained the benefits of the semantic enrichment
of activities within business process models and the advantages of using the
meta-modelling technological space for this purpose. We proposed the develop-
ment of a modelling language to specify constraints on business process models
that overcomes the shortcomings of existing approaches. Finally, we outlined
techniques on verifying constraints automatically.

We are currently implementing the presented ideas on top of a tool for mod-
elling business processes with BPMN, which is based on a MOF-compliant in-
frastructure. The extension consists of a modelling tool for specifying constraints
as well as a rule-based verification component. The tool will be evaluated in
collaboration with an aircraft maintenance company that wants to implement
maintenance processes with RFID support.
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Abstract. While traditional approaches in business process modelling tend to 
focus on “how” the business processes are performed (adopting a behavioural 
description in which business processes are described in terms of procedural as-
pects), in goal-oriented business process modelling [23][24][6], the proposals 
strive to extend traditional business process methodologies by providing a di-
mension of intentionality to the business processes. One of the difficulties in 
enabling goal-oriented business process modelling is the identification of goals. 
This paper reports on a study conducted in an organization in which we have 
obtained several goal models which were represented in Tropos methodology, 
each one corresponding to a business process also modelled in the scope of the 
study. A preliminary goal elicitation activity has been carried out for collecting 
an initial version of the goal models. After that, we have obtained a second  
version of the goal models by using the NFR catalogues as a tool in goal elicita-
tion. We have found the NFR catalogues to be useful in goal elicitation, uncov-
ering goals that did not arise during previous interviews. 

Keywords: business processes, goal models, non-functional requirements. 

1   Introduction 

The increasing competitiveness drives organizations to promote change in an attempt 
to improve the quality of the services and products they offer. In recent years, many 
of the efforts related to managing change in organizations have been conducted in the 
scope of Business Process Reengineering (BPR) activities [1][2]. BPR is based on the 
assumption that change in business processes should generate radical improvements 
in critical performance measures (such as cost, quality, service and speed) [1]. More-
over, it is believed that implementing radical changes in business processes is the way 
to achieve dramatic and satisfactory results [1][2]. 

However, predicting how a given enterprise environment should respond to 
changes by simply adopting a business-process centered view is unfeasible since there 
is a large number of issues to be considered, such as infrastructure, power and  
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politics, organizational culture, etc [3]. Given this multitude of issues, understanding 
an organizational setting often requires a number of perspectives [3].  

While traditional approaches in business process modelling tend to focus on “how” 
the business processes are performed (adopting a behavioural description in which 
business processes are described in terms of procedural aspects), in goal-oriented 
business process modelling [23][24][6], the proposals strive to extend traditional 
business process methodologies by providing a dimension of intentionality to the 
business processes [4].  

In recent years, goal-oriented approaches have been largely addressed in the litera-
ture of requirements engineering (RE) which focuses on how these approaches  
support requirements elicitation and modelling for system development [4]. In this 
context, goals express, in multiple levels of abstraction, the objectives the system 
under consideration should undertake [8]. Although this field is mainly concerned 
with system development, a goal-driven nature of software engineering requires RE to 
pay attention to the organizational context [4]. The Zachman framework [22] also 
highlights the importance of motivation as a driver for enterprise management and 
system development. Therefore, in the context of business process modelling, goal 
modelling is extended not only to capture concerns and motivations of the stake-
holders in the achievement of business processes, but to incorporate issues related 
with the strategy of the enterprise as a whole. 

Although goal modelling provides a more strategic view for business processes, lit-
tle attention is devoted to explicitly modelling goals as well as using the concept of 
goal to increase the value of the process modelling techniques [12]. To articulate an 
organization’s business processes in terms of the enterprise’s strategic goals, the first 
problem to be addressed is how to elicite goals from the organization context since 
goal identification is not an easy task [8]. Problems related with goal elicitation are 
firstly addressed by the requirements engineering (RE) literature, but essentially the 
same problems arise in the area of business process modelling. Some problems arising 
in the scope of business process modelling are: goals are difficult to formulate (often 
these formulations become vague and highly abstract) [7], the involved parties are 
unable to explicitly state their views [14] and even when they are capable the goals 
can be conflicting  [15] (even when goals are drawn from the same individual), the 
analysts have limited knowledge about the environment [14], among others.  

The purpose of this paper is to report a field work in which we addressed the prob-
lem of identifying goals. This field work took place in the Rheumatology Department 
of a hospital in Brazil. Our main purpose is to contribute in the area of goal elicitation 
with a systematic way to identify goals in a given organizational setting in the busi-
ness process modelling activity prior to the identification of potential business process 
change. We suggest using Non-Functional Requirements (NFRs) [9][10] catalogues 
in order to tackle the difficulty in identifying business goals. The next section shows 
our motivation in adopting this approach. 

This paper is structured as follows: section 2 describes the NFR framework (used 
as a starting point to derive (soft)goals), section 3 provides a description of our field 
work: the preliminary goal elicitation method (section 3.1), the results of this prelimi-
nary phase (section 3.2), the goal elicitation with catalogues (section 3.3), a discus-
sion about these results (section 3.4). Section 4 points to related work and finally, 
section 5 concludes with some considerations as well as future research work.  
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2   The NFR Framework 

Many important goals for an organization may be characterized as “softgoals”, i.e., 
goals with no clear-cut criteria to determine their satisfaction [5]. Eliciting softgoals is 
particularly challenging, given their subjective, interactive and relative nature [16]. 
One of the solutions proposed to address the problem of identifying non-functional 
requirements in RE is the NFR framework. Basically, the NFR framework is an ap-
proach for specifying and analyzing non-functional requirements (NFRs). Although 
this framework has been primarily conceived for helping one to elicit NFRs in the 
system development life-cycle, we have used them to tackle the problem of system-
atic identifying business goals, helping one to reflect about the dimensions which a 
softgoal can assume in an organizational environment.  

Although the concepts of NFRs and softgoals are commonly treated as the same in 
the literature, we must stress out that the differences between NFRs and softgoals 
cannot be ignored. On one hand, as explained in [25], NFRs refer to quality attributes 
that some system is expect to meet while executing a particular service. These ser-
vices which the system must provide amounts to its set of functional requirements 
(FRs). NFRs are the opposite of functional requirements (FRs). On the other hand, 
hardgoals are defined as goals whose satisfaction can be determined by applying 
formal verification techniques [8][25]. Softgoals are the opposite of hardgoals, since 
they are “subject to interpretation” [3], “imprecise, subjective, context-specific, and 
ideal” [25]. This common association between NFRs and softgoals arises because 
there is a tendency in specifying quality attributes in an imprecise manner.  

Since we have addressed the motivation behind using the NFR framework and the 
difference between NFRs and softgoals, we describe the NFR framework in the sequel.  

The NFR Framework [9][10][16] comprises a proposal for addressing NFRs using 
catalogues that accumulates knowledge about specifying NFRs. The catalogues’ 
specification ranges from representing to operationalizing NFRs, offering guidelines 
for prioritization and decomposition during the design process.  

The Softgoal Interdependency Graphs (SIGs) represent particular kinds of NFRs, 
their decomposition structures and possible design alternatives to embody the re-
quirement in the future system. Further, the interdependencies between the NFRs and 
their operationalizations are represented. 

There are three kinds of catalogs used: the first kind (called NFR type catalog) con-
tains particular types of NFRs, such as security or performance, and their associated 
terminology. The second type (called methods catalogs) represents development 
techniques for the system to meet a particular requirement and finally, the third type 
(correlation catalogs) shows the correlation and tradeoffs among softgoals.  

Fig. 1 depicts a catalogue of some NFR types, where a NFR can be “performance”, 
“security”, “cost” and “user-friendliness” [9]. 

An application within a real example is also demonstrated in [9]. In this example, 
security is the NFR considered for developing a credit card system. Fig. 2 shows that 
to incorporate security in a given account, three subtypes of NFRs are necessary: 
integrity, confidentiality and availability. In turn, to incorporate integrity on credit 
card accounts, two additional NFRs are needed: completeness and accuracy. This 
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Fig. 1. A catalogue of some NFR types [9]  

 

Fig. 2. Further decomposition of a security softgoal (adapted from [9]) 

example depicts that the process of decomposing some NFR is guided (and thus fa-
cilitated) by adopting these catalogues since they are helpful in reasoning about what 
qualities the system to-be is expected to meet. 

3   Case Study: Goal Elicitation in a Healthcare Institution 

This section describes the case study conducted in the Rheumatology Department of 
the Cassiano de Moraes University Hospital, which is part of the Federal University 
of Espírito Santo in Vitória, Brazil.  

In the context of the hospital, the department has the following functions: provide 
educational training to form specialists in rheumatology, provide outpatient medical 
care and developing research to investigate the incidence de rheumatologic conditions 
in population. It has six specialists in rheumatology, two nurses and two physiothera-
pists, among other professionals for hosting patients. The department performs 15 
business processes, such as outpatient care, drugs infusion, among others and  
performs an average rate of 5700 outpatient medical care by year.  

In the scope of this study, we have produced 9 goal models which were represented 
using the Tropos Modelling Language and methodology [17]. Each of these models 
correspond to a business process also modelled in the scope of the study. A prelimi-
nary goal elicitation activity has been carried out for collecting an initial version of 
the goal models. After that, we have obtained a second version of the goal models by 
using the NFR catalogues as a tool in goal elicitation. Due to space restrictions, we 
focus on the goal models of the diagnosis process. 
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3.1   Preliminary Goal Elicitation Method  

This preliminary goal elicitation and modelling effort was divided in four stages ac-
cording to the source of information and technique used to interact with the process 
stakeholders. In the first and second stages, we have captured only hardgoals. From 
the second stage on, our goal models were composed by hardgoals and softgoals. 

In a first stage, the available documentation about the organizational process has 
been assessed. This revealed some organizational characteristics such as: organiza-
tional structure and human resources, routines, business processes (with a brief textual 
explanation in natural language about these processes) and physical space. From the 
organization structure, we could infer internal actors and the business process they 
carry out. This documentation also provided goals previously achieved by the de-
partment (along with their impacts) and goals which were yet to be achieved by the 
department, giving us some insight about the nature of the business processes under 
consideration and about some relevant goals (stated in natural language). Further, a 
first interview was undertaken with a physician (who does not belong to the organiza-
tion) for understanding general concepts about the medical domain. Additionally, 
concepts related with rheumatology (diseases, medicines and other technical terms) 
have been briefly surveyed in online information sources. 

In a second stage, we have obtained a preliminary goal model along with a pre-
liminary business process model.  The approach used here consisted in observing the 
process performers during business process execution, i.e., we observed the daily 
routine of the organization. While this approach allowed us to understand how actors 
interact and how actor dependency relationships are established in practice, the ac-
tors’ focus on getting the work done prevents one from revealing most of the intention 
and motivation behind their practices.  

A third stage focused on interviewing the organizational actors during business 
process execution to reveal the goals of specific activities as well as goals related with 
a process as a whole. Thus, the model generated in previous stage could be incre-
mented through refinement/abstraction techniques [3][8][18]. With the refinement 
technique one can find out subgoals of the parent goal by asking “HOW questions” 
about the goals already identified [8]. This is helpful in capturing the different ways 
of goal achievement. With the abstraction technique, more abstract goals can be iden-
tified by asking “WHY questions” about the goals previously modelled [8]. This en-
abled us to capture the rationale (more general goals) behind more specific goals. 
Although the interviews during the process execution provided a more strategic di-
mension (in the sense that they have captured details related with the organization’s 
strategy in a lower level of abstraction), the goal models obtained were strongly re-
lated to the business process models, not capturing knowledge about the enterprise 
setting as a whole.  This deficiency was addressed in fourth stage. 

In a fourth stage, we concentrated in dedicated interviews not only with the busi-
ness process actors but also with the department manager. (By “dedicated interviews” 
we mean that the interviewees devoted all attention to the elicitation process as op-
posed to being fully involved with activity execution). The elicitation interviews in 
this stage focused on raising internal problems of the organization, as well as prob-
lems associated with the relationship between the department and external organiza-
tions, highlighting all kinds of conflicting interests. The problems and deficiencies 
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that the stakeholders believed to exist in the organization provided not just additional 
goals to enrich the models, but also some obstacles for goal realization, reasons for 
non-achievement of goals and possible solutions for these obstacles.  

3.2   Results of the Preliminary Goal Elicitation Activities  

Fig. 3 exhibits a Tropos diagram which shows the goals of a physician who conducts 
the diagnosis business process.  

In Tropos diagrams, actors are represented as circles, goals as oval shapes and soft-
goals as cloud shapes. (Soft)goals can be related with three kinds of relationships: 
means-end analysis, contribution analysis and AND/OR decomposition.1  

The physician provides medical care to a patient (Provide medical care to patient 
goal) through a medical consultation (Provide medical care through medical consulta-
tion goal). During consultation, the physician diagnoses the patient’s health state 
(Diagnose health state goal) and prescribes the treatment (Prescribe patient’s treat-
ment goal which uses, in turn, a Drugs prescription). 

The main goal of the physician is to Diagnose patient’s health state. During the 
process of diagnosis, the physician can find either rheumatologic or non-
rheumatologic conditions (Diagnose rheumatologic conditions goal and Diagnose 
non-rheumatologic conditions goal). After diagnosing the patient’s heath state, the 
physician is able to select the most suitable treatment for the disease (Select the most 
suitable treatment for patient softgoal). For this reason, Diagnose patient’s health state 
is a mean for Select the most suitable treatment for patient. 

 

Fig. 3. Goal model resulted from the preliminary goal elicitation activities 

                                                           
1 The AND/OR decomposition can be made by using the “HOW questions” previously mentioned.   
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The physician must have accurate knowledge for being able to discover the pres-
ence/absence of diseases (Acquire technical skills softgoal). He/she must also access 
the patient’s data (Obtain patient’s data goal) for being able to determine how the 
patient health condition is evolving along the time (Obtain access to patient’s 
clinical historic goal). One of the means for accessing the patient’s data and thus to 
know its clinical history is to obtaining access to patient’s records (Obtain access to 
patient’s records during medical consultation goal). Finally, the rheumatologist 
must confirm the diagnosis with other specialists in order to interpret the evidences in 
the whole clinical context (Obtain access to specialists in areas related to 
rheumatology goal). 

3.3   Goal Elicitation with Catalogues  

During the four stages we have reported here, we had the opportunity to understand 
the organization’s context, its problems, deficiencies and so forth. By following the 
execution of the business process, interviewing the stakeholders and observing the 
organizational setting, we could keep direct contact with implicit factors that underlie 
the organizational context. These previous stages were crucial to provide insights 
about new concerns that could be added. These insights guided us to suggest which 
NFR types could be extracted from NFR catalogues [9][10][19][20] and subsequently 
adapted to the organizational context. According the NFR types catalogues, we have 
formulated additional goals for the business process, initially without participation of 
the stakeholders. The translation from NFR types in the catalogues to goals was 
highly related to the knowledge acquired in previous stages, i.e., to adequately refine 
the NFRs we had to consider the meaning of the NFRs’ refinement in the context of 
the domain under consideration. After incorporating these additional goals into the 
model, we have applied the same techniques of abstraction/refinement previously 
applied for identifying additional goals without the participation of the stakeholders. 
Due to space constraints, we concentrate here on some relevant portions of the result-
ing goal models.  

3.4   Results of the Goal Elicitation with Catalogues 

Before discussing the outcomes related with the utilization of the catalogues with the 
stakeholders, we have translated the NFR types to goals in the context of the domain 
under consideration. The NFR types originated the following goals: 

Accessibility [19]. Access patient’s data records; 
Confidentiality [19]. Maintain healthcare information private; 
Completeness [19]. Obtain complete information about patient’s treatment; 
Accuracy [19]. Obtain accurate information about patient’s treatment; 
Traceability (Process and Data) [19][10]. Obtain traceability for information in 
patient’s treatment refined into Obtain traceability in investigation of patient’s condi-
tion, Obtain traceability in relation to treatment administered to patient and Obtain 
traceability in relation to physicians who prescribed patient’s treatment. 
Integrability [19]. Integrate service with other hospital departments, Integrate service 
with municipal and state health services (to obtain what is called “integrated  
treatment” exploring the benefits of information integration). 
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Trust and Confidence to the Provider (Assurance) [20]. Trust physician (not 
shown in the figures since this goal belongs to the patient’s perspective.) 
Empathy (Level of Caring and Personalized Attention Provided to the  
Requestor) [20]. Show empathy to patient. 

The translation of NFR types from the catalogues to goals revealed that although 
catalogues address non-functional requirements, some goals elicited in this effort are 
not softgoals, but hardgoals instead. For instance, the requirement of Accessibility has 
led to the identification of the hardgoal Access patient’s records. Besides, the transla-
tion seems to be highly domain-dependent. For example, traceability refers to the 
capacity of tracing patient’s data along treatment. Another particularity concerned 
with the translation is that different NFR types are mapped to the same goal in the 
organization. Distributivity (capacity of reaching all decision-makers [19]) and inte-
grability (capacity of adequately and efficiently integrating operational information 
[19]) mean the same in this context (in the sense that both mean the information must 
be integrated so as to reach all decision-makers caring about that information).  
Privacy and confidentiality are also mapped to the same goal. 

With respect to the goals added, we were able to identify goals which had re-
mained implicit in the preliminary study (Fig. 4). Most of these goals were either 
associated with quality aspects of the previously modelled goals (Obtain complete 
information about patient’s treatment softgoal and Obtain accurate information about 
patient’s treatment softgoal) or with quality aspects for the service as a whole (Inte-
grate service with all stakeholders softgoal and the softgoals originated from its re-
finements). We also have noticed that some of some of the elicited (soft)goals address 
exceptional situations, for example, the softgoal Integrate services with specialists in 
areas related to rheumatology is relevant only in the case the rheumatologist needs  
to clarify further details about the diagnosis with other specialists (for example, a 
dermatologist or ophthalmologist) in the hospital.  

Another interesting aspect in elicitation with catalogues was the fact that we could 
notice that some of the goals spontaneously mentioned are actually goals for  
 

 

Fig. 4. Portion of the goal model obtained in goal elicitation activities with catalogues (1) 
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implementing mechanisms for the attainment of more abstract goals, which remained 
implicit when applying the abstraction technique, but that could be revealed through 
the use of the catalogues. For instance, in Fig. 4, from traceability we have suggested 
three types of traceability: Obtain traceability in relation to treatment administered to 
patient softgoal (obtain information about the drugs prescribed along the treatment), 
Obtain traceability in relation to physicians who prescribed patient’s treatment soft-
goal (obtain information about the physicians who had already prescribed treatment to 
the patient) and Obtain traceability in investigation of patient’s condition softgoal 
(obtain information about the conditions which had already been investigated previ-
ously by the physician). Actually, this last goal was the motivation for the standardi-
zation of diagnosis cue sheets (previously modelled). The standardization of diagnosis 
cue sheets was one of many means towards achieving traceability in the investigation 
of diseases. 

Finally, all goals suggested through the use of catalogues were validated by the 
stakeholders in a validation interview. They acknowledged the need of these goals 
and were also able to spontaneously mention other goals (for example the refinements 
of the goal Provide medical care to patient goal, shown in Fig. 5). The goal Provide 
medical care to patient can be achieved in three forms: by achieving a consultation 
appointment (in this consultation the physician examines the patient and prescribes 
the treatment); by providing attendance for assessment of high cost drug (the physi-
cian examines the patient and in the case of the need of a high cost drug, he/she issues 
an certificate) and by an informal meeting. In these informal meetings, the physician 
can examine a patient who reports the presence of symptoms, or the physician just 
issues some document required by the patient (a prescription of drugs, a medical cer-
tificate or a medical report).  

 

Fig. 5. Portion of goal model obtained in goal elicitation activities with catalogues (2) 
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4   Related Work 

The NFR framework [9] [10] has been the first approach to propose softgoals and 
softgoal satisfacing in the context of RE to cope with NFRs and their appropriate 
representation [11]. The main proposal of this framework is to provide means of 
specifying NFRs, decomposing them and recording the reasoning process of opera-
tionalizing and prioritizing NFRs in graphs. Although the catalogues proposed in that 
work serve as useful tools in identifying softgoals, they are only concerned with ad-
dressing these issues in the context of systems development, not considering them 
within the organizational scope.  

In [12], Soffer and Wand propose a conceptual framework to enable the formal in-
tegration of goals and softgoals into process modelling (formal in the sense that the 
approach uses the BWW ontology [13] for the integration). The application of this 
framework drives the mechanism of systematically reasoning about the incorporation 
of the softgoals in process design. Although the initiative focuses on defining the 
existing dependencies between process and their respective softgoals, the method 
starts in the point where softgoals are already identified (it assumes that the goal elici-
tation phase has already been undertook) and thus, does not provide guidelines for 
systematic addressing goal elicitation from the organizational context.  

Pavlovski and Zou [21] assume that business process modelling is concerned about 
capturing functional behaviour of business process but fail to cover non-functional 
requirements. To tackle this deficiency, the authors propose two new artifacts to cap-
ture these constraints denominated operating condition (to represent the business 
process constraints) and control case (to denote criteria to manage the risk associated 
with a given operational condition), to be applied in business process models. For 
that, it extends the Business Process Modelling Notation (BPMN) with these con-
structs. Although these artifacts have improved the communication about NFRs 
among the stakeholders, thus facilitated their acquisition, the proposal adopts a sys-
tem-oriented view for non-functional requirements. It assumes that softgoals will later 
manifest themselves as non-functional requirements of an intended system, excluding 
those softgoals which are intrinsically related to the business process’ dynamics and, 
as consequence, which should not be translated into system requirements. 

Extending the notion of goals in business process modelling, Yu [3] has proposed 
the i* framework. The Tropos methodology has been derived from the i* framework, 
addressing the need of a methodology for software development based on the agent-
oriented paradigm. The following explanation about the i* framework can also be 
applied to the Tropos methodology.  

The i* framework is articulated in terms of two kinds of models: the Strategic De-
pendency model (SD) and Strategic Rationale model (SR). The SD model acknowl-
edges actors as intentional agents within an organizational setting and represents them 
as a network of strategic dependencies. The SR assumes that the dependencies ex-
pressed in SD models are justified by actors’ internal rationales. As explained in Yu’s 
PhD thesis [3], the framework can be used to capture (soft)goals in business process 
modelling in order to provide a more strategic view of those processes. However, 
despite the usefulness of the i* approach to address intentions, motivations and vague 
aspects of business modelling, their work do not provide methodological guidelines 
for eliciting goals. 
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This paper proposes the use of NFR catalogues for goal elicitation within goal-
oriented business process modelling in goal models based on Tropos modelling lan-
guage. This combination the NFR framework and the Tropos modelling language has 
the following direct benefits. On one hand, it extends the use of NFR framework 
(initially conceived for addressing NFRs in system development) to support the iden-
tification of business goals within organizational scopes. On the other hand, it pro-
vides methodological guidelines for the identification of business goals in Tropos. In 
this manner, the SR and SD Tropos diagrams can be enriched by the additional goals 
identified through the use of NFR catalogues.  

5   Conclusions 

We have found the preliminary goal elicitation activities useful in addressing our need 
to understand the organizational setting. This has enabled us not only to capture de-
tails about the enterprise and its business processes, but also to provide us with proper 
understanding about the domain under consideration. However, we have found the 
preliminary stages to be deficient in the identification of strategic concerns related to 
the organization’s goals. This difficulty was partly addressed through stakeholder 
interviews. Although these interviews addressed many organizational issues, much 
knowledge still remained implicit. With respect to that, the catalogues provided by the 
NFR framework have shown to be useful as a complementary tool to elicit goals. 

Before discussing the nature of the additional goals identified with the support of 
catalogues, we must highlight some particularities about translating NFR types to 
goals. We have observed that the translation is highly domain-dependent, i.e., one 
must take into account how a NFR must be mapped to some goal in the organization 
domain such that this goal makes sense regarding the organizational context, as we 
have illustrated in section 3.4. Further, one must define whether a NFR type should be 
represented as a soft or hard goal. As observed in [11], there is a tendency in treating 
NFRs as softgoals, however, as demonstrated in the case study, some NFRs could be 
objectively specified in the context of the domain.  

In relation to the goals uncovered with the help of catalogues, we believe that goals 
have enabled us to reason about the organization from a more strategic point of view. 
This can be confirmed by the fact that some additional goals referred to quality attrib-
utes; either for specifying qualitatively a hardgoal or for specifying quality metrics for 
the business process as a whole. We have observed in this case study that stakeholders 
have difficulties in explicitly stating quality attributes for business processes (the 
same difficulty is often reported to arise requirements in system development [16]).  
In that respect, the catalogues employed in this case study provided guidelines for 
identifying these attributes in a systematic way. 

We have observed that, in certain cases, stakeholders formulate goals which are 
highly dependent on the current operationalization of the organization’s objectives, 
i.e., much emphasis is given to the goal of applying successfully a particular solution 
for a problem. Catalogues partially helped to overcome this issue, revealing higher 
level goals not easily identified by the abstraction technique. Further, some of the 
goals uncovered through catalogues had initially been deemed an inherent organiza-
tional characteristic by stakeholders, and thus had not been spontaneously mentioned.  
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At first sight, the technique we have employed seems highly dependent on the ex-
perience of analysts in conducting the elicitation effort (experience in the sense that 
analysts must have broad knowledge about the domain). We believe this is the case 
partly because of the need to translate NFRs into goals which are specific to the or-
ganization’s domain. Further investigation in NFR type catalogues for business proc-
ess in a particular business domain may prove to be fruitful to reduce the dependency 
on analyst experience and improve goal elicitation in general. In this sense, NFR type 
catalogues can be seen as design patterns in goal modelling. The compilation of these 
catalogues in a format of design patterns allows one to reuse the knowledge by mak-
ing available methodological connections which are tacit in an experienced model-
ler’s mind and which are not typically available to the novice. 

Further work will be necessary to associate particular goals with guidelines for 
business process (re-)design. Additionally, in our future work, we intend to investi-
gate suitable representation and semantics to relate goal models and business process 
models (especially in the presence of softgoals). Moreover, we aim at investigating 
the impact which this approach of eliciting additional goals through the use of NFR 
catalogues shall have in business process structures as well in the systematic redesign 
of business processes.  
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Abstract. Business intelligence (BI) is becoming a key means of providing in-
formation necessary for achieving business goals such as improving profits or 
solving business process issues.  This paper proposes a business process-IT 
alignment method for BI.  The proposed method has two phases of business 
processes: the first phase extracts and checks the validity of hypotheses for 
achieving business goals and the second phase clarifies the actions needed to 
implement the hypotheses.  Then, business information used in each business 
process is defined.  Four levels of BI systems are proposed in accordance with the 
maturity of the enterprises they support, and each level is mapped to a subset of 
the business processes.  Finally, three types of models used to clarify and or-
ganize the hypotheses and the actions are proposed.  Case studies have shown 
that the method explains a variety of business processes for BI and BI systems. 

1   Introduction 

The concept of business intelligence (BI) that provides information for achieving 
business goals such as improving profits or solving business process issues is becoming 
important. The BI systems supporting the concept require business process-IT align-
ment in the sense that they should provide functionality useful for achieving the busi-
ness goals. However, BI systems in reality vary from system to system depending on 
the maturity of the target enterprises and the quality of data available. For example, in 
some cases, users require such functionality as visualization of key performance indi-
cators (KPIs) and related data using online analytical processing (OLAP) tools [3], 
while in other cases they require validation of hypotheses for achieving business goals 
using data mining methods, or support of actions implementing the hypotheses. Thus, 
we need a business process-IT alignment method for BI covering all these variations. In 
addition, it is essential for people engaged in BI, whom we call BI analysts, to convince 
enterprise management that their proposed hypotheses and the actions necessary  
to implement them are comprehensive and rational, which means that a kind of 
framework used to clarify and organize the hypotheses and the actions is required. 

The Balanced Scorecard [4-8, 10-12] is a method of organizing business goals as a 
set of KPIs. It promotes management of KPIs corresponding to causes as well as KPIs 
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corresponding to effects. By managing both types of KPIs and related data with a BI 
system, it is possible for the system to support management of business goals. How-
ever, it is the responsibility of practitioners to extract KPIs corresponding to causes and 
to ensure that the KPIs are controllable by taking actions. The Fact Based Collaboration 
Modeling (FBCM) [9] is a method of evaluating the completeness of business goals 
and KPIs through end user observations, and it tells how to use business processes to 
align IT functions with business goals. It is applicable to business process-IT alignment 
for BI, however, it does not give sufficient consideration to business information, 
which is especially important in BI systems. The business data analysis framework [13] 
categorizes data analysis scenarios by the type of actions taken after data analysis is 
completed. It is useful for reusing data analysis scenarios, and the types of actions 
proposed are useful when considering future actions. However, its primary focus is on 
data mining and it does not cover all aspects of BI. It is only considered appropriate for 
use by skilled BI analysts. We, therefore, need a business process-IT alignment method 
that covers different levels of BI systems, enables identification of business informa-
tion used in the BI systems, and gives frameworks for clarifying and organizing the 
hypotheses and the actions. 

In this paper, we propose a business process-IT alignment method consisting of a 
two-phase business processes for BI, where the first phase extracts and checks the 
validity of hypotheses for achieving business goals and the second phase clarifies the 
actions necessary to implement the hypotheses. The method defines business infor-
mation that should be managed by the BI systems, ensuring business process-IT 
alignment for BI. We also propose four different levels of BI systems covering different 
subsets of the business processes. An important part of the business processes is a 
modeling process. The model created in the process is used to clarify the hypotheses 
and the actions to be considered, and to help enterprise management understand their 
target domains, such as customers, products, or business processes. 

Note that we did not consider a type of BI systems that enables ad-hoc queries and 
reporting of information, since the requirements for business information are not 
clearly specified at the time of system development, but rather they are specified at the 
time of defining queries or reports. 

Section 2 proposes business processes for BI and the business information used in 
each business process. Then, Section 3 proposes four levels of BI systems, and shows 
that each of them can be mapped to a subset of the business processes. Section 4 
categorizes models for BI, and Section 5 shows case studies of BI systems and the 
models used in them. Finally, Section 6 concludes and presents further issues to be 
solved. 

2   Business Processes of Business Intelligence 

This section proposes business processes for BI and the information used in them. The 
information is presumed to be managed by the BI systems supporting the processes. 

We designed the business processes in two phases. The first phase extracts and 
checks the validity of hypotheses for achieving business goals. It includes the business 
processes for clarifying the causes and effects of goal achievement and produces 
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minimal information for enterprise management to understand the situation surround-
ing business goals.  Then the second phase clarifies the actions needed to implement the 
hypotheses for achieving goals. It includes the business processes ensuring that the 
actions are planned and achieved.  Since the value of BI resides in achieving business 
goals, the second phase is essential for enterprises. The business processes of the two 
phases are explained here in more detail. 

First Phase: Extraction and Validation of Hypotheses 
Since BI is used to achieve business goals of enterprises or departments, the business 
processes for BI start by defining business goals and the KPIs that represent the meas-
ures of them. This is done using such methods as Balanced Scorecard [5] or FBCM [9].  
Then hypotheses that contribute to achieving the goals should be extracted and organ-
ized.  A hypothesis is a written idea that might improves KPIs and should comprise at 
least one causal factor affecting the KPIs. For example, “outsourcing of parts of work 
improves profits” is a hypothesis for improving the KPI “profits” and comprises the 
causal factor “outsourcing.” By controlling the degree of “outsourcing,” increase in 
“profits” might be achieved.  Note that it is still an idea not proven at this stage. 

The extraction of the hypotheses can be done in two ways. One way is to extract 
hypotheses through interviews with enterprise management. Since the hypotheses 
extracted through the interviews might be incomplete, we need a framework for map-
ping the hypotheses and checking their completeness. We call this framework a model. 
The model is manually developed by BI analysts. For example, the simplest types of 
models can be viewpoints of classifying profits, such as the locations of branches or the 
categories of products, usually called “dimensions” in OLAP tools.  On the other hand, 
to decrease complaints from shops for an electric appliance company, the types of 
complaints related to the processes of selling products constitute a model. The models 
vary according to the business goals and the business environments surrounding the 
goals. Several examples are shown in Section 5. To summarize, hypotheses are created 
first, then a model is created, and the hypotheses are checked and reinforced using the 
model.  The other way to extract hypotheses is to create a model first and then create 
hypotheses based on the model. Sometimes, models are created automatically using 
data mining methods. For example, the model might be the result of clustering  
customers based on their purchase history. 

The hypotheses extracted in the processes explained above are still insufficient, 
since they are not proven. Therefore, the next process is to check whether controlling 
causal factors stated in hypotheses actually improves KPIs. The checking is usually 
done using statistical methods. For example, to improve profits of projects, the hy-
pothesis “outsourcing of parts of work improves profits” might eventually be proven 
wrong, while the hypothesis “there is a relationship between the degree of employee 
satisfaction and the profits” might be proven true. Through these processes, we get a set 
of valid hypotheses for achieving business goals and a model organizing the hypotheses 
at the end of the first phase. 

Second Phase: Clarification and Execution of Actions 
The second phase starts by checking whether the hypotheses are achievable. There are 
cases where they are valid but not achievable because of circumstances surrounding the 
enterprises. For example, even if the hypothesis “the profits of their franchise shops can 
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Fig. 1. Business processes of BI 

be increased by locating them near stations” is extracted using data mining methods, it 
would be impossible to move the shops. The hypothesis can be used to choose the 
location of a new shop, but it is useless for increasing the profits of current shops. Once 
we get achievable hypotheses, the next process is to list and validate actions for 
achieving them. Each action might require a period of time to complete. We, therefore, 
need to manage the extent to which the actions are carried out. We call the extent a 
“monitoring index.” For example, the hypothesis “at least 5% of the employees on each 
project need project management skill” needs to be monitored by a monitoring index 
“percentage of project management skill,” which may not be achievable in a short time. 
After the actions are authorized by enterprise management, they are executed, moni-
tored, and checked to see if they really contributed to achieving the business goals. If 
not, the actions or the hypotheses should be improved. All of the business processes 
form a plan-do-check-act (PDCA) cycle. The complete business processes are depicted 
in Fig. 1. 

The business information is now shown for each business process and it should be 
managed by the BI systems covering the process. First, KPIs are extracted from busi-
ness goals using Balanced Scorecard. There is a relationship between business goals 
and KPIs.  Second, the data used to create a model and the model itself are extracted in 
the modeling process. The model is mapped to a set of metadata used to categorize the 
data and to describe the relationships among categories, and it would eventually be 
mapped to data models or dimensions in OLAP tools. Third, quantitative measures of 
causal factors are extracted from hypotheses.  For example, if the business goal is to 
increase profits in a sales department, the KPI is the profits, and the quantitative 
measure of causal factor might be the average number of contact times with each 
customer per sales person a month. The relationship between KPIs and causal factors 
might be extracted through such method as multivariate regression. Finally, monitoring 
indices are extracted from actions. 
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If BI systems are used to implement actions themselves, some specific information 
might be used in addition to the information listed here. For example, a recommenda-
tion system for customers can be considered to be a BI system implementing an action 
“increase profits by promoting products that fit customers” and uses purchase history to 
derive groups of customers who are likely to buy similar products. Further examples 
are shown in Section 5. 

3   Maturity Levels of Business Intelligence Systems 

Although we analyzed data for more than one hundred cases as shown in Fig.2, it was 
not always possible to carry out the whole set of business processes proposed in  
Section 2. There were several reasons for this. First, enterprise management was not 
confident in the results of BI. Second, data that could be used to validate hypotheses 
were not available or the quality of the data was not sufficient. Finally, neither the 
customers nor the BI analysts could think of any feasible actions. 

Public: 26%

Service: 17%

Commerce: 9%

Manufacturing:
8%

Transportation:
5%

Finance: 5%
Energy: 5%

Medical: 14%

Communication:
11%

 
Fig. 2. Distribution of data analysis cases over business domains (number of cases is 111) 

Because of this, we began to understand that there should be levels of BI systems 
depending on the maturity of the business environments, and classified the systems into 
four levels based on two viewpoints. One viewpoint is the scope of the BI systems, that 
is, if they cover management of KPIs or management of actions. The two alternatives 
correspond to the two phases proposed in Section 2. The other viewpoint is the func-
tionality, that is, if the functionality provided by the BI systems covers just manage-
ment of information loaded from other IT systems and then integrated, or management 
and creation of information useful for making decisions. The information is created 
using such technologies as data mining, simulation, or optimization. With two alter-
natives for each viewpoint, we have four levels of BI systems as shown in Fig. 3. In this 
section, each level is briefly described and is mapped to a subset of the business 
processes it covers. 

Level 1: Visualization 
The goal of this level of BI systems is to visualize KPIs, the model related to the KPIs, 
and causal factors of valid hypotheses, for reporting them to enterprise management. 
Validation of the hypotheses is also part of the goal. However, this level does not en-
sure that the business goals are achieved. Therefore, the return on investment of this 
level is often questioned by enterprise management in the long run.  
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Fig. 3. Four levels of BI systems 

Level 2: Data Mining 
The goal of this level of BI systems is the same as that of level 1, however, the models 
or the valid hypotheses are created using such data mining methods [2] as multivariate 
regression, clustering analysis, or correlation analysis. The information used in this 
level is the same as in level 1. 

Level 3: Validation of Actions 
The goal of this level of BI systems is to validate the effectiveness of the proposed 
actions, and manage the causes and effects of the actions taken. There are two ways to 
do this. One way is to validate the actions after they are executed. The other way is to 
validate the actions before they are executed. In both cases, the validation process is 
done by human. 

Level 4: Service Execution 
The goal of this level of BI systems is to create new services for employees within 
enterprises or for customers outside enterprises, using such technologies as statistical 
analysis or mathematical programming. The important point of this level is to provide 
information that completely changes service levels by the technologies. Well known 
examples are Amazon’s system of recommending books based on customer purchase 
history [1,14], and Capital One’s system of recommending new services to customers 
when they contact a call center [14]. In addition to the information used in level 3, some 
specific information useful for validation and execution of services is generated in this 
level. 

In some cases, technology such as simulation is used to estimate the effects of new 
services before they are actually provided. This avoids the risks of executing actions, 
has no negative effects, and does not confuse employees by changing their business 
processes. For example, the business goal of a call center was to decrease the response 
time for customer complaints. To this end, changes to business tasks were planned and 
simulated before they were actually put into action. 
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Table 1. Alignment of each level of BI systems to business processes of BI 

Levels 

Business processes 
Visualization 

Data min-
ing 

Validation 
of actions 

Service 
execution 

1.Define business goals H H - - 

2. Create model H S - - 

3.Extract hypotheses H S - - 

4.Choose valid hypotheses H S - - 

5.Choose achievable hypo-
theses 

- - H H 

6.List & validate actions - - H S 

7.Execute actions - - H S 

8.Monitor actions - - H H 

9.Improve actions - - H H 

10.Improve hypotheses H S - - 

H: The business process is executed by human, and the information related to 
the process is managed by BI systems of the level. 

S:  The business process is executed by human, and the information related to 
the process is generated and managed by BI systems of the level. 

Table 1 shows how each level of BI systems covers the business processes proposed 
in Section 2. It is possible that a BI system could cover more than one level shown in 
this section. 

4   Modeling 

This section proposes the models, which are the frameworks for categorizing and or-
ganizing hypotheses and actions, and provide accountability for enterprise manage-
ment. Although the models vary depending on the hypotheses or the actions, they can 
be categorized in 3 types. 

Type 1: Categorization of Business Objects 
This type of models describes the business objects that are the target of improvement, 
and categorizes the business objects into categories significant for enterprise man-
agement. For example, if the business goal is to increase the sales of shops, then the 
business objects are shops, and the model categorizes the shops into categories, such as 
shops in the suburbs, or shops in downtown, etc. Since the model should be used for 
mapping hypotheses and actions, it is expected that the hypotheses and the actions vary 
depending on the categories of the shops. In some cases, the relationships among 
categories are also described. An example of the relationships is shown in Section 5. 

Type 2: Description of Relationships among Business Objects 
This type describes business goals, business objects consisting of business environ-
ments, and the relationships among them. For example, if the business goal is to  
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increase the profit of each sales person, then the model consists of business objects 
“customers” and “sales person” and the relationships between them such as “sell” and 
“contact.” Causal relationships among business goals and other business objects are 
special cases of the relationships. 

Type 3: Description of Business Tasks 
The last type describes business tasks which enterprise management would like to 
improve. In some cases, only the names of the business tasks are important for cate-
gorization, while in other cases the way business tasks are performed is more impor-
tant. The latter are the cases often seen in level 3 or 4 since ways to improve business 
tasks or provide new services are the focus of BI systems of these levels. 

Using the models, hypotheses and actions are mapped to the elements of the models, 
and through these mappings the comprehensiveness of the hypotheses and the actions is 
understood by enterprise management. Further examples of each type are shown in the 
next section. 

5   Case Studies 

This section shows several cases that we have encountered in the past. 

Example 1: Increasing Profits in Project Management 
The business goal of an enterprise was to increase the profit of each project, and the KPI 
was the profit per sale. To achieve this goal, hypotheses such as “high degree of em-
ployee satisfaction leads to large profits”, “a certain number of skilled managers is 
necessary”, and “proper outsourcing of part of the work is necessary” were extracted.  
The first hypothesis was validated by correlation analysis, however other hypotheses 
were not validated due to the lack of data. A simple model of Type 2 was developed as 
shown in Fig. 4 to map various hypotheses. The BI system covered the business proc-
esses 1 through 4, and its level was 1. The information used was profits, costs, number of 
employees per project, and the skills and the satisfaction degree of each employee. 
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Fig. 4. A model of business environment surrounding projects 
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Fig. 5. State transition diagram of diseases 

Example 2: Cost Reduction of Medical Expenses 
The business goal of a health insurance organization was to decrease medical expenses, 
and the KPI was medical expenses per member. To achieve this goal, a model showing 
the transition processes between diseases was created from data as shown in Fig. 5. 
Each node of Fig. 5 denotes a disease and each arrow denotes that there is a possibility 
of transition from one disease to another with a given probability. This is a model of 
Type 1, with additional information, transition between diseases. By checking the 
model, the hypothesis “a cost effective reduction of medical expenses can be achieved 
by focusing on members whose diseases are likely to migrate to serious ones” was 
extracted. The BI system covered the business processes 1 through 4, and the level of it 
was 2. The information used was the history of medical expenses per member, and the 
model extracted from the patient histories. 

Example 3: Decreasing Stock of Products 
The business goal of an enterprise was to decrease the stock of products, and the KPI 
was the total amount of the stock. The key action to be taken was to estimate future 
demand of each product, but the estimation of the demand was usually done by a human 
and not always precise. To achieve the goal, a new estimation algorithm was created 
and validated by simulation using real sales data. The algorithm was able to decrease 
the stock by 10 percent.  The BI system covered the business processes 5 through 9, and 
the level of this BI system was 4, since it used simulation to estimate the effects of new 
business tasks using the algorithm and the algorithm was actually adopted by the en-
terprise after the validation. In this case, the model was not explicitly described, 
however, business tasks for managing stock, with details of how and when products 
were ordered, were used for simulation, and this information actually constituted a 
model of Type 3. The information used in the BI system was sales and stock of each 
product. 

Example 4: Decreasing the Number of Complaints at a Call Center 
The business goal of a call center was to decrease the number of complaints it receives 
from service agents, and the KPI was the number of complaints. To achieve this goal, a 
model of business tasks used by the agents in selling services was developed as shown 
in Fig. 6. This model was Type 3. Using the model, the complaints were categorized by 
the business tasks, and a few business tasks that were related to most of the complaints 
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Fig. 6. Business tasks of service agents 

were identified. Based on the finding, the reasons for the complaints were further in-
vestigated, and finally it was found that the guidance for the services was incomplete. 
The hypothesis in this case was “decrease the numbers of complaints of the business 
tasks that are responsible for most of the complaints.” This BI system covered the 
business processes 1 through 9, and the levels of it was 1 and 3. The information used in 
this example was the complaints themselves and the model used to classify the com-
plaints. Since the complaints were written in text, a text-processing functionality was 
used for the investigation. 

Example 5: Increasing Sales in Membership Services 
The business goal of an enterprise providing online membership services was to in-
crease sales of new services, and the KPI was the sales of the services. To achieve this 
goal, the recency, frequency, and monetary value (RFM) analysis was conducted to 
categorize their customers. The categories derived constituted a model of Type 1. The 
results showed that the repetitive use of the services was insufficient. Therefore the 
hypothesis “increase the frequency of service usage for each member” became a valid 
hypothesis. The level of the BI system was 2, since it covered only the business proc-
esses 1 thorough 4 and was too early to find out any action. The information used was 
the purchase history of each member and the model extracted by the RFM analysis. 

Note that the RFM analysis is often used to classify customers based on the last time 
they used services, the frequency of the usage, and the average sales of the services per 
customer. Another way of classifying customers is clustering analysis. 

Example 6: Decreasing Cost of Delivery Service 
The business goal of a delivery service enterprise was to deliver services in a cost 
effective way, and the KPI was the total time for delivery. An analysis of delivery 
persons’ work records formed a basis for a model of how they delivered services from 
house to house. This was a model of Type3. Then, the hypothesis “a decrease in the 
variation of delivery time of delivery persons would decrease the total time for deliv-
ery” was formed.  In fact, some delivery persons could finish their works in a short time 
because the distance between houses was short down town, while other delivery per-
sons could not because distances were far in the suburbs. Then, an action was proposed 
that optimize the workload of each delivery agent to minimize variations among them. 
The BI system covered the business processes 1 thorough 9, and the levels of it were 1 
for the investigation of hypotheses and 4 for optimization using mathematical pro-
gramming. The information used in the BI system was the total time for delivery, the 
work records of delivery agents, and the results of optimization. 

As shown in the examples, the levels of BI systems vary and the actual BI systems 
sometimes cover more than one level, as shown in Table 2. It is also shown that the 
types of models used also vary. Although only one type of models is used for each 
example, there would be cases where more than one type of models is used. 
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Table 2. BI system levels and model types for each example 

Example # 1 2 3 4 5 6 
1)Visualization Yes - - Yes - Yes 
2)Data mining - Yes - - Yes - 
3)Validation of actions - - - Yes - - 

BI 
system 
level 

4)Service execution - - Yes - - Yes 
1)Categorization of business 

objects 
- Yes - - Yes - 

2)Description of relationships 
among business objects 

Yes - - - - - 

Model 
type 

3)Description of business 
tasks 

- - Yes Yes - Yes 

6   Concluding Remarks 

In this paper, we proposed a two-phase business processes for BI: the first phase ex-
tracts and checks the validity of hypotheses for achieving business goals and the second 
phase clarifies the actions needed to implement the hypotheses. Four different levels of 
BI systems are also proposed. These are mapped onto subsets of the business processes 
and the business information used in the processes.  This mapping is used to align the 
business goals of BI with BI systems. Studies of real cases have shown the validity of 
the business processes and their mapping to BI systems. As shown in the examples, it is 
not easy to reach level 3 or 4. We understand that we should start from level 1 or 2, and 
if we are able to get enough support from enterprise management and if the data sup-
porting BI systems are available, we may be able to proceed to the next levels. 

We also proposed three types of models used to clarify the hypotheses or the actions 
to be considered. We believe that it is important to make enterprise management un-
derstand the whole picture of the hypotheses and the actions. The types of models that 
are useful for different situations are yet to be investigated. We would like to build a 
catalog of modeling methods with rationales and criteria for their use.  As we are con-
tinuously analyzing data for our customers, we would like to feedback our experiences 
for improving the method, including the modeling process. 
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Abstract. Evaluating the complexity of business processes during the early 
stages of their development, primarily during the process modelling phase, pro-
vides organizations and stakeholders with process models which are easier to 
understand and easier to maintain. This presents advantages when carrying out 
evolution tasks in process models – key activities, given the current competitive 
market. In this work, we present the use and validation of the CFC metric to 
evaluate the complexity of business processes modelled with BPMN. The com-
plexity of processes is evaluated from a control-flow perspective. An empirical 
evaluation has been carried out in order to demonstrate that the CFC metric can 
be useful when applied to BPMN models, providing information about their 
ease of maintenance. 

Keywords: Business process models, BPMN, measurement, validation. 

1   Introduction 

Business process modeling is the first step towards the achievement of organizational 
goals, because its importance resides not only in the description of the process, but in 
that it also usually represents a preparatory phase for activities such as business proc-
ess improvement, business process reengineering, technology transfer and process 
standardization [1]. 

But in all these activities the business process models are managed by different 
stakeholders (business process analysts, domain experts, technical analysts, software 
developers, among others). Therefore, one of their main purposes is support commu-
nication between stakeholders, and to fulfil this purpose business process models 
should be easy to understand and easy to maintain. High complexity in a process has 
several undesirable drawbacks: it may result in bad understandability, errors, defects, 
and exceptions, thus leading to the need for more time to develop, test and maintain 
the processes. Therefore, the first step towards reducing the complexity of processes 
is to first recognise its existence, and, then, measure it. 
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In this context, Cardoso [2] has defined process complexity as the degree to which 
processes are difficult to analyze, understand or explain. Along with this definition 
Control-Flow Complexity (CFC) metric for analyzing the degree of complexity of 
business processes has been presented. The metric is independent of the language used 
to model business processes. On the other hand, another stream of research [3, 4, 5] has 
concentrated efforts to develop a set of measures for the evaluation of models devel-
oped with BPMN (Business Process Modeling Notation) [6] which have been empiri-
cally validated. They are based on the measurement of the structural properties of 
process models. As a result of this empirical validation, several measures were corre-
lated with the usability and maintainability of processes. However, we believe that 
since the measures proposed in both research streams are based on the analysis of the 
complexity of business processes models, it is important to analyze the influence of the 
CFC metric on the complexity of BPMN models from a control-flow perspective. 

This paper therefore presents the analysis and empirical validation of the influence 
of the CFC metric on the usability and maintainability of BPMN process models. This 
is done by using the data obtained from two families of experiments which had previ-
ously been carried out to validate measures of the structural complexity of BPMN 
models [5]. 

This paper is organized as follows. Section 2 provides an overview of the related 
work in this area of research and Section 3 introduces the CFC metric, presenting an 
example of computation in a business process modelled with BPMN. Section 4 pro-
vides an overview of the two families of experiments carried out to empirically vali-
date measures for BPMN process models. Section 5 presents the analysis of results in 
the validation of the CFC metric, using the data obtained from the experiments with 
the BPMN models. Finally, conclusions are outlined in Section 6. 

2   Related Work 

The complexity and other characteristics and aspects of business processes models 
(BPMs) such as size, density, cohesion, and coupling have been analyzed and meas-
ured by researchers who agree that, as with software processes, business processes 
should minimize their complexity in order to provide adequate support to the various 
stakeholders. The vast majority of the measures proposed for analyzing the complex-
ity of BPMs have their origin in, or are adaptations of, measures previously defined 
for the evaluation of software. For instance, in [7, 8, 9, 10], this topic is analyzed and 
software complexity metrics (or other characteristics of software) are analyzed and 
compared with corresponding metrics for BPMs.  

However, it is important to highlight the different perspectives from which the 
complexity of a business process has been evaluated. For instance, Gruhn and Laue 
[11] have adopted complexity measures based on cognitive weights, assuming that 
this is a good manner in which to measure the difficulty of understanding the BPM 
elements. In [12], Mendling investigates how the complexity of models influences 
errors observed in a wide range of existing BPMs by developing a set of metrics to 
measure the probability of error and testing 28 business process metrics as error pre-
dictors on a set of over 2000 process models from different samples [13, 14]. In [7], 
some ideas from McCabe’s cyclomatic complexity are used and the CFC metric is 
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defined, which can be used to analyze the complexity of business processes from a 
work-flow perspective (see Section 3). 

Nonetheless, while a number of metrics have been proposed the work published 
about empirical validation of the measures is almost inexistent. In a recent study, the 
use of BPMN elements in practice and their implications were analyzed [15]. In this 
context, we use the CFC metric defined by Cardoso [2] to evaluate the control-flow 
complexity of several BPMs developed with BPMN standard notation [6]. The work 
presented in [2, 3] coincide in the study of the metrics defined for evaluating software 
processes complexity and their extension and adaptation to business processes. In 
addition, both share the idea that when information regarding process model complex-
ity is obtained, the model is easier to understand and modify in order to perform 
maintenance tasks, and process quality improvement is more likely to occur. 

3   Control-Flow Complexity Measure 

An important aspect to consider in the quest to achieve an effective process manage-
ment is the complexity analysis of processes. This is the aim of the CFC metric, 
whose definition is based on the hypothesis that the complexity of a process can be 
derived from its control-flow behaviour and it is affected by constructs such as splits 
and joins. As a result, the formula developed captures the complexity of XOR-split, 
OR-split and AND-split constructs as follows: 

XOR-split Control-flow Complexity. Determined by the number of mental states that 
are introduced with this type of split. The function CFCXOR-split(a), where a is an activ-
ity, computes the control-flow complexity of the XOR-split a. For XOR-splits, the 
control-flow complexity is simply the fan-out of the split. 

CFCXOR-split(a)= fan-out(a) (1) 

OR-split Control-flow Complexity. Determined by the number of mental states that 
are introduced with the split. For OR-splits, the control-flow complexity is 2^(n-1), 
where n is the fan-out of the split. 

CFCOR-split(a)= 2fan-out(a)-1 (2) 

AND-split Control-flow Complexity. For an AND-split, the complexity is simply 1. 
The process designer needs only to consider and analyze one state that may arise from 
the execution of an AND-split construct, since it is assumed that all the outgoing 
transitions are selected and followed. 

CFCAND-split(a)= 1 (3) 

Mathematically, the Control-Flow Complexity metric is additive. This is done by 
simply adding the CFC of all the split constructs and is calculated as follows: 

CFC = ∑CFCXOR-split(a) + ∑CFCOR-split(a) + ∑CFCAND-split(a) (4) 

The greater the value of the CFC, the greater the overall structural complexity of a 
process will be. CFC analysis seeks to evaluate complexity without the direct  
execution of processes. 
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3.1   Example of CFC Calculation 

Figure 1 shows a business process for an online ticket purchase modelled with 
BPMN. This process states that a customer has to choose between different outgoing 
paths once the process is initiated. Basically, it consists of selecting the type of tickets 
that is being sought on the Web, and for each option there are diverse outgoing paths. 
The process finishes when the purchase is carried out satisfactorily or when the cus-
tomer cancels the purchase process. As example, the results of the Control-Flow 
Complexity calculation carried out in the process of Figure 1 are shown in Table 1. 

The calculation of the overall CFC value basically consists of adding the individual 
CFC of each split. The value obtained gives an indication of the complexity of the 
ticket purchase process. With this example, it has been possible to verify that CFC 
metrics can be used to measure the complexity of BPMN models, thus fulfilling their 
objective of analyzing the control-flow complexity of business processes. 

U
se
r

Access to
tickets.com

What type of
tickets seek?

To
show
theatre

To show
cinema

To show
parks

To show
offer

To select
cinema

To select
record

Do you want to
see record?

NO

YES

To select
movie Do you

want to
buy?

To select
schedule

YES
To select
seat

To verify
purchase
data

YES

NO

To select
petition

To select
cancel

To
introduce
bank data

To accept
purchase

NO

To print
payment
voucher

To select
province

To select
park

To select
date-park

To select
number of
ticket-park

To select
play

To select
date-play

To select
number of
tickets-
play

To select
offer

To select
date-offer

To select
number of
tickets-offer

YES

www.tickets.com

To show
musical

To show
dance

To show
childish

To show
comedy

To show
drama

NO

YES Problems
with the
payment?

To show
offer 1

To show
offer 2

To show
offer 3

To show
offer 4

To look for
tickets in
the Web

Theatre

Cinema

Parks

Offer

URL
tickets.com

Web

Are data
correct?

NO

YES

Are the data
correct?

NO

To see
offer 1

To see
offer 2

To see
offer 3

To see
offer 4

To see
musical

To see
dance

To see
childish

To see
comedy

To see
drama

Do you want to
continue with
de purchase?

 

Fig. 1. Online ticket purchase process 

Table 1. Values of CFC metrics for the process from Fig. 1 

CFC Metric Value CFC Metric Value 
CFCXOR-split(tickets type?) 4 CFCXOR-split(shows offer type?) 4 
CFCXOR-split(to select theatre type) 5 CFCXOR-split(offer data correct?) 2 
CFCXOR-split(theatre data correct?) 2 CFCOR-split(to select province/park) 22-1 
CFCXOR-split(wants to see record?) 2 CFCAND-split(to access the web) 1 
CFCXOR-split(wants to buy?) 2 CFCAND-split(to select theatre type) 1 
CFCXOR-split(wants continue the purchase?) 2 CFCAND-split(to select offer type) 1 
CFCXOR-split(payment’ problems?) 2 CFC (Online ticket purchase) 31 
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4   Measures for BPMN Models 

Our work consists of analyzing and empirically validating the CFC metric on the 
basis of previous work carried out to evaluate models developed with BPMN. Hence, 
in this section a summary of our previous works is included in order to place the re-
sults presented in this paper in context.  

With the aim to evaluate the complexity of business processes by starting from the 
model which is a conceptual representation, we have previously defined a set of 
measures grouped into two categories: Base Measures and Derived Measures. Table 2 
shows an example of some derived measures (the complete list of measures can be 
found in [3]). 

Table 2. Derived measures for BPMN models 

Measure Definition Formula 
TNE Total Number of Events of the Model TNE = NTSE + NTIE + TNEE 
TNG Total Number of Gateways of the Model TNG=NEDDB+NEDEB+NID+NCD+NPF 

TNDO Total Number of Data Objects TNDO = NDOIn + NDOOut 

CLA Connectivity Level between Activities 
CLA =    TNT 
               NSF 

PDOPOut 
Proportion of Data Object as Outgoing 
Product and the total of Data Objects 

PDOPOut = NDOOut 
                  TNDO 

PDOTOut 
Proportion of Data Object as Outgoing 

Product of Activities of the Model 
PDOTOut = NDOOut 

                       TNT 

The following subsections present the research context and an overview of the two 
families of experiments which were conducted to empirically validate the relationship 
between the proposed measures and the usability and maintainability of BPMN models. 

4.1   Research Context 

The objective of carrying out families of experiments to empirically validate the 
measures presented in [3] was to discover which of the measures defined could pro-
vide useful and objective information about the external quality of business process 
models. They focused mainly on two characteristics of the ISO 9126 external quality: 
usability (understandability) and maintainability (modifiability). The results obtained 
in the empirical validation of the first family are presented in [5]. 

Initially, the measures were theoretically validated according to the Briand et al. 
theoretical framework [16]. As a result, it was possible to group them in relation to 
the different properties of structural complexity (size, coupling and complexity) they 
evaluate (Fig. 2). So, the next step consisted of carrying out the empirical validation. 

A set of experiments was planned and designed for the empirical validation of the 
measures defined. The GQM template (Goal Question Metric) [17], was used to de-
fine the research objectives as analyse measures of the structural complexity of BPMs 
with the purpose of evaluating them as regards their capability of being used as indi-
cators of the understandability and modifiability of BPMs, in the context of PhD  
students, research assistants and others.  
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Fig. 2. Relationship between structural complexity and quality attributes 

The hypothesis proposed with regard to the research objective was to ascertain 
whether there is a significant correlation between the measurements of structural 
complexity and the understandability and modifiability subcharacteristics. The inde-
pendent variables were the measures defined for BPMN models and the dependent 
variables were those relating to the understandability and modifiability of BPMs. 
Later these were measured according to answer times, number of correct answers, 
subjective evaluation and the efficiency in the accomplishment of the tasks. 

4.2   First Family 

The first family of experiments was composed of five experiments. The experimental 
design used was the same for all five experiments. Thus, they were carried out in 
similar circumstances and in the same context, that is to say, by applying the same 
research objective, hypotheses and variables. In the experimental design a within-
subjects design was carried out in which all the subjects had to do all the tests. 

Material composed of ten randomly ordered BPMN models was given to each sub-
ject. These BPMN models had different structural characteristics; that is to say, dif-
ferent degrees of complexity; they included two questionnaires formulated for each 
process model. The first one was related to the understandability, and the second to 
the modifiability. A subjective question about the complexity of the model was also 
included. A more detailed description of the material can be found in [4]. 

The subjects (Table 3) were chosen since all of them had sufficient knowledge of 
modelling to carry out the experimental tasks. To leverage their knowledge about 
process modelling, a training lesson was carried out before the experiments run. This 
session consisted of an introduction to business processes and training about the 
BPMN standard notation. 
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Table 3. Groups of participants in the first family of experiments 

Exp Group Nº Sub. Profiles 

1 UCLM (Spain) 27 
PhD students, research assistants and lecturers in 
Computer Engineering. 

2 UAT (Mexico) 31 Master’s students in Information Systems. 

3 
University of 
Sannio (Italy) 

37 

Master’s Students in: 
• Software Technology 
• Software Management and Technology 
• Computer Science Technology for  
Organizational Management and Knowledge. 

4 HGCR (Spain) 6 Health professionals. 
5 UCLM (Spain) 8 PhD students 

4.3   Second Family 

The second family of experiments included the development of five experiments. 
In the experiments of the second family, understandability and modifiability as-
pects were also analyzed, the difference being that in this instance separate  
experiments were designed to analyze each aspect. From the five experiments 
included in the second family, the first three were carried out to analyze the under-
standability of the models, and the modifiability was evaluated in the last two 
experiments. 

The experimental material used to analyze the understandability consisted of fifteen 
BPMN models with different structural characteristics and degrees of complexity. For 
each model, a questionnaire with three questions related to the understandability of the 
process model was elaborated. In order to analyze the modifiability, the experimental 
material consisted of twelve BPMN models and a questionnaire with two modification 
requirements for each model. Moreover, in all cases the subjects answered a subjective 
question regarding the complexity of the process model [5]. 

As with the first family of experiments, the participant subjects in the second fam-
ily (Table 4) received a training session about BPMN. 

Having described the families of experiments the following step in this paper is to 
present the descriptive and statistical analysis that was carried out to validate the CFC 
metric. This was done by taking the data obtained concerning the dependent variables 
to determine the feasibility of using the CFC metric to measure the structural com-
plexity of business process models developed with BPMN. 

Table 4. Groups of participants in the second family of experiments 

Exp. Group Nº Sub. Profiles 
1 (U) UCLM (Spain) 22 PhD students and students in Computer Engineering. 
2 (U) UCLM (Spain) 40 Students of 4th year in Computer Engineering. 
3 (U) UCLM (Spain) 9 PhD students and students in Computer Engineering. 

4 (M) 
University of 
Bari (Italy) 

29 Students in Computer Engineering 

5 (M) UAT – (Mexico) 15 Master’s students in Information Systems. 
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As both the CFC metric and the measures proposed in [3] evaluate the structural 
complexity of BPMs, the same experimental design, hypothesis and variables in the 
two families of experiments can be stated. Consequently, the data obtained in the two 
former empirical studies can be used to analyze whether a correlation between the 
CFC metric and the maintainability of the BPMN models exists. The results of the 
CFC validation are shown in the next section. 

5   Analysis and Validation of the CFC Metric 

The CFC metric, presented in section 3, has been previously validated, by analyzing 
its values in different process models represented with the METEOR workflow man-
agement system and with regard to the subjective evaluation of such models by proc-
ess designers [18]. As a result, the authors concluded that the CFC metric is highly 
correlated with the complexity of processes and, therefore can be used by business 
process analysts and designers to analyze the complexity of processes and to develop 
simpler processes when possible.  

In this paper our aim is to corroborate whether the CFC metric can be used to ana-
lyze the complexity of business processes developed with a standard notation such as 
BPMN. Our goal is also to provide some insight, based on objective data, into the 
metric’s influence on the ease of understanding and modifying BPMN models. With 
this objective in mind the stated research hypotheses are: 

- Null hypothesis, H0u: There is no significant correlation between the CFC metric 
and understandability. 

- Alternative hypothesis, H1u: There is a significant correlation between the CFC 
metric and understandability. 

- Null hypothesis, H0m: There is no significant correlation between the CFC metric 
and modifiability. 

- Alternative hypothesis, H1m: There is a significant correlation between the CFC 
metric and modifiability. 

5.1   Descriptive Analysis 

The first step, in order to carry out the descriptive analysis, was to obtain the values of 
the CFC metric of the models used in all the experiments (Table 5). The values of the 
CFC metrics reflect the degree of complexity of control-flows between process mod-
els. For example, process models 7 and 10 of the first family have the highest values 
of CFC. It is therefore possible to state that they have a greater structural complexity 
than process model number 1. In the second family, the highest CFC values were 
obtained with the first five models, as these models contained more gateways. 

In both families of experiments, the dependent variables were measured based on: 
1) the times that the subjects needed to carry out the required tasks, 2) the percentage 
of correct answers, 3) the subjective evaluation with regard to the complexity of the 
models, and 4) the efficiency of the answers (calculated as the ratio between the num-
ber of correct answers and the time needed to respond). 
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Table 5. Values of the CFC metric in experimental material 

1st Family 2nd Family Process 
Model Exp. 1, 2 and 5 Exp. 3 Exp. 4 Exp. 1, 2 and 3 Exp. 4 and 5 

1 2 2 2 25 25 
2 2 2 2 25 25 
3 6 6 6 33 33 
4 8 8 8 31 -- 
5 7 7 7 2 2 
6 6 6 6 7 -- 
7 11 11 8 9 9 
8 2 2 3 5 5 
9 2 2 8 8 8 
10 14 15 15 0 0 
11    2 -- 
12    4 4 
13    8 8 
14    4 4 
15    0 0  

Table 6 shows a summary of the results obtained from the experiments carried out, 
with regard to the time (in minutes) that the subjects needed to respond to the tasks 
related to understandability and modifiability. 

By analyzing the time taken by the subjects to carry out the required tasks, it is 
possible to identify the process models in which more time was needed. For instance, 
for the understandability tasks in the first family, the subjects took more time to ana-
lyse process models 5, 7 and 10, whilst they took more time to carry out the modifica-
tions requested with process models 3, 4 and 7. On the other hand, the time taken by 
the subjects in the second family of experiments to carry out the tasks relating to the 
model’s understandability is greater for process models 1, 2, 3, 4 and 13. For the 
modifiability tasks, the models 1, 2 and 13 had more spend time. 

The results in both families reflect, in the first instance, the relationship of the un-
derstandability times - degree of model complexity, when comparing tables 5 and 6, 
since process models 7 and 10 in the first family and process models 1 to 4 in the 
second family coincide as being those of greater complexity. The descriptive analysis 
relating to correct answers, subjective evaluation and efficiency was carried out in a 
similar manner. Once the descriptive analysis of the data had been completed, the 
statistical correlation analysis was carried out and it is presented in the next section. 

Table 6. Values of answer times (first family) 

Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 Exp. 1 Exp. 2 Exp. 3 Exp. 4 Exp. 5 Exp. 1 Exp.2 Exp. 3 Exp. 4 Exp. 5
1 121 181 230 178 132 327 323 325 316 247 1 135 137 178 308 137

2 166 159 218 134 148 401 454 450 305 581 2 137 124 137 331 124

3 185 182 228 174 189 291 384 418 348 773 3 238 245 331 253 245
4 149 175 214 164 362 306 2546 1509 420 272 4 135 137 205 ~ ~

5 280 248 295 337 293 375 438 384 519 407 5 52 53 63 181 53

6 279 220 270 142 205 345 409 383 196 540 6 120 122 163 ~ ~

7 221 230 307 145 284 416 473 419 453 405 7 102 114 142 242 114
8 211 193 225 143 218 305 392 416 284 379 8 101 96 108 180 96

9 187 240 225 101 241 392 362 343 306 527 9 92 97 159 294 97

10 238 247 277 243 187 319 454 461 319 364 10 56 53 57 171 53

11 123 126 178 ~ ~

12 94 97 122 144 97

13 174 161 262 312 161
14 111 112 192 184 112

15 49 53 116 162 53

Underst. - Times Mod. - Times
Process 
Model

First Family

Understandability Times Modifiability Times
Process 
Model

Second Family
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5.2   Correlation Analysis 

The first step of the correlation analysis was to ascertain whether the distribution of 
the data was Normal. Therefore the Kolmogorov-Smirnov test was applied. Since the 
data distribution was not Normal, we decided to use a non-parametrical statistical test. 
We have used Spearman correlation coefficient with a level of significance of α = 
0.05, which indicates the probability of rejecting the null hypothesis when it is certain 
(type I error). That is to say, a confidence level of 95% exists. The Spearman correla-
tion coefficient was used to separately correlate each of the measures with the de-
pendant variables as regards each of the aspects evaluated in the descriptive analysis 
(answer times, correct answers, subjective evaluation and efficiency). The following 
subsections show the results obtained in the two families of experiments. 

5.2.1   Results of the First Family 
Table 7 shows the results of the correlation of the CFC metrics with regard to the 
measures of the dependent variables. With regard to understandability, only the 
CFCAND-split metric was validated in the fourth experiment in correlation with the an-
swer times and subjective evaluation. In this case, we can conclude that the number of 
AND-split construct affects the understandability of the model, which is reflected in 
the answer time. 

With regard to modifiability, the correlation analysis shows that the CFCXOR-split 
and CFC metrics were validated in experiments 2 and 3 in relation to the answer 
times, subjective evaluation and efficiency. On the other hand, only the CFCAND-split 
was validated in the third experiment in relation to the subjective evaluation. 

From the results of the correlations analysis obtained in the first family of experi-
ments, we can observe that the relationship of CFC metrics to process complexity is 
greater with regard to the modifiability aspect in particular. Specifically, these results 
show that the XOR-split construct affects above all the modifiability of the model. In 
addition, the validation of the CFC metric (which adds all the split constructors) gives 
us an indication that the structural complexity of a process, from the point of view of 
control flows, affects modifiability. 

5.2.2   Results of the Second Family 
In the second family of experiments, understandability and modifiability aspects were 
also evaluated, but in separate experiments designed to analyse each aspect. By fol-
lowing the same procedure as the one carried out in the first experimental family, 
once we had obtained the summary of data for each of the dependent variables meas-
ures (answer times, correct answers, subjective evaluation and efficiency) we carried 
out the analysis of correlations.  

Table 7. Correlations of the CFC metrics and understandability (first family) 

Measure Times Sub. Eval. Times
Exp-4 Exp-4 Exp-2 Exp-2 Exp-3 Exp-2 Exp-3

CFC (XOR) X X X X X
CFC (OR)
CFC (AND) X X X
CFC X X X X

Understandability Modifiability
Subj. Eval. Efficiency
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Table 8. Correlations of the CFC metrics and Understandability (second family) 

E-1 E-2 E-3 E-1 E-2 E-3 E-1 E-2 E-3 E-1 E-2 E-3 E-4 E-5 E-4 E-5 E-4 E-5 E-4 E-5
CFC (XOR) X X X X X X X X X X X X X X X
CFC (OR) X X X X X X X X X X X X X X
CFC (AND) X X X X X X X X X X X X X
CFC X X X X X X X X X X X X X X X

Measure
MODIFIABILITY

Times C. Answer Sub. Eval. Efficiency

UNDERSTANDABILITY
Times C. Answer Sub. Eval. Efficiency

 

Table 8 shows that the CFC metrics were, on the whole, validated in relation to the 
variables analyzed. With regard to the understandability the correlations with the 
answer time the CFC metrics were validated in all experiments. This same correlation 
exists with regard to the variables of subjective evaluation and efficiency. The correct 
answers were only validated in the second experiment. 

The correlation analysis results with regard to the modifiability also indicate that 
all the CFC metrics are highly correlated with the modifiability of the process models. 
The influence of the control-flow complexity on the modifiability of the BPMN mod-
els is reflected essentially both in the answer time in the required tasks and in the 
subjective evaluation and efficiency in the accomplishment of the tasks. 

There are significant differences between the results obtained from the correlation 
analysis in the experiments of the second family as compared to the first one. These 
differences were also observed when the validation of measures for BPMN models 
was carried out. One reason for this was that the experimental material used in the 
second family of experiments was an improved version of that used in the first one 
(which, according to the feedback obtained, did not have much variability in its 
structural complexity). The accomplishment of the second family was therefore 
based on two main characteristics: a) the selection of a subset of structural complex-
ity measures which included only the most significant measures (29 from the  
60 initially defined) according to empirical results and an analysis of principal com-
ponents, and b) an increase in the variability of the structural complexity of the mod-
els. We can thus consider the results obtained in the second family to be more  
conclusive. 

The results obtained indicate that XOR-split, OR-split, and AND-split constructors 
affect the understandability and modifiability of the model. Therefore, based on the 
results and as regards the hypothesis proposed, it is possible to reject the null hy-
potheses and to conclude that there is a significant correlation between the CFC  
metric and the understandability and modifiability of BPMN models. 

Finally, as a result of this empirical study, we consider that the CFC metric is a 
suitable complement in measuring the structural complexity of business processes 
models with BPMN alongside the measures proposed in [3]. With the use and valida-
tion of the CFC metrics it is possible to obtain additional information with regard to 
the structural complexity of BPMs, in this case from a control-flow perspective. This 
allows designers building process models (given more than one possible and equiva-
lent modelling alternative) to determine which of those models is more usable and 
maintainable. 
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6   Conclusions 

In this work we have presented the evaluation and empirical validation of the CFC 
metric for measuring BPMN business process complexity from the point of view of 
control-flows. The empirical validation relied on the results obtained from two fami-
lies of experiments which included the carrying out of a total of ten experiments. 
Initially, these experiments were carried out with the aim of evaluating the structural 
complexity of BPMs, as a means to obtain useful information concerning their  
understandability and modifiability. 

The CFC is a design-time measure. It can be used to evaluate the difficulty of pro-
ducing a BPMN process design before implementation. When control-flow complex-
ity analysis becomes part of the process development cycle, it has a considerable 
influence on the design phase, leading to further optimized processes. It is a well-
known fact in software engineering that it is cost-effective to fix a defect earlier in the 
design lifecycle rather than later. To enable this to be done we introduce the first steps 
with which to carry out process complexity analysis. 

As a result of applying the CFC metric, we were able to obtain additional informa-
tion regarding the structural complexity of business processes. It was also possible to 
validate the CFC metric and to establish that it is highly correlated with the control-
flow complexity of a business process and, therefore with its understandability and 
modifiability. These results, along with the results on the validation of BPMN meas-
ures previously obtained, provide valuable information when carrying out improve-
ments or maintenance tasks in process models. A better understanding of the process 
facilitates its later modelling and evolution. 

We believe that the evaluation and measurement of business process complexity in 
early phases of development (such as design and modeling phases) can help to iden-
tify problems in a process model and, therefore, assist designers to create or choose 
process models that are easy to understand for all stakeholders. Understandable mod-
els also facilitate maintenance tasks, thus reducing implicit costs. Models that are easy 
to understand and maintain can provide support to development tasks, such as process 
reengineering, the redesign of business processes on a large-scale and refactoring. 
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Abstract. There is a wide variety of drivers for business process mod-
elling initiatives, reaching from business evolution and process optimisa-
tion over compliance checking and process certification to process
enactment. That, in turn, results in models that differ in content due
to serving different purposes. In particular, processes are modelled on
different abstraction levels and assume different perspectives. Vertical
alignment of process models aims at handling these deviations. While
the advantages of such an alignment for inter-model analysis and change
propagation are out of question, a number of challenges has still to be
addressed. In this paper, we discuss three main challenges for vertical
alignment in detail. Against this background, the potential application
of techniques from the field of process integration is critically assessed.
Based thereon, we identify specific research questions that guide the
design of a framework for model alignment.

Keywords: process model alignment, business-IT gap, model consis-
tency, model correspondences.

1 Introduction

The broad field of application of Business Process Management (BPM), from
process analysis to process enactment, results in a variety of requirements for
BPM methods and techniques. In particular, there is a huge difference in the
appropriate level of abstraction of processes, as well as the assumed perspective.
Both, abstraction level and perspective, depend on the purpose of the model and
the involved stakeholders.

Evidently, real-world scenarios require multiple process models, each of them
created for a specific objective. Such a model has to be appropriate in the sense
that it incorporates a reasonable level of detail, focus on certain properties, and
neglects unrelated aspects. As diverging modelling purposes cannot be organized
in a strict top-down fashion, it is unrealistic that the corresponding models can
always be derived through hierarchical refinement. Consequently, and most likely,
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there will be a variety of differences between models. Arguably, these mismatches
are in the nature of process models that serve different purposes. Thus, avoidance
of mismatches might not only be impossible in certain scenarios, it might also
be unnatural and counter-productive. That is to say that a resolution of these
mismatches might impact the adequacy of a process model in a negative manner.

A widely known example for the problem of aligning high-level and low-level
models is the missing fit between business process models and workflow mod-
els. For more than a decade, this notorious ‘Business-IT Gap’ has motivated
various researchers to investigate a better alignment of such models [1,2,3,4,5].
The prominence of this mismatch has somewhat hindered the discussion of the
problem in a more general setting. Due to a similar difference in purpose, we
observe that process models that are created to reflect control objectives for
Sarbanes-Oxley compliance can hardly be used for process reengineering. In the
same vein, SIPOC process diagrams are hardly informative to workflow imple-
mentation projects. While process modelling builds on a certain core in terms of
task description, the diverging application scenarios for these models (see [6]) re-
sult in models that cover accounting operations, web service invocations, control
activities, or strategic to-dos.

This paper argues that various aspects of an alignment of process models
have not yet been investigated in a sufficient manner. Results from various re-
search fields, for instance process integration and behaviour inheritance, might
be adapted for alignment purposes. However, the scope of model alignment goes
beyond the requirements that have typically to be satisfied in these research
fields. Therefore, this paper elaborates on the challenges for vertical model align-
ment in detail and outlines the steps to be taken in order to achieve a mature
solution. Albeit complicated by the usage of different modelling approaches (with
potentially varying expressiveness), the problem of vertical model alignment is
independent of any language. For illustration purposes, we use the Business Pro-
cess Modeling Notation (BPMN) [7] throughout this paper. In order to clarify
our point, we explicitly exclude mismatches from the discussion that stem from
a mismatch between different modelling languages (such as BPMN and BPEL).

Against this background, our contribution is twofold. First, we motivate the
need for vertical alignment and elaborate on three major challenges in detail.
Second, we discuss why existing techniques are not sufficient in order to address
these challenges and identify open research questions. The remainder of this pa-
per is structured accordingly. The next section introduces a motivating example
along with the major use cases for an alignment. Subsequently, Section 3 reviews
related work. In Section 4 we elaborate on the major challenges for an alignment
of process models. Based thereon, a set of research questions that need to be
tackled is presented in Section 5. Finally, Section 6 concludes the paper.

2 Motivating Example and Use Cases

In order to illustrate the need for vertical alignment of process models, Figure 1
depicts two process models describing a lead management process, which we



Vertical Alignment of Process Models – How Can We Get There? 73

Get 
Contact

Contact 
Customer

Submit 
Quote

Close
Deal

accepted

else

S
al

es
P

re
-S

al
es

Use
Personal 
Contacts

Complete 
Customer Inf.

No interest

Handle contact obtained 
by marketing

Request for 
quote

Customer
Entry

Collect 
Project Inf.

Provide 
Consulting

Report On Lost 
Customer

Lost customer

...

...

Overview 
Model

Changes

Specific 
Organisational 
Model

Assess 
Likelihood of 

Success

Provide 
Feedback for 

Marketing

M
y 

C
om

pa
ny

Fig. 1. A lead management scenario, described by two models that need to be aligned

encountered in the course of an industry corporation. The upper model shows
solely the major activities, from getting a customer’s contact details to arranging
a deal with them. Here, an intuitive overview of the major processing steps,
independent of any concrete organisational or technical environment, is in the
centre of interest.

At the other end of the line, processes are specified in a fine-grained manner.
They might aim at capturing technical aspects, such as the treatment of excep-
tional cases or data mediation. Furthermore, low-level models often also focus on
the relation between the process and its execution environment. Organisational
units that are mandated to execute the tasks and information systems that sup-
port their execution are assigned to certain parts of the process. The lower process
in Figure 1 is an example for such a low-level model. It provides not only a more
fine-grained view, but also relates activities to organisational roles.

Granted that there are multiple process models as described before, vertical
alignment of process models is mainly driven by three use cases.

Validation. In various situations as, for instance, related to the ’Business-IT
Gap’ one process model is utilized as a specification against which a second,
often more fine-grained model is validated. However, validation is not restricted
to technical models. The upper model in Figure 1 might also be interpreted as
a specification for the implementation of the process in a certain organisational
environment, that is, the lower model.

Inter-Model Analysis. Process optimisation often requires an analysis across
multiple process models. With respect to the exemplary processes in Figure 1,
one might want to identify all roles that are involved when a customer is
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contacted. Starting from the activity Contact Customer of the high-level model,
this information depends on one or more low-level models.

Change Propagation. Once potential improvements have been identified, all
related models have to be updated accordingly. This can imply that changes in
one model have to be propagated to the other models, and vice versa. While
automatic change propagation appears to be unrealistic, the identification of af-
fected processes or process regions, respectively, would already be a major ben-
efit. Changes in process models can origin from all abstraction levels. Strategic
management decisions will typically be reflected as changes in high-level models,
whereas the replacement of a technical system enforces an adaptation of a low-
level model. Consequently, change propagation has to happen top-down as well
as bottom-up. Figure 1 illustrates both cases.

Addressing these use cases, any alignment has to embrace means for correlat-
ing elements of different models. These correspondences, in turn, have to respect
certain consistency criteria in order to be exploited for model validation, analysis,
or change propagation.

3 Related Work

Our work relates to the various research areas, namely integrated system design,
process integration, measures for process similarity, and behaviour inheritance.

Integrated system design relates to various approaches that have been
proposed to derive technical realisations from business requirements. In this
case, consistency is achieved by deriving information system models directly
from business models. In [1], the author raises the awareness for interdependen-
cies between such models and introduces the notion of vertical integration, which
comprises refinements for data objects and their relationships, as well as activi-
ties and their life-cycles. Considering also transactions, realisation types [4] that
transform a business model into a technical model are another approach to de-
rive technical models from business requirements. Bergholtz et al. [8] advocate
the usage of communication patterns that guide the creation of process models
from business requirements. This work has later been extended towards a frame-
work, in which process models are derived from business models via activity
dependency models as an intermediate step [9]. Due to the focus on the system
development from-scratch, the aforementioned approaches are limited to rather
strict refinements and do not deal with detection or resolution of inconsistencies.
Taking existing informations systems into account, business-driven development
(BDD) [5] aims at seamless transition from business-centred analysis models
to technology-centred design models. Here, the authors describe transformation
steps concerning the control flow, data representation, and service landscape
in order to realise this transition. Other authors introduced a process support
layer [10] realising common mismatch patterns to bridge the gap between pro-
cess models and existing service landscapes. These patterns focus on differences
related to service granularity, ordering, and interaction behaviour. Still, these
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approaches assume comprehensive derivation of technical models from business
models, which implies a rather tight-coupling of these models.

Process integration assumes that process models originate from different
sources and, therefore, are different yet similar. Common integration approaches
for process models aim at unification of multiple views on a process, process har-
monisation after an organisational merger, or the evolution of existing processes
using reference models. Various publications define a merge operation for be-
havioural models based on model correspondences [11,12,13]. Nevertheless, this
operation typically considers solely the control flow dependencies. A systematic
classification of differences between similar processes has recently be published
by Dijkman [14]. This work describes mismatches related to the control flow,
resource assignments, and activity correspondences between two models that
should be integrated. For control flow mismatches, a detection technique has
also been presented [15]. Although process integration methods show how cer-
tain mismatches can be detected and resolved, they typically focus on very sim-
ilar processes on the same level of abstraction. Thus, these models differ only
slightly. The same delimitation holds for existing approaches to integrate differ-
ent behavioural views, for instance [16], in which enterprise and computational
views are aligned under the assumption of hierarchical refinement.

Measures for process similarity are related to our work, as vertical align-
ment assumes models to be similar to a certain extent. The authors of [17] present
such a measure based on the enforced execution constraints. Moreover, a sim-
ilarity measure might also be grounded on change operations [18]. Aiming at
querying of models that are similar regarding their structure but reside on dif-
ferent levels of abstraction, Soffer introduced structural equivalence [19]. Still,
focus is on hierarchical refinements between these models.

Behaviour inheritance aims at applying the idea of inheritance known
from static structures to behavioural descriptions. In [20], Basten et al.
introduced different basic notions of behaviour inheritance, namely protocol in-
heritance and projection inheritance based on labelled transition systems and
branching bisimulation. A model either inherits the behaviour of a parent model,
if it shows the same external behaviour when all actions that are not part of
the parent model are blocked (protocol inheritance) or hidden (projection inheri-
tance). Similar ideas have been presented in [21], in which the authors distinguish
invocation consistency and observation consistency. These notions correspond to
the notions of Basten et al. mentioned above [20]. Focussing on object life cy-
cles, Schrefl and Stumptner built upon this work and argued that there is no
exclusive choice between invocation consistency and observation consistency [22].
They also further distinguished weak invocation consistency and strong invoca-
tion consistency. The former implies inheritance of the interface, while the latter
also enforces that added activities do not interfere with the inherited interface.

4 Challenges for Vertical Alignment

In this section, we discuss what we see as the major challenges for vertical align-
ment of process models. Section 4.1 first identifies the spectrum of differences
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before Section 4.2 discusses challenges of defining model correspondences. Finally,
Section 4.3 describes requirements for measuring a degree of consistency.

4.1 A Variety of Differences

Process models describing a scenario on different abstraction levels and from
different perspectives, naturally show various kinds of differences. As mentioned
above, there is related work on differences between quite similar processes. Nev-
ertheless, existing classifications focus on resource assignments, activities, or the
control flow, and neglect the process, and data perspective.

For instance, the upper part of Figure 2 illustrates differences related to the
process perspective. Here, the slicing of processes is different as a process in one
model is split up into two processes in the other model. In addition, we encounter
differences with respect to instance correlation. In contrast to the most upper
process, sending of information material is not an atomic activity in the process
below. Here, sending is done via batch processing. As these mismatches cannot
be traced back to elements of the process model, but refer to sets of process
models, they are said to relate to the process perspective. The same kind of
instance correlation issue can also arise with activities or data objects, illustrated
in the lower part of Figure 2. Moreover, this example shows differing data access.
While the first activity has only read-access, its counterpart might modify the
respective data object. Due to space limitations, we have to restrict the discussion
to these exemplary differences in this paper and refer to a technical report for an
informal description of more differences relevant for vertical alignment [23]. An
assessment of existing classifications of differences against our set of differences
is shown in Table 1. This reveals only partial support for the differences that
we identified and, therefore, motivates further investigation. The reason for the
limited support is a predominant focus on comparison of rather similar processes.
As these processes typically reside on the same level of abstraction, some of our
differences are of minor importance for the purpose of process integration.
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Table 1. Differences of process models (informal descriptions can be found in [23]) and
how they are considered in existing classifications

ID Mismatch Henkel [4] Decker [10] Dijkman [14]

P
ro

c. P.1 Process Fragmentation – – –
P.2 Process Case Relation – – –
P.3 Fragmented Process Case Relation – – –

A
ct

iv
it
y A.1 Activity Fragmentation + + +

A.2 Partial Activity Equivalence – – +
A.3 Non-Covered Activity – – +
A.4 Activity Iteration – – +
A.5 Activity-Case Relation – + –

F
lo

w

C.1 Different Causal Dependencies + + +
C.2 Rerouting + – +
C.3 Alternative Merge – – +
C.4 Decision Distribution – – –

D
at

a

D.1 Data Element Fragmentation + – –
D.2 Partial Data Element Equivalence – – –
D.3 Non-Covered Data Elements + – –
D.4 Different Amount of Data Instances – – –
D.5 Different Data Access – – –

R
es

ou
rc

e R.1 Resources Fragmentation + – +
R.2 Partial Resources Equivalence – – +
R.3 Non-Covered Resources – – –
R.4 Contradicting Resource Assignments – – +
R.5 Additional Resource Assignments – – +

The variety of differences illustrated in table 1 raises the question of how they
can be classified and formalized in a systematic manner. The most extensive
collection of differences, published by Dijkman [14], is based on the notion of
black-box equivalence and white-box equivalence. The first requires the effects
of two related units of work to be the same, whereas the second criterion also
requires the way these effects are achieved to be the same. Although it is men-
tioned that equivalence is defined between sets of activities, phenomena that
result from different abstraction levels are not further investigated. However, in
our context, we have to consider these effects. Therefore, we advocate to ex-
tend the classification of differences from two dimensions, i.e. what is specified
and how it is achieved, with a third one, which takes the level of detail into
account. Thus, differences can be clustered according to one of the following
aspects, model coverage, behavioural contradictions, and information density.

Model coverage relates to the question, whether there is a difference in
what is described in two models. That is, the process models are examined
regarding the coverage of functionality and descriptions of data and resources.
In other words, to which extent is the scenario described in one model reflected
in the other model? An example is given in Figure 3. Compared to process (A),
the process (B) contains an additional activity, i.e. Notify Candidate. Differences
in model coverage can be coarse-grained (whole process parts of one model are
without counterpart in the other model), as well as fine-grained (activities or
data elements without counterpart).
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Behavioural contradictions relates to the question of how certain
behaviour is achieved. Even in case the same functional part of a business sce-
nario is captured by two models (no difference in model coverage), the reali-
sation of this part might be different. For instance, there are differences in the
execution order of corresponding activities, there is differing data access between
corresponding activities, or a resource assignment in one model contradicts the
one in another model. Again, Figure 3 illustrates such a difference with process
(C) that specifies another entry point compared to process (A).

Information density relates to the question of how detailed the process
is described. Two process parts realising the same scenario (no difference in
model coverage) in the same way (no difference with respect to behavioural
contradictions) might be specified in a different level of detail. Here, a typical
example would be the refinement of an activity, as illustrated with process (D)
in Figure 3, again compared to process (A). Different non-conflicting resource
assignments of corresponding activities are another example for such a difference.

We summarize that vertical alignment has to deal with a broader variety of
model differences compared to the existing work regarding process integration.
Here, it is interesting to notice, that certain differences between processes that
have been observed in practise, for instance in terms of enterprise integration
patterns [24], have not yet been considered in the detection of differences to the
best of our knowledge. Thus, the challenge is a comprehensive classification and
formalisation of model differences. Such a formalisation might be inspired by the
notions of refinement and extension as introduced for object life cycles [22].

4.2 Model Correspondences

A substantial requirement for vertical alignment of process models are means
to correlate model elements. These correspondence links associate one or more
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elements of one model, with its corresponding elements of a second model. Any
validation and inter-model analysis, as well as change propagation depends on
these connections. Concerning model correspondences, we can identify two major
challenges. First, the question how correspondences are established has to be
addressed. Second, semantics of correspondences have to be defined.

The question of the origin of model correspondences is crucial for the appli-
cability of vertical model alignment. For real world scenarios, correspondences
cannot be defined manually, owing to the pure number of models and model ele-
ments. Therefore, techniques that allow for automatic or at least semi-automatic
definition of correspondences need to be exploited. Linguistic analysis of element
naming, domain specific ontologies, or analysis of data dependencies are just a
few examples of techniques that might be applied. It might also be necessary to
select a set of related models from a repository prior to determining correspon-
dences between them. That, in turn, results in additional efforts.

Besides their implications on techniques for finding correspondences, the afore-
mentioned differences raise the question of semantics of correspondences. In other
words, what is the meaning, if two (sets of) model elements correspond to each
other. Figure 4 illustrates this challenge by four exemplary process pairs. We see
that a 1-to-n correspondence might be interpreted such that the conjunction of n
model elements corresponds to the single model element (A). On the other hand,
it might be interpreted in way that the correspondences are mutually exclusive
(B). Theoretically, it might even be the case that m-out-of-n model elements
together correspond to an element in the other model. Thus, the latter element
corresponds to more than one (i.e. different to case (B)), but not all (i.e. different
to case (A)) of the model elements connected via correspondences. Sure enough,
the same questions regarding correspondence semantics arise for fragment-to-
fragment correspondence. It might be the case that for two elements of one
model, the sets of corresponding elements of the other model are overlapping.
Moreover, semantics of a correspondence might be that one activity instance in
one model corresponds to all instances of the respective activity in the other
model (C). While this scenario assumes sequential iteration of a correspond-
ing activity, a correspondence might have also been defined between activities
with a different notion of a case (D). Here, one activity is instantiated for a set of
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logins, whereas the other is instantiated multiple times, for each login. Thus,
semantics of the correspondence are that one activity corresponds to multiple
concurrent instantiations of the other activity.

Semantics for correspondences were proposed in the context of process inte-
gration. However, the semantic relationships observed during process integration,
for instance counterpart-related processes [25], do typically not appear between
processes that should be aligned. Correspondences, as whose by Dijkman that
we discussed above [15], might be seen as a starting point, but are still not able
to capture the examples of Figure 4. Please note that although this figure illus-
trates the ambiguity of link semantics only for activities, similar problems arise
for other kind of process elements, e.g. data objects or resources.

4.3 The Notion of Consistency

Meaningful analysis across multiple process models has to be related to a cer-
tain degree of consistency between these models. However, there is no commonly
agreed on definition of consistency for models on different abstraction levels that
also assume different perspectives. Above, we discussed that differences between
process models can be clustered according to the aspect they relate to, i.e. model
coverage, behavioural contradictions, and information density. It seems reason-
able to assume that differences in information density do not affect consistency.
In other words, consistency is independent of the level of detail in which a pro-
cess is specified. Consequently, we assume models to be consistent, if they cover
exactly the same part of a scenario and there are no behavioural contradic-
tions between them. Starting with this informal definition, formalisation of the
coverage criterion seems to be straight-forward. In contrast, a formalisation of
the second criterion, the absence of behavioural contradictions, i.e. behavioural
consistency, appears challenging.

In Section 3, we discussed related work from the field of behaviour inheritance.
Inheritance notions typically focus on the so called visible behaviour, while in-
ternal behaviour is neglected. Thus, we have to clarify the notion of visible
behaviour for the purpose of vertical model alignment. Considering only the in-
teractions with partners of a process might not be sufficient, as an interchanged
order of corresponding internal activities of two processes might not be detected.
Nevertheless, such a contradiction affects consistency in a negative manner, as it
hampers change propagation. Depending on the purpose of the alignment, there
might be no invisible behaviour.

Despite that, behaviour inheritance notions are too restrictive and support
only a limited variety of mismatches. The authors of the most liberal notion,
namely life-cycle inheritance, list a set of inheritance preserving transformation
rules [20]. The insertion of activities between existing ones or the addition of
loops containing new actions are examples for these rules. Everything that goes
beyond these rules, for instance differences in the process instantiation mech-
anism, does not preserve inheritance and is inconsistent. Thus, these notions
assume that behaviour is added in a structural way (e.g. iteration, choice, se-
quential or parallel composition) in the course of refinement of process models.
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An assumption that does not hold for vertical alignment. Moreover, behavioural
contradictions that relate to the data or resource perspective, for example dif-
fering data access and conflicting assignment of activities to resources, must be
taken into account.

Even in case existing inheritance notions would be weakened to some extent,
most of the real world alignment scenarios would probably be still inconsistent.
Thus, a single Boolean answer to the question of consistency is not sufficient.
Instead, consistency should either be assessed based on a set of distinguished
criteria (similar to the different soundness criteria for the verification of con-
trol flow) or measured in a metric way. The former would be similar to the
different soundness criteria for the verification of control flow or the realisability
levels [26] that have been proposed for the alignment of business and technical
models. Obviously, a pure metric (i.e. non-stepwise) consistency measure would
have to be relative with respect to certain properties, e.g. size of models or the
abstraction level. We consider the latter to be intuitive, as a big difference in
the level of detail of two models might legitimate a certain degree of differences
regarding model coverage or behavioural contradictions. Such a notion would
ease change propagation, as the less invasive out of a set of change operations
can be identified.

5 Empirical Research Questions

In the previous section, we outlined the major challenges for vertical model
alignment. In order to address these challenges, this section identifies research
questions that need to be answered through empirical research.

Specific Analysis Questions. In Section 2, we introduced three major use
cases for model alignment. In case of change propagation, requirements for a
model alignment framework are easy to derive. In contrast, the use case of inter-
model analysis needs to be further refined. The usefulness of specific analysis
questions has to be evaluated empirically. These analysis questions could be
clustered according to the process perspective (e.g, activity or data perspective)
or the difference categories (e.g., model coverage).

Synthesis of Model Correspondences. We mentioned before that it does
not seem to be realistic to assume manual syntheses of model correspondences
for real world scenarios. On the other hand, it also seems to be naive to assume
that automatic techniques for deriving correspondences can approach the quality
achieved by human-beings with specific domain knowledge. Therefore, the effort
process modellers would be willing to invest needs to be analysed. In terms of
the technology acceptance model [27], the potential ease-of-use of a framework
for vertical model alignment needs to be investigated. There might be a trade-off
between these results and the refined analysis use case; certain analysis questions
might require a certain degree of manual alignment efforts.
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Perception of Consistency. In order to shape a requirements framework for
consistency notions applicable in the context of vertical model alignment, we
need to know, which differences between processes affect consistency in a nega-
tive manner. First, our hypothesis on differences related to information density—
we consider these differences to have no impact on consistency—has to be cor-
roborated. In addition, the impact of the remaining differences on the perceived
consistency of process models has to be further investigated. It seems reasonable
to assume that certain differences are more likely to be tolerated than others. In
contrast to an interchanged order of activities, a sequentialisation of concurrent
activities might not be seen as a behavioural contradiction. Empirical evidence
on the perception of consistency is therefore needed to define gradual or even
metric consistency notions.

6 Conclusion

The need for an alignment of business-centred and IT-centred process models
has been identified over a decade ago. In this paper, we argued that this align-
ment problem has to be generalised to more than two abstraction levels and two
perspectives. That results from different drivers for process modelling, which
requires an alignment of models serving a variety of purposes. Based on three
use cases, we elaborated on three major challenges for model alignment, that is
the characteristics of mismatches, the semantic ambiguity of model correspon-
dences, and the definition of a consistency notion. Our main contribution is the
assessment of existing techniques from the field of process integration in order
to address these challenges. It becomes evident that these techniques cannot be
applied in a straight-forward manner. Instead, they have to be extended and
adapted in order to cope with the requirements for vertical model alignment.

On the one hand, some of the identified white-spots can directly be addressed
in future work. For instance, mismatches that are not covered by existing work
have to be formalised and classified. Subsequently, techniques for identifying
differing semantics of correspondences have to be investigated. On the other
hand, for other open issues, it is uncertain how existing techniques should be
extended or adapted. In this paper, we pointed out three research questions
that have to be answered as a prerequisite for the definition of an alignment
framework. Currently, we are addressing these questions empirically. As a result,
we hope to clarify the requirements framework for reasonable vertical model
alignment.
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5. Koehler, J., Hauser, R., Küster, J.M., Ryndina, K., Vanhatalo, J., Wahler, M.: The
Role of Visual Modeling and Model Transformations in Business-driven Develop-
ment. Electr. Notes Theor. Comput. Sci. 211, 5–15 (2008)

6. Rosemann, M.: Preparation of Process Modeling. In: Process Management: A
Guide for the Design of Business Processes, pp. 41–78. Springer, Heidelberg (2003)

7. OMG: Business Process Modeling Notation (BPMN) 1.1(January 2008)
8. Bergholtz, M., Jayaweera, P., Johannesson, P., Wohed, P.: A Pattern and Depen-

dency Based Approach to the Design of Process Models. In: Atzeni, P., Chu, W., Lu,
H., Zhou, S., Ling, T.-W. (eds.) ER 2004. LNCS, vol. 3288, pp. 724–739. Springer,
Heidelberg (2004)

9. Andersson, B., Bergholtz, M., Edirisuriya, A., Ilayperuma, T., Johannesson, P.: A
Declarative Foundation of Process Models. In: Pastor, Ó., Falcão e Cunha, J. (eds.)
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Abstract. Just like web services, business processes can be stored in
public repositories to be shared and used by third parties, e.g., as build-
ing blocks for constructing new business processes. The success of such a
paradigm depends partly on the availability of effective search tools to lo-
cate business processes that are relevant to the user purposes. A handful
of researchers have investigated the problem of business process discov-
ery using as input syntactical and structural information that describes
business processes. In this work, we explore an additional source of in-
formation encoded in the form of annotations that semantically describe
business processes. Specifically, we show how business processes can be
semantically described using the so called abstract business processes.
These are designated by concepts from an ontology which additionally
captures their relationships. We show how this ontology can be built in
an automatic fashion from a collection of (concrete) business processes,
and we illustrate how it can be refined by domain experts and used in the
discovery of business processes, with the purpose of reuse and increase
in design productivity.

1 Introduction

The last two decades showed that business process modeling (BPM) is the solu-
tion of choice of multiple companies and government institutions for describing
and enacting their internal and external work procedures. Generally speaking,
a business process is modelled as a series of activities connected together using
data and control dependencies. Once modelled, business processes can be made
available either publicly or accessible to a specific community to share the know-
how between institutions and promote the reuse of existing business processes,
e.g., as building blocks for constructing new business processes. The success of
such a paradigm depends partly on the availability of a means by which users
can locate business processes that are relevant for their purposes.

A handful of researchers have investigated the problem of business process
reuse based on similarity and repository management. Eyal et al. proposed a vi-
sual query language for discovering business processes modelled using BPEL [3].
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Goderis et al. developed a framework for discovering workflows using similarity
metrics that consider the activities composing the workflows and their rela-
tionships [6]. Corrales et al. developed a tool for comparing the controlflow of
business processes [5].

The above solutions to business process discovery use as input the workflows
that model the activities that constitute the business processes and their depen-
dencies in term of controlflow. Yet, a workflow is not a complete description of
the business processes. In this paper, we argue that a more effective discovery
of business processes can be achieved if they are semantically described. Specif-
ically, we show how such information can be encoded within an ontology that
can be used for:

– Abstracting discovery queries: The user is able to formulate his/her queries
in terms of the tasks (semantics) fulfilled by the desired business processes.

– Exploiting relationships between business processes: Business processes are
inter-dependent. These dependencies can be explicitly described in the on-
tology in the form of binary relationships that can be used, amongst other
things, for increasing the recall of discovery queries.

The paper is structured as follows. We introduce business processes and formally
define the concept of abstract business process in Section 2. We present the
ontology used for describing business processes in Section 3, and then show how
it can be created and populated automatically in Section 4, starting from a set
of concrete business process models. We show how the business process ontology
can be used for discovering business processes in Section 5, and present a simple
case study in order to exemplify and assess the effectiveness of our solution in
Section 6. We compare our solution with existing related works in Section 7, and
close the paper in Section 8.

2 Preliminaries

2.1 Business Process

A business process is a collection of interrelated tasks, which aim at solving a
particular issue. It can be decomposed into several sub-processes, which have
their own peculiarities, but also contribute to achieving the goal of the super-
process. Execution of tasks is typically constrained by dependency rules among
tasks, that consist of sequence constraints, branching and merging rules,
pre- and post- conditions, event management points, and so on.

A business process can be specified by means of a workflow model, i.e., a vi-
sual representation of the correct sequence of tasks that leads to the achievement
of the goal. The notations for workflow modelling provide the proper primitives
for defining processes, tasks, actors, control flow and data flow between tasks. In
our work, we will adopt a particular business process notation, namely BPMN
(Business Process Management Notation) [4] and the terminology defined by
the Workflow Management Coalition and the Business Process Management
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Initiative and the concepts specified by BPDM (Business Process Definition
Metamodel) [11], a platform- and notation- independent metamodel for defin-
ing business processes. However, we propose a general purpose approach, which
is valid regardless of the adopted notation. The workflow model is based on
the concepts of Process, Case (a process instance), Activity (the unit of work
composing a process), Activity instance (an instantiation of an activity within
a case), Actor (a user role intervening in the process), and Constraint (logical
precedence and enabling rules for activities). Processes can be structured using
a variety of control constructs: sequence, gateways implementing AND-splits (a
single thread of control splits into two or more independent threads), AND-
joins (blocking convergence point of two or more parallel activities), OR-splits
(point in which one among multiple alternative branches is taken), OR-joins
(non-blocking convergence point), iterations, pre- and post-conditions, events
(happenings categorized by type). The flow of the process is described by means
of arrows, that can represent either the control flow, the exchanged messages
flow, or the data flow between the tasks. Activities are grouped into pools based
on the participating organization that is in charge of the activity. Pool lanes are
usually used to distinguish different user types within the organizations.

Figure 1 exemplifies a BPMN workflow diagram of online purchase, payment,
and delivery of goods. The customer can choose the products to purchase, then
submits his payment information. Then, two parallel tasks are executed by the
seller employees: the warehouse manager registers the shipping of the order, and
a secretary prepares the bill.

For the purpose of this paper, we define a business process bp by the tuple:
〈nameBP ,A,CF 〉, where:

– nameBP is the name identifying the business process.
– A is the set of activities composing bp. An activity a ∈ A is defined as
〈nameA, roleA〉, where nameA is the activity identifier, and roleA is a string
determining its role within the business process.

Fig. 1. Example of business process model expressed in BPMN
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– CF ⊆ (A × OP) ∪ (OP × A) is the controlflow. OP is the set of opera-
tors used for defining controlflow dependencies between the activities in A.
Specifically: OP = {Sequence,ANDssplit ,ANDjoin,ORsplit ,ORjoin}.

We say that a business process bp1 is a sub-process of a business process of bp2

if the activities of bp1 are activities of bp2, i.e., bp1.A ⊆ bp2.A, the control de-
pendencies of bp1 are also controlflow dependencies of bp2, i.e., bp1.CF ⊆ bp2.CF,
and the controlflow of bp1 forms a connected directed graph.

2.2 Abstract Business Process

An abstract business process (ABP) is a representative of a class of equivalent
business processes, sharing the same set of activities and flow structure. In ABPs
the activities are generic task descriptions, associated with semantic labels that
provide information about the capabilities of the processing units able to per-
form the activities and descriptions of the data to be consumed and produced.
An ABP can be implemented by several concrete business processes, which de-
fine the exact behaviour of the tasks and the names of the actors of the process
and the association of the activities with the actors in charge of their execu-
tion. ABP descriptions are encoded in the form of annotations that map to
concepts from ontologies that specify the semantics of these elements in the real
world.

An ontology is commonly defined as an explicit specification of a concep-
tualisation [7]. Formally, an ontology θ can be defined as a set of concepts,
θ = {c1,. . .,cn}. The concepts are related to each other using the sub-concept
relationship, which links general concepts to more specific ones. For example,
CreditCardPayment is a sub-concept of OrderPayment, for which we write Cred-

itCardPayment � OrderPayment. The concepts can also be connected by other
kinds of binary relationships.

To semantically annotate the activities of a business process, we use the
task ontology, θtask. This ontology captures information about the action car-
ried out by the activities within a domain of interest. In bioinformatics, for
instance, an activity can be annotated using a term that describes the in sil-
ico analysis it performs. Example of bioinformatics analyses include sequence

alignment and protein identification. Another example of a task ontology can
be defined in the electronic commerce context. In this case, activities are an-
notated in terms of business transactions they implement. For instance, busi-
ness transactions may include quotation request, order confirmation, and credit card

payment.
To retrieve the task annotation of service operations we consider the function

task() defined as task: ACTIVITY → θtask, where ACTIVITY denotes the domain
of business process activities. We can now formally define an ABP.

Abstract business process. An abstract business process abp is defined as the
pair: 〈T ,CF 〉, where
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– T is the set of tasks that constitute abp: T ⊆ θtask.
– CF ⊆ (T × OP) ∪ (OP × T ) is the control flow relating the tasks in T.

To map the tasks of two abstract business processes, we consider two classes
of functions the domain of which are denoted by MapEquiv and MapSpec. The
functions that belong to MapEquiv are used to map the tasks of a given abstract
business process to the tasks of another abstract business process that perform
the same or equivalent tasks. Let abp1 and abp2 be two abstract business processes
and let fmap: abp1.T → abp2.T a function that maps the tasks of abp1 to those of
abp2. fmap ∈ MapEquiv iff:

∀ t ∈ abp1 .T , task(fmap(t)) ≡ task(t)

The functions in MapSpec are used to map the tasks of a given abstract business
process to the tasks of another abstract business process that perform equivalent
or more specific tasks. Let abp1 and abp2 be two abstract business processes and
let fmap: abp1.T → abp2.T a function that maps the tasks of abp1 to those of abp2.
fmap ∈ MapSpec iff:

∀ t ∈ abp1 .T , task(fmap(t)) � task(t)

To construct the abstract business process abp corresponding to a (concrete)
business process bp, we use the function abstractBP() with the following signature:
abstractBP: BP → ABP, where BP denotes the domain of business processes and
ABP the domain of abstract business processes.

3 Ontology for Business Processes and Their Relationships

To describe business processes, we define the business process ontology, θBP . The
concepts of this ontology designate abstract business processes. Given a concept
c from business process ontology θBP , we use the function getABP(abp): θBP →
ABP to retrieve the abstract business process designated by c. The concepts in
the ontology θBP are related using binary properties that encode relationships
between abstract business processes. Specifically, we identify four binary prop-
erties to encode process relationships, namely, equivalence, specialisation, overlap,
and partOf.

Process equivalence. Two abstract processes are equivalent iff their respective
constituent tasks are equivalent tasks and are connected using the same con-
trolflow. Formally, let c1 and c2 two concepts from the business process ontology
θBP that designate the abstract business processes abp1 and abp2, respectively.
That is abp1 = getABP(c1) and abp2 = getABP(c2). The two concepts c1 and c2

are equivalent, for which we write c1 ≡ c2, iff there exists a mapping function
fequiv: abp1.T → abp2.T in MapEquiv such that:

abp2 .CF = {(fequiv(t), op),(t , op) ∈ abp1 .CF} ∪ {(op, fequiv(t)),(op, t) ∈ abp1 .CF}
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Process Specialisation. Let c1 and c2 be two concepts from the business process
ontology θBP that designate the abstract business processes abp1 and abp2, re-
spectively. c1 specialises c2 iff the tasks of abp1 are equivalent to or more specific
than the tasks of abp2, and that they have the same controlflow. Formally, c1

specialises c2, for which we write c1 � c2, iff there exists a mapping function
fspec: abp1.T → abp2.T in MapSpec such that:

abp2 .CF = {(fspec(t), op),(t , op) ∈ abp1 .CF} ∪ {(op, fspec(t)),(op, t) ∈ abp1 .CF}

Part-of relationship. Let c1 and c2 be two concepts from the business process
ontology θBP that designate the abstract business processes abp1 and abp2, re-
spectively. We say that c1 is part-of c2 iff there exists a concept c3 that is equiva-
lent to c1 and that designates abstract business process abp3 = getABP(c3) that
is sub-process of abp2.

Process overlap. Two concepts c1 and c2 overlap iff their respective ABPs have
one or more tasks in common. Let abp1 and abp2 the abstract business processes
designated by c1 and c2, respectively. c1 and c2 overlap iff: abp1.T ∩ abp2 	= ∅.

As mentioned earlier, the concepts in the business process ontology designate
abstract business processes. Given a concept c from the business process on-
tology, the function getAbstractBP(c): θBP → ABP returns the abstract business
process designated by c.

To manipulate the business process ontology, we assume the existence of the
following operations:

defineConcept: ABP → θBP

defineProperty: PROPERTY × θBP × θBP → Boolean

addInstance: BP × θBP → Boolean

To define a new concept c that represents an abstract business process abp in the
business process ontology, we use the operation defineConcept(abp). The operation
returns the concept defined. The operation defineProperty(p,c1,c2) defines a prop-
erty p ∈ Property between the concepts c1 and c2. Property denotes the domain
of binary properties, i.e., Property= {equivalence, specialisation, part-of, overlap}.

Business processes are defined as instances of the concepts in the business pro-
cess ontology. Specifically, a business processes bp can be defined as an instance
of a concept c iff c designate the abstract business process abp corresponding to
bp: i.e., abp = abstractBP(bp). To define bp as an instance of the concept c, we
use the operation addInstance(bp,c). The operation returns true if it is executed
successfully and false, otherwise.

4 Creating and Populating the Ontology

The business process ontology is created and populated in an automatic fashion.
Figure 2 illustrates the generation process: given a set of business processes
together with semantic annotations describing the tasks of their constituent
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Fig. 2. Generation of the business process ontology

activities, the concepts of the business process ontology are defined. The binary
properties that relate the concepts in the business process ontology, as seen in
the previous section, are also automatically inferred. Furthermore, (concrete)
business processes are defined as instances of the ontology concepts, thereby
allowing the business process ontology to be used for business process discovery.
The business process ontology is created according to the following algorithm:

Algorithm GenerateOntology
input BP
output θBP

begin
1 for each bp ∈ BP do
2 abp = abstract(bp)
3 if (∃ c ∈ θBP , abp = getAbstractBP(c))
4 then
5 addInstance(bp,c)
6 else
7 c := defineConcept(abp)
8 addInstance(bp,c)
9 deriveAndAssertProperties(c)
end

For each business process bp, the corresponding abstract process abp is built
(line 2). If the business process ontology contains a concept c that designates the
abstract business process abp (line 3), then bp is defined as an instance of c (line

5). If not, then a new concept is defined within the business process ontology to
represent the abstract business process abp (line 7), and bp is defined as an instance
of the concept defined (line 8). Furthermore, the binary properties that relate the
newly defined concept c to other concepts in the business process ontology are
derived and asserted using the deriveAndAssertProperties(c) subroutine (line 9),
operating as follows. The ABP designated by the concept c is compared to the
ABPs designated by other concepts in the business process ontology. If the two
abstract processes are found to be equivalent (see Section 3) then an equivalence

property is defined for the respective concepts in the business process ontology.
The specialisation, part-of, and overlap are defined in a similar fashion.
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5 Discovering Business Processes

Most of existing proposals to business process discovery adopt the following
paradigm. The user first formulates a query specifying the business process of
interests by describing the activities that compose the business processes (e.g.,
specifying the actors in charge) and the controlflow that connects them. Then,
a matching operation extracts the business processes that match the user query.

We adopt a different approach that exploits information about business pro-
cesses and their relationships encoded within the business process ontology. A
discovery query takes the form of an abstract business process abpuser designed
by the user by selecting concepts from the task ontology and connecting them
using a controlflow graph. As a running example, consider that the user specifies
the abstract business process illustrated in Figure 3. This is a simple process
taken from the domain of bioinformatics and is composed of four tasks. First,
the RetrieveBiologicalSequence fetches a biological sequence from accessible bio-
sources. Then, the gene annotations associated with the sequence retrieved are
fetched using the FindBiologicalFunction task, and its homologous sequences are
fetched using the FindSimilarSequences task: these two tasks are concurrently
performed. Finally, the phylogenetic tree of the sequence retrieved and its ho-
mologues is constructed using the ConstructPhylogeneticTree task. We distinguish
the following cases for discovering the business processes that implement the
abstract business process specified by the user.

– There exists in the business process ontology a concept abp that is equivalent
to the abstract business process specified by the user, i.e., abpuser = abp.
The result of the user query, in this case, is the set of business processes that
are instances of abp: instances(abp).

– Suppose now that there does not exist any concept in the business pro-
cess ontology that is equivalent to abpuser. In this case, the concepts ABP

in the business process ontology that are subconcepts of abp are retrieved:
ABP = {abp ∈ θBP s.t. abp � abpuser}.

As an example, the abstract business process illustrated in Figure 4 is
subsumed by the abstract business process illustrated in Figure 3. Indeed,
the task RetrieveProteinSequence is a subconcept of RetrieveBiologicalSequence,
FindSimilarBiologicalSequences is a subconcept of FindSimilarProteinSequences,
and the remaining two tasks, FindBiologicalFunction and ConstructPhylogenet-

icTree are subconcepts of themselves.

Fig. 3. Example of abstract business process specified by the user
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Fig. 4. Example of ABP that is subconcept of that illustrated in Figure 3

The query result in this case is the set of business processes that are instances
of at least one abstract process in ABP. That is:⋃

abpi ∈ ABP

instancesOf(abpi)

– The business process ontology may not contain any concept that is equivalent
or subconcept of the abstract business process specified by the user, abpuser.
Instead of returning a null result to the user request, we attempt to create
business processes that match the user request by aggregating other business
processes.

The algorithm for building new aggregated business processes as further re-
sponses to the user queries is the following:

1. The set ABP of concepts in the business process ontology designating ab-
stract business processes that are part of abpuser are retrieved. That is:
ABP = {abpi ∈ θBP s.t. abpi partOf abpuser}

2. Of the set ABP we extract a subset ABP’ of abstract business processes,
of which the union of tasks is a set that contains all the tasks required for
building abpuser. Specifically:

⋃
abpi ∈ ABP ′ abpi.T = abpuser.T

For example, the abstract business processes illustrated in Figure 5 are parts
of the abstract business process illustrated in in Figure 3. Moreover, the
union of the tasks that compose the abstract business processes in Figure 5
covers all the tasks that compose the abstract business process illustrated in
Figure 3.

3. For each abstract process abpi in ABP’, we retrieve its business process in-
stances, i.e., instancesOf(abpi)

4. The result of the user query are business processes that are obtained by
substituting the abstract business processes abpi that are part of abpuser,
with business processes that are instances of abpi. As an example, consider
that abpuser is composed of two abstract business processes abp and abp′ that
are connected using a sequence operator. And suppose that:

– instancesOf(abp) = {bp1, bp2}, i.e., there are two business processes bp1 and
bp2 that are instances of abp.
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Fig. 5. Example of ABP that are parts of that illustrated in Figure 3

– instancesOf(abp′) = {bp′
1, bp

′
2}, i.e., there are two business processes bp′

1

and bp′
2 that are instances of abp′.

The business processes returned to the user are those obtained by substitut-
ing abp and abp′ with thier instances. The business processes obtained using
any possible combination of the instances of the business processes of abp

and abp’ are returned: in total the following combinations are used to build
the business processes that are instances of abpuser: abp1 and abp′

1; abp1 and
abp′

2; abp2 and abp′
1; abp2 and abp′

2.

In addition to the query paradigm just described , we developed an additional
method in which business processes are discovered by example. In this case,
instead of specifying an abstract business process, the user specifies an actual
business process bpuser that is composed of activities (instead of tasks). The
processing of this kind of queries is implemented in two phases:

– In the first phase, we construct an abstract business process abpuser that
corresponds to the business process specified by the user bpuser.

– Then, we use the method for discovering business process presented above
using as input abpuser.

This paradigm for querying business processes is suitable for users who are not
familiar with the task ontology and, therefore, may not be able to specify an
abstract business process that reflects their true needs. Also, it can be useful
for designers who already have specified a business process and are interested in
finding similar business processes developed by other designers.

6 Case Study

To exemplify and give a flavour of the effectiveness of our method, we describe
a simple case study aiming at: (1) showing that the business process ontology
can be created automatically; and (2) showing that the recall of business process
discovery queries increases when using the ontology.

Let’s consider 10 business processes bpi, 1 ≤ i ≤ 10, covering all possible
controlflow dependency types and with activities randomly annotated using a
task ontology that we created for the sake of our evaluation. Using the algorithm
presented in section 4, we automatically generated the business process ontology
illustrated in Figure 6. Notice that the number of concepts in this ontology is 7
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Fig. 6. The business process ontology automatically created using example BPs

instead of 10, because some of the business processes were instances of the same
ABP (e.g., both bp1 and bp4 were instances of the abstract business process
denoted by the concept abp1).

The business processes {bp1, . . . , bp10} are pair-wise different. That is:
∀ i, j ∈ {1, . . . , 10}, i 	= j → bpi 	= bpj

Therefore, discovery queries that rely solely on the structural properties of busi-
ness processes always return as a result 1 business process at most. To see
whether the use of the ontology for answering business process discovery queries
increase the recall, we posed the following queries over the ontology illustrated
in Figure 6.

Q1 : returns the business processes instances of the concept abp1.
Q2 : returns the business processes instances of abp1 and its subconcepts.
Q3 : returns the business processes instances of the concept abp1, its subconcepts,

and the concepts abp1 is part-of.
Q4 : returns the business processes instances of the concept abp1, its subconcepts,

and the concepts that are part-of abp1.
Q5 : returns the business processes instances of the concept abp1 and the con-

cepts that overlap with abp1.

Table 1. Number of results obtained using the business process ontology

Q1 Q2 Q3 Q4 Q5

Number of returned business processes 2 3 6 3 10

Table 1 illustrates the number of business processes returned for each of the
above queries. It shows an increase in recall compared to the case where the
queries are evaluated relying only on structural information of business pro-
cesses. For example, it shows that the number of business processes that are
equivalent to or specialises the abstract business process abp1 is 3. Also, relaxing
the discovery query conditions implies an increase in the recall. For example, by
considering the abstract business processes of which abp1 is part-of, the number
of business processes returned is 6. In summary, this shows that:
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– The ontology used for capturing semantic information about business
processes and their relationships can be created in an automatic fashion.

– The use of the ontology for evaluating business process discovery queries
increases the recall with respect to the structural information only.

– Discovery queries can be relaxed to increase the recall by considering
relationships such as part-of and overlap.

7 Related Work

Recently, many proposals have attempted to facilitate the discovery of business
processes. Most of the approaches only apply graph-based comparison or XML-
based querying on the business process specifications, disregarding ontology-
based similarity discovery. In early works, Van der Aalst et al. [12] posed the
basis of the concepts of inheritance between business processes, that we exploit in
the relationships described in our ontology. Other works [13], defined the formal
foundations and the semantics of business processes and similarity, on which we
base our definitions.

Eyal et al. [3] proposed BP-QL, a visual query language for querying and
discovering business processes modelled using BPEL. Lu and Sadiq [9] proposes
a way for comparing and retrieving business process variants. Corrales et al. [5]
developed a tool for comparing the controlflow of business processes in the sce-
nario of service matchmaking, by reducing the problem of behavioral matching
to a graph matching problem (i.e., receiving as input two BPEL models and eval-
uating the graph-based distance between them). These proposal offer a query
mechanism on the process structure and topology only.

Goderis et al. [6] developed a framework for discovering workflows using sim-
ilarity metrics that consider the activities composing the workflows and their
relationships, implementing a ranking algorithm.

[10] proposed a framework for flexible queries on BP models, for providing
better results when too few processes are extracted. [1] proposes the BPMN-Q
query language for visual semantic queries over BPMN models. Kiefer et al. [8]
proposed the use of semantic business processes to enable the integration and
inter-operability of business processes across organizational boundaries. They of-
fer an imprecise query engine based on iSPARQL to perform the process retrieval
task and to find inter-organizational matching at the boundaries between part-
ners. The work of Zhuge et al. [14] is instead closer to our approach, presenting an
inexact matching approach based on SQL-like queries on ontology repositories.
The focus is on flexible workflow process reuse, based on a multi-valued process
specialization relationship. The matching degree between two workflow processes
is determined by the matching degrees of their corresponding sub-processes or
activities. Differently from us, the ontology cannot be automatically built from
the workflow models and does not include explicit relationships between business
processes, but only exploits ontological distances.

Beco el al. [2] specified the language OWL-WS (OWL for workflow and ser-
vices) for describing ontologies of workflows and services aiming at providing
grid architectures with dynamic behaviour on workflow specification and service
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invocation. The resulting workflow ontology did not focus on relationships be-
tween business processes and was not exploited for querying workflow similarity.
Instead, the language was mainly used for specifying adaptive business processes.

8 Conclusions

In this paper we presented an approach for describing, storing, and discover-
ing Business Processes. We extended the concept of similarity between process
models by exploiting ontology definitions and the concept of abstract business
process (ABP). Queries based on ABPs allow reuse and matching of business
process models, thus saving time and reducing cost of implementation of en-
terprise workflows. Thanks to ontology-based comparison, we can evaluate the
similarity between processes in a more flexible way with respect to traditional
approaches, and therefore identify more potential similarities, for instance based
on activity descriptions that are semantically close.

Ongoing and future works include the development of a large-scale repository
of real business processes in the banking field, where some real applications are
being developed for a major European bank.
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Abstract. Various approaches for services development in SOA propose busi-
ness processes as a starting point. However, there is a lack of systematic meth-
ods for services identification during business analysis. We believe that there 
has to exist a integrated view of organizational business processes to promote 
an effective SOA approach, which will improve IS requirements understanding. 
In this context, we propose a method, and a detailed set of activities, for guiding 
the service designer in identifying the most appropriate set of services to sup-
port organization business activities. The method was applied in a real scenario 
of a Brazilian Petroleum organization. 

Keywords: Service Identification, Business Process Model, Service Life-cycle. 

1   Introduction 

The deployment of SOA (Service-Oriented Architecture) in an organization presents a 
series of challenges. As new architectural roles and development tasks were intro-
duced by the service-oriented approach, the life-cycle model of traditional software 
engineering may not be directly applied.  

The need for an approach for service development is recognized by several authors, 
who also agree that services should be defined according to organizational business 
processes and their corresponding models [1][2][3][4][6][7][8]. These works, how-
ever, do not present detailed methods for business analysis towards services identifi-
cation and, very commonly, propose principles or guidelines that are very difficult to 
follow in practice due to the lack of systematic process. Moreover, they do not explic-
itly consider the role of the system designer, which in practice is responsible for align-
ing the service development demands to the actual organization scenario (strategic 
objectives and goals, current demands, amount of available resources), thus turning 
the service identification activity into a complex decision-making process. Yet,  
related works are typically proposed in domains where business processes are  
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automated and services may be directly derived from them. In real scenarios, how-
ever, automated activities are mixed with manual or system-supported ones, all in the 
same process. Also, the same activity may appear in several processes in the organiza-
tion, being implemented or supported by several information systems, in different 
departments of the organization. We believe that there has to be an integrated view of 
the organizational business processes, where each process is derived from the organ-
izational key-value chain. This integrated view means the relationship among proc-
esses (and consequently their models) are explicit, since they are part of a common 
process repository, they are linked to each other through interface elements and they 
share global artifacts such as clusters of data, business rules and business require-
ments. This infrastructure makes possible a SOA analysis on business process to 
know about commonalities (common element definitions) and interfaces (execution 
and derivation relationships) among processes. This view must be considered to 
choose which processes should not/be automated, and is determinant for an effective 
service identification approach. In the process repository, it is possible to create an 
explicit link between business processes’ constructs and candidate services and physi-
cal (implemented) services descriptions. So, it makes easier to identify which services 
must be updated when business process changes, and vice-versa. So, evolution of the 
services themselves can trigger evolution of the supporting business processes, and 
following the link it is possible to track changes.  

This paper proposes a top-down method for systematic service identification from 
business process models. Our main contribution relies on a set of heuristics that were 
validated in a real scenario. The results of a case study are presented. 

2   Service Life-Cycle  

Services life-cycle models present some additional challenges when compared to tradi-
tional software engineering, for example: it is even more important to align business 
requirements with service-based IT solutions; typical distributed service development 
scenarios requires more complex security constraints; and handling service versioning 
to accommodate business changes is an essential issue. Thus, a pre-defined life-cycle 
model for organizational services is vital for the smooth operation of SOA [12]. 

Gu and Lago [4] claim that there is no consensus for a service life-cycle model in 
the literature. They evaluated a number of proposals and pointed to a well-defined 
sequence of steps divided into three phases: design time, run time and change time. 
Services identification is not handled explicitly, even though it is essential for service 
modeling. On the other hand, the service modeling step must be presented along with 
a set of step-by-step instructions [6]. Arsanjani [1] proposes the use of business proc-
ess modeling in SOMA methodology. However, it is not proposed a systematic ap-
proach for service identification from business process. The same lack of systematic 
approach appears in [3] [7] [8][9] [10] and [11]. Klose et al [7] and Papazoglou and 
Heuvel [11] presented some principles that should be observed during services identi-
fication (e.g, low coupling, high cohesion and high level of granularity), while Marks 
and Bell [9] emphasized use/reuse of services. Mcbride [10] proposes scanning a 
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repository of business requirements and look for: services that meet this requirement; 
services that could be adapted to meet it; or a new service that should be implemented. 
The approach of Jamshidi et al. [5] considers both an enterprise business process 
model and an enterprise entity model and proposes an approach for identifying and 
specifying enterprise software services. The approach assumes that the business proc-
ess model is highly detailed (up to the level of elementary business process, or EBP) 
and that the granularity of each business entity is the same of the EBP which creates it. 
Process models in such a level of abstraction are not easy to accomplish. Besides, this 
proposal does not consider process model elements (business rules, business require-
ments, process flows). So, finding the service which meets a specific business require-
ment is totally dependent on the SOA analyst expertise and memory, and there is a lack 
of systematic methods for services identification during business analysis. 

3   A Service Identification Method from Business Process Models 

This section presents a method for identifying candidate services from a set of busi-
ness processes models considered as input. Erl [2] defines a candidate service as an 
abstract (not implemented) service which, during the design phase of a service life-
cycle model, could be chosen to be implemented as a service or as an application 
function. We further define 2 types of candidate services, namely: candidate data 
service, which is a service that performs CRUD (Create, Retrieve, Update and Delete) 
operations on databases; and candidate business service, which is a service that per-
forms business rules which are not so related to CRUD operations. The method in-
cludes the phases presented in Figure 1. 

Service identification starts when a demand for software development is received. 
The demand is represented as a set of requirements to be implemented (either as ser-
vices or application functions). Other entries for the method are: “to-be process” 
models (designed processes in which the new requirements are already represented), 
and a set of business requirements already implemented in existing applications. The 
to-be process models are used for identification and classification of candidate ser-
vices, while the business requirements of existing systems and the business require-
ments of the demand are used for consolidation of candidate services. The method 
returns a set of elements (tables, charts, services dependency graph) that should assist 
the service designer in making decisions about the most suitable implementation for 
an identified candidate service. In other words, the output of our proposal is a set of 
candidate services that is input for the next steps in a service life-cycle model (for 
example, service analysis and design). In these steps, the designer will decide if a 
candidate service is implemented as a physical service or if it must be considered as 
part of another service or if it must be discarded for implementation. 

Selection of activities Identification and classification 
of candidate services

Consolidation of candidate 
services

 

Fig. 1. Method for Service Identification 
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Fig. 2. Selection of Activities Phase 

3.1   Phase 1: Selection of Activities 

In the first phase (Figure 2), a set of activities are selected from to-be business process 
models. A process activity is selected if it is either automatic (performed entirely by a 
system with no manual interference), partially supported by systems or automatable 
(manually executed, but expected to be supported by a system). Manual activities 
(i.e., the ones that are not being considered for automation) are not selected, since it 
makes no sense to develop services for them. 

3.2   Phase 2: Identification and Classification of Candidate Services 

In the second phase (Figure 3), candidate services are identified by applying a set of 
proposed heuristics to the set of activities selected in phase 1. The proposed heuristics 
were defined in order to address both syntactical and semantic analysis of the process 
model. 

Syntactical (structural) analysis of process models is carried out by considering the 
process model structure. Thus, we propose heuristics for service identification from 
each workflow pattern proposed in [13] [17]. A workflow pattern is the abstraction of 
a concrete form that remains repeatedly in specific contexts. The set of workflow 
patterns from [13] and [17] is often used as a benchmark for workflow management 
systems functionality. When relying on the workflow patterns specification for ser-
vice identification, we assure covering all possible flow of activities that may be rep-
resented by a process model. 

The semantic analysis of a process model towards service identification should 
consider all indications for process (total or partial) automation. Among all possible 
elements in a process model [15], it seemed obvious to address both “business re-
quirement” and “business rule” elements in special, since their semantic indicates 
functionalities that should be implemented by a process-supporting service. Thus, we 
propose heuristics for service identification from each of these two elements, when it 
is associated to some of the activities selected from phase 1. 

Candidate 
business service

Automatic

Automatable

Partially supported
by systems

SYS

Candidate data
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Identification and classification 
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Workflow patterns
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Fig. 3. Identification and Classification Phase 
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Candidate service

Sequence of automated 
activities

 

Fig. 4. Example of candidate service from a series of sequential activities 

After being identified, each candidate service is classified (data, business or utility) 
according to its characteristics, i.e, if the service performs CRUD operations on data-
bases or if it is a service that performs business rules; and utility service, which is a 
generalized service whose operations can be used in different context adjusting some 
of its parameters. 

The following heuristics handle semantic analysis: 

Heuristic 1 (Business Rule): A candidate service must be identified from a business 
rule.  

Example: From the business rule "Select product supplier", described as "The se-
lected supplier should be the one with the lowest price for the requested amount of 
product”; the candidate service Select product supplier must be identified. The  
candidate service has the same description than the rule from which it was identified. 

Heuristic 2 (Business Requirement): A candidate service must be identified from a 
business requirement. 

For example, from the business requirement "Retrieve quotes from suppliers", de-
scribed as “The system ABC should retrieve prices of all suppliers who supply a cer-
tain product"; the candidate service "Retrieve quotes from suppliers" is identified.  
The candidate service description is the same of the requirement from which it was 
identified. 

The following heuristics handle syntactical analysis: 

Heuristic 3 (Sequence of Activities): A candidate service must be identified from a 
series of sequential activities.  

For example, from the sequence of automated activities "Commit credit limit", 
"Determine the investment rate charged" and "Generate contract" (Figure 4), a  
candidate service must be identified. 

Heuristic 4 (AND): A service candidate must be identified from an AND-pattern.  
AND-pattern is a structure started in a point in the workflow where a single flow is 

divided into multiple streams, which can run in parallel, and finalized at a point in the 
workflow where multiple parallel streams converge into a single flow, synchronizing 
them, or where branches end in final event [17]. For example, a service candidate 
must be identified from the AND-pattern presented in Figure 5, for activities "Get 
customer's history", "Get financial information" and "Get information from stealing 
and robbery". 

Heuristic 5 (XOR): A service candidate must be identified from a XOR-pattern. 
XOR-pattern is a structure started in a point in the workflow where, based on a de-

cision, one and only one of several branches of the flow is chosen, and finalized at a 
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                       Fig. 5. Example of AND                                Fig. 6. Example of XOR 

point in the workflow where the ramifications of the flow come together without 
synchronization or when one or more of the ramifications ends in final event [17]. For 
example, a service candidate must be identified from the XOR-pattern of Figure 6. 

Heuristic 6 (OR): A candidate service must be identified from an OR-pattern. 
OR-pattern is a structure started in a point in the workflow where, based on a deci-

sion, one or more branches of the flow is chosen and ended at a point in the workflow 
where the various branches of the flow are joint. If more than one of the source 
streams was implemented, then it is necessary to synchronize them. Ramifications 
may also end in a final event [17]. 

Heuristic 7 (Loop): A candidate service must be identified from a Loop-pattern. 
Loop-pattern is a structure of workflow where one or more activities can be per-

formed repeatedly. 

Heuristic 8 (Process Interface): Candidate services must be identified from the in-
teraction between two processes: one candidate service to pass the information to the 
other process, and another service to receive the message. 

Process interface is the representation of the mechanism that one process passes the 
flow to another process [15]. For example, in Figure 7, when the process “Treat store 
limit” (Figure 7a) identifies that the threshold of a commodity store was reached, it 
sends a request for goods to the process “Provide goods” (Figure 7b). In this case, a 
candidate service must be identified (in process “Verify stock level”, Figure 7a) to 
pass the requirement for stock replenishment to the process “Process product order”. 
On the other hand, another candidate service must be identified (in the process “Proc-
ess product order”, Figure 7b) to receive the request for stock replenishment and start 
to process product order. 

 

Heuristic 9 (Multi-Instance Activity): Candidate services must be identified from a 
multi-instance activity: one candidate service to send the information to each instance 
of the multi-instance activity; one candidate service to represent each instance of the 
multi-instance activity; and, one candidate service to consolidate the outputs of the 
instances and to pass the result to the next step.  

A multiple-instance task is a task that may have multiple distinct execution in-
stances running concurrently within the same workflow case. Each of these instances 
executes independently. Only when a nominated number of these instances have 
completed, the task following the multiple instance task is initiated [13].  



A Method for Service Identification from Business Process Models in a SOA Approach 105 

Send request
for goods 

Required
stock

replenishm
ent

Process
product

order
Verify stock

level

Required
stock

replenishm
ent

Receive
request for

goods

 
                                  (a)                                                               (b) 

Fig. 7. Example of process interface service 

Heuristic 9 is in accordance with patterns proposed in [13]. We propose: a sender 
service which is known as a broker and it is responsible for distributing the messages 
to each instance; a candidate service responsible for operating the rules and require-
ments described on the multi-instance activity; and, a candidate service to consolidate 
the outputs of each instance and pass the result to the next step. 

3.3   Phase 3: Consolidation of Candidate Services 

In the third phase, information about candidate services is consolidated. Service con-
solidation aims at gathering several characteristics about each candidate service so as 
to support the service designer in deciding upon its implementation. Services not 
selected to be implemented are removed, resulting in a refined candidate services list.  

The proposed heuristics for service consolidation were based on the principles for 
high-quality service implementation mentioned in [1][2][5][6][7][8][9][11], thus 
reflecting the most important technical issues that should be observed by designers. 
Moreover, information regarding the candidate service usage (by process activities or 
other candidate services) and existing implementations are also considered.  

However, we did not try to automatically select the candidate services to be im-
plemented, since this is a very complex and subjective decision, influenced by not 
only technical but also political and cultural organizational objectives. We argue that 
with the information produced in this phase, the designer has more knowledge for 
deciding upon service implementation. The following heuristics are proposed: 

Heuristic 10 (Service Reuse Degree): The degree of reuse of a candidate service is 
calculated by the sum of times the service is used by each process activity. 

Service reuse corresponds to the number of occurrences of the activities from 
which the service was identified. The degree of reuse cannot be automatically calcu-
lated when a candidate service was identified from a multi-instance activity, in which 
the iteration granularity is not quantitatively represented (e.g., an activity that should 
be executed “for all company units”). 

Heuristic 11 (Link Candidate Service and System): A candidate service identified 
from a business requirement that is already implemented should be associated to the 
systems which implement it. 

This should help in the design phase to identify which requirements are already 
implemented and could be exposed as services. 

Heuristic 12 (Link Candidate Service and Demand Requirements): A candidate 
service identified from a business requirement of the demand must be associated to it. 
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A candidate service identified from the demand should be associated with its corre-
sponding requirement. That information will allow the designer to identify the  
minimum set of services required to meet initial demand, or for prioritization. 

Heuristic 13 (Link Candidate Service and Activities): A candidate service must be 
associated to the activities from which it was identified.  

This enables the service designer to know all the services used by a process activ-
ity, or all the activities supported by (impacted by) a service. This information may be 
used in the future for choosing a unique service implementation that encapsulates all 
the identified functionalities indentified in the activity(ies).  

Heuristic 14 (Identify Candidate Services Dependencies): A candidate service 
must be associated to other service candidates that use it.  

This information is obtained from the association between business rule × business 
rule and business rule × business requirement, when they are explicit in modeling. 
The relationships allow the identification of the granularity of candidate services as 
well as the dependency between them. The candidate services that do not use any 
other candidate services are considered fine-grained, and are independent from other 
services, i.e., they are self-contained. The services that use other services are coarser-
grained services. They depend on services they use. The more dependencies a service 
has, the higher is the susceptibility to failures. 

Heuristic 15 (Utility Candidate Service Identification): A utility candidate service 
shall be identified from the observation of recurrent patterns.  

Our previous experience in service development led us to pay a special attention 
to some recurrent flows of activities which are very typical in different processes 
of the same organization, or even in different organizations. Some of those do-
main-independent recurrent patterns were pointed by [16]. Thus, we also propose 
heuristics for service identification from recurrent patterns. The rationale for using 
recurrent patterns for service identification is that, once a pattern is detected in a 
process model instance, its corresponding service will probably be highly reused. 
Hence it is related to one of the main principles of service, which is “reuse”. A 
service that is indentified from a recurrent flow is marked as a “Utility Candidate 
Service”. 

The method final product is the list of candidate services (with descriptions) as 
well as a table containing a series of information useful for service designers. Besides 
a dependency graph also assists the designer to make decisions about the implement-
ing services. Next section describes a case study in a real scenario. 

4   Applying the Proposed Method for Service Identification in a 
Real Scenario for Oil Production Diagnosis 

The method proposed in Section 3 was experimented in a case study conducted at 
PETROBRAS, the largest Oil Company from Brazil. PETROBRAS is responsible for 
the majority of Oil and Gas derivatives exploration and production in this country. The 
 



A Method for Service Identification from Business Process Models in a SOA Approach 107 

PI

Diary
Supply
sensor

information

Production
diagnose
required

OP

Calculate day
predicted net
production of
measureme...

Get day
accumulated net

production of
measuremen...

SOLAR
Diagnose

Production
and stock

information
stored

Analyze oil
production

conditions of

 

Fig. 8. EPC of “Send physical sensor information” process 

case study was done in the “Diagnose daily oil production” business process model. 
Production Control is an important process within the Exploration and Production 
(E&P) area of PETROBRAS.  

The “Diagnose daily oil production” is a to-be process model. The process was de-
signed in detail, so that business users and application developers’ needs were met. 
The designed model comprises 19 activities, control flows, 90 business rules and 37 
business requirements. The process aims at maximizing company results. This is 
achieved using real time physical sensor information to fast and accurately identify 
the production variation related to previous oil production information (production of 
previous days or previous month). This process has two subprocesses: “Send physical 
sensor information” and “Analyze oil production conditions of measurement node”.  

Each process was detailed using EPC (Event-Driven Process Chain) diagrams and 
each process activity was detailed using an FAD (Function Allocation Diagram) [14]. 
Figure 8 illustrates the EPC of “Send physical sensor information” process. Figure 9 
presents the FAD of the “Supply sensor information” activity, where business rules 
(i.e., “Stocks of non-automatic tanks”) and business requirements (i.e., “Supply tank 
stock information”) are also presented. 

The service identification method takes as its inputs: (a) a set of to-be process 
models: for this experiment, it corresponds to “Diagnose daily oil production”; (b) 
a set of system requirements already implemented in applications: in this case, it is 
represented by an empty set, since it is a new business process, and there is no 
application supporting it; (c) a demand, i.e., a set of business requirements to be 
implemented: in this experiment, all business requirements were considered  
demand. 

Phase 1 (Activity selection): all automatic, subject to automation, and partially sup-
ported by computers activities were selected, such as: Supply sensor information; Get 
accumulated measurement node net production from previous days; Calculate meas-
urement node predicted net production for the day; Analyze characteristics of  
measurement node production; Query measurement node previous productions; etc. 

Phase 2 (Candidate service identification and classification): candidate services 
were identified and grouped accordingly the proposed heuristics. Each service was 
 



108 L.G. Azevedo et al. 

Supply
sensor

information

Previous day
production of
measurment

node

Tank stock
of

measurment
node

PI

Previous day
production of
measurment

node

Tank stock
of

measurment
node

Stocks of
non-automatic

tanks

Get tank stocks of
measurement node

Measurement node
net production of

previus day

Supply tank
stock

information

Supply
measurment

node net
production  

Fig. 9. “Supply sensor information” activity’s FAD 

described with the following attributes: service name; service type (candidate busi-
ness or candidate data service); input and output information; which element origi-
nates the service (business rule, business requirement, activity flow); activities where 
it was discovered from; service description. Table 1 and Table 2 present examples of 
candidate services. The experiments did not identify candidate services using heuris-
tics 7 and 9 since there is no loop or multi-instance activity in the model. 

Phase 3 (Candidate services consolidation): The results of this phase are presented in 
Table 3 and Table 4. Table 3 presents information related to Heuristic 10 (Service Reuse 
Degree), Heuristic 11 (Link Candidate Service and System) and Heuristic 12 (Link Can-
didate Service and Demand Requirements). It was identified 72% of candidate business 
services and 28% candidate data services. No candidate utility services were identified. 

Table 1. Examples of service candidate information 

Attributes Service 1 Service 2 Service 3 
Heuristic Heuristic 1  Heuristic 2  Heuristic 3 
Name Calculate measurement node production 

of type appropriation of Estreito 
Query measurement node 
tank information 

Calculate predicted net 
production 

Type Business service Data service Business service 
Input Measurement node Measurement node Measurement node 

Output Measurement node oil production Asset code, measurement 
node name, oil stock 
volume in the tank in the 
end of the day 

Production variation of 
measurement node 

Source Business rule: “Production calculus of 
appropriation measurement node of 
Estreito to be analyzed” 

Business requirement: 
“Supply information  
about tank oil stock” 

Workflow pattern 

Activities Send sensor information 
 

Supply sensor information Get accumulated  
measurement node net 
production; Calculate daily 
predicted net production of 
measurement node  

Description Production of Estreito measurement node 
to be analyzed = Production of measure-
ment node of Estreito B –  
Production of fiscal measurement node of 
Angico – Production of fiscal measurement 
node A – Production of fiscal  
measurement node B. 

Asset code, measurement 
node name, stock volume 
of oil in the tank in the 
end of the day from Plant 
Information System 

Get accumulated  
measurement node net  
production, and then calcu-
late daily predicted net 
production of measurement 
node 
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S1

S2 S3 S4

Table 2. Examples of service candidate information 

Attributes Service 4 Service 5 Service 6 
Heuristic Heuristic 4 Heuristic 5 Heuristic 6 
Name Analyze production of measurement node View production ATP 

diagnose summary 
View production diagnose 
summary 

Type Business service Business service Business service 

Input Measurement node Measurement node Measurement node 
Output Loss of measurement node production   
Source Workflow pattern Workflow pattern Workflow pattern 
Activities Analyze loss of production; Analyze 

production potential variation of  
measurement node; identify  
measurement node oil well that start to 
produce; Analyze tank oil stock  
information 

View production diagnose 
summary; 
View diagnose summary 

View production diagnose 
summary; Analyze loss of 
measurement node  
production; Analyze  
production potential  
variation of measurement 
node; analyze measurement 
node oil well that start to 
produce; Analyze tank oil 
stock information 

Description Analyze measurement node production 
calculating loss of production, potential 
variation of production, identify  
measurement node oil well that start to 
produce; Analyze tank oil stock 

View production diagnose 
summary measurement 
node 

View production diagnose 
summary of measurement 
node 

Table 3. Table presents reuse, systems those implement candidate service functionality and 
association between candidate services and demand 

Candidate service Type Reuse Implem. 
Req. 

Demand’s requirements 

Calculate measurement node production 
of type appropriation of Estreito 

Busi-
ness 

1 -  

Calculate daily predicted net production 
of measurement node 

Busi-
ness 

1 - Calculate daily predicted net 
production of measurement 
nodes 

Query measurement nodes for  
production diagnose 

Data 1 - Supply measurement node 
net production information  

Table 4 presents the association between candidate services and activities, accord-
ing to Heuristic 13 (Link Candidate Service and Activities). This information can be 
used to identify all services those were discovered from the same activity, which can 
originate one logical service that encapsulates all those functionalities. 

Table 4. Candidate services and activities association 

 Activities 
Candidate service 1 2 3 4 5 6
Calculate difference between daily predicted 
net production  related to previous month 

     X 

Calculate difference between daily predicted 
net production  related to previous days 

     X 

From Heuristic 14, dependency graphs can be built to represent dependencies be-
tween candidate services. Figure 10 presents an example of dependency graph. Ac-
cording to this example, the designer may choose to implement only one service 
merging functionalities of services S2, S3 and S4 in service S1, or develop S1 invoking 
(orchestrating) the others three services. This graph can be built for each service.  

Fig. 10. Dependency graph 
of some candidate services 
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Heuristic 15 is related to identify candidate services that represent activity patterns 
based on recurrent functions or activity patterns based on organizational structural 
aspects. In spite of the literature demonstrate that these patterns may occur in business 
process, in our experiments they were not present. 

The “Diagnose daily oil production” process has only 19 activities. This could 
mean that there were only some candidate services. However, the heuristics identified 
147 candidate services. Business rule and business requirement heuristics produced 
57% and 30%, respectively. It is because that this business process has a lot of  
business rules and business requirements, and it is strongly based on system. 

The important aspect of our approach is that both fine-grained and coarse-grained 
candidate services were identified. We observed that Heuristic 1 (Business Rule), in 
general, produce fine-grained services, while Heuristic 2 (Business Requirement) and 
workflow pattern heuristic (Heuristic 3 to 9) produce medium- to coarse-grained ones.  

After the application of the method, the services identified were validated by the 
specialists, i.e., System Analysts who developed physical services to support the 
automation of “Diagnose daily oil production” business process. All services they 
implemented were identified by our proposal; and the specialists agree that the con-
solidated information helped them in service implementation. One difference that 
must be highlighted is that candidate services and implemented services have differ-
ent granularities. For instance, the functionalities of five candidate services were 
merged and implemented in only one physical service. Those five services correspond 
to methods that manipulate the same entity. The specialists pointed that the identifica-
tion of those candidate services by the proposed method helped them to know which 
functionalities should be implemented as well as they would have more reuse if pub-
lished in the same service. On the other hand, some candidate services where imple-
mented and orchestrated in a higher level service. In this case, the specialists observed 
that the functionalities would have more use and reuse if published separated. Be-
sides, they observed that it also would be useful if the functionalities were published 
as an orchestrated service according to a specific flow. 

Hence the specialists confirmed that a method for service identification from busi-
ness process models must identify candidate services and produce information that 
can assist the service design phase. Hence the experiment demonstrated good results, 
and pointed to the possibility of new heuristic for the design phase. 

5   Conclusions and Future Work 

The deployment of SOA in an organization presents a series of challenges, especially 
service modeling, design, monitoring and management. Proposals for service life-
cycle models are typically abstract and lack from considering the integrated view of 
business processes in an organization. A service life-cycle not only facilitates the 
management of service-oriented systems but can also improve its governance.  

Among the activities of a service life-cycle model, we emphasize the services iden-
tification step. We propose a top-down approach for services identification from busi-
ness process models, applying heuristics to define services from the semantic analysis 
of process elements such as business rules and business requirements, and from a 
syntactic analysis of process models according to its corresponding structural patterns. 
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As a result, a set of candidate services is identified and scored according to a set of 
criteria (degree of reuse, existing implementations, presence in the input development 
demand, usage by process activities, relationship between services, and service granu-
larity). This information helps service designer to better design and plan service  
implementation, while also considering subjective issues such as security, political 
decisions, and so on. Besides, an explicit link can be made between business process 
constructs and services descriptions. Business process evolutions can target changes 
in the services which support the process, and vice-versa. The association of services 
and process models helps in tracking changes within the models that directly  
impact IT, as well as changes in IT that should be reflected in the process models. 
Furthermore, changes in processes can trigger calls or automatic changes in the  
implementation of services. 

The proposed method was assessed on a case study in a real organization. In this 
case study, a process model for oil production diagnosis was used as input. The 
method was manually applied, and resulted in 147 candidate services identified. We 
are currently working on a supporting tool for the method. 

As future work we are studying the next steps (analysis, design, implementation, 
deployment and maintenance) and the changes on business process models resulting 
from service life-cycle steps. Another important future work is related to service reuse 
principle. A service can be reused in a variety of contexts. In other words, it can sup-
port different business process. So, a change in a business process can induce service 
maintenance, and consequently impact another business process. The management of 
these changes and business process impacts are important issues. 
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Abstract. Besides goals and regulations, IT is also considered as a driver for 
business process development or evolution. However, as reuse becomes in-
creasingly important in many organizations due to return of investment consid-
erations, the available IT is not only an enabler but also a constraint for business 
process design. In this paper, we present a systematic approach that explicitly 
takes into account the capabilities of a (service-oriented) reuse infrastructure 
and that guides the business process design accordingly. An important element 
in our approach is the notion of conceptual services, which we have experi-
enced as appropriate candidates for communicating the capabilities of a reuse 
infrastructure to business people1.  

Keywords: requirements engineering, business process, business process  
design, service orientation. 

1   Introduction 

Business goals, regulations, and technological capabilities can all trigger the evolution 
of business processes. However, each change is risky and expensive. The costs and 
times required to realize a change therefore play an important role due to return on 
investment considerations, and pose many constraints for the incorporation of 
changes, mainly with regard to information systems (IS). The aim of reusing as many 
established implementations as possible is therefore a widely observable trend in 
many organizations, both in organizations using IS and in those developing IS.  

Even if the paradigm of Service Oriented Architecture (SOA) [4] is considered a 
powerful means for adopting the reuse idea to the business process context, a fit be-
tween available services and business requirements is hard to achieve as long as no 
systematic approaches are used to reconcile both views [5, 6]. As a consequence, the 
degree of reuse is often less than expected and many parts of the IT / IS still have to 
be renewed, leading to the situation that the desired benefits of reuse cannot be ex-
ploited.  

Business stakeholders are often not aware of these problems, respectively the costs 
and the feasibility of their requirements. Requirements must therefore also “depend 
                                                           
1 The research results described in this paper were obtained in the SoKNOS project (founded by 

the German Federal Ministry of Education and Research, No. 01ISO7009). 
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on existing system capabilities and not just on what stakeholders believe they need” 
[7]. Several references such as [5, 11, 12] have therefore stressed that the capabilities 
of a reuse infrastructure must be taken into consideration already during the early 
requirements phase, as otherwise a high degree of reuse will not occur. In addition, 
[13] stress that it is inevitable to develop business processes and supporting IS in a 
coordinated manner in order to cope with their mutual dependency. 

The major challenge to be managed by (good) requirements engineers and business 
analysts is therefore neither just to write down wishes nor to instantiate a predefined 
reference solution, but to satisfy and reconcile actual needs with a given reuse infra-
structure. Hence, customer expectations must be negotiated against the capabilities 
and constraints of an underlying infrastructure [9, 10], and proactively refined into 
business processes and IS requirements that are actually realizable within the  
estimated time and budget.   

However, as far as we can tell, negotiation and reconciliation are often done late, re-
quiring significant and time-consuming rework on the requirements, or the renouncement 
of a high degree of reuse, and thus of cost- and time-savings in subsequent development 
phases. 

In this paper, we therefore present a novel approach for IT capability-based busi-
ness process design based on service-oriented requirements engineering principles 
that allow developing business processes and supporting IS with the early considera-
tion of an existing service infrastructure in a cooperative manner. The aim of this 
method is to assure a high degree of reuse in a constructive rather than analytical way 
right from the beginning of each IS development project.  

The remainder of this paper is structured as follows: In the next section, we give a 
brief overview of service-oriented requirements engineering to bring the method of 
this paper into context. In section 3, we then introduce conceptual services as the 
basis of our method for IT capability-based business process design, while the corre-
sponding process is described in section 4. This process is the main contribution of 
this paper and presents concrete guidance on how to elicit and design business proc-
esses with the early consideration of existing services. Our preliminary experience 
with this approach made in the “SoKNOS” project is presented in section 5, and we 
show related work and open issues in sections 6 and 7. 

2   A Short Overview of SORE 

Service-oriented Requirements Engineering (SORE) is a still evolving [16] discipline 
dealing with the identification of services for reuse, as well as with the reconciliation 
of existing service capabilities and application requirements during reuse [6]. In order 
to emphasize the role we see for SORE in the strongly business-influenced SOA con-
text, we have developed an approach integrating some concepts of business process 
management, SOA, and product line engineering (see Fig. 1 and [6] for more  
information).  

According to this model, the role of SORE consists of mediating between the more 
business-oriented application engineering and the more technical-oriented service 
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Fig. 1. SORE in SOA engineering  

engineering in order to achieve a good fit between business needs and available  
services. Thus, SORE should provide support for 

(1) the process of reconciliation of business needs with available services in order 
to support the achievement of both business goals and high reuse 

(2) the appropriate representation of actual service capabilities to business people 
in order to make these capabilities explicitly visible already during an early phase 

(3) the process of defining services, i.e., the determination and clustering of (innovative) 
features a service should provide in order to also be beneficial in future contexts. 

3   Communicating IT Capabilities with Conceptual Services 

The method for IT capability-based business process design described in this paper 
mainly aims at operationalizing task (1) of SORE as mentioned above. The purpose of 
our approach is the assurance that business processes do not pose many hard require-
ments that are not realizable with the existing IS, respectively service infrastructure, 
within the estimated time and budget. Hence, a high degree of reuse should be assured 
constructively right from the beginning of each IS project, i.e., already during  
business process design. 

Especially to avoid late and thus costly negotiations and reconciliations, our ap-
proach aims at proactively guiding the business process design with the consideration 
of existing services. This, of course, requires an abstraction of service capabilities in 
business terms [6, 15], as these capabilities could otherwise not be sufficiently con-
sidered by business people (see also SORE task (2)).  
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Fig. 2. Levels of abstraction 

Based on our previous work concerning the identification of services [14], we pro-
pose representing service capabilities, i.e., their functionality, on the level of business 
functions within elementary business activities (see Fig. 2)2. This level has the advan-
tages of being well understandable and beneficial for business people on the one 
hand, while remaining generic enough and thus, highly reusable, on the other hand. 
Especially the high reusability is caused by the fact that functionality on such a level 
of abstraction can be reused as-is and context-independent of its process integration. 

However, as the amount of service functions provided on this level may exceed a 
manageable size in industrial settings, it is hard to communicate on this basis with 
business people even if they are able to understand the meaning of the functions. In 
order to provide these capabilities on an appropriate level of granularity, we therefore 
recommend clustering the service functions into so-called conceptual services [14], 
which, in our experience, have found out to be perfect candidates for communicating 
IT capabilities to business people due to their logical capsulation. This abstraction 
from the real technical services and the focus on understandability for humans rather 
than on interpretability for machines is especially an advantage with regard to re-
quirements negotiation [1]. In particular, business people can better understand what 
is easily feasible with the existing IS, while developers can assess much faster how 
well their reuse infrastructure already covers the mentioned needs. 

However, for facilitating actual service reuse during IS development, knowing the 
real technical services (e.g., backend components, legacy system interfaces, etc.) that 
implement the conceptual ones is also important, of course. Hence, both should be 
explicitly linked, i.e., the selection of a conceptual service function should automati-
cally guide the developers in identifying and orchestrating the required technical ser-
vices accordingly. However, we will not deal with this traceability issue in this paper. 
                                                           
2 An elementary business activity is performed by exactly one role with an IS and fulfills ex-

actly one goal (e.g., “change customer data”), while a service function within this activity is a 
recognizable IS reaction triggered by the involved human (e.g., “search customer”).  
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4   Method Description 

As [16] highlights the need for a domain-specific, framework-oriented analysis in 
SORE, we also propose a similar approach for IT capability-based business process 
design. Using a framework-driven approach when designing new business processes 
is hence the key concept of our method described in this paper. However, while tradi-
tional framework-oriented analysis approaches such as [3] use the real technical 
framework components, our approach makes use of the more abstract conceptual 
services belonging to a certain application domain (e.g., “incident management” in 
our later case study). The reason is, as already mentioned, that business requirements 
can only be reconciled with service capabilities in the early phase of business process 
design when both are described on a level of abstraction that is understandable and 
comparable for business people.  

The basic steps of our method are depicted in Fig. 3. According to this method, the 
identification of relevant stakeholders in the business organization (respectively the 
organizational unit) of interest and their involvement in the elicitation process is  
the first step (1)3. The most important stakeholder groups are the actual end-users 
(business process participants) and people who are responsible for the regulations and 
policies (those with regard to IT as well as those with regard to business issues). Get-
ting access to all “right” stakeholders is a crucial issue, and usually requires, for suc-
ceeding, the support of the (top) management. With the former group, the current 
business processes in the organization are systematically analyzed and modeled in 
joint workshops in order to get a common picture (2). In order to quickly obtain this 
comprehensive overview of the current business processes, a systematic, algorithmic-
like elicitation checklist is used. This checklist (see Fig. 4) assures that a process 
model can be sketched already during the workshops, enabling the participants to 
directly make comments and corrections. Thus, misunderstandings, incorrectness, or 
incompleteness can be avoided right from the start. Furthermore, the business proc-
esses can be systematically elicited on a common level of abstraction; in our case, the 
level of elementary business activities. 

Based on the elicited business processes, unsatisfied goals and problems that cur-
rently hamper more efficient and satisfactory work are therefore systematically ana-
lyzed in a next step (4). In particular, this step helps to understand which problems 
can be improved by IT (technical solution) and which problems rather require organ-
izational improvements. Only if these problems are clearly understood and classified 
can an IS supplier provide solutions that really satisfy the organization.  

The problem analysis is performed by iterating over each business activity and 
each activity sequence within the business processes modeled before. During this 
iteration, a detailed checklist with questions in three different categories is used: ques-
tions regarding problems (e.g., “Is the result of this activity reached satisfactorily?”), 
quality requirements (e.g., “Are there any quality constraints / requirements for this 
activity?”), and improvement possibilities (e.g., “Can this activity be left out?”). 

By posing such questions, typical problems in business processes such as media dis-
ruption, an insufficient degree of automation, or of parallelization can be identified sys-
tematically. Furthermore, based on this problem analysis, the IS supplier can preselect 
first conceptual services from his service framework as possible solution candidates. 
                                                           
3 Our assumption in this paper is that the IS supplier is from an external organization. 
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Fig. 3. Method Overview 

In order to assure that all relevant information with regard to given constraints is 
also taken into consideration, the constraints posed by regulation and policies are 
systematically elicited from the responsible persons using a similar question- and 
checklist-driven approach (3). However, all elicited constraints should be classified 
into hard and soft constraints (i.e., if they absolutely have to be complied with or if it 
would be good to comply with them) in order to assess their impact on the solution 
space.  

The constraints, the current business processes, and the identified problems and 
unsatisfied goals are then taken as input for cooperatively developing ideas for im-
provement, respectively improved to-be business processes (5). Hence, the IS supplier 
directly collaborates with the involved stakeholders in joint workshops in order to 
find a suitable solution that solves the organization’s problems.  

First, the improvement possibilities that have been identified in the previous step 
are used to improve the business processes from an organizational perspective with 
the consideration of the given constraints, e.g., through parallelizing or removing 
activities in order to increase the general process performance.  

After that, the IS supplier’s conceptual services framework comes into play. Based 
on the application domain, respectively the considered business process areas, spe-
cific sub-frameworks are chosen (see Fig. 5 for an example) and visualized for the 
involved stakeholders. Every conceptual service is presented by giving a short sum-
mary of its general purpose and functionality. Furthermore, based on the problem 
identification and the service preselection, the IS supplier can also motivate the spe-
cific benefit of a certain service for the organization, both for specific business  
processes and for cross-cutting issues. 
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• …
• Which tasks / activities are performed in order to fulfill the responsibilities? 
• For each task / activity: 

o Which material / devices / systems / etc. are uses to perform this task? 
o Which preconditions must be fulfilled that the task can be started? 
o … 
o Which information / input is needed for this task? 
o For each input: 

 Who/ what delivers the input? 
o Which information / output is produced in this task? 
o … 
o How often is this task performed? 
o …  

Fig. 4. Excerpt from an elicitation checklist 

Then, together with the stakeholders, the conceptual services are annotated to cor-
responding activities in the processes (see Fig. 5 (left) for an example). In doing so, 
the stakeholders easily get an understanding of which activities can basically be sup-
ported by available services. Furthermore, they can discuss how this conceptual ser-
vice, respectively which conceptual service functions, would concretely be used 
within each business activity. Hence, they can check the applicability of each service 
and make remarks on whether adaptations or extensions are needed.  

As the IS supplier is interested in achieving as much reuse of existing services as 
possible, the following resolution strategy is applied when no conceptual service can 
be annotated to a business activity or when a conceptual service function is missing 
that would be needed to perform an activity. First, the IS supplier checks whether the 
required functionality is provided by another conceptual service, maybe even in a 
service framework belonging to another domain. If no appropriate functionality is 
found, IS supplier and stakeholder cooperatively discuss whether the activity (or even 
the entire process) could be changed in a way that existing services can be used but 
the goal of the activity / process is fulfilled nevertheless. Only if this is not possible, 
must new services be defined or existing services modified (6). In this way, missing 
functionality that cannot be solved by the existing services can be revealed early and 
can be prepared for future usage (SORE task (3)) [14]. 

C onceputal services for
incidentmanagement

 

Fig. 5. Framework of identified conceptual services in SoKNOS 
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After these cooperative steps, the IS supplier elaborates the solution idea (7) by re-
solving the conceptual services, i.e., they develop a prototype. Then, a coherent IS 
concept is presented to the customer to get feedback (8) and make final adaptations, if 
necessary. This feedback from stakeholders who are affected by the discussed 
changes is very important. By getting feedback, the IS supplier can get an impression 
of whether his ideas are on the right track and are considered helpful for the organiza-
tion’s intended purpose. Depending on the feedback result, step 5 or step 7 of the 
method has to be repeated. 

5   Preliminary Experience 

The first experience with SORE in general, and the method described in this paper in 
particular, was made in the German research project “SoKNOS”. The main goal of 
“SoKNOS” is to optimize the workflows within but also between public safety or-
ganizations in case of major incidents such as natural disasters by means of  
service-oriented technology. 

During the first phase of the project, we elicited representative processes with sce-
narios, and, using our method for service derivation (SORE task (3)) described in 
[14], we derived a set of conceptual services that were used as input for developing 
the real technical services (“development for reuse”). Despite the fact that we were 
looking at a very large and fuzzy-bounded application domain, we were able to derive 
a manageable number of conceptual services in this way (see Fig. 5). 

Then, during the second phase of the project, the aim was to evaluate the appropri-
ateness of the developed service landscape for the purpose of “development with 
reuse”, i.e., to check whether the developed services were sufficient for addressing the 
needs of as many organizations as possible. In order to perform this evaluation, we 
applied the method described in this paper several times with stakeholders from rep-
resentative public safety organizations such as fire departments, and police organiza-
tions, which had not yet been involved in the first project phase.  

After identifying a scenario about handling a large amount of injured people that 
was assessed as a very challenging scenario by the involved stakeholders, we started 
with the analysis of the currently foreseen reaction (business processes) to this  
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scenario. By using our method, we quickly came up with a corresponding business 
process model and could easily analyze unsatisfied goals, constraints, and possible 
problems to get a first impression of which conceptual services might provide signifi-
cant support. After that, we presented the “incident management”-specific service 
framework (just like in Fig. 5) to the stakeholders, and we briefly explained each 
conceptual service one by one. We went through the whole scenario and annotated 
cooperatively the business processes with our conceptual services (see Fig. 6 (left) for 
an example using our own extension of EPC [23]).  

After this annotation, we discussed each activity of the process with the stake-
holders and how the functions of the conceptual services are actually used (see Fig. 6 
(right) for an example) in order to perform the activity. When a certain function was 
still missing, we looked at another service to see whether the required functionality 
was included there, or we discussed whether the process could be modified in such a 
way that the existing services fit. Of course, as we were still in an early phase of a 
research project, a couple of functions were still missing and could thus not be taken 
from the reuse infrastructure. With regard to the evaluation of our method, however, 
we experienced the method as beneficial and learned the following lessons:  

(1) We were able to communicate with the stakeholders in a predefined scope (concep-
tual services), which helped us to guide the business process design as far as possible 
towards reusable functionality. Thus, functionality that had already existed could ac-
tually be reused. Our hypothesis for future evaluations is therefore that this method 
leads to a higher degree of reuse in subsequent development phases, respectively to 
less effort when achieving a similar degree of reuse, compared to other approaches 
that propose to first refine a business process and then annotate services.  

(2) The stakeholders appreciated the expression of service functionality in their do-
main terms using the conceptual services. Therefore, the stakeholders were en-
abled to abstract from detailed requirements such as user interface issues, etc. and 
could focus on their essential business needs. Thus, the complex phase of re-
quirements analysis could be simplified (just business process design), which 
streamlined the entire requirements process. Furthermore, the abstraction from 
detailed requirements prevented the stakeholders from posing requirements that 
were too restrictive.  

(3) We were able to easily identify whether the required functionality within the 
stakeholder’s processes was already available in the service infrastructure, or 
whether new functionality had to be added. Therefore, we could use the method 
for systematically identifying deltas in the reuse infrastructure. Of course, a com-
plete and systematic elicitation of reusable functionality cannot be performed this 
way and rather requires the approach described in [14].  

(4) We were able to adhere to the real business processes and did not need to intro-
duce reference business processes in order to achieve reuse. We think that this is 
a significant advantage over other reuse approaches, especially in domains that 
require support for rather ad-hoc processes than predictable production processes. 
This is also the case in the incident management domain. 

(5) We experienced that the degree of technical innovation is very limited when the 
aim is to develop in a reuse-based manner. However, innovation and creativity 
are also quite important in “development with reuse” because solving unforeseen 
problems with a given reuse infrastructure is challenging. So far, we do not have 
systematic support for this aim.  
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6   Related Work 

Reuse in the information systems domain can basically take place at any level of 
abstraction. In IS-COTS products such as ERP systems, reuse is typically achieved on 
the level of entire business processes through the configuration of predefined refer-
ence models [22]. Approaches aiming to apply product line engineering to the busi-
ness process context also choose a similar approach, e.g., [8]. These approaches  
extend variant-rich reference processes with decision models and thereby allow an 
automatic instantiation of business processes and their implementations. However, 
due to the enormous process variety in today’s organizations and the attempt to keep 
individuality in the way of work, the proactive prediction of all process variants to be 
supported is nearly impossible [5] and also not manageable through scoping [24], 
except for specific domains.  

The level of business activities is therefore another level on which reuse can be ap-
plied and has basically already been part of the ARIS framework [18], for instance. 
Indeed, reuse at this level allows defining flexible business processes, as the order of 
activities is not predefined. However, this approach also has some shortcomings. 
First, how an activity is performed is already predefined (probably with certain vari-
ants, e.g., use case variants [25]). Second, we experienced in trials with such a reuse 
approach that it is more time-consuming and challenging for business people to click 
their way to a process while scrolling through an activity repository than frankly 
modeling a process using their own terminology and mapping this process to existing 
components afterwards.  

The third level is the level of business functions (e.g., service functions) and is also 
the level basically addressed by SOA [4]. This level provides the highest flexibility in 
building business process applications but generally requires the most effort for refin-
ing requirements into an executable solution. However, as far as we can tell, most 
approaches in this area, including those proposed by leading BPM/SOA solution 
vendors (see, for instance, [17]), share two main shortcomings. First, they require 
specifying the business processes on a very low level of abstraction, as otherwise an 
annotation of the real service functions is not possible. This, of course, leads to an 
enormous complexity of process models and the service infrastructure, as no appro-
priate means for abstraction exist. Second, most SOA approaches are based on the 
assumption that an organization’s IT infrastructure has been decomposed completely 
in a service-oriented way and that thus all required services are either actually avail-
able or very easy to (re)develop. As a consequence, most approaches still propose a 
pure top-down approach, i.e., a specification of business processes without reconcilia-
tion between the resulting requirements and service capabilities. While this might 
work in an in-house scenario, it is hard to apply in settings where IS supplier and IS 
users are two independent organizations with different strategies. 

To cope with this reconciliation problem, only some initial work exists. [19] for in-
stance, propose intentional services based on the MAP formalism to match high-level 
business requirements with service functionality. However, even though this approach 
provides a clear algorithm on how to match both views, we consider the required 
specification effort and the notations used not justified for a lightweight communica-
tion of IT capabilities.  
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Approaches from COTS-based requirements engineering (see [20] for a compre-
hensive overview) aim at matching high-level requirements in terms of goals with 
product features to find the “best matching” product. Our approach shares the idea 
that the requirements should remain on a high level of abstraction in order to prevent 
restrictions that are too severe. However, we are convinced that goals alone are not 
sufficient and that the detailed way of work must also be known. [21] is probably the 
first reference that introduces the notion of domain services as an encapsulating 
means to mediate between business requirements and the capabilities of real technical 
services without the need to predefine the process flows in which the services are 
used. Even though this idea is quite similar to our notion of conceptual services, [21] 
gives no guidance on how the domain services are to be used for the actual reconcilia-
tion process between business needs and service capabilities. In this regard, our pro-
posed method is strongly influenced by the key concepts of [2], who also aim at using 
a framework of abstract components and a collaborative method for improving and 
defining new processes. The differences between this approach and the approach 
presented in this paper are the context (requirements engineering process improve-
ment vs. business process evolution) and the fact that [2] consciously avoid explicit 
modeling of processes. 

7   Conclusion and Outlook 

Available IT is not only an enabler but also a constraint for business process design. 
In this paper, we presented an approach for IT capability-based business process de-
sign. The novelty of our approach lies in the fact that we embed reuse capabilities in 
terms of conceptual services into a systematic process for business process design and 
thereby allow achieving a high degree of reuse in an early phase already. Even though 
we have not been able yet to evaluate our approach in a controlled experiment, the 
case study experience confirms that we are on the right track with our approach.  

Our hypothesis to be checked in a next step is that this approach leads to a higher 
degree of reuse when developing IS, respectively to less effort for a similar degree of 
reuse, compared to other approaches that propose to first refine business processes 
and to annotate services afterwards. Of course, the success of our proposed method 
also depends on the quality and completeness of the underlying service framework, 
and the involvement of the right stakeholders. Furthermore, our method is still limited 
to mid-term or long-term business process evolution and not applicable for short-time 
or even run-time adaptations. Besides the need to discuss the business processes with 
a group of people, also the degree of automated transition between conceptual ser-
vices and real implementations influences the addressable time scope. So far, there is 
only a conceptual link requiring developers still to manually map the conceptual  
services within a business process model to an executable description.  

Besides this weakness, we have to elaborate the method into a complete require-
ments engineering approach that goes beyond the activity of business process design. 
As we have shown in [6], non-process requirements, such as interoperability with 
already existing systems, must not be forgotten. In another project, we are therefore 
trying to integrate our approach with an engineering approach for a system of sys-
tems. In this project, the conceptual service functions incorporated into the business 
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process models are used to customize each single system with the overall system. 
Thus, we plan to combine a rather workflow-oriented system development approach 
with a highly automated product derivation approach. Furthermore, we plan to  
investigate how development for reuse can also benefit from creativity techniques. 
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Abstract. Service selection involves the use of well-defined criteria such
as Quality of Service (QoS) metrics to optimally select services for busi-
ness processes. However in some cases, the service capabilities being
accessed require non-trivial protocols for accessing them. When the pro-
tocol of a selected service is incompatible with the process, a lifecycle
transition is triggered from operation and evaluation phase to the design
phase of the process lifecycle. Such transitions can be expensive in terms
of the technical and organisational resources required. In this paper,
we introduce a conceptual framework for minimising such transitions in
the process lifecycle by considering the relative protocol compatitbility
between candidate services.

Keywords: business process, soa, web services, qos, process lifecycle.

1 Introduction

The web services paradigm enables an organisation to implement business pro-
cesses by orchestrating existing services, some of which may be provided by
external organisations. In order for a process to access a capability provided by
a web service, the process needs to be aware of the existence of the web service.
This is typically achieved by executing queries on service registries or by using
other means of web service discovery. Here, we consider a capability to repre-
sent a set of functions that an organisation is able to realise by deploying some
technical and/or organisational resources.

A registry holds two types of descriptions for web services - abstract and
concrete service descriptions. The abstract service description (ASD) is called
the interface and it contains information about the capabilities that are provided
by any implementation of the service, whereas a concrete service description
(CSD) describes an implementation of a web service by a concrete agent – that
is a software or hardware that actually sends and receives messages. A concrete
agent is owned by a service provider [1].

To implement a business process that accesses externally provided capabilities
through web services, the following activities are usually carried out:

Initiation and Analysis. The process is analysed to determine which of the
required capabilities should be outsourced to external agents. In a loan
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process example, a simple choice could be to outsource credit rating checks
to a third party credit management agency.

Discovery. For each outsourced capability, the user performs searches in one
or more service registries (possibly through a broker), and obtains a list of
provider agents for the required capability. This is referred to as functional
matchmaking, since the results returned by the search are expected to include
only those service provider agents claiming to provide an implementation of
the required capability.

Selection. A set of non-functional properties is then used to rank the iden-
tified provider agents with the objective of selecting one for each required
capability. Quality of Service (QoS) metrics are the most common type of
non-functional properties used for service selection.

Monitoring. Where possible, metrics are collected during the execution of each
process instance, for the non-functional properties that were used during
the selection process. These actual metrics can be compared with expecta-
tions, and the results of such comparisons can potentially provide feedback to
future selection processes.

Figure 1 shows the traditional business process lifecycle. The lifecycle phases in
which the above activities are carried out are shown in Table 1. The initiation and
analysis activity is obviously carried out during the design phase of the lifecycle,
while discovery and selection can take place at any point in the process lifecycle,
although at least one discovery activity must precede service selection. Further-
more, it is possible that after the first discovery activity for all the services in a pro-
cess, subsequent discovery activities can occur independently of analysis and/or
selection activities e.g. to routinely find new services that provide better QoS than
the ones being used for currently running process instances. Any service selection
activity after the initial one could potentially use the collection of services that
have been discovered as at the last discovery activity.

Fig. 1. Traditional business process lifecycle[2]
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Table 1. Service Selection Activities in the Process Lifecycle

Activity/Phase Design Deployment Operation and Evaluation
Initiation and Analysis +
Discovery + + +
Selection + + +
Monitoring +

During the operation/evaluation phase of the process lifecycle, different in-
stances of the process are instantiated, executed and then terminated. Each in-
stance of the process can be associated with a particular context, which defines
the criteria for determining the most appropriate set of service implementations
that can be used by the process instance. For example, an instance of a loan
process that is currently processing an application from a customer in the UK,
will require a credit rating service that can provide rating for UK-based cus-
tomers. This means that for a given process, several selection activities may be
required for different contexts during the operation / evaluation phase. When a
new service selection activity is carried out, two types of changes can occur:

1. A new CSD is selected from the list of available CSDs (which represent
concrete service implementations) that are based on the same ASD.

2. A new CSD is selected from the list of available CSDs that are based on
different but functionally equivalent ASDs

The first type of change does not require any transition in the process lifecycle.
In fact, the idea of dynamic service binding makes it easy to bind a new service
implementation to a new instance of a business process [3]. However in the second
type, this is not always the case. If the differences in the ASDs are data structure
related, then it may be possible to apply semantic techniques to reconcile and
perform automatic data transformations [4]. On the other hand, if the differences
are behavioural (i.e. incompatible protocols), then a lifecycle transition is often
necessary to resolve the differences. This is because business process models
are structurally constrained by the behavioural protocols with which they are
expected to interact with other services (or systems).

For example, consider a procurement process that requires the capability to
electronically order books for a school. The following lists the protocols associ-
ated with a set of three different capability definitions in a registry. Here the
construct b-s(m) is read as buyer sends message of type m to seller ; a comma
is used for sequencing and | implies concurrency.

– def 1: b − s(order), s − b(invoice), b − s(payment, shipAddr), s − b(delivery)
– def 2: b−s(order), s−b(invoice), b−s(commitment, shipAddr), [s−b(delivery)|b−

s(payment)]

– def 3: b−s(order, shipAddr), s−b(invoice), b−s(commitment), [s−b(delivery), b−
s(deliveryConfirmation)|b − s(payment), s − b(paymentConfirmation)]
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Let us assume that process is designed to interact with service implementa-
tions based on def 1. Dynamic service selection can potentially identify candi-
dates that implement the other two protocols. It is fairly easy to observe that
if any of such is selected, the process will likely encounter an error after the
message exchange s − b(invoice) takes place except the process is modified to
accommodate the behavioural differences.

In this paper, we examine how dynamic web service selection can act as a
driver of business process development. Specifically, we examine how it affects
the transition between the operation/evaluation phase to the design phase of
the process lifecycle. We then discuss how the notion of a relative compatibility
metric can be applied during service selection in addition to traditional QoS
metrics (e.g. cost and availability). to reduce the number of induced lifecycle
transitions.

The rest of this paper is structured as follows: In Section 2, we briefly intro-
duce the service selection problem and discuss related work. Section 3 discusses
the different types of change that may occur within the context of service se-
lection, and how they affect the transitions in the process lifecycle. Section 4
outlines our approach to service selection based on the concept of relative proto-
col compatibility. In Section 5, we describe the limitations of the work presented,
and summarise the contributions of the paper in Section 6.

2 Related Work

During the discovery phase, a set of service agents with descriptions that match
the required functional criteria are identified by web service discovery engines
[4]. However, it is possible for the list of agents matched solely on the basis of
functional compatibility to grow very large over time. As a result, it is often useful
to be able to filter and rank these agents based on non-functional properties as
well (e.g. QoS metrics).

A number of service selection approaches have been proposed in the literature.
In [5], the authors describe an approach to service selection by modelling the
problem as a constraint satisfaction optimisation problem. They define a notion
of conformance that indicates whether the requirements of a requester expressed
as constraints on QoS metrics is satisfied by a provider based on the constraints
on the QoS metrics supplied by the provider. The notion of confomance was
refined in [6] to accommodate cases where the worst solution offered by a provider
for a particular QoS metric exceeds the upper bound of the request for the same
metric. In [7,8], the authors present heuristic algorithms for service selection. In
particular, a set of aggregation methods for different categories of QoS metrics
which can be used to determine the utility of a set of service selections was
introduced in [7].

The research above and most of the others in the literature[9,10] describe
approaches to service selection optimisation with support for end-to-end con-
straints on QoS metrics. However, they do not consider the situation where the
invocation of a single service requires more than a single RPC-style service in-
vocation. The work in [11] began to address that concern by introducing an
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approach to selection optimisation that abstracted from the activities of the
process. It considered service capabilities as the unit of selection that may be
accessed within the process by non-contiguous process activities according to a
pre-defined protocol. However, it made a simplifying assumption that all can-
didates for a particular service capability implemented the same protocol. As
explained in Section 3, this assumption may not always hold in an open and
distributed environment such as the Internet.

There have also been various approaches in the literature for matchmaking
web services based on the bevavioural properties of web services where the pro-
tocols may not exactly be the same [12,13]. However, they have mainly focused
on verification and compatibility checking and do not address the issues that
arise with regard to the lifecycle transitions that may take place as a result of
matching and selecting such services. Furthermore, the relationship between QoS
metrics used for traditional service selection and the differences in behavioural
protocols have not been studied.

3 Service Selection and Lifecycle Transitions

A business process invokes a web service implementation using an interaction
protocol, which may be trivial or complex. The protocol defines the legal set of
message exchange sequences that may take place between the process and the
service provider. Considering the open nature of the Internet, it is reasonable to
expect that not all the candidate service implementations discovered for a service
capability will implement the same message exchange protocol (i.e. reference
the same abstract service description). In fact, a look at some public service
registries1 indicate that most service providers supply their own ASDs along
with their CSDs.

In view of the above, we identify the following drivers, which may easily induce
transitions between the operation/evaluation and the design phases of a business
process implementation.

Performance. In the monitoring activity, which takes place after service selec-
tion, metrics are collected and aggregated in various ways to evaluate key
performance indicators for the selected services. If the actual QoS perfor-
mance of a selected service does not measure up to expectation, then its
chances of being selected in subsequent selection activities may be lower. As
a result, there is a chance that a new service, which uses a different protocol
may be selected. In such a case, the process may need structural adjustments
in order to be able to safely interact with the new service implementation.

Context Senstive Selection. As mentioned earlier, one or more process in-
stances can be associated with a context, which defines the actual set of
candidate services that may be selected for each required service capability.
Consequently, different services may be selected for the same service capabil-
ity for different instances of the same process. Under such circumstances, it

1 E.g. http://www.seekda.com, http://www.xmethods.com

http://www.seekda.com
http://www.xmethods.com
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is possible for the protocol associated with a selected service for one process
instance to be different from the protocol associated with the selection for
another instance.

New Protocols. The availability of new access protocols for service capabil-
ities already being used in a process may cause a transition from the op-
eration/evaluation phase to the design phase. For example, if the protocol
for accessing a particular service capability is defined by an industry consor-
tium (e.g. RosettaNet Partner Information Processes [14]), then an upgrade
to the protocol might trigger updates by existing service providers to their
service implementations. In subsequent discovery and selection activities, se-
lecting such providers may require a transition to the design phase in order
to support the new message exchange protocol.

One way of avoiding these transitions is to initially filter candidate services
based on strict behavioural compatibility [15], and only make QoS-based selec-
tions from that pool. This means that only candidates that implement the exact
protocol for which the process was designed to interact can be selected. How-
ever, this can result in very small set of candidates per service capability from
which to choose. Furthermore, candidates with much better QoS may not even
be shortlisted.

To take advantage of a larger pool of functionally compatible service can-
didates, any issues in behavioural compatibility has to be resolved. This often
involves modifying the process structure to accommodate necessary changes or
even creating multiple variants of the process structure to deal with the different
services. The transitions induced by these drivers can cause significant overhead
in terms of the technical and organisational resources needed to achieve them.
As a result, methods are required to minimise the number of lifecycle transitions
that take place due to service selection activities.

4 Relative Protocol Compatibility Based Selection

The approach outlined in this section is based on the concept of mediators[16]
(also called adapters in [17,18]). A mediator enables a process, which is designed
to use access a service using a certain protocol to access other functionally equiv-
alent services using a different protocol. Although the use of a mediator can pre-
vent the need to modify the definition of the original processs, the construction
of a mediator is not always automatic. Often, human intervention is required to
support the generation of a semantically correct mediator. Furthermore, recall
that multiple instances of a process may be active at the same time, and dynamic
service selection makes it possible to select different candidate services with dif-
ferent protocols for different instances. Consequently, it is of utmost interest to
minimise the number of mediators that are created during the operational phase
of the process lifecycle. To achieve this goal, we propose the design of mediators
based on two principles:

– A candidate service that requires a mediator is only selected if its QoS is
substantially better than the QoS of another candidate service, for which a
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mediator is not required or already exists. This helps to ensure that medi-
ators are not constructed for candidate services that provide only marginal
QoS improvements.

– The relationships between the behavioural properties of candidate services
are taken into consideration when creating mediators. This helps to ensure
that when possible, a single mediator can be constructed such that it sup-
ports multiple instead of just one of the protocols used by candidate services.

Let a business process BP be required to realise n capabilities C = {c1, · · · , cn}
by accessing a set of web services. For each service capability ci, we identify
three sets of candidate services: 1) the set of candidates that do not require
mediation, 2) candidates that require mediation but a mediator already exists
in a repository (e.g. based on previous selection), and 3) candidates for which
mediators are not yet constructed. We denote the first two groups of candidates
as K0

i , and the third group as K1
i . The set of all candidates for ci is the union

Ki = K0
i ∪ K1

i .
Traditional QoS-based service selection results in the selection of a candidate

k ∈ Ki for each selection context. If k ∈ K0
i , then an existing mediator is used

to interact with the service. However, if k is in K1
i , then a mediator needs to be

constructed. Sometimes, the difference in QoS between the selected candidate
and another candidate in K0

i can be too small to justify the “notional cost”
of creating and maintaining a mediator for the candidate service. In order to
adhere to the first principle above, we introduce an additional weighted metric
for service selection, which is termed relative compatibility metric and is based
on the notion of behavioural compatibility. The weight assigned to this metric
will enable the user to indicate how much the degree to which the notional cost
of constructing and maintaining a mediator for a candidate service impacts on
its suitability relative to the other candidates.

Given a process and the protocol used by a candidate service, the notional
cost of creating and maintaining a mediator can be determined by considering
a variety of factors e.g.:

– The structural complexity of the expected mediator, which may have some
effects on the organisational maintainance cost.

– The syntatic / structural gap, which can be expressed in terms of the number
of change operations needed to enable the process interact with a service that
implements the protocol (e.g. graph edit distance [19,13]).

– The semantic gap (i.e. unresolvable differences between the message types
used in the process and the protocol).

– The concessions required policy-wise. e.g. using a protocol that requires pay-
ment before delivery, when the policy of the business requires delivery before
payment.

Admittedly, automatically determining a quantification for some of the factors
above may not be trivial. However, a good start would be to use those that can
be automatically determined such as the syntatic and semantic gaps.

The result of using this metric is that depending on the weight (or priority)
assigned to the metric, a user can ensure that a candidate service that requires
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mediation is selected only if it provide substantially significant QoS for the par-
ticular selection context. This ultimately leads to a reduction in the number of
intermittent lifecycle transitions that arise as a result of dynamic web service
selection.

Assuming that a candidate service km, which requires mediation is selected,
we can construct a mediator that exploits the relationships between the protocol
associated with the candidate and protocols of other candidates in K1

i . The idea
is to construct the least costly mediator that enables the process interact with
the largest number of other protocols. Where possible, this leads to the situation
where candidate services implementing these protocols will all be part of K0

i in
subsequent service selection activities. Let Pi represent the set of protocols for
all kj ∈ K1

i , where Pij ∈ Pi refers to the protocol associated with candidate kj .

Definition 1 (Protocol Refinement). A protocol Pik is considered a refine-
ment of another protocol Pij for the same capability ci, if a process that can
access ci using Pik can also access ci using Pij up to name substitution.

Definition 2 (Horizontal Protocol Compatibility). For a service capabil-
ity ci, two protocols Pij and Pik are horizontally compatible with respect to a
process if a mediator M can be designed such that through M , the process can
interact safely with two different services that implement protocols Pij and Pik

respectively. M can be considered to be a trivial mediator if either Pik or Pij is
a refinement of the other.

Note that horizontal protocol compatibility is defined within the context of the
behavioural interface of the process. For any protocol Pij ∈ Pi, let Hij ⊆ Pi be
the set of the protocols to which Pij is horizontally compatible. This means that
we can construct a mediator Mp for any set of protocols p ∈ 2Hij . Each Mp is as-
sociated with a ‘notional cost’ as described earlier and the number of protocols in
p, denoted |p|. We can then associate this two parameters with weights and make
a selection using the same standard techniques for service selection optimisation
based on weighted metrics[11]. The result is the selection of an optimal media-
tor to be constructed. The parts of the mediator that can be auto-generated are
then generated, after which a user can complete the specification. The mediator
is then stored in a mediator repository. In subsequent service selection activities,
candidates implementing the protocols in p will then be classified under K0

i . As
a result the subseqent selection of any candidate that implements a protocol in
p will not trigger any lifecycle transition.

5 Limitations and Future Work

The approach described in this paper is currently a work-in-progress and a pro-
totype is being developed to enable a comprehensive evaluation of the approach.
Furthermore, there are a number of issues that are still yet to be addressed.
For example in some cases, the use of a protocol to access a particular service
capability within a process might have an impact on the use of another pro-
tocol for accessing another service capability within the same process (e.g. in
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the case of direct or indirect data dependencies between the message exchange
protocols). Under such circumstances, a change to the protocol for accessing the
first capability through mediation may require some changes in how the process
interacts with the second service. Here, it is important to ensure that any such
changes does not require the process to violate the protocol for accessing the
second service. We term this notion of compatibility between the protocol for
the first service and that of the second service as vertical compatibility.

If changes have to be made to the aspects of the process that deals with
other services as a result of selecting a candidate service for a capability, then
a quantification of those changes (whether automatic or semi-automatic) may
be used as a factor that contributes to the relative compatibility metric that
was introduced earlier. Also, we are interested in how the concept of worklets as
introduced in [20] can be used to represent configurable mediators that support
more than one protocol.

6 Conclusion

In this paper, we have outlined an approach to service selection that minimises
intermittent lifecycle transitions for a business process, which uses web services
that require arbitrarily complex interaction protocols. The approach introduces
a new selection metric known as the relative compatibility metric, which is based
on the behavioural properties of candidate services. It also introduces the con-
cept of horizontal compatibility between candidate services, which is used to
minimise the number of mediators that are constructed, while maximising their
mediating capabilities. By assigning an adequate priority for the metric as a
selection criterion, a user can potentially reduce the number of explicit lifecycle
transitions that arise as a result of dynamic web service selections thus reducing
the operational and maintainance cost of agile business processes.
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Abstract. Business rules guide the operation of an organization, thus its docu-
mentation provides an important source of information both for developing 
technological solutions (information systems, databases)and for evaluating in-
formation systems implementations. Despite its importance, manual creation 
and maintenance of business rule documentation is very costly, and practically 
infeasible in complex organizations. This paper describes a method for discov-
ering business rules from the information systems event logs, through the use of 
process mining and data mining techniques. We exemplify the method execu-
tion to discover two selected sub-types of business rules, namely condition  
action assertions and authorization action assertions.  

Keywords: Business Rules, Process Mining, Data Mining, Classification. 

1   Introduction 

Business rules play a key role in organizing daily activities, both in business and in 
scientific environments [13], because they determine how the activities should be 
executed to maintain the organization structure, thus influencing the organization as a 
whole [14]. Business rules also comprise essential information to the business models 
[6]. Under the focus of computing, the business rules are important input for concep-
tual modeling during the requirements elicitation phase for information systems de-
velopment, where it is necessary to study the domain, i.e., understand and represent 
the automation context. Business rules are responsible for defining the concepts of 
domain, how these concepts can be related to each other, and regulate how various 
systems of an organization should handle the data sources they use. 

According to Ross [18] [19], there must be a single, unified conceptual representa-
tion of current business rules. Despite its importance, many organizations do not have 
their business rules documented due to several factors, such as difficulty in formaliz-
ing them, high cost of documentation maintenance, and the existence of legacy sys-
tems implementing a large number of rules which are difficult to be extracted [6][18]. 
It is therefore important to develop automated mechanisms for discovering those 
business rules, extracting the rules actually implemented in information systems  
(“as-is” rules) and representing them in business rules models which are easy to  
understand and analyze.  
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The automatic constructed business rules models provide business analysts with a 
very insightful representation of actual rules implemented in the organization systems, 
and allow the assessment of those systems according to the functionalities they sup-
port, enabling the identification of gaps between intended business rules and those 
effectively implemented by IT supporting systems.  

This paper presents a method for business rules discovery [28] from information 
systems event logs. Two selected sub-types of rules are examined: condition action 
assertion and authorization action assertion [7], which serve, respectively, to control 
the execution of an action in accordance with business restrictions and to limit the 
execution of some activity in accordance with who can run it.  

Section 2 discusses the business rules concepts and exposes the adopted taxonomy 
in this study. Section 3 explains concepts related to process and data mining.  
Section 4 describes the method for discovering business rules and present two tech-
niques for business rules discovery. Finally, Section 5 concludes the paper and  
describes future work. 

2   Business Rules 

The documentation of the procedures and concepts related to an organization is re-
cently gaining more importance and attention. In this context, Business Rules are es-
sential. In general, business rules should be specified by domain experts to define the 
structure, control or influence business conduction [7], thus assuring that information 
structures are adequate and facilitating decision making processes [22]. 

Following Ross’s definition [18], a Business Rule is a guideline to influence or 
guide the conduct of business, a sentence that defines or qualifies any aspect of busi-
ness, representing the knowledge of experts [7] [18]. Thus, they accumulate all the 
knowledge of the business built during time and by persons highly involved with it, 
making the rules a major structural and intellectual asset for organizations and creat-
ing the need for formal documentation to effectively make them a source of organiza-
tional knowledge dissemination and strengthen standard and efficient business  
processing by professionals [13].  

Business Rules, from the IT perspective, can be seen as priority requirements for 
the development of applications to support the business; they tend to ensure that the 
objectives of the organization are aligned to the systems [13]. However, business 
rules must be generated without the involvement of IT professionals [5] and shall be 
represented in natural language so that they can be understood by everyone within the 
business scope. Current research is being conducted in order to formalize business 
rules so that the stored knowledge can be used for implementing automated processes 
and inferences [29] [36]. 

2.1   Business Rules Taxonomy 

There are several initiatives to organize and classify business rules, but there is no 
universal standard. The classification used in our research is proposed by the Business 
Rule Group [7]. They present a taxonomy that classifies a business rule in one of 3 
types: Structural Assertion, Action Assertion and Derivation (Figure 1). 
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Fig. 1. Classification of business rules (Business Rule Group [7]) 

An action Assertion is a restriction or condition that limits or controls the activities 
in the organization, that is, the dynamics of the business. Action assertions may be 
classified as Integrity Constraint, Authorization and Condition. The two last are the 
focus of this paper.  

An authorization action assertion restricts who is allowed to perform a certain ac-
tion. Examples of authorization action assertions are: 

Only teacher can approve student. 
Only registered students can perform test.  

A condition action assertion serves to restrict the existence of certain business rules 
according to the application of others, or according to pre-existing conditions. Exam-
ples of a condition action assertion is: 

Student registration is accomplished if:  
I. Student has documents; and 
II. Student had paid the registration;  

2.2   Business Rules Representation Languages  

Recently, the OMG (Object Management Group) [37] adopted Semantics of Business 
Vocabulary and Business Rules (SBVR) as the standard language for representing 
business rules [29]. The SBVR meta-model allows business professionals to describe 
the organizational policies and rules in a clear, unambiguous and easily convertible to 
other representations. The SBVR is a MOF (Metadata Object Facility) [31]-compliant 
meta-model for the specification of business rules by business people with vocabulary 
based on XMI [32]. It enables interoperability of rules and vocabularies among soft-
ware tools that handle business rules. An example of rule in SBVR can be seen below 
(words in bold are SBVR keywords): 

It is obligatory that Payment_order has customer. 

3   Data Mining 

Data mining (DM) is at the heart of all knowledge discovery approaches in large 
volumes of data, being an essential step in the knowledge discovery in databases 
(KDD) process [8]. Diverse types of patterns can be found through the application of 
different types of DM analysis, such as association analysis, cluster analysis and  
classification [38]. In the present work, we focus on the task of classification. 
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3.1   Classification 

Classification is the process of searching for a set of models (functions) that describe 
and distinguish classes or concepts in terms of known object characteristics. The re-
sulted model is used to predict the class of objects that have not yet been classified 
[38]. The model is constructed based on prior analysis of a sample dataset (training 
data) containing objects with known classifications, and evaluated against a test data-
set with distinct objects from the training dataset. For example, suppose a scenario 
where a sales manager is interested in discovering if a customer is a "good buyer" or 
"bad buyer", that is, which customers may be classified in status = “good buyer” and 
status = “bad buyer”. The status attribute is called the class label attribute [38], 
which essentially represents the information to be discovered. A possible output from 
the classification task is a model including the following rule: “Customers with an 
income less than US$ 2,000 and aged between 50 and 60 are bad buyers”.  

The classification process is divided into two stages:  

• Creating the classification model: uses a dataset called a "training database" 
which is a subset of the database to be evaluated, to create a model according 
to the available information;  

• Verifying the model: uses another dataset, which is a subset of the database to 
be evaluated with no intersection 1with the training database, which is called 
the “test database", where the model found is tested to assess its quality. 

3.2   Process Mining 

Traditionally, KDD techniques have been used to identify new, valid, potentially 
useful and understandable patterns in data [8]. And, more recently, the approach of 
processes mining has been exploited in many studies for extracting information from 
event logs to capture the business process throughout its implementation [1] [2] [3] 
[11], trying to identify how the processes are actually implemented and run analysis 
on their data. The flow of mining processes can be seen in Figure 2. 

Process mining techniques assumes the existence of structured logs from informa-
tion systems to store relevant events for the business. This is the case of organizations 
that adopt BPMS or ERP (Enterprise Resource Planning) systems, that record all 
transactions [1] [2] [9]. These events are a good source of information and make it 
possible to discover business processes from log data. 

 

Fig. 2. Simplified flow of process mining 
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Developed by the Process Mining Group, the ProM (Process Mining Framework) 
[15] is an extensible framework that supports a wide variety of techniques for mining 
processes, implemented as plug-ins. This is an open source software and is used by 
several process mining approaches in the literature [2] [3] [11]. Our proposal is im-
plemented on top of the ProM infrastructure. Event logs in the ProM framework are 
represented using the Mxml (Mining XML) common format [39] [40]. 

4   A Process Mining Approach for Business Rules Discovery  

The proposed method for discovering business rules through process mining [28] 
consists of selecting and applying process mining techniques, and is implemented on 
top of the ProM framework infrastructure [15]. The method comprises the identifica-
tion of implemented business rules and their representation in SBVR. Each type of 
business rule requires a different subset of information to be present in the event log. 

The architecture shown in Figure 3 represents the proposal of this research. The in-
formation systems logs are captured and converted into Mxml. A technique of process 
or data mining is then applied on the logs, obtaining a set of rules that are then  
translated to SBVR [29]. 

4.1   Authorization Action Assertion Discovery 

Two business rules sub-types were selected to test and validate the proposed method; 
the first method application used the sub-type Authorization Action Assertion (cited 
in session 2.1). As a first step the information requirements in the event log for the 
extraction of this type of rule of business have been identified: 

• Name of the activity; 
• Identification of the activity performer; 
• Category of the performer (group access); 

This log should be converted to the format with the aid of the tool Mxml ProM Import 
[27], or to be developed plug-in for the specific format of the log. The discovery of 
 

 

Fig. 3. Architecture of the business rules model generation through log mining 
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such a rule was made through an analysis of which groups have held that activities 
[28], making it possible to find rules like:  

Only "Manager" and "Seller" can perform the activity "Register claim".  
Only "Cashier" can perform the activity "Record of payment."  
Only "Manager" can perform the activity "Archive complaint." 

For execution of this discovery, a plug-in for the ProM Framework was built. This 
plug-in loads the data and analyze the existing information in each execution. It iden-
tifies, for each existing activity in log, which categories of users (represented for the 
attribute group access) had executed instances of this activity. 

4.2   Condition Action Assertion Discovery 

The other business rules sub-type was selected to test and validate the proposed method, 
is the Condition Action Assertion (also cited in session 2.1). Condition action assertions, 
as explained in Section 2.1, restrict the existence of certain business rules according to 
the application of other ones, in other words, a particular rule will be valid for the busi-
ness when other rules are applied. In order to find such a rule it is necessary to record as 
much information as possible at the time each an event is executed in the business. This 
information is known as "attributes of context", and among them, there should be an 
attribute that indicates how the event was completed (status of the event). Figure 4 shows 
an example of context information to the activity “Approve credit” with emphasis in the 
attribute "CREDIT SITUATION" that indicates the status of the event. 

 

Fig. 4. Example of activity context attributes  

Through the analysis of the each attribute values contained in a set of executions of 
the event, it is possible to discover new information about the context attributes: a set 
of possible values (Figure 5). 

 

Fig. 5. Set of possible values for context attribute 
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Each set "context attribute" + "attribute value" represents a possible business rule 
that may have restricted its existence in accordance with the other attributes related to 
their context, when an analysis is made based on multiple instances of the activity. 
Through the analysis of this information, the following conclusion can be reached: 

"CREDIT SITUATION" is approved when:  
• "Form of Payment is Cash" or;  
• "Form of Payment is Check" and "Status of Client is Old Client."  

In this example we notice that the statements "Form of Payment is Cash," "Form of 
Payment is Check" and "Status of Client is Old Client" are conditions under which the 
statement "CREDIT SITUATION is approved" is true, i.e., there is a limitation for the 
context of the existence of this business rule. Analyzing the activity executions attrib-
utes makes possible to find this kind of business rules. 

4.2.1   Classification Problem Characterization 
As explained in Section 3.1, classification is the process of searching for a set of 
models (functions) that describe and distinguish classes or concepts. This definition 
fits to our necessity to find models that describe the existence of limitations by certain 
business rules. Furthermore, the classification process two sets of data (training and 
testing) can be represented as subsets of each activity instances execution to be ana-
lyzed, and besides, the classification attributes can be the context attributes. 

4.2.2   Step by Step of the Condition Action Assertion Discovery 
According to the method for business rules discovery using process mining [28], it is 
being developed a plug-in for ProM framework that searches for the data stored in an 
Mxml to perform the classification. The context attributes of each activity performed 
are grouped together and serve as a basis for the implementation of data mining (clas-
sification) for each activity. The following steps are implemented by plug-in: 

• Division of the Event Logs by Activity: The Mxml, input file format of the 
PROM, have a structure guided to workflow, bringing the sequence of dis-
tinct activities executed. The first executed step is to group the information 
by activity so that can be made a mining based on all the executions of one 
determined activity; 

• Analysis of the Context Attributes: In each activity, are identified the ex-
isting context attributes and the set of possible values for each attribute (for 
example, for the attribute sex, exist the values “Masculine” and “Feminine”). 
That is executed because was used the Weka library[41] of data mining for 
execution of classification algorithm, and the input file format for the execu-
tion of mining in this library (Arff [42]) demands that the information is  
organized in such a way; 

• Creation of Arff Files: On the basis in the division of the events for activity 
and in the result of the analysis of the context attributes, is created Arff files 
[42], one for each different activity. One arff file contains: listing of the at-
tributes with your specific domain and the set of values of the attributes for 
each execution; 
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• Mining Execution: Each context attribute is used as class label attribute [38] 
for execution of the data mining (classification). Numerical attributes are 
discarded because only text attributes are accepted as class label attribute for 
the algorithm; 

• Obtaining of the Rules Set: The rules are gotten through of the analysis of 
the decision trees returned by the classification algorithm; 

Rozinat and Aalst [20] identify Decision Points in process models through process 
mining. Decision points can be considered condition action assertions business rules, 
because they exhibit activities that are restricted by rules. However, this analysis is 
made only on the activities that have more than one successor activity, and analysis is 
always on the flow of activities. In our proposal, the assessment is made on the context 
attributes of each activity isolated, regardless its relationship with others of the flow. 

4.2.3   Evaluation of the Method Application 
To perform an evaluation of our proposal it was used the concept of automatic log 
generation through the tool CPNTools [25], that is a base model in the area of process 
mining [33] (Figure 6). This model was extended to add context information relevant 
to activities and guarantee the existence of such business rules in the workflow and 
thus, in a controlled environment, evaluate whether the rules that actually exist can be 
discovered through the application of this proposal. 

The activities "SendBill" and “CloseCase” from the workflow used as base had 
been changed to add the following context attributes to be recorded (Figure 7):  

• Role: indicates whether the profile of the activity executor is "role0", "role1" 
or "role2" (the activity "SendBill" should always de held by people with the 
profile "role0"); 

• Client_type: indicates whether the client is "Old_Client" or "New_Client";  
• Payment_Type: records the type of payment used ( "credit" or "money");  
• Amount: records the total amount of the transaction. The possible values are: 

"130", "210", "200", "145", "1000", "1250", "515", "3100", "350", "45", 
"10000", " 125 "," 3000 "," 180 "," 1450 "," 5050 "," 900 "," 1430 "," 1700 
"," 2000 "or" 5000 ";  

• Credit_Status (only for activity “SendBill”): records whether the status of the 
operation was "Approved" or "Disapproved." 

• Payment Status (only for activity “CloseCase”): records the status of the 
payment operation (“OK”, “Denied” or " Failure"); 

 

Fig. 6. Extract of the base process used as example [25] 
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Fig. 7. First extract of the process changed to evaluate the method 

• Delivery_released (only for activity “CloseCase”): records the status of 
product delivery, through values “YES” and “NO”; 

While the values of the context attributes "Client_type", "Payment_Type" and 
"Amount" are randomly selected for each application flow, a function does the  
following to generate the check value of attribute "Credit_Status:  

fun IS_OK_CREDIT (client_type, payment_type) = 
if (client_type = "Old_Client") then "Approved" 
else  if payment_type = "cash" then "Approved"  

else "Disapproved"; 

The purpose of this formula is forcing that on all executions, only the former clients 
(client_type = "Old_Client") or new clients who make payment in cash (pay-
ment_type = "cash") will have the "Credit_Status" attribute with value "Approved". 
While the context attributes “Payment_Status” and “Delivery_released” possess its 
generated values in accordance with following the definitions: 

fun GET_PAYMENT_STATUS(paymentType, paymentStatus, 
 randomStatus) =  

if (payment_type = "money") then "OK";  
else (randomPaymentStatus); 

 
fun IS_DELIVERY_RELEASED(paymentStatus) =  

if paymentStatus = "OK" then "YES"      
else "NO"; 

The first formula makes with that “Payment_Status” always has value “OK” when the 
“Payment_Type” will be “money” and random value (inside of the attribute scope) 
when “Payment_type” to possess another value. And the last presented formula, 
makes with that whenever “Payment_Status” to assume the value “OK”, “Deliv-
ery_Release” assumes the value “YES”, in other cases this attribute assumes the value 
of “NO”. 

By forcing the existence of these rules over the executions of the workflow, it be-
comes feasible to assess whether it is possible to extract it from the log generated by 
the application. 

A Mxml was generated with more then 10000 event through the simulation result 
of workflow executions [33] and this log was submitted to the plug-in developed at 
ProM developed and generates a result containing the rules found by classifier  
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Fig. 8. Mining result for activities “SendBill” (a) and “CloseCase” (b) 

attribute used in each activity . For the activity "SendBill," which were added the 
context attributes and the rules described above, the result generated is shown in 
the decision tree on Figure 8a. The method could correctly identify the rule while 
recognizes the value of attribute "Credit_Status”, respecting the rule (cited above) 
that had the existence forced in the model generated in the CPNTools. And in the 
result of the method application for the activity “CloseCase” was possible to iden-
tify the rule presented in the Figure 8b, where was discovered the direct relation 
between the values of the attributes “Payment_status”, “payment_type” and  
“delivery_released”. 

5   Conclusions 

Business rules have a key role in organization of daily activities both in business and 
in scientific environments [13], because they determine how the organization should 
be guided to maintain its structure, to influence all aspects of it and to provide essen-
tial information to the business models and technology. The conceptual representation 
of business rules is important because it provides information source that facilitate the 
generation and maintenance of technological models, and explicit how the organiza-
tion works. In particular, condition action assertions rules are essential because they 
reflect limitations or controls on the rules in the organization; they ultimately restrict 
the existence of business rules in accordance with the existence of other business 
rules. But, despite its importance, many organizations do not have their business rules 
documented. It is therefore important to develop automated mechanisms to discover 
these rules. 

This work proposes a method for a process mining based approach for business 
rule discovery. The provided examples show the feasibility of our method in auto-
matically discovering condition action assertions and also authorization action asser-
tions. This enables a new and important form of attainment of information on organi-
zations business. 

Moreover, the proposed method may also be used to identify conduct deviations or 
frauds to the defined business rules, through the application of data mining algorithms 
specific for this purpose [35]. Future work will address this opportunity, as well as 
other types of business rules. 
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Abstract. Recently, several large companies have been involved in fi-
nancial scandals related to mismanagement, resulting in financial dam-
ages for their stockholders. In response, certifications and manuals for
best practices of governance were developed, and in some cases, tougher
federal laws were implemented (e.g. the Sarboness Oxley Act). Compa-
nies adhered to these changes adopting the best practices for corporate
governance by deploying Process Aware Information Systems (PAISs) to
automate their business processes. However, these companies demand a
rapid response to strategic changes, so the adoption of normative PAISs
may compromise their competitiveness. On one hand companies need
flexible PAISs for competitiveness reasons. On the other hand flexibility
may compromise security of system because users can execute tasks that
could result into violation of financial loses. In order to re-balance this
trade-off, we present in this work how ProM tools can support anomaly
detection in logs of PAIS. Besides, we present the results of the applica-
tion of our approach with a real case.

Keywords: Process mining, anomaly detection, auditing systems.

1 Introduction and Motivation

Management trends in the early 1990’s largely motivated the adoption of Process
Aware Information Systems (PAISs) by organizations [1]. The use of PAISs il-
lustrates a shift from data to process-oriented systems, which clearly separates
business process logic from application programs, facilitating redesign and exten-
sion of process models. Moreover, legal requirements are also motivating com-
panies to adopt PAISs and follow best practices of governance (e.g. COBIT,
Control Objectives for Information and related Technology) in order to support
the control of their business processes. For example, we can cite the Sarbanes-
Oxley Act, which is a United States federal law enacted in response to a number
of major corporate and accounting scandals (e.g. Enron and WorldCom).

Despite the automation provided by PAIS, the business process control of com-
petitive companies should not be supported by normative tools like a classical
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Fig. 1. Overview of our anomaly detection approach

production WMS (Workflow Management System). These companies demand
a flexible automation of their business processes, since they need to respond
rapidly to new market strategies or new business models. On the other hand, a
flexible system may be vulnerable to fraudulent or undesirable executions. These
considerations illustrate the trade off between flexibility and security. In other
words, the system should provide flexibility for competitiveness reasons, but it
also should avoid or identify misuse of system.

Therefore, there is clearly a demand for auditing systems, and buzzwords such
as BAM (Business Activity Monitoring), BOM (Business Operations Manage-
ment), and BPI (Business Process Intelligence) illustrate the interest of vendors
to support the monitoring and analysis of business activities [2]. Besides, the
spectacular growth of log data in the form of audit trails, transaction logs, and
data warehouses, and the requirement from a BPM (Business Process Man-
agement) perspective, have stimulated and enabled the development of process
mining techniques. The process mining is mainly concerned with the discov-
ery of process models from logs generated by information systems [3,4]. Recent
developments in the field of process mining have led to a renewed interest in
anomaly detection [5,6,7] and security issues [8]. Thus, this paper presents an ap-
proach to detect anomalous traces using available process mining tools of ProM
framework1.

Figure 1 provides an overview of our proposed approach which is organized
in five steps: (i) scoping, (ii) process discovery, (iii) filtering of fitting models,
(iv) model selection, and (v) splitting of log. The scoping phase is a domain
dependent step by applying some filters where instances and activities that are
out-of-scope are removed from the original log. The next two steps deal with

1 http://www.processmining.org
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discovering models and filtering of fitting models, i.e. the selection of models
that satisfy a minimum (p%) fitness criteria - the degree of fitness refers to the
ability to reproduce the log. Then, we select the most appropriate model among
fitting models. An appropriate model is a structuraly simple and behavioraly
specific model. Finally, we classify the instances of log in anomalous and normal
instances using the selected model. In this approach, which focuses on analysis
of control-flow perspective, if an execution trace in the log is not an instance of
(or does not fit) the appropriate model, it is an anomalous trace.

The remainder of this paper is organized as follow. In Section 2 we present
some related work in the area of process mining, conformance checking, trace
clustering, and auditing. Albeit it is hard to present a precise definition for
anomaly in process-aware context, specially when we consider very dynamic
application domains (e.g. health care systems), in Section 3 we present what we
believe to be a suitable anomaly definition. In Section 4 we present how ProM
framework can be applied to operationalize this definition. Besides, we provide
a case study in Section 5 to show how our anomaly detection approach can be
applied in a real scenario, and we provide a final discussion and directions for
future work in Section 6.

2 Related Work

Process mining techniques allow for various types of analysis based on so-called
event logs. For example, using process mining one can reconstruct a process
model from a log generated by some information system. In the last ten years
researchers around the world have been working on such techniques [3,9,10].
The term was first coined in the context of software processes. Cook and Wolf,
in [11], present process discovery as a tool to support the design of software
processes because it is a hard, expensive, and a error prone activity, specially for
big and complex processes. Also a forerunner work in process mining, the paper
of Agrawal et al, in [12], present an algorithm that mine models having three
properties in mind: completeness, minimality, and irredundancy.

Among the recent process mining approaches, the most visible one is the
α−algorithm [10,4]. The effectiveness of that algorithm was formally proved for
a class of process models, the WF-Nets (Workflow Net), which are Petri nets
that require: (i) a single Start place, (ii) a single End place, and (iii) every node
must be on some path from Start to End. However, such an algorithm has severe
limitations, for example, the inability to deal with short loops.

Noise in the event log is closely related to anomaly detection. Some process
mining methods deal with the mining of noisy logs [12,3,13,14,15], yet their ap-
proaches are limited to the frequency evaluation of dependency relation between
two activities. For example, infrequent dependency relations between two activi-
ties may not be modeled in the resulting process model. A more sophisticated and
promising approach, called genetic mining, was proposed in [16]. This algorithm
is based on genetic algorithms, which search for a solution (an individual) that
satisfies a selection criteria, called fitness function. The individuals are generated
based on genetic operators such as crossover, mutation, and elitism.
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All previously mentioned process mining methods are mainly concerned with
the modeling of normal behavior, yet some of them also deal with noisy logs.
However, abnormal behavior was not deeply studied by process mining com-
munity, although it is a clearly important subject to the development of more
accurate auditing systems. Then, in order to fill this gap, recent researches have
been addressing the problem of identifying anomalous trace in logs of PAISs
[8,17,7,6]. In [8], Aalst and Medeiros present two anomaly detection methods
that are supported by α-algorithm. A drawback of this work is that it demands
a known “normal” log, but a known “normal” log may not be available in ap-
plications domains that demand flexible support. In [17], the authors present a
framework to detect fraud and abuse in health insurance systems. In this work
clinical pathways are used to construct a detection model, whose features are
based on frequent control-flow patterns inferred from two datasets, one with
fraudulent instances and other with normal instances. In [6] and [7], Bezerra
and Wainer present three different approaches to detect anomalous traces: sam-
pling, threshold, and iterative approaches. Nevertheless, as pointed out by the
authors, the methods presented in [6,7] have serious practical limitations, di-
rectly resulting from the adopted process mining algorithm, which can not deal
with larger logs.

3 Formal Anomaly Definition

There are many meanings associated with the definition of anomaly. An anomaly
can be an exceptional execution, a noise in the log, possibly caused by system
failure or error in data input, or even a fraud attempt. An exception character-
izes an abnormal or unusual execution, but it can be supported by the business.
Whereas a fraud attempt and an operational error are unusual executions that
lead to undesirable results from a business point of view. However, despite differ-
ent meanings associated with the term anomaly, there are some common generic
definitions such as: (i) a rare or infrequent event; (ii) a deviation from a normal
form or rule; (iii) an unexpected result; or (iv) a state outside the usual range
of variations.

Nevertheless, a precise definition of normal, norm, or rule is difficult, or even
impossible, if one assumes a generic context, e.g. an arbitrary PAIS. Note that, in
very dynamic environments, like health care systems, each instance (e.g. patient
treatment) may be different from others, so each instance can be viewed as an
unexpected occurrence. Next, we present a definition for anomalous traces. We
believe that such a definition is a first step towards a more accurate and generic
definition. We will make this definition operational using ProM framework, and
we point out in Section 4 how ProM can address this definition.

Throughout this paper the term trace will be used to refer to an execution
path (or process instance) of a business process model, and it represents the
order that the activities of this path were completed. Thus, a trace [a b c d e]
indicates that activity a finished before activity b, and that activity b finished
before activity c, and so on. Using the notion of a trace, we define the concept
of an event log.
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Fig. 2. Problems related with an imported log

Definition 1. Trace.
Given that A is a set of activities. Then, a trace t represents a sequence of
activities such that t ∈ A∗. That is, assuming that A is an alphabet, and A∗

denotes all possible words over A, then t is a word based on this alphabet.

Definition 2. Log.
Given T as the set of all traces defined over A and T ′ ⊆ T , then a log L is
defined as L ⊆ T ′2.

In the scoping step of our anomaly detection approach (see Figure 1) the do-
main analyst will define which activities and traces may be removed from log
before anomaly detection. We call the first step scoping because it represents
the moment when the domain analyst defines what is important to consider in
the analyses. Also, traces that are clearly not fully recorded should be removed.
For example, we show in Figure 2 four traces (a, b, c, and d) from a log, and
we indicate with dashed lines the period that was used to import the traces
for analysis. Thus, it is clear in this figure that: (i) trace a) should be removed
because it does not have the expected start activity; (ii) trace b) should be re-
moved because it does not have the expected start and end activities; and (iii)
trace d) should be removed because it does not have the expected end activity.
The scoping step is formally defined below.

Definition 3. Scoped Log.
Given a log L as defined in Definition 2, and a set AS of scoped activities such
that AS ⊆ A. Then, an scoped log LS is a set of traces t based on scoped activities
AS such that:

LS = {filter(t, AS) | t ∈ L ∧ complete(t)}
where filter removes all activities in t that are not in AS, and complete(t) is a
boolean function that evaluates to false if t is not complete or inappropriate.

2 Note that for simplicity we assume that a log is a set of traces. However, in re-
ality a log is a bag (i.e. multiset) of traces since each sequence of activities may
appear multiple times in the log. Although we use set in our formal definition, our
implementation in ProM takes frequencies of traces into account.



154 F. Bezerra, J. Wainer, and W.M.P. van der Aalst

In order to classify the traces of a log as anomalous and normal, we have to use
what we call an appropriate model, which is a model that has a minimum fitness
support (see Definition 5) and maximizes a function called appropriateness (see
Definition 6). The minimum fitness support is a parameter used to filter the
models that can be discovered from the log, that is, among the models (possibly
infinitely many) we are interested in the models that can classify at least p% of
traces as normal, where p% refers to the minimum fitness support.

Definition 4. Fitness Instance Test Function.
fM : L → IB is the fitness instance test function that indicates if a trace from a
log L is an instance of a model M . A trace t is instance of a model M if t can
be completely parsed by M . It can be defined as follows:

fM (t) =
{

true, if t can be replayed by model M
false, otherwise

Definition 5. Fitness Model Test Function.
It is a function f : {(M, L)|M is a model ∧ L is a log} → [0, 1] that indicates
the degree of fitness between a model M and a log L, that is, how many traces
from log L fit or can be completely parsed in model M . Function f is defined as
follows:

f(M, L) =
|{t ∈ L|fM (t)}|

|L|
Therefore, the fitness model test function indicates how much of the observed
behavior in the log can be supported by a model. That is, a fitness of 100%
means that the model supports the whole log, so it is able to replay each trace
from the log correctly. Nevertheless, a model with 100% of fitness does not mean
an appropriate model. For example, the generic model depicted in Figure 3 can
replay whatever trace defined over the set of activities {A, B, C, D}, so this model
will never be able to detect anomalous traces in a log whose traces are based
on these activities. On the other hand, a model with low fitness value would
classify many traces in log as anomalous. Hence, appropriateness test function
is important to help us choose which fitting model is more appropriate, that
is, given two fitting models which one better describes the log in a simple and
specific way. Therefore, we present a formal definition of appropriateness test
function, which supports the fourth step of our anomaly detection approach, the
model selection step. Then, after selecting the appropriate model, a trace from
the log is anomalous if it is not fitting model (cf. Definition 7).

A B

C D

Fig. 3. Example of a generic model (Flowered model)
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Definition 6. Appropriateness Test Function.
a : {(M, L)|M is a model ∧ L is a log} → [0, 1] is a function that indicates how
appropriate is a model M when compared with log L, where appropriate means
that a simple model is preferable than complex one, and that “too much” addi-
tional behavior is undesirable. Therefore, such a function represents a balance
between structural complexity and extra-behavior support.

Finally, once we selected an appropriate model, we perform the last step of our
anomaly detection approach, the splitting of log in two sets: anomalous traces
and normal traces. Below, we present a formal definition of anomalous trace.

Definition 7. Anomalous Trace.
Given log L, p ∈ [0, 1] the desired minimal degree of fitness between a model and
a log, and M∗ an appropriate model such that:

– f(M∗, L) ≥ p;
– ∀M ′ f(M ′, L) ≥ p ⇒ a(M ′, L) ≤ a(M∗, L).

Then, an anomalous trace t′ ∈ L is defined as follows: ¬fM∗(t), i.e.
{t ∈ L | ¬fM∗(t)} is the set of anomalous traces.

Summarizing, among the models that can be discovered from a scoped log LS ,
we are interested in the model M∗, which we call appropriate model and has
a minimum fitness degree p, but whose appropriateness is greater or equal to
the appropriateness of all others models with minimum fitness p that can also
be discovered from this log LS . Then, the anomalous traces are those traces
from log that do not fit the appropriate model M∗. In the following section we
address this formal anomaly definition operational by using ProM.

4 Application Based on ProM

The ProM framework is a pluggable environment for process mining [18]. It is
platform independent as it is implemented in Java, and it is open-source. The
framework is flexible with respect to the input and output format, and it is also
open enough to allow for the easy reuse of code during the implementation of new
process mining techniques. ProM supports the analysis of three main perspec-
tives: (i) the process perspective that focuses on the control-flow mining; (ii) the
organizational perspective that focuses on the performers of activities; and (iii)
the case perspective that focuses on properties, data, and values manipulated
by activities. Because our anomaly detection approach is focusing on control-
flow deviations, we are specially interested in the plug-ins dealing with process
perspective in ProM. In this section, we show how the ProM framework can be
used in the identification of anomalous traces based on our formal definition (cf.
Definition 7).
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4.1 Scoping

The first step of our anomaly detection approach is concerned with the removal
of activities and traces from log that are not interesting for analysis or that may
lead the definition of anomalies that are the result of an incomplete log. ProM
has a lot of log filtering tools that can be applied in this step. For example, in
ProM is possible to indicate what are the start and end activities of traces from
log, so every trace that does not start and end with selected activities will be
removed from log.

ProM also provides inspecting tools that can be used to evaluate the frequency
of activities. Using filtering it is possible to perform an analysis based only on
frequent traces. Besides, ProM provides an analysis plug-in called LTL Checker
that can be used to filter traces that satisfy certain properties, for example,
traces with a causal relation between two activities.

4.2 Process Discovery and Filtering

The next two steps of our anomaly detection approach address the discovery and
filtering of models. The process discovery step deals with the automated con-
struction of a process model that describes the log used during discovery, while
the filtering step is related with the selection of models that satisfy a minimum
fitness constraint (the p value in Definition 7). In order to address the discov-
ery process step, ProM provides several algorithms, and all available process
discovery algorithms can be used. On the other hand, the fitness instance test
function, as described in Definition 4, is not provided separately by ProM, yet
it can be obtained indirectly through the conformance checker plug-in [18]. The
fitness(f ) metric of conformance checker plug-in is a more fine-grained metric
that evaluates how much a model fits a log considering both trace and activity
perspectives.

Moreover, the fitness of a model can be evaluated through a metric in ProM
called PM (Parsing Measure) that directly supports Definition 5. Such a metric
can be used with control-flow benchmark plug-in, but it works only with heuris-
tic models, and because there is not a direct conversion plug-in from Petri nets
to heuristic models, we can not use this metric with process mining algorithms
that output Petri nets models. On the other hand, we can accomplish this lim-
itation using conformance checker plug-in, which provides an interface where it
is possible to select only the fitting traces (100% of fitness), and then we can see
the percentage of traces that fits the model.

4.3 Model Selection

Model selection is the fourth step of our approach, and it is concerned with the
selection of what we call appropriate model, that is, a simple and non-generic
model. In order to objectively help us choose such an appropriate model we need
an appropriateness test function that supports Definition 6. Although ProM does
not provide a plug-in that directly selects the most appropriate model, the appro-
priateness metrics implemented in both conformance checker and control-flow
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benchmark plug-ins can be used in for a suitable definition of an appropriateness
test function (cf. Equation (1)). Hence the appropriateness test function may be
evaluated in ProM as follows:

– using a metric called structural appropriateness, which assesses the complex-
ity of a model, and we represent here as a function fS(M), where M is a
model;

– using a metric called behavioral appropriateness, which assesses how specific
is a model regarding a log, and we represent here as a function fB(M, L),
where M is a model and L is a log;

– finally, since both functions are defined for the same codomain ([0, 1]), we
could objectively define appropriateness as a balance value between these
structural and behavioral metrics, as follows:

a(M, L) =
fS(M) + fB(M, L)

2
(1)

4.4 Splitting

Finally, since we have an appropriate model, the last step of our anomaly de-
tection approach can be easily achieved through conformance checker plug-in
of ProM. That is, once we have got a model that supports a minimum fitness
threshold (value p of definition), and such a model also has the greatest appro-
priateness value amongst other models, we can simply select those traces that
do not fit the model as follows: (i) selecting fitting traces as normal traces; and
then (ii) inverting selection to identify the anomalous traces.

5 Municipal Household Support System

In this section we present a real application of ProM tools for supporting our
anomaly detection approach. It refers to a log of the information system of the
Dutch municipality. The process is about supporting citizens that need help
in the form of a wheelchair, scootmobiel, adaptation of house (elevator), and
household help. The log used in this analysis comprises event data from January
2007 to August 2008, and it contains information of 876 process instances that
together represent 5497 activities, among 10 different activities available in the
log. Besides, the shortest trace from log has 1 activity, while the longest has 12
activities. On average, the traces have 6 activities.

Because many models can be discovered from a log (maybe infinite), and
considering the lack of automated tools to generate all possible candidates, we
explored the set of possible process models in a semi-automatic fashion, i.e., the
appropriate model was discovered through manual parameter selection. In the
following we present how we applied our anomaly detection approach.
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Table 1. Frequency of start and end activities obtained from ProM

Frequency of start activities Frequency of end activities
Activity Frequency Activity Frequency
Request registration 96,12% Final Phase 94,52%
Reporting & Decision 3,43% Reporting & Decision 2,06%
Private research 0,34% Request registration 1,03%
Research 0,11% Left filing 0,91%

Keys and decide 0,69%
Accounting 0,34%
Waiting recovery 0,23%
Research 0,11%
Return 0,11%

5.1 Scoping

During scoping, we first made an analysis based on frequencies of start and
end activities. As stated in Section 3, depending of period used to import the
log, some traces may start and/or end with an intermediate activity. These
incomplete traces were removed. Then we applied the following filters on the
original log, which were also supported by users of the system.

– define “Request registration” as the unique start activity because it is a
predominant start activity, as we can notice in Table 1;

– define “Final Phase” as the unique end activity (see Table 1);

In the end of scoping step we obtained a log with 796 traces that as a whole
comprise 5191 activities. Besides, the shortest trace from log has 5 activities,
while the longest has 12 activities. On average, the traces have 6 activities.

5.2 Discovering, Filtering, and Selection

Our proposal approach deals with the search of an appropriate model, which
satisfies a minimum fitness and maximizes appropriateness. Figure 4 depicts
three models that we mined from the scoped log, and their respective properties
(f for fitness, s for structural appropriateness, b for behavioral appropriateness,
and a for appropriateness). We considered 80% as the minimum fitness support
in this analisys. We used heuristics mining plug-in for process discovery because
it is robust for noise and exceptions since it outputs a model based on frequent
patterns.

Then, we got the Petri net A (after converting from a heuristic net model).
Specifically in the case of this log, whose activity frequencies are reported in
Table 2, the two most infrequent activities (“Private research” and “Research”)
add an unnecessary complexity to model A although they are significantly infre-
quent when compared with other activities. For that reason, we applied heuristic
mining over a filtered version of scoped log, which does not consider activities
“Private research” and “Research”. This way, we got Petri net B, which is a
model more appropriate than model A.

However, although “Return” activity is significantly more frequent than “Pri-
vate research” and “Research” activities, it is also significantly infrequent when
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Fig. 4. Petri net models based on frequency filtering analysis

Table 2. Activity Frequencies

Model element Occurrences (relative)
Keys and decide 16,41%

Reporting & Decision 15,43%
Left filing 15,39%

Request registration 15,33%
Final Phase 15,33%
Accounting 11,42%

Waiting recovery 9,59%
Return 1,00%

Private research 0,04%
Research 0,04%

compared with other activities of log (see Table 2). That is, “Return” activity
adds an unnecessary complexity to model in Figure 4 A. For that reason, we
also mined scoped log, but filtered from “Private research”, “Research”, and
“Return”. As a result, we obtained the Petri net C, which is more appropriate
than other models, and it also has a better fitness. Therefore, we selected Petri
net C as the appropriate model, so it was utilized for splitting step. Note that
the selection of this model was not automated and we did not do an exhaus-
tive search. Moreover, manual inspection showed that this is indeed the most
appropriate model having a fitness of at least 80%.

5.3 Splitting

Finally, we got the fitting and non-fitting traces using the appropriate model
(Petri net C in Figure 4). In this analysis we considered 80% for p (minimum
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fitness support), so we supported to find at most 20% of anomalous traces in the
log. However, because we got an appropriate model whose fitness was 99%, we
detected only 6 anomalous traces from a total of 796 traces of scoped log.

6 Conclusion and Future Work

Recent management trends and the adoption of rigorous best practices of corpo-
rate governance stimulated companies to deploy PAIS in order to automate and
control their business processes, and also to track misuse of their systems (e.g.
financial scandals related to mismanagement). However, the control provided
by normative systems may compromise the necessary flexibility to companies
in being agile and competitive in the market. This work presents an approach
to identify anomalous traces, which may represent a misuse, for deal with this
problem. For example, the identification of anomalous traces can lead to an in-
vestigation and probable evolution of the business process models. Our approach
is based on a formal definition of anomalous trace, which is defined through two
parameters: (i) fitness model degree (p%); and (ii) appropriateness of model (a).
We described how ProM framework can be utilized for support this formal def-
inition. Then, we carried out an application of approach with a real log from a
Dutch municipality.

The presented anomaly detection approach is limited to the control-flow per-
spective. For example, fraud may follow a normal flow, but producing anomalous
data (e.g. very large amount of money) or being executed by unauthorized roles
or users (e.g. violation of four eyes principle). Therefore, we believe that data and
organizational perspectives should also be considered to provide more accuracy,
yet they may require a more complex anomaly detection framework. Because
our approach relies on the selection of an appropriate model, we believe that a
precise appropriateness metric should be defined. Besides, we think that an au-
tomated solution might be implemented, for example, through the use of genetic
algorithms.
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Abstract. Enterprise systems implementations are often accompanied by 
changes in the business processes of the organizations in which they take place. 
However, not all the changes are desirable. In “vanilla” implementations it is 
possible that the newly operational business process requires many additional 
steps as “workarounds” of the system limitations, and is hence performed in an 
inefficient manner. Such inefficiencies are reflected in the event log of the sys-
tem as recurring patterns of log entries. Once identified, they can be resolved 
over time by modifications to the enterprise system. Addressing this situation, 
the paper proposes an approach for identifying inefficient workarounds by min-
ing the related patterns in an event log. The paper characterizes such patterns, 
proposes a mining algorithm, and rules for prioritizing the required process im-
provements.  

Keywords: Process mining, Enterprise systems, Event log. 

1   Introduction 

Enterprise systems implementations are often accompanied by changes in the busi-
ness processes of the organizations in which they take place. In fact, the desired 
change in the business processes is in many cases one of the reasons that motivate the 
enterprise system implementation. Changes in the business processes can also stem 
from the need to adapt the enterprise to the enterprise system rather than the other 
way around [10]. In such cases, some process changes can be considered improve-
ments relatively to the original processes prior to the implementation, but not neces-
sarily all of them.  

This is especially true in implementations that take a “vanilla” strategy [15], in 
which the system is implemented as it is with minimal customizations and adapta-
tions. In such situations, a typical scenario would be that the newly operating business 
process is still capable of achieving its operational goal, but requires many additional 
steps as workarounds of the system’s limitations. Thus, the achievement of operation-
al goals is at the cost of more effort, resources, and time.  

To illustrate the situation, we will consider the following case taken from a univer-
sity and use it as a running example throughout this paper. In the university, a student 
registers for a program, and may decide to switch to another program while he stu-
dies. Prior to the implementation of an enterprise system, changing the program to 
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which a student was registered was done through a legacy system. When the secretary 
was reporting a change in a student’s program, all the courses the student had already 
taken were “converted” to the new program. Then the secretary could specifically 
remove the credits of the courses which were not relevant for the new program. Such 
activity is not supported by the enterprise system implemented in the university. 
Hence, when a student wishes to change the program he is registered to, the secretary 
has to separately detach all the course credits the student already has, and attach them 
again under the new program. This task is both time consuming and error-prone.  

Typically, such situations arise shortly after the system becomes live, and are in-
tended to be addressed later on, as incremental improvements of the already running 
system. For example, such an improvement could be achieved by adding a function to 
the university enterprise system. This function would automatically detach all the 
credits of a student and attach them again under a new program, while all the secre-
tary has to do is to indicate the program change. However, since this may be the case 
with a large number of processes, they cannot all be immediately addressed. Further-
more, as time passes by, the people who operate the process may get used to the inef-
ficient way of performing their task, and thus they will not require its improvement. 
As a result, the process will remain in its inefficient form. The problem which is then 
faced by the organization is first to identify the inefficient processes, and second, to 
prioritize them so they can gradually be improved. To the best of our knowledge, this 
problem has not been addressed so far. 

This paper proposes an approach for identifying and prioritizing requirements for 
process improvement. Specifically, we address inefficient processes whose inefficien-
cy stems from workarounds forced by a newly introduced enterprise system. The 
identification is based on mining event logs of the system, and prioritization is based 
on the frequency of these workarounds and on their magnitude. 

The situation addressed here is when technology (new enterprise system) drives 
changes in the business processes, albeit in an undesirable way. The approach uses a 
technological solution (mining event logs) to drive desirable changes in the processes. 

The remainder of the paper is organized as follows. Section two demonstrates and 
characterizes the reflection of workarounds in the event log of a system; Section three 
provides a basic formalization of a pattern in a log file and an algorithm for pattern 
mining; Section four addresses the prioritization and utilization of the patterns for 
process improvement; Section five discusses the proposed approach as compared to 
related work; conclusions are given in Section six. 

2   The Reflection of Workarounds in an Event Log 

Our premise is that a series of steps that logically reflect an activity from the business 
process point of view is reflected in the event log of an enterprise system as a recur-
ring pattern performed by the same user. In this section we illustrate this by an exam-
ple related to the above mentioned university process.  

Although a log file includes actions performed by all the system users, we show in 
our example (Table 1) only the log entries that relate to one user (YPRESS). Table 1 
includes log entries, specifying the process code and name, where “process” is  
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Table 1. Event Log Example 

Row 
Num 

Process Process 
Name 

Date Time User 
Name 

Student 
Name

Course Name Program 
Name 

1 
PR12 Attach 

Course 
15.06.08 13:45:52 YPRESS Fredrick Linear  

Algebra 
MIS  

Major 

2 
PR12 Attach 

Course 
15.06.08 13:46:26 YPRESS Fredrick Algorithms MIS  

Major 

3 
PR12 Attach 

Course 
15.06.08 13:47:44 YPRESS Fredrick Data  

Structures 
MIS  

Major 

4 
PR11 Detach 

Course 
15.06.08 13:49:18 YPRESS Fredrick Linear  

Algebra 
CS Minor

5 
PR11 Detach 

Course 
15.06.08 13:49:24 YPRESS Fredrick Algorithms CS Minor

6 
PR11 Detach 

Course 
15.06.08 13:49:31 YPRESS Fredrick Data  

Structures 
CS Minor

7 
PR12 Attach 

Course 
15.06.08 13:54:19 YPRESS Fredrick Information 

Technology 
MIS  

Major 

8 
PR11 Detach 

Course 
15.06.08 13:55:28 YPRESS Fredrick Information 

Technology 
MIS  

Minor 

9 
PR12 Attach 

Course 
15.06.08 13:56:40 YPRESS Fredrick Business  

Intelligence 
MIS  

Major 

10 
PR11 Detach 

Course 
15.06.08 13:58:20 YPRESS Fredrick Business  

Intelligence 
MIS  

Minor 

11 
PR12 Attach 

Course 
15.06.08 13:59:35 YPRESS Fredrick Programming 

Design 
MIS  

Major 

12 
PR11 Detach 

Course 
15.06.08 14:01:29 YPRESS Fredrick Programming 

Design 
MIS  

Minor 

actually a transaction, the timestamp (date and time), the user name, and the parame-
ters to which the transaction applies (in this case course name, program name, and 
student name). All entries include two types of processes (transactions): attach course 
and detach course. They all apply to the same student (Fredrick), three programs (MIS 
Major, CS Minor, and MIS Minor), and different course names. Finally, all the entries 
relate to the same date and were performed within about 15 minutes.  

The short time frame, within which a series of operations concerning a recurrent 
set of parameters was performed, may indicate a pattern that stands for one “logical” 
activity. Our goal is to be able to automatically identify such patterns in an event file, 
and successfully indicate a larger activity that has been done by the user. Note that the 
patterns we address do not bear a meaning which is similar in any sense to the 
workflow patterns [4]. They are not generic. Rather, they capture a recurrent set of 
related log entries. To get a better understanding about patterns and their structure, we 
represent the log entries of Table 1 graphically in Fig. 1 and Fig. 2. 

Fig. 1 shows two distinct sets of entries along time. The first three entries perform 
the operation PR12 (attach course) to MIS Major program with three different 
courses, and the last three entries perform the operation PR11 (detach course) to CS 
Minor program with the same three courses. All the operations are performed by the 
same user to the same student. In Fig. 2 no such distinct sets of operations exist over  
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Fig. 1. A graphical representation of rows 1 to 6 of Table 1 

 

Fig. 2. A graphical representation of rows 7 to 12 of Table 1 

the time axis. Rather, the operations PR12 and PR11 alternate. Still, they are per-
formed to two programs of the same student and by the same user.  

We classify all these entries as belonging to the same pattern, and draw the follow-
ing general indications for the existence of a pattern. (a) All the entries are performed 
by the same user and within a limited time frame. The maximal time frame for pattern 
identification can be given as a parameter to an automated application which will 
identify patterns in a system log. (b) The entries have at least one parameter whose 
value is fixed. We term the fixed parameter(s) the invariant set of the pattern. (c) The 
entries have at least one parameter whose value is different for different entries. We 
term the parameter(s) whose value changes throughout the entries the variant set of 
the pattern. As to the order of performing the operations in the pattern, we do not con-
sider it mandatory for a fixed order (e.g., all PR12 and then all PR11, or alternating 
operations). Since we assume that for the person who performs these operations they 
all belong to one logical activity, the specific execution order is not necessarily of 
importance. 
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In the following section we formalize the pattern definition and propose an algo-
rithm for pattern detection. 

3   Pattern Mining 

3.1   Basic Concepts 

To formalize the pattern concept, we need to start by providing formal definitions of 
an entry in a log file and its components. 

User – A field in the log entry that indicates who made the commit of the event. 

User  . 

Timestamp – The time the log entry was committed. 

Timestamp 0. 

Operation – The type of activity (transaction) that was performed. 

Operation   . 

Operand – Parameter of a mathematical function. In a log file entry an operand is a 
pointer to an object or a pointer to a parameter value of the function (transaction). 

Operand     . 

ORSO – An ordered set of operands, with at least one operand in the set. 

ORSO = (< Operands > : | |  1 . 

Entry – An event in the log file, which is represented by a tuple. The entry includes 
user, timestamp, operation and an ordered list of operands. 

Entry = , , , ORSO . 

TimeFrame – Delta of timestamps that are used to set pattern start and end entry.   

TimeFrame ≥ [(end entry).timestamp - (start entry).timestamp]. 

For defining a pattern, we rely on the following two assumptions.  

1. For every two entries in a log file, if they employ the same operation, then their 
number of operands, order of operands, and type of operands are the same. 

2. Each log file entry has all the needed operands to perform the event transaction.  
Both these assumptions are logical when considering an event log. First, the operands 
characterize an operation, hence it makes sense to assume that entries with the same 
operation have the same set of operands. As well, there is no reason to believe that the 
order in which the operands are given in the log file varies in different entries. 
Second, we consider a complete log file without missing information. 

Based on the above definitions and assumptions, we may now define a pattern. We 
consider a pattern as a combination of entries that satisfy certain conditions. For the 
entries to relate to a single “logical” activity, they need to (a) relate to the same set of 
 



 Pattern Mining in System Logs: Opportunities for Process Improvement 167 

operands, and (b) include repetition in the values of some fields and some fields 
whose values differ. Fields whose value does not change in the pattern are termed 
invariant while the others are termed variant. 

For a legal pattern the user must be invariant and the timestamp variant with a 
timeframe smaller than a user defined constant. In addition, the union of operation 
and operands must have at least one invariant field and one variant field. We represent 
a pattern as an entry whose components are sets that can be variant or invariant. Note 
that: 

If S is a set such that S  then |S| = 1 
If S is a set such that S  then |S| ≥ 1 
ORSO includes the same operand types for all entries. Then a pattern is formally 

defined as:  

Pattern =  , , , : 
                  , ,     ,                      
                 Operations  ORSOs   
    Operations  ORSOs    

The order of components in the pattern is the same as in the entry. A log file entry is 
by definition a trivial pattern. 

3.2   Pattern Finder Algorithm 

For two given patterns (entryA and entryB), we will determine if their composition 
yields a pattern using the algorithm DIPFinder depicted in Fig. 3. 

The algorithm verifies that the entries have the same user and fall within the prede-
termined timeframe. Then it goes through their operations and list of operands, com-
pares their values, and classifies them as variant or invariant. If there is at least one 
variant and at least one invariant, the algorithm returns the pattern (specified as a 
combined entry).  

Entries that were recognized as patterns will be considered as a single entry for the 
next iteration of recurrence. The algorithm uses a variable patternEntry that contains 
the specific values of the pattern invariants and sets of values for the pattern variants. 
This variable will be returned by the function in order to be used by the algorithm in 
the next iteration. 

3.3   DIPFinder Example 

We demonstrate the algorithm by applying it to data from Table 1 as inputs. Fig. 4 
shows the entries that relate to rows 1-6 in Table 1. The rest of the entries can be simi-
larly analyzed.  

We select entries (1) and (2) as first inputs to our algorithm. Timeframe for the 
process is set to 20 minutes. The output is the combined entry (1, 2). 

DIPFinder [(1): < YPRESS, '13.45.52', PR12, Fredrick, 'Linear Algebra', 'MIS Major'>,  
       (2): < YPRESS, '13.46.26', PR12, Fredrick, 'Algorithms', 'MIS Major'>]  
(1, 2) : < YPRESS, ('13.45.52', '13.46.26'), PR12, Fredrick, (L.A., 'Alg.'), 'MIS Major'> 
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Fig. 3. DIPFinder algorithm 

(1) : < YPRESS, '13.45.52', PR12, Fredrick, 'Linear Algebra', 'MIS Major'> 
(2) : < YPRESS, '13.46.26', PR12, Fredrick, 'Algorithms', 'MIS Major'> 
(3) : < YPRESS, '13.47.44', PR12, Fredrick, 'Data Structures', 'MIS Major'> 
(4) : < YPRESS, '13.49.18', PR11, Fredrick, 'Linear Algebra', 'CS Minor'> 
(5) : < YPRESS, '13.49.24', PR11, Fredrick, 'Algorithms', 'CS Minor'> 
(6) : < YPRESS, '13.49.31', PR11, Fredrick, 'Data Structures', 'CS Minor'> 

Fig. 4. Log entries for rows 1-6 in Table 1 

We will now apply the algorithm again to the combined entry (1, 2) and to entry (3). 

DIPFinder [(1, 2), (3)] =  
[(1, 2) : < YPRESS, ('13.45.52', '13.46.26'), PR12, Fredrick, (L.A., 'Alg.'), 'MIS Major'>, 

             (3): < YPRESS, '13.47.44', PR12, Fredrick, 'Data Structures', 'MIS Major'>]  

DIPFinder  entry  (entryA, entryB, TimeFrame)  
If (entryA ≠ Empty and entryB ≠ Empty) 
      Tf = max(entryA.timestamp  entryB.timestamp)- min(entryA.timestamp   

entryB.timestamp); 
If  Tf ≠ 0 and entryA.user  entryB.user and  Tf  <  TimeFrame then 

invariantCounter  0;   

variantCounter  0;  
patternEntry  Empty;  
patternEntry.user = entryA.user; 

patternEntry.timestamp = entryA.timestamp  entryB.timestamp; 
opSetLength  entryA.ORSO.length; 
If entryA.oprtSet  entryB.oprtSet or  
    entryA.oprtSet  entryB.oprtSet or  
    entryB.oprtSet  entryA.oprtSet  then 

invariantCounter++; 
       patternEntry.operation = entryA.operation  entryB.operation; 
Else 
      variantCounter++; 
      patternEntry.oprtSet = entryA.oprtSet  entryB.oprtSet; 
End 
For i = 1  opSetLength do 

                  If entryA.ORSO[i].ordSetValues   
entryB.ORSO[i].ordSetValues or 

                     entryA.ORSO[i].ordSetValues   
entryB.ORSO[i].ordSetValues or 

                     entryB.ORSO[i].ordSetValues   
entryA.ORSO[i].ordSetValues then 

                     patternEntry.ORSO[i].ordSetValues  
                           entryA.ORSO[i].ordSetValues   

entryB.ORSO[i].ordSetValues; 
                     invariantCounter++; 
                   Else           // we met some new value/s 
                     patternEntry.ORSO[i].ordSetValues   
                           entryB.ORSO[i].ordSetValues  

entryA.ORSO[i].ordSetValues 
                        variantCounter++; 

End  // end for loop 
           If variantCounter  0 or   invariantCounter  1 /* no pattern */   
               patternEntry  Empty;  
           End    
           return patternEntry 
       End 
End 
return Empty 
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  (1, 2, 3): < YPRESS, ('13.45.52', '13.47.44'), PR12, Fredrick, ('L.A.', 'Alg.', 'DS'), 'MIS Major'> 

A similar processing of the entries 4, 5, and 6 yields the following output: 

 (4, 5, 6): < YPRESS, ('13.49.18', '13.49.31'), PR11, Fredrick, ('L.A.', 'Alg.', 'DS'), 'CS Minor'> 

Next, we try to process together the pattern entries (1,2,3) and (4,5,6). 

DIPFinder [(1, 2, 3), (4, 5, 6)] =  
     [(1, 2, 3) : < YPRESS, ('13.45.52', '13.47.44'), PR12, Fredrick, ('L.A.', 'Alg.', 'DS'), 'MIS Major'>, 
     (4, 5, 6) : < YPRESS, ('13.49.18', '13.49.31'), PR11, Fredrick, ('L.A.', 'Alg.', 'DS'), 'CS Minor'>]  

(1, 2, 3, 4, 5, 6): < YPRESS, ('13.45.52', '13.49.31'),  (PR12, PR11), Fredrick, ('L.A.', 'Alg.', 
'DS'), ('MIS Major', 'CS Minor') > 

We have a pattern in which the User is invariant, the start and end times meet the lim-
its of TimeFrame, the operation is variant (PR12, PR11), and there is at least one in-
variant operand – the student 'Fredrick'. With this recognition of pattern we can draw 
a conclusion that this is a set of related activities, which may stand for one “logical” 
activity which is inefficiently performed by the users. To make further conclusions we 
have to determine what the purpose of this set of activities is, or basically what it 
does. Section 4 deals with this question. 

While the DIPFinder algorithm is capable of incrementally aggregating log entries 
into a pattern, some higher-level algorithm is still needed for managing the entire log 
file, and particularly for reducing the complexity of the search. This algorithm, which 
is currently under development, will be a version of a divide and conquer algorithm. It 
will recurrently employ DIPFinder for combinations of entries whose size increases 
gradually until all patterns are identified. 

4   Utilizing the Identified Patterns for Process Improvement 

Having identified patterns in the log file, it is still not certain that they really stand for 
a “workaround” of the limitations imposed by the enterprise system. It may be possi-
ble that they reflect the normal and expected way the business process should be  
performed. For example, when a student registers to a number of courses at the be-
ginning of a semester, this will be manifested as a pattern in the log file. Nevertheless, 
this is a series of operations which should be performed sequentially and do not re-
quire process improvement. Hence, patterns that are identified serve as a basis for 
interviews with the system users, to verify that they stand for inefficiencies in the 
business processes. 

Once patterns that stand for inefficient process execution are identified, the process 
can be improved by introducing changes to the enterprise system. Such changes can 
be, considering our example, a designated user interface in which the user indicates 
the student whose program should be changed as well as the source and target pro-
grams. The attaching and detaching of courses is then automatically performed by the 
system. However, since many such patterns may be identified, some prioritization 
should be made for performing the required changes. For this purpose, we propose the 
following prioritization rule. 
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Assuming the log file relates to a given period of time (e.g., a month), it is possible 
to calculate the following metrics: 

The count of a pattern: given a pattern P, its count CP is the number of times the 
pattern appears in the log file. 

The average size of a pattern: given a pattern P, its average size ASP is the average 
number of entries it includes. Let P occur CP times in a log file, so occurrence i in-

cludes ni entries. Then ∑ . 

The weighted count of a pattern (weighted by size): SCP = ASP*CP. 
Priority for process improvement can be given to patterns whose occurrence is fre-

quent and which entail a relatively large number of entries, namely, patterns whose 
weighted count is high. Alternatively, it is possible to consider the actual time span of 
a pattern (average or median) instead of the count. Such a measure does not assume 
that the entries of different patterns are equally time-consuming.  

Note that the patterns and the proposed priority rules are merely an indication of 
potential improvement. Usually, when metrics are not applied, prioritization can only 
rely on human considerations. These are influenced by the interaction with the system 
users who raise their complaints. The proposed rules provide an objective measure 
which can be used, possibly in addition to other prioritization considerations. Addi-
tional considerations are mainly related to specific business and organizational priori-
ties which can only be assigned by humans in the organization. 

5   Related Work 

The approach presented in this paper relates to the area of process mining, since it 
analyzes data in a system log in order to get some understanding about a business 
process. In this section we review process mining literature to establish the unique 
features of our approach.  

Process mining primarily aims at discovering a process model based on the process 
reflection in an event log of a system. Processes that are actually performed by users 
have in most cases a flow which is different than the flow that the process designing 
team has thought of. Process mining is capable of discovering these actual flows and 
composing an actual process model. The motivation for developing this approach was 
to find an alternative way of analyzing processes in less time than the traditional way 
of interviews and observations. Creating a workflow design is a complicated time-
consuming process and typically there are discrepancies between the actual workflow 
processes and the processes as perceived by the management [18]. In addition the 
analysis made by people is error prone, may lead to inconsistencies between individu-
al views of the same process, and is subject to possible incompleteness of information 
collected from employees about the process [8].  

An early work that relied on event logs for discovering behavioral patterns was re-
ported in [9]. The technique is based on a probability analysis of the event traces. Me-
trics such as frequency and regularity of the event occurrences behavior were saved 
by the system. This technique is useful in many tasks of software engineering, includ-
ing architecture discovery, reengineering, user interaction modeling, and software 
process improvement. 
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Relating specifically to business processes, the main challenges involved in ex-
tracting a process models include definitions of edge conditions, identifying concur-
rency of events, and overcoming diversity which leads to complex models that are 
difficult to interpret. The presence of duplicate activities, hidden activities, and non-
free-choice constructs are also challenges when a process mining technique is applied. 

Besides the construction of an actual process model, process mining has served for 
other purposes as well. Delta analysis and conformance testing compares the actual 
process with some predefined process, and detects differences between the model 
constructed in the design phase and the actual use that was registered in the log files 
[1]. Another use of mining techniques was presented in [6]. It focuses on the  
performer of the event and derives social networks using this information. Another 
investigated aspect, which is quite close to our focus, is efficiency analysis based on 
timestamps [3]. Timestamps indicate activities which cause delays in the process. In 
contrast, we use the timestamps as indication of actions that were performed sequen-
tially and within a short period of time, as representing an inefficient way of perform-
ing one “logical” activity. 

Pattern discovery is mentioned in several works. Dealing with flexible processes 
[17], the mining approach is to divide the log file to homogeneous subsets by using a 
clustering technique, and then to build a process model for each subset. Our pattern 
discovery approach differs from that since we look for a pattern (subset) performed by 
a single user, while [17] does not. Pattern discovery is also possible in [7], where the 
event log is clustered iteratively so each of the resulting clusters relates to a set of 
cases that can be represented by a process model. This work relies on the frequency of 
an event for pattern discovery regardless of its type. In contrast, our work identifies a 
pattern based on event types regardless of their frequency.  

Process mining has been used for various domains. In particular, healthcare [13], 
as an environment of very dynamic behavior, was indicated as a challenging domain, 
where process mining can significantly contribute. Examples include [12] where 
process mining techniques discover paths followed by particular groups of patients. 
Three different perspectives were analyzed using the ProM framework [11]: control 
flow, organizational, and performance. Another domain where process mining was 
applied is the public sector [5], where it was used for office work analysis.  In the 
domain of industry and supply chain [14] the discovered process enabled analysis 
across the supply chain, and could be used as a tool to improve business processes in 
networked organizations. The application in the software development domain raised 
several challenges [16]. Since process models and software process models cover 
different aspects, the work considered the main aspects that can connect between the 
models such as the control flow aspect, the information aspect which records the data 
produced by the event, and the organization aspect. This approach is somehow close 
to our approach, but our goal is different. The use of process mining in the security 
domain was presented in [2], using process mining techniques to analyze audit trails 
for security violations. The purpose was to support security levels ranging from low-
level intrusion detection to high-level fraud prevention. 

Our approach differs from the above reviewed process mining works in two main 
issues. First, as opposed to the process mining aim of creating a process model, we 
use the system event log with the aim of discovering a pattern which may reflect a 
single activity from the user’s point of view. Hence, the focus of our approach is  
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narrower than the entire process model aimed at by process mining approaches. 
Second, the specific use for which these patterns are intended is the identification of 
process inefficiencies resulting from a lack of system support. This specific use has 
not been proposed yet. 

6   Conclusions 

The paper deals with two ways in which technology can drive business processes. 
First, the introduction of an enterprise system results in changes in the business 
processes. However, these are not necessarily desirable changes. Second, mining 
technology can be utilized in such situations as a driver for process improvement.  

The problem of inefficient processes as a result of enterprise system adoption is 
very common in practice (e.g., 10]), and, to the best of our knowledge, has not re-
ceived a technology-based solution so far. One contribution of the paper is, therefore, 
making this problem explicit and discussing it. Besides that, the main contribution of 
the paper is the approach proposed for addressing such situation. This includes (a) a 
clear definition of the reflection of inefficient workarounds as patterns in an event log 
of the system, (b) an algorithm for pattern identification, and (c) rules for prioritizing 
improvement requirements. 

The algorithm presented here is still an initial step towards a complete and efficient 
algorithm, needed for addressing the high volume of data in a real system log file. In 
future, we intend to complete the development and implementation of the algorithm 
and to apply it to real data of the university case study, as well as in other domains. 
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Abstract. After a period of little regulation, many companies are now facing a 
growing number and an increasing complexity of new laws, regulations, and 
standards. This has a huge impact on how organizations conduct their daily 
business and involves various changes in organizational and governance struc-
tures, software systems and data flows as well as corporate culture, organiza-
tional power and communication. We argue that the implementation of a  
holistic compliance cannot be divided into isolated projects, but instead requires 
a thorough analysis of relevant components as well as an integrated design of 
the very same. This paper examines the state-of-the-art of compliance research 
in the field of information systems (IS) by means of a comprehensive literature 
analysis. For the systemization of our results we apply a holistic framework for 
enterprise analysis and design. The framework allows us to both point out “fo-
cus areas” as well as “less travelled roads” and derive a future research agenda 
for compliance research.  

Keywords: compliance, regulations, information systems research, literature 
analysis. 

1   Introduction 

As of shortly, information systems (IS) and the IS discipline were rather marginally 
affected by compliance concerns. One of the reasons for the comparatively inferior 
meaning of compliance can be seen in the various deregulation endeavors that have 
characterized past years. Another reason lies in the fact that – with regard to compa-
nies – compliance has long been seen as an unswayable factor that only limits the 
flexibility of organizational design, but not as an element of design itself like, for 
example, in the context of electronic government.  

In the more recent past, however, – not least because of the current financial  
crisis – growing legal and regulatory burdens demand for the development of new 
strategies, processes, and systems that adequately support organizations in a compli-
ant conduct of business. Some approaches like the Control Objectives for Information 
and Related Technology (COBIT) framework, the Committee of Sponsoring Organiza-
tions of the Treadway Commission (COSO) model, or the information security  
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principles of the Code of Practice for Information Security Management ISO/EIC 
17799, developed by different non-profit organizations, already provide valuable 
guidelines.  

Nonetheless, organizations are still struggling with a holistic implementation of 
regulatory and legal requirements. This fact holds true for several reasons which in-
clude a lacking sense of urgency [19], indistinct responsibilities [14], and missing 
insights into the interplay of design elements that are relevant for an integrated com-
pliance management [28]. However, “holistic compliance is an enterprise-wide and 
long-term approach” [33] that “stands in contrast to simply complying with the rules” 
[33] and, thus, imperatively requires an integrated design of both relevant elements 
and the relationships amongst these. 

This paper intends to provide an overview of the existing body of knowledge on 
compliance in the IS discipline. The focus of our literature analysis lies on legal and 
regulatory compliance and respective contributions from an information systems 
research (ISR) perspective. Our aim is to identify both areas that have already gained 
some attention in the discipline and those that have so far rather been neglected. We 
systematize the results of our search based on a framework for enterprise analysis and 
design. On this basis, we point out demand for further research. 

The remainder of this paper proceeds as follows. In section 2, we introduce a 
framework as a basis to analyze and systemize our findings. Our literature search 
strategy as well as the junction of the results is presented in section 3. In section 4, we 
recapitulate the current state of research on legal and regulatory compliance in the IS 
discipline, point out those areas that require for the development of further solutions, 
and present a potential future research agenda.  

2   Business Engineering 

The enterprise-wide character of regulatory compliance usually influences many, if 
not all business areas. In every affected business area, it impacts all layers of analy-
sis/design from purely business related aspects (strategy, organization) to purely IT 
related aspects (software, data, IT infrastructure). Since enterprise architecture (EA) 
intends to cover all business areas over the entire “business-to-IT” range, suitable 
frameworks for the analysis and design of regulatory compliance might be identified 
in the EA field.  

According to ANSI/IEEE Standard 1471-2000, architecture is defined as the “fun-
damental organization of a system, embodied in its components, their relationships to 
each other and the environment, and the principles governing its design and evolu-
tion” [15]. On this basis, EA is understood as the fundamental organization of a  
government agency or a corporation, either as a whole, or together with partners, 
suppliers and/or customers (“extended enterprise”), or in part (e.g. a division, a de-
partment), as well as the principles governing its design and evolution [21]. Accord-
ing to its primary purpose to support “coherency management”, EA covers all  
relevant artifacts and structures in the “business-to-IT” range in a “wide and flat” 
manner, i.e. EA focuses on aggregate models and dependencies [1]. 

The above definition of architecture restricts comprised components to be “funda-
mental”. Due to the broad range of relevant component types, EA may nevertheless 
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comprise a huge number of such artifacts. As a consequence, most EA frameworks 
distinguish several architecture layers and architecture views in order to reduce the 
number of artifacts per model type and per model [25]. When several architecture 
layers and architecture views are differentiated, design and evolution principles have 
to address consistency and integration issues. 

As a basis for consolidating artifact types that are considered as being important 
for EA, widely used EA frameworks such as The Open Group Architecture Frame-
work (TOGAF), the Federal Enterprise Architecture Framework (FEAF) and the 
ARIS Framework have been analyzed in [37]. The following set of core EA artifact 
types has been identified: 

 Business strategy layer: organizational goals and success factors, prod-
ucts/services, targeted market segments, core competencies and strategic  
projects 

 Organization/business process layer: organizational units, business locations, 
business roles, business functions, business processes including inputs/outputs 
(internal and external business services including service levels), metrics (per-
formance indicators) and service flows, business information objects and  
aggregate information flows 

 IT/business alignment layer: enterprise services, applications and domains 
 IT implementation layer: software components and data resources, hardware 

and network architecture 

While an EA framework constitutes a suitable foundation to represent EA models and 
their (static) dependencies, dynamic aspects as well as “soft” factors are not suffi-
ciently covered. “Soft” factors like company culture, leadership style, behavior pat-
terns, incentive/sanctioning systems and communication practices are considered to 
have a pivotal role for business analysis and successful business engineering [22]. 
Although such factors are much harder than “hard” artifacts to analyze, represent and 
include in solution design, there is ongoing research in integrated analysis/design 
approaches. Regarding the framework, the traditional “hard” EA layers are therefore 
often complemented by a “soft” layer which, due to the fact that cultural issues, lead-
ership issues and behavioral issues are relevant over the entire “business-to-IT” range, 
is modeled along all “hard” layers [22]. 

The system of four “hard” layers and one complementary “soft” layer is limited to 
static as-is or to-be modeling. In order to capture the dynamics of business innovation, 
a transformation process view has to be added. Regarding regulatory compliance, (1) 
an analysis and evaluation process and (2) a transformation process should be differ-
entiated [22]. While the “innovation management style” analysis and evaluation proc-
ess continuously tracks legislation and current industry developments in order to  
identify transformation triggers, the transformation process defines and implements 
discrete transformation projects which apply regulatory measures consistently 
throughout the organization. 

It is important to mention that the holistic, enterprise wide character of regulatory 
compliance demands an integrated, consistent methodological analysis/design ap-
proach. By means of such an approach, the compliance-related knowledge base (ter-
minologies, theories, generic methods and reference models, exemplary successful 
practices, etc. [36]) is translated into consistent, effective compliance solutions. 
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Fig. 1. Business Engineering Framework 

Figure 1 illustrates the described architectural framework that includes not only 
“business-to-IT” as well as “soft” representation layers (“models”), but also the inno-
vation and transformation process view (“methods”).  

3   Literature Analysis 

3.1   Source Selection 

Compliance is not a new concept. However, not least due to the current financial crisis 
it just now experiences an enormous hype in both practice and academia. New laws 
and regulations are changing IT work, structure, and governance and confront IT man-
agers with a myriad of novel challenges [30]. In order to grasp the meaning of compli-
ance in the context of ISR, “bring coherence and perspective” [9] to this field of  
research, and identify areas that demand for further solutions from the IS discipline, we 
conduct a systematic review of existing literature. We base the selection of sources to 
be included in the review on a capacious catalog of IS outlets provided by the London 
School of Economics (LSE) [35]. We consider this catalog to be particularly appropri-
ate for our purposes, since it incorporates not only the mainstream IS journals, but 
covers also those focusing on the social study of IS as well as practitioner journals and 
the most significant IS conferences [35].  

Subsequently, we work out an understanding of compliance that allows us to de-
lineate the body of papers to become part of our analysis. The term compliance is 
often sloppily used as an umbrella term for the adherence to any piece of rule or di-
rective. Due to the ongoing evolution of the topic, however, it is indeed challenging, 
if at all feasible to provide a universal definition [31]. Consequently, we decide to 
limit the scope of our literature analysis to take into consideration only those papers 
that directly address issues of regulatory and/or legal compliance.  
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As our aim is to provide a broad overview of recent research on compliance within 
the IS discipline the time span we cover with our analysis ranges from 2002 – the year 
the most popular and most cited regulation, the Sarbanes-Oxley Act , was enacted – 
until present. We identify relevant papers by first conducting a keyword search using 
the search term ‘compliance’ and then limiting the results by means of an abstract 
evaluation. Following this search strategy, 26 IS articles on legal and regulatory  
compliance are analyzed and systemized in the subsequent section. 

Harvard Business 
Review

The Unexpected Benefits of Sarbanes-Oxley
(Wagner, S.; Dittmar, L.)23

California Management 
Review

The Ethical Commitment to Compliance: Building Value-based Cultures
(Tyler, T.; Dienhart, J.; Thomas, T.)19

A Framework for Integrating Sarbanes-Oxley Compliance into the Systems Development Process
(Mishra, S.; Weistroffer, H. R.)12

Information Technology Auditing: A Value-Added IT Governance Partnership between IT Management and Audit
(Merhout, J. W.; Havelka, D.)11

Source

European Journal of 
Information Systems

Journal of the AIS

Journal of Organizational 
and End User Computing

Journal of Strategic 
Information Systems

Social Science 
Computer Review

Information & 
Management

TitleNo.

Regulation as a Barrier to Electronic Commerce in Europe: The Case of the European Fund Management Industry
(Fisher, J.; Harindranath, G.)1

How to Build Enterprise Data Models to Achieve Compliance to Standards or Regulatory Requirements (and share data)
(Schekkerman, J.)2

Diffusing Management information for Legal Compliance: The Role of the Is Organization Within the Sarbanes-Oxley Act
(Braganza, A.; Hackney, R.)3

The Role of External and Internal Influences on Information Systems Security – A Neo-Institutional Perspective
(Hu, Q.; Hart, P.; Cooke, D.)4

Information Technology and Regulatory Policy: New Directions for Digital Government Research
(Coglianese, C.)5

Compliance to the Fair Information Practices: How Are the Fortune 500 Handling Online Privacy Disclosures?
(Schwaig, K. S.; Kane, G. C.; Storey, V. C.)6

IEEE Transactions on 
Software Engineering

An Overview of Leading Current Legal Issues Affecting Information Technology Professionals
(Matsuura, J. H.)7

Cybercrime: Legal Standards Governing the Collection of Digital Evidence
(Schwerha IV, J. J.)8

9

Analyzing Regulatory Rules for Privacy and Security Requirements
(Breaux, T. D.; Antón, A. I.)10

Managing the False Alarms: A Framework for Assurance and Verification of Surveillance Monitoring
(Goldschmidt, P.)

Information Systems 
Frontiers

Communications 
of the AIS

Developments In Practice XXI: IT in the New World of Corporate Governance Reforms
(Smith, H. A.; McKeen, J. D.)14

Implementing Section 404 of the Sarbanes Oxley Act: Recommendations for Information Systems Organizations
(Braganza, A.; Desouza, K. C.)13

Framing the Frameworks: A Review of IT Governance Research
(Brown, A. E.; Grant, G. G.)16

ISO 17799: "Best Practices" in Information Security Management?
(Ma, Q.; Pearson, J. M.)17

Holistic Compliance with Sarbanes-Oxley
(Volonino, L.; Gessner, G. H.; Kermis, G. F.)18

Spreadsheets and Sarbanes-Oxley: Regulations, Risks, and Control Frameworks
(Panko, R. R.)15

Corporate Governance of IT: A Framework for Development
(Raghupathi, W. “Rp“)22

21 The Sarbanes-Oxley Act: Implications for Large-Scale IT-Outsourcing
(Hall, J. A.; Liedtka, S. L.; Gupta, P.; Liedtka, J.; Tompkins, S.)

SOX, Compliance, and Power Relationships
(Braganza, A.; Franken, A.)20

Communications 
of the ACM

 

Fig. 2. Literature Search Results (part 1) 
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International Conference
on Information Systems

European Conference on
Information Systems

Adopting IT to Manage Compliance and Risks: An Institutional Perspective
(Butler, T.; McGovern, D.)

Institutionalization of IT Compliance: A Longitudinal Study
(Currie, W.)

Risk Management and Regulatory Compliance: A Data Mining Framework Based on Neural Network Rule Extraction
(Setiono, R.; Mues, C.; Baesens, B.)

24

26

25

SourceTitleNo.

 

Fig. 3. Literature Search Results (part 2) 

Figure 2 and 3 list the contributions on regulatory compliance that we identified in 
our literature search.  

3.2   Literature Systemization  

Systemizing the literature according to the different layers of the proposed BE 
framework reveals that some research areas have gained a lot of attention whereas 
others show only a small number of solutions. In the following, we briefly outline 
which contribution addresses which layers and/or relations of the framework. 

Transformation enablers and triggers: Due to the multitude of laws and regulations that 
has come up for different industry sectors, countries, and application areas it is compli-
cated for organizations to firstly identify relevant regulations and secondly derive  
adequate measures to actually achieve compliance. With his paper MATSUURA aims at 
providing an overview of leading current legal issues that affect IT and IT professionals 
[18]. Structured subject to major application areas, he briefly introduces the most impor-
tant laws IT professionals are likely to encounter in the course of their daily business. 
Exemplary fields include information privacy and computer security, trade secrets and 
proprietary information, intellectual property, and antitrust, competition, and commercial 
law.  

SCHWERHA concentrates on legal standards regulating the collection of digital evi-
dence in the case of cybercrime [27]. Starting from the Fourth Amendment that  
preserves citizens from unreasonable search and seizure he introduces a variety of 
statutory provisions that have been issued to supplement the initial law. The author 
points out that the rapid evolution of new technologies requires a continuous adjust-
ment of the respective laws. He emphasizes that not only officers but also civil liti-
gants have to be familiar with the Fourth Amendment and its complementing laws as 
they are held to these standards when acquiring digital evidence. 

VOLONINO et al. focus on the Sarbanes-Oxley Act and its impact on IT [33]. They 
discuss the act’s mandates as well as the purpose of regulatory agencies and point out 
the line of accountability from the Security and Exchange Commission via executives 
through to the IS departments and IS auditors that are ultimately expected to imple-
ment compliance requirements. The authors point out why and how a variety of re-
search areas, e.g. information quality assurance, business intelligence, transaction 
control and integration are affected by Sarbanes-Oxley compliance requirements. 

Knowledge Base: Three of the above itemized papers are considered to primarily 
contribute to the compliance-related knowledge base. FISHER and HARINDRANATH 
investigate the effect of financial services regulation on electronic commerce in the 
European Union (EU) [11]. On the basis of an exploratory study the authors reveal 
that current regulations – tough established to support the electronic distributions of 
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funds – in fact rather act as a barrier and inhibitor. They conclude that due to a miss-
ing consistency of present regulations with their theoretical underpinnings the EU is 
far from realizing a single market in the financial services.  

Fair information practices (FIP) represent another example of regulations that es-
pecially organizations dealing with the acquisition and use of personal consumer 
information must adhere to. SCHWAIG et al. investigate the privacy policies of the 
Fortune 500 in order to assess the degree to which these companies comply with the 
FIP [26]. Based on their examinations the authors develop a reference-matrix that 
allows for the evaluation of a company’s maturity stage with regard to its privacy 
policy implementation. Four stages are identified that range from mature privacy 
policies to policies that merely serve a public relations tool. 

Business strategy layer: The intention to implement and establish a holistic compli-
ance management represents a strategic project. Such projects require a sound cost-
benefit analysis, a mandate at the top management level, and a thorough project plan. 
MERHOUT and HAVELKA pick up on the fact that IT auditing is often seen as a “neces-
sary evil” by IT management rather than as a means that may generate value [19]. The 
authors elaborate an extensive list of explicit benefits of an internal IT function and 
propose a capacious framework comprising 8 fundamental success factors for quality 
IT auditing. It is argued that adhering to rules and regulations should be regarded as 
an opportunity to constitute governance frameworks and establish partnerships be-
tween IT management and auditors. This in turn enhances top management’s appre-
ciation of the role of IT, leads to better decision making, and frees up resources for 
other value-added projects. 

In their article HALL and LIEDTKA explore how the Sarbanes-Oxley Act affects 
large-scale IT outsourcing [13]. The authors identify key clauses of the act and derive 
a capacious list of risks and negative implications for outsourcing thereof. They defer 
to the need of a tight relation of corporate and IT strategy and appeal to view the act 
as an opportunity to (re-)integrate IT departments and invest in strategic IT assets.  

Four years after the Sarbanes-Oxley Act went into effect, WAGNER and DITTMAR 
analyze the different ways organizations deal with the new law and discover that only 
a minor group was able to gain benefits from its implementation [34]. While the ma-
jority of companies complained about having to comply with the act, a few used the 
law as an opportunity to strategically and rigorously redesign their business. The 
authors portray how benefits like e.g. process standardization and consolidation, were 
achieved by those companies that successfully implemented the Sarbanes-Oxley Act. 

Organization/business process layer: New laws and regulations not only require or-
ganizations to provide a more detailed disclosure of their operating results but also 
imply the need for change in organizational structures and processes. In their contri-
bution ‘IT in the New World of Corporate Governance Reforms’ of the series ‘Devel-
opment in Practice’ SMITH and MCKEEN survey how compliance frameworks and 
governance reforms affect and change IT work [30]. In collaboration with a focus 
group of senior IT managers the authors investigate the following five areas: general 
implications of regulatory acts for IT, the short-term impact, impacts on IT processes 
as well as impacts on IT structure and governance, and finally the anticipated long-
term impacts. The survey reveals that IT managers expect a much more professional, 
controlled, and bureaucratized IT. 
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Leadership, corporate culture, and company politics: The successful implementation 
of a holistic compliance approach not only requires adequate organizational structures 
and IT. It furthermore necessitates the commitment of a company’s workforce and the 
willingness of every employee to support the whole project. An article written by 
TYLER ET AL. explores the effect of the 1991 Federal Sentencing Guidelines for Or-
ganizations on the way organizations set up culture and policies to assert a compliant 
behavior of their employees throughout the whole organization. The authors find out 
that a common behavior of ethics and compliance officers is to promote a “values-
and-integrity approach” to the outside but live a “command-and-control approach” at 
work [32]. The latter approach, however, proves to be the more effective in assuring  
a compliant behavior. The authors provide a number of cross-organizational  
benchmarks regarding relevant compliance procedures. 

Organization/business process layer & Leadership, corporate culture, and company 
politics: There are several contributions that examine the combined impact of regula-
tory and legal compliance on ‘hard’ organizational and ‘soft’ cultural aspects and 
provide solutions for their design. BRAGANZA and HACKNEY, for example, use institu-
tional theory as a lens through which they investigate experiences made by three 
global organizations with the implementation of Section 404 of the Sarbanes-Oxley 
Act [4]. Following institutional theory, the authors take a distinct set of implementa-
tion tactics as a basis and survey how these are applied to change controls, processes, 
and behavior. Based on the insights won in their exploratory study they suggest a 
number of intervention drivers that are considered most appropriate for reducing the 
potential for financial deficiencies. Another paper by BRAGANZA and DESOUZA ad-
dresses the same topic, but directly focuses on providing and discussing six action 
guidelines for the implementation of Section 404 of the Sarbanes-Oxley Act [2]. 
BRAGANZA and FRANKEN investigate the relationships between different stakeholders 
of Sarbanes-Oxley compliance, namely: the chief executive officer (CEO), the chief 
financial officer (CFO), the chief information officer (CIO), and the auditors [3]. 
Again, institutional theory and the concept of power relationships are used as the 
theoretical basis. The authors conclude with a set of compliance implementation  
tactics that fit best for four given types of power relationships. 

In her contribution CURRIE goes into the matter of how societal, organizational and 
individual pressures change institutionalized processes over time [10]. The author 
focuses on how the introduction of an investment management system influences the 
compliance function and its respective processes. For the analysis of data won in a 
longitudinal study she develops a conceptual framework that borrows from the con-
cepts of institutional theory. With her findings she contributes to the knowledge on 
implications of technology change. 

BUTLER and MCGOVERN likewise apply institutional theory to scrutinize the ex-
ogenous factors influencing IT adoption decisions on compliance solutions[7]. The 
authors complement their findings by additionally using organizational theory to 
describe endogenous institutional arrangements. On the basis of a case study the au-
thors derive general rules for the adoption of compliance software. 

A contribution by HU et al. aims at providing a better understanding of external 
and internal influences on the success of intentions to establish a corporate IS security 
[14]. Neo-institutional theory is applied as a framework for analyzing the data  
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gathered in a case study. The authors observe coercive, normative, and mimetic forces 
that affect an organization’s success with the implementation of IS security practices 
and controls. The investigation shows that regulatory forces, such as the Sarbanes-
Oxley Act, are potent drivers for motivating top managers to set off and execute com-
pany-wide security initiatives. The contribution points out how regulatory and legal 
requirements influence an organization’s IS security and presents valuable guiding 
principles for enterprises developing an IS security. 

Organizational/business process layer & IT/business alignment layer:  Based on the 
concluding thoughts from two workshops held by Harvard University’s Regulatory 
Policy Program, COGLIANESE discusses how IT affects government in making regula-
tory decisions [8]. The author points out the necessity of an integrated consideration 
of both the opportunities associated with new information technologies and the organ-
izational design of regulatory policy making. He provides advice on how to enhance 
the receptiveness, efficiency, and manageability of decision making in regulatory 
concerns and outlines objectives for future research on digital government.  

Organization/business process layer, IT/business alignment layer, IT implementation 
layer & Leadership, corporate culture, and company politics: The assurance of an 
integrated and holistic compliance management calls for approaches that involve all 
of the layers outlined in the BE framework. However, existing practitioner frame-
works often only address specific aspects and neglect the required holism. In his con-
tribution PANKO picks up on the compliance risks that are induced by the widespread 
use of spreadsheets in financial reporting [23]. Based on the alarming fact that on 
average 94% of these spreadsheets are faulty the author analyses how general as well 
as IT-specific control frameworks can be used in order to reduce spreadsheet-related 
compliance risks. He comes to the conclusion that existing frameworks mainly sup-
port error-testing and that “operational procedures, auditing, documentation methods, 
and secure spreadsheet operations” are still in need of development.  

The demand for rigorous and transparent frameworks for corporate governance 
was significantly increased when the Sarbanes-Oxley Act went into effect. BROWN 
and GRANT use this as an opportunity to conduct a comprehensive review on existing 
governance research and literature [6]. They identify two main research streams, one 
on IT governance forms and the other one on IT governance contingency analysis 
which conjointly led to the contemporary IT governance research. The author’s analy-
sis reveals that especially the fit between IT and organization remains to be of domi-
nant importance and that both practitioners and academicians show a constant effort 
to further refine instruments and methods to govern corporate IT decisions.  

MA and PEARSON conduct a survey of information security professionals in order 
to validate if  the standard ISO 17799 actually represents a best practice approach for 
information security and if the framework’s dimensions address the right aspects [17]. 
The second objective of their survey consists in the improvement of the standard by 
generating a parsimonious model. The author’s findings indicate that ISO 17799 di-
mensions and items are highly valid, but should be complemented by a new dimen-
sion that additionally addresses the aspect of business partner security.  

A lot of regulations and standards require a complete control of the corporate IT. 
RAGHUPATHI picks up on this fact and discusses how enterprise-wide IT governance 
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(ITG) can be established [24]. He identifies three different stages in corporate ITG. 
Starting from the finding that IT needs to generate a high return on investment (ROI) 
the author analyzes the role of the CIO and the IS organization as well as the way the 
IS function is regulated by the top management. 

IT implementation layer: “Increasingly, regulations are requiring software engineers 
to specify, design, and implement systems that are accountable to and in compliance 
with laws and regulations” [5]. The subsequent contributions explicitly focus on tech-
nological solutions for the implementation of compliance requirements. KIM et al. 
propose a concept for model-based proof of compliance [16]. They postulate the use 
of computational ontologies for the development of enterprise data models in order to 
both overcome business analysis problems – in particular those related to compliance 
issues and improve the possibility to inter-organizationally share data models. The 
paper not only introduces the concept but also provides an exemplary implementation 
that proves the applicability of the approach. 

Another characteristic subject of legal compliance is addressed by GOLDSCHMIDT, 
who suggests a method to support the assertion of surveillance monitoring alarms by 
means of the so called compliance verification knowledge management (CV-KM) 
[12]. Primary monitoring systems (PMS) are systems that ensure internal control and 
generate exceptions in case of potential anomalies and possible non-compliance 
events, e.g. fraud or intrusion detection. CV-KM systems represent second-tier moni-
toring systems that assist the user in analyzing and categorizing the exceptions re-
ported by the PMS and in identifying evidence either verifying or refuting generated 
alarms. Thus, CV-KM systems act as decision support systems for analysts. 

One of the major challenges of automating compliance lies in the fact that regula-
tory requirements are mostly specified in complex and betimes ambiguous legal  
language. BREAUX and ANTÓN attend to this defiance and propose a method for ex-
tracting rights and obligations from laws and other regulatory texts [5]. Therewith, the 
authors contribute a design artifact that supports organizations in assuring and  
systematically demonstrating their compliance with policies and regulations.  

The Sarbanes-Oxley Act not only concerns aspects of corporate governance and  
financial practice but also introduces a set of requirements regulating software devel-
opment processes. On the basis of the COBIT reference structure MISHRA and WEIS-

STROFFER develop a conceptual framework that integrates respective requirements 
into the workflows of software development and, thereby, facilitates the internal  
control over systems development activities [20]. 

For the simple reason that an increasing number of regulations require the disclo-
sure of management control SETIONO ET AL. propose a new type of IS designed to 
support quality decision making [29]. Their novel data mining algorithm is especially 
designed for verification, validation, and performance monitoring in the Basel II  
context.   

Figure 4 displays how the 26 papers considered in our literature analysis scatter on 
the BE framework according to the content they address. The papers can be identified 
based on the numbers they have been assigned in figures 2 and 3. 
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Fig. 4. Systemization of literature 

4   Conclusion 

The objective we pursued with this paper was to bring light into the darkness of com-
pliance research in the IS discipline. As has been said by a variety of authors, new 
regulations and laws have huge impacts on how organizations conduct their daily 
business  [30], [33], [34]. Thus, a number of publications address different aspects of 
implementing regulatory compliance. We conducted a literature analysis and system-
ized the results according to the BE framework. The systemization reveals that some 
layers and relations have been considered intensely while others have fairly been 
neglected. Especially the influences of regulations on organizational and behavioral 
structures of organizations have thoroughly been investigated, often applying institu-
tional theory as a conceptual basis. Furthermore, a number of contributions propose 
different software or IT solutions that support the implementation of compliance. 
Other areas, however, remain clearly under-researched. In particular the relations 
between different layers have been neglected so far. We could not find any contribu-
tion that addresses the topic of how to operationalize strategic compliance objectives. 
Moreover, methods and approaches for the identification of those regulations that are 
especially relevant for an organization are missing. The knowledge base alike is still 
lacking in sound theories, methods and terminologies for the context of regulatory 
compliance. Moreover, an approach to combine existing methods and adapt these 
according to specific organizational contexts is not yet available. We thus conclude 
that – although the implications of regulatory compliance have been thoroughly inves-
tigated [20] – the IS discipline is limping behind with the development of suitable 
concepts and solutions. Compliance represents a challenging new research area in ISR 
and demands for a unified system of concepts and a pool of methods and models that 
can be combined for a holistic compliance implementation. 
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Abstract. Over the last decade there was a high interest in business
process modeling in organizations. In their majority workflow systems
support a role-based allocation of work to actors. This allocation does
not consider the additional work which comes from the actors environ-
ment and which is not visible to the workflow management system. In
fact, the WFMS is not aware of the real workload of human resources
in the organization. In this paper we propose an actor-driven approach
for business processes management which aims at taking into account
the additional work generated by the environment (telephone, fax, mail,
verbally) and thus the the real workload of actors.

1 Introduction

Business process models are recognized as indispensable artefacts to drive busi-
ness management and evolution [19], [1],[9]. Even if workflow technology became
a standard component of many enterprise information systems, the introduction
of this technology set also several problems[12].

Failures have been observed in organization during the operation of workflow
applications. Such failures are mainly consequences of the modeling of business
processes as flows of activities, without any estimation of the availability of hu-
man resources (we will call them shortly resources in the following ). Often this
led to stack parallel processes on resources, considering that they would be al-
ways available. The issue of the concurrent solicitation of multiple processes and
process instances for the same resource was never dealt with to our knowledge.

This issue is relatively recent and was grown with the proliferation of new
information and communication technologies (email, telephone, fax), which allow
to address directly to the resources the work to perform. In service companies,
the lack of ability to deal with the dynamic allocation of work to resources
by taking into account comprehensively the actors environment leads to non
mastered and uncontrolled delays. These observations led us to the conclusion
that the real workload of actors is opaque for the workflow management system
and also for the supervisors of the involved actors.

T. Halpin et al. (Eds.): BPMDS 2009 and EMMSAD 2009, LNBIP 29, pp. 187–196, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



188 K. Bessai and S. Nurcan

Fig. 1. The approach components

The majority of the workflow management systems(WFMS) are role-based
and provide activity-driven modeling capabilities[6]. We focus in this paper on
the comprehensive environment of the WFMS users, and more precisely on work
allocations taking place outside the WFMS. Figure 1 shows the global picture
of our proposition.

We propose an actor-driven approach for business processes enactment to deal
with the following questions:

– How to capture the work coming from the environment?
– How to integrate the work from the environment in the workloads of re-

sources which are dealt with by the workflow engine and the worklist handler
of the WFMS [18]?

– How to take into account the availability of those resources?

This paper is organized as follows. Section 2 presents related works on resource
modelling. In section 3, we present our approach for a smooth management
of resources taking into account their comprehensive environment. Section 4
concludes the paper.

2 Related Works

In this section we provide a short survey of research on workflow resources.
Zur Muhlen [4] presents a meta model which incorporates a technology-driven
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approach and an organizational-driven approach for resource modeling. In [3] an
organizational reference meta model is presented; authors specify users require-
ments for WFMS, and compare the meta models of two WFMS WorkParty and
FlowMark. While the process modeling capabilities of the current WFMS seem
to be at a high level, the organizational models provided by these systems are
very elementary [4]. In[17] authors characterize a role-based environment focus-
ing on the concepts which need separation of duty. They also define different
variations of separation of duty.

In [2] Kumar et al propose a systematic approach to create dynamically an
equilibrium between quality and performance issues in workflow systems. Russell
et al [12] describe a series of workflow resource patterns that aim at capturing
the various ways resources can be represented and used in workflow technolo-
gies. They distinguish a series of specific categories of these patterns. Creation
patterns are specific to the built time, and limit the resources that can execute
an activity. Push patterns characterize situations where work items which are
created are gradually allocated to resources by the WFMS. Pull patterns de-
scribe situations where individual resources are informed of a set of work items
that must be executed. These resource patterns provided a big advance in the
resource modeling for business processes, nevertheless they do not consider the
external environment of the WFMS.

In [17], the usage of the concept of role is investigated in the context of
flexible business process modelling. In [18], a situational approach for flexible
business processes modelling and engineering is suggested in order to deal with
the variability problem (which impacts directly human resources) at the meta-
model level. Our contribution in this work is the integration of the work items
coming from the environment in the workload of resources, and the definition of
a resource manager for the orchestration of the dynamic resource allocation.

3 An Actor-Driven Approach for Business Process
Enactment

In this section we present an actor-driven approach in order to deal with the
real workload of human resources. This approach is composed of two main steps.
The former aims to capture and identify the work coming from the environment.
The later is the dynamic work allocation itself as described below. The principal
concepts of the approach are shown in Figure 2:

– Resource: human actors involved in the organization.
– Role: the responsibility that an actor holds when performing an activity.
– Activity: the individual work realized by actors; we distinguish between in-

ternal and external activities. Internal activities represent work items allo-
cated to the actors by the worklist handler of the WFMS. External activities
represent the work coming from the environment (telephone, fax, email, ver-
bally). They are closely related to the resource role in the organization and
allocated by a manager, collaborator or a business partner. We dont take
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Fig. 2. The approach concepts

into account micro tasks or background tasks like reading an email, drinking
a coffee and personal activities.

– Process: any business process in which the actor is involved.

3.1 Description of the Environment

In our approach, the environment represents all factors that influence either
directly or indirectly the WFMS and more particularly the resource manager.
Workflow management systems orchestrate resources without having a compre-
hensive information on their real workload. Numerous interactions between re-
sources and the business environment make this workload opaque for the WFMS.
Solicitations from the environment for the performance of a given work can be
on different kinds: telephone, fax, email,... These communication channels affect
the majority of resources in organizations, although they are not visible by the
WFMS. The main purpose of our approach is to define the capability to capture
the work items coming from the environment and to perform the resource al-
location accordingly. We characterize and describe the environment using a set
of factors called contingency factors. These factors will be used to identify the
sensors which are necessary to catch the task-flow originated from the environ-
ment. Eventually, this will allow us to include those activities in the repository
of resources in order to be aware of the real workload of all actors.
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Contingency Factors. They are linked to the external activities and to actors.

– The contingency factors linked to the environment: define the communica-
tion channels which are used to assign activities to resources and specify
some characteristics of these activities.

– Communication channels: the external activities discussed below can be
transported on different channels, such as:

Email: during the last decade the importance of electronic messages was
grown within organizations, for the transmission of information as well
as a tool for work assignment to resources.

Written documents: they correspond to the most often used way to al-
locate activities to resources. This is also the typical way to delegate a
work and can be based on different forms such as fax, memo etc.

Verbally: this is the less formalized channel, such as telephone commu-
nications, nevertheless this is a very usual way to solicit resources for
doing ”something”.

– The description of external activities: we determined some significant
attributes such as: content, priority, impact on other activities, and fre-
quency of occurrence.

– The contingency factors linked to actors define in some way the status of the
latter. In fact, a resource can be not available for doing something for differ-
ent raisons like vacancy, illness, vacation etc. This kind of information about
availability must be captured and transmitted to the resource manager.

The contingency factors allow thus to formalize the work originated from the en-
vironment and to be assigned to resources. They will be used in conjunction with
rules for the integration of the external ”black box” activities into the resource
repository making them ”glass box” activities. In that way, the resource manager
will have the comprehensive knowledge about the human resource requirements of
those external activities without any responsibility for controlling their execution.

Capture and Integration of the Work from the Environment. Sensors
will allow us listening/capturing, transforming and integrating external activities
from the environment to the repository/registry of resources. The capture and
the integration of external activities is mainly dependent on the communication
channel and the nature of those activities. This dependence determines the type
of sensor to use: automatic, semi- automatic, or manual.

– Automatic capture. As described above emails are frequently used in organi-
zations to assign work to resources. This additional work can be integrated
in the repository of resources automatically. Emails can be captured auto-
matically if they are formalized in a structured way (key word=value) for
instance: (TaskName= write an unexpected report), (Startdate= 14/04/09).
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– Semi-automatic capture. Some times emails are not well formalized. In this
case, the resource him/her self has to root the email to the resource repos-
itory. She can also add additional information, in order to include it more
easily into the repository.

– Manual capture. This way will be used when a resource is solicited by tele-
phone, fax or verbally. In these cases, the resource has to complete a form de-
scribing the requested work. Once submitted, the repository state is updated.

In most cases, the capture of the external work requires validation before the
integration in the resource repository. This validation can be performed by a su-
pervisor. The responsibility required for the validation of an activity originated
from the environment is determined by the hierarchical position of the resource
in the organization. For instance the external activities of a senior manager can
be automatically validated, whereas a medium level team member will need the
approbation of his/her supervisor for the external activities arrived in one of
his/her external worklists.. The information about the activity to be included
in the resource repository will play an important role in the validation process.
Depending on their nature, some activities may be automatically validated like
activities of high priority. In some other cases, if information on external activi-
ties are missing, the latter will be automatically rejected. A form will be returned
to the resource, which is called to perform the activity, to retrieve the missing
information. Eventually, the completed information will help the resource who
will validate the activity.

The validation of an external activity leads to it’s integration into the re-
source repository, i.e the update of the workload of the corresponding resource.
This makes all external activities ”glass boxes”, and addresses thus the opacity
problem presented at the beginning.

The aim of this approach is to balance the load between resources not to
monitor their work, therefore it’s in the resources’ interest to report their external
tasks. For this raison we would not carry our interest on background tasks,
nevertheless, integration of these tasks in the system would cause privacy issues.

3.2 Work Allocation

In this paper we present an approach for improving the resource allocation in
workflow management systems. Our proposition consists of developing a resource
manager which purpose is to dynamically orchestrate the work allocation. We
also suggest assembling necessary information about actors and their real work-
load into a resource repository. In the following sections we will describe this
repository and the criteria defined for allocating work to the resources.

Resources Repository. Our aim is to construct a resource repository which
should contain all information about actors and their real workload, the latter be-
ing a set of external and workflow/internal activities. This repository will be the
cornerstone of our approach. It will be solicited by workflow management systems,
the resource manager, resources themselves and the environment through sensors.
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– Workflow management systems: the system will update the repository, when
it will assign an activity to a resource chosen by the resource manager.
Each time a resource starts or terminates the execution of an activity in-
stance, the WFMS should update the resource repository to modify the in-
ternal/workflow activity state. The aim is to make the workload of resources
as transparent as possible.

– Resource manager: The resource management is based on the information
and data available in the repository. The resource manager reacts to the
requests of the WFMS by providing the adequate resource for the realization
of a given activity instance. Then the WFMS solicits the resource chosen by
the resource manager for performing the activity.

– Resources: they integrate their own external activities in the repository and
update their state. Otherwise, some other resources, such as supervisors, can
integrate be requested for validating the external activities of the operational
resources which will perform these activities. Thus, the repository has the
knowledge about the organizational structure and manages access rights of
all resources.

– Sensors: some external activities can be integrated automatically without
validation. To realize this, we have to define rules for the repository based
on what is listened on these sensors.

The description above sums up the requirements necessary for the implemen-
tation of the resource repository, and surveys its functionalities and roles in
relation to the other actors (human or software) of the system.

Criteria for Work Allocation. The work allocation in our approach is done
by the resource manager based on the information stored in the repository. This
search for the most appropriate actor or the work allocation will be further based
on a set of criteria: organizational (roles of resources), real workloads (external
and internal activities) and the resource availabilities.

4 A Map Illustration of the Way of Working

In this section we use the Map formalism [18] [11] [5] for visualizing the suggested
approach. A map as a directed graph from Start to Stop with intentions as nodes
and strategies as edges between them. An intention is a goal that can be achieved
by the performance of a process. Each map has two special intentions, Start and
Stop, to respectively begin and end the process. A strategy is a manner to achieve
a goal. The graph is directed because the strategy shows the flow from a source
to a target intention. Each path from Start to Stop describes a way to reach the
result i.e. each of them is a process model.

The map is a navigational structure which supports the dynamic selection
of the intention to be achieved next and the appropriate strategy to achieve it
whereas guidelines help in the operationalization of the selected intention [18].

We use the map formalism (see Figure 3) to represent the different method-
ological intentions targeted by our approach and the strategies which can be
used for their achievement.
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Fig. 3. The map of the actor-driven resource allocation approach

Table 1. Map Strategies Description

N Strategy Name Definition

S1 Automatic This strategy aims to capture formalized mails automatically.
Mails contain special keywords for being captured.

S2 Fill a form An activity is integrated to the resource workload if it’s revelant
and frequent. The form containing information on requested activity
is filled by the resource and validated by his supervisor.

S3 Semi-automatic Not formalized mails which are integrated to the repository
capture by the resource.

S4 Request for an If an activity is considered irrelevant or if it requires a tiny
irrelevant sollicitation execution time.

S5 Manual validation The activity is manually validated by a supervisor.
S6 Automatic The activity is automatically validated by the system.

validation
S7 Update workload Some activities do not require validation and are directly

without validation added to the resource load work. They are defined as critical
activities or the resource has a high rank in the organization.

S8 Missing The request for the activity execution is incomplete and it had
information to be clarified with additional information

S9 Activity is not The activity is rejected by the supervisor or the system. It
validated has no’t to be performed by this resource and need to be reassigned.

S10 Workload Once validated, the activity is added to the resource workload
update

S11 By completeness The system notifies the resource that the activity has been added
to his/her workload.
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Intentions. The map describing the approach has three intentions other than
Start and Stop : Capture external activity, validate external activity and Update
the workload of a resource.

Strategies. For the realization of these intentions (except Start) we can use the
set of strategies, shown in table 1.

5 Conclusion

In this paper we proposed an actor-driven approach for the smooth enactment of
business processes. This approach aims to make transparent the comprehensive
workload of resources and thus smoothing it across time, which is impossible
when the work items arrive to the actors from different communication channels
including the WFMS itself.

We propose to develop a repository/registry which contains external and inter-
nal/workflow activities and all the information about resources (role, availability,
workload). This repository up to date by the workflow management system(s) af-
ter each work allocation, of a work item to an actor by the workflow engine and
worklist handler, and also by the environment through the sensors (if complete au-
tomation is possible) or by the resources themselves (otherwise). We define a sensor
for each communication channel (telephone, fax, email). Moreover, we propose a
centralized resource manager to deal with the comprehensive work allocation, i.e
also on behalf of the WFMS, taking into account the availability of resources, the
organizational structure and the real workloads of human resources.

At this stage of our research we have not chosen yet the implementation
technology for the resource repository, although we envisage some solutions closer
to service oriented architectures.

Our future works will also include an extension of the contingency factors
related to the resources and the definition of additional facets such as the local-
ization of the resource and his/her context of work. We also envisage defining
other sensors for the capture of external activities, and an allocation mechanism
for the resource manager.
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Abstract. Contemporary workflow management systems (WfMS) offer
promising perspectives in respect to comprehensive lifecycle support of
business processes. However, there still exist numerous business applica-
tions with hard-coded process logic. Respective application software is
both complex to design and costly to maintain. One major reason for the
absence of workflow technology in these applications is the fact that many
processes are data-driven; i.e., progress of process instances depends on
value changes of data objects. Thus business processes and business data
cannot be treated independently from each other, and business process
models have to be compliant with the underlying data structure. This pa-
per presents characteristic properties of data-oriented business software,
which we gathered in several case studies, and it elaborates to what de-
gree existing WfMS are able to provide the needed object-awareness. We
show that the activity-centered paradigm of existing WfMS is too inflex-
ible in this context, and we discuss major requirements needed to enable
object-awareness in processes management systems.

Keywords: Workflow Management, Object-aware Process Management
Systems, Data-driven Process Execution.

1 Introduction

Nowadays, specific application software (e.g., ERP, CRM, and SCM systems)
exists for almost every business division. Typically, respective software enables
access to business data and offers a variety of business functions to its users. In
addition, it often provides an integrated view on the business processes. Though
such tight integration of process, function and data is needed in many domains,
current application software still suffers from one big drawback; i.e., the hard-
coding of the process and business logic within the application. Thus, even simple
process changes require costly code adaptations and high efforts for testing. Ex-
isting application software typically provides simple configuration facilities; i.e.,
based on some settings one can configure a particular process variant. Prob-
lems emerging in this context are the lack of transparency of the configurable
processes and the mutual dependencies that exist between the different con-
figuration settings. In addition, like the overall process logic the settings are
often (redundantly) scattered over the whole application code, which therefore
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becomes complex and difficult to maintain over time. This results in long devel-
opment cycles and high maintenance costs (e.g., when introducing new features).

In principle, workflow management systems (WfMS) offer promising perspec-
tives to cope with these challenges. Basically, a WfMS provides generic functions
for modeling and executing processes independent from a specific application.
Contemporary WfMS, however, are not broadly used for realizing data- and
process-oriented application software, particularly if a close integration of the
process and the data perspective is needed. In the latter case the processes are
typically data-driven; i.e., the progress of single process instances does not di-
rectly depend on the execution of activities, but on changes of attribute values of
data objects. Thus business processes and data cannot be treated independently
from each other, and business process models need to be compliant with the
underlying data structure; i.e. with the life cycles of the used data objects.

In this paper we demonstrate why the activity-centered paradigm of existing
WfMS is inadequate for supporting data-oriented processes. For this purpose,
we elaborate important properties of existing application software and show to
what degree they can be covered by existing WfMS. Based on the identified
shortcomings, we define major requirements for a generic system component
enablingdata-oriented processes with integrated view on both business processes
and business data. To clearly distinguish this approach from existing WfMS we
denote it as Object-aware Process Management System in the following.

Section 2 summarizes characteristics of contemporary WfMS and introduces
an example of a data-oriented process. We use this running example throughout
the paper to illustrate different issues relevant for the support of data-oriented
processes. In Section 3 we describe five key challenges for realizing an Object-
aware Process Management System. We check to what degree contemporary
WfMS cover the properties of data-oriented applications. Based on the problems
identified in this context we derive the requirements for Object-aware Process
Management Systems. Section 4 describes related work. The paper concludes
with an outlook on our future research in Section 5.

2 Backgrounds and Illustrating Example

This section describes basic workflow terminology and introduces an illustrating
example. Based on this information we discuss the deficiencies of contemporary
WfMS in the following sections.

Existing WfMS. In existing WfMS, a process definition consists of a set of
activities and their control flow [1]. The latter sets out the order and constraints
for executing the activities. It can be defined based on a number of workflow
patterns which, for example, allow to express sequential, alternative and parallel
routing as well as loop backs [2]. Each activity, in turn, represents a particular
task and is linked to a specific function of an application service. To be able to
assign human tasks to the respective actors, in addition, actor expressions (e.g.,
user roles) need to be defined for the corresponding activities. At runtime, for
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each business case an instance of the corresponding process definition is created
and executed according to the defined control flow. A particular activity may be
only enabled if all activities preceding in the control flow are completed or cannot
be executed anymore (except loop backs). When an interactive activity becomes
enabled, corresponding work items are added to the work lists of responsible
users. Finally, when a work item is selected by a user, the WfMS launches the
associated application service.

Example of a Data-Oriented Process. We consider the (simplified) process
of a job application as it can be found in the area of human resource manage-
ment. Using an online form on the Internet, interested candidates may apply for
a vacancy. The overall goal of the process then is to decide which applicant shall
get the offered job. A personnel officer may request internal reviews for each job
applicant. Corresponding review forms have to be filled out by employees from
functional divisions until a certain deadline. Usually, they evaluate the applica-
tion(s), make a proposal on how to proceed (e.g., whether or not a particular
candidate shall be invited for an interview), and submit their recommendation to
the personnel officer. Based on the provided reviews the personnel officer makes
his decision on the application(s) or he initiates further steps like an interview
or another review. In general, different reviews may be requested and submitted
respectively at different points in time. In any case, the personnel officer should
be able to sign already submitted reviews at any point in time.

3 Findings, Problems, Requirements

In several case studies we have evaluated the properties of data- and process-
oriented application software. This section summarizes basic findings from these
studies and illustrates them along our running example. We then reveal char-
acteristic problems that occur when using existing workflow technology for im-
plementing the identified properties. This leads us to a number of fundamental
requirements to be met by object-aware process management systems.

3.1 Challenge 1: Integration of Data

Findings. Usually, application systems manage data in terms of different object
types represented by a set of attributes. At runtime, for each object type several
object instances exist, which differ in the values of their attributes. Each object
type has at least one attribute representing its object ID. Using this attribute any
object instance can be uniquely identified. Relationships between object types
are described using attributes as well. At runtime, object IDs of other object
instances are then assigned to these attributes. Generally, an object instance
may be referenced by multiple other object instances of a particular object type.

Business Data is represented by a variable number of object instances of
different object types which are related to each other.

Fig. 1a depicts the data structure for our running example. For each applica-
tion multiple reviews can be requested (cf. Fig. 1b). Thereby the precise number
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of related object instances varies from case to case; i.e., the number of requested
reviews may differ from application to application, and it may also change dur-
ing runtime (e.g., if for an application some reviews are requested or completed
later than others).

In data- and process-oriented applications, available information can be ac-
cessed by authorized users at any point in time regardless of the process status.

From a user perspective, the instances of a particular object type correspond
to rows in a table. Table columns, in turn, relate to selected attributes of the
object type or – more precisely – to attribute values of the object instances.
Attributes representing object relationships are resolved; i.e., their values are
substituted by (meaningful) attribute values of the related object instances. Ad-
ditional information on object instances (e.g., attributes not displayed by default
within the table or detailed information about referenced object instances) can
be viewed on-demand. Using this data- or object-centric view, besides working
on mandatory process activities , authorized users may optionally edit attribute
values of single object instances at arbitrary points in time (optional activities).

Problems. Existing WfMS are unable to provide such object-centric views.
Most of them only cover simple data elements, which store values of selected
object attributes, while the object instances themselves are stored in external
databases. More precisely, only the data needed for control flow routing and for
supplying input parameters of activities are maintained within the WfMS (i.e.,
so-called workflow relevant data), while other application data is unknown to it.
Obviously, this missing link between application data and business process pro-
hibits an integrated access to them; i.e., access to detailed business information
is only possible when executing an activity and its related application function
respectively. Fig. 1c shows a process activity for perusing a particular review.
Which review shall be displayed can be controlled by the WfMS by handing over
its objectID to the invoked activity. However, the WfMS cannot control which
attributes of the review object or of related objects (e.g., the application) can
be accessed. Missing or incomplete context information, however, often leads to
inefficient work and erroneous results [3].
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Fig. 1. Data structure and access to context information
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In principle, optional activities, enabling access to application data at arbi-
trary points in time, could be emulated in WfMS by explicitly modeling them
at different positions in the control flow. However, this would lead to spaghetti-
like process models with high number of redundant activities, which are difficult
to comprehend for users. Besides this, users would not be able to distinguish
optional activities from mandatory ones. Fig. 2 illustrates this problem along
our running example. Here, optional activity edit data is embedded multiple
times in the process definition in order to be able to access application data
if required. Note that without such an explicit integration of optional activi-
ties, needed changes of application data would have to be accomplished directly
within the applications system. When bypassing either the WfMS or appl. sys-
tem, however, inconsistencies with respect to attributes, redundantly maintained
in both systems, might occur. Worst case, this can result in runtime errors or
faulty process executions.

Requirements. Object-aware process management systems need to be tightly
integrated with application data. In particular, these data should be manageable
and accessible based on complex objects rather than on atomic data elements.
Another challenge is to cope with the varying and dynamic number of object
instances to be handled at runtime. Thereby, the different relations between
the object instances have to be considered as well. Finally, regardless of process
status, it should be possible to access object information at any time.

3.2 Challenge 2: Choosing Granularities for Processes and Activities

Findings. For different object types separate process definitions exist [4]. The
creation of a process instance is directly coupled with the creation of an object
instance; i.e., for each object instance exactly one process instance exists.

Fig. 3 illustrates the mapping between object and process types as well as
between object and process instances. The object type of a job application has
its own process type. At runtime, there are several instances of a job application
object. Correspondingly, for each of them a separate process instance is created.

Regarding the process type associated with a particular object type, each ac-
tivity refers to one or more attributes of the object type. There is one action per
attribute to read or write its value. Each activity consists of at least one action.
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When executing a particular process instance related subordinate processes
may be triggered. Results collected during their execution are relevant for the
execution of the superordinate process instance as well. In this context the cre-
ation of a subordinate process instance is also coupled with the creation of a
corresponding object instance. The latter has to refer to the object instance of
the superordinate process instance. Consequently, the number of subordinate
process instances depends on the number of object instances which reference the
object instance associated with the superordinate process instance.

The relations between process types correspond to the relations between object
types within the overall data structure [4].

Fig. 3 illustrates the analogy between data structure and process structure.
For each job application an arbitrary number of reviews may be requested, and
for each review object one process instance is running. The latter constitutes a
subordinate process of the process instance related to the job application.

Problems. Granularity issues are not adequately addressed in existing WfMS;
i.e., processes, sub-processes and activities may be modeled at arbitrary level
of granularity. Neither a uniform methodology nor practical guidelines exist for
process modeling [5], often resulting in inconsistent or non-comparable models.
Furthermore, when modeling and executing processes in WfMS, there exists no
direct support for considering the underlying data structure; i.e., the objects
and their relations. In particular, two drawbacks can be observed: First, the
creation of (sub) process instances cannot be coupled with the creation of object
instances. Second, in many WfMS the number of sub process instances has to be
fixed already at build time [6]. Note that WfMS enabling multi-instance patterns
constitute an exception in the latter respect [2].

Requirements. The modeling of processes and data constitute two sides of the
same coin and therefore should correspond to each other [5]. Thereby, we have
to distinguish between object level and (data) structure level: First, a process
type should always be modeled with respect to a specific object type; process
activities then may directly relate to attributes of this object type. Second,
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at the structure level, process relations should correspond to the ones between
the corresponding data objects. Finally, instantiation of processes needs to be
coupled with the creation of related object instances.

3.3 Challenge 3: Data-Based Modeling

Findings. The progress of a process instance correlates with the attribute values
of the associated object instance. Corresponding to this, the steps of a process are
less defined on basis of black-box activities, but more on explicit data conditions.

Fig. 4 shows an instance of a review object together with the related pro-
cess instance. For each process step, pre-conditions on the attribute values of
the object instance as well as the attribute values changed within this step are
depicted. In particular, the process is defined by setting goals described in terms
of conditions on object attribute values. Regarding our example from Fig. 4,
these data conditions are related to the attributes of the review object. This way,
process state and object state sync at any point in time. Mandatory activities
can be identified by analyzing the data conditions. More precisely, they comprise
those actions changing object attributes in a way such that the conditions for
executing subsequent activities become fulfilled [3]. For each process step at least
one mandatory activity exists.

Problems. In existing WfMS, process designers have to explicitly define the
activities to be carried out as well as their order constraints. In particular, no
support exists for verifying whether or not the (semantic) goals of a process can
be achieved [7,8,9]. Some approaches define pre- and post-conditions for certain
activities in relation to application data. If the pre-conditions of such an activity
cannot be met during runtime, however, process execution is blocked. In this
context, it is no longer sufficient to only postulate certain attribute values for
executing a particular activity. It then must be also possible, to dynamically
react on current attribute values.

Requirements. In object-aware process management systems, the modeling of
a process type should not be based on the activities to be carried out. Instead,
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process steps should be defined in terms of data conditions. The latter, in turn,
should relate to the attributes belonging to the corresponding object type.

3.4 Challenge 4: Synchronizing Process Instances

Findings. A subordinate process is always instantiated during the execution
of another process instance [6]. Like for the superordinate process instance, a
corresponding object instance is then created. In particular, this object instance
references the one related to the superordinate process instance. Finally, the
pre-condition of the process step, in which the subordinate process instance is
created, corresponds to a data condition on the superordinate object instance.

The creation of a particular object instance depends on the progress of the
process instance related to the superordinate object instance.

Fig. 5a illustrates this relationship. A new review object cannot be created
before the skills of the applicant have been compared with the job profile.

During the execution of a superordinate process instance, information from its
subordinate process instances may be used for decissions within the superordinate
process instance.

To accomplish such evaluation, data of multiple subordinate object instances
may be required [6]; i.e., we need to aggregate the values of particular attributes
of subordinate object instances. Which subordinate object instances shall be
taken into account may depend on the execution progress of their corresponding
process instances. Fig. 5b illustrates this along our running example. Within the
parental process instance handling a particular job application, the requested
reviews (i.e., results from different subordinate processes) are jointly evaluated.
Thereby, only submitted reviews are considered.

The executions of different process instances may be mutually dependent [4,6].
Respective dependencies may exist between instances of the same process type as
well as between instances of different process type.

Considering this, the data conditions for executing process steps are even
more complex in existing application software than described above; i.e., these
data conditions may be not only based on the attributes of the corresponding
object type, but also on the attributes of related object types. For example, a
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review may only be marked as completed after a decision on the job application
has been made (cf. Fig. 5c).

Problems. In existing WfMS, process instances are executed in isolation to each
other [6]. Neither dependencies between instances of different process types nor
dependencies between instances of the same process type can be defined at a
reasonable semantical level. Often, the modeling of subordinate processes serves
as a workaround. However, in existing WfMS the execution of subordinate pro-
cess instances is tightly synchronized with their superordinate process instance;
i.e., the latter is blocked until the sub process instances are completed. Thus,
neither aggregated activities nor more complex synchronization dependencies as
described above can be adequately handled in WfMS [6].

Requirements. Generally, it should be possible to execute both instances of
the same and instances of different process types in a loosely coupled manner,
i.e., asynchronously to each other. However, due to data dependencies at object
instance level, we need to be able to synchronize their execution at certain points.
Furthermore, to a superordinate process instance several subordinate process
instances should be assignable in accordance with the relationships between
corresponding object instances as well as their cardinalities.

3.5 Challenge 5: Flexibility

Findings. As described, there are optional as well as mandatory activities. The
former are used to gather object information at any point in time regardless
from the progress of the corresponding process instance. Opposed to this, the
latter are mandatory and comprise actions that change the values of the object
attributes used within the data conditions of one or multiple process steps.

The activation of an activity does not directly depend on the completion of
other activities; i.e., it may be executed as soon as its data condition is satisfied.

An activity can be also executed repeatedly as long as its data condition is
met. Depending on how the data conditions of the different activities look like,
a more or less asynchronous execution becomes possible (cf. Fig. 6).

Generally, activities consist of one or more atomic actions for reading or writ-
ing the different attributes of an object instance. Which object attributes can
be actually modified in a given context depends on the progress of the related
process instance. For example, Fig. 7 shows the different actions available within

run time
delivery date is 

null
delivery date > 

today
recommendation 

is not null
submit = true finish = true

     time          time     

set delivery date view application
propose recommendation

submit finish

view review
edit review

Fig. 6. Asynchronous and overlapping execution of activities
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the (optional) activity for entering the data of a review object. As can be seen,
the concrete set of selectable actions depends on the conditions actually met
by the object instance; i.e., (optional) activities dynamically adapt their behav-
ior to the progress of the corresponding process instance (denoted as horizontal
dynamic granularity). Interestingly, the attribute changes required to fulfill the
data condition of a particular process step can be also realized when executing
an optional activity. Since this can be done asynchronously at arbitrary point
in time, high process flexibility can be achieved. Furthermore, for a particular
activity optional and mandatory actions can be differentiated. Fig. 7 shows the
mandatory actions for a review. Note that these actions may differ from step
to step. As opposed to optional activities, mandatory ones only include those
actions necessary for the fulfillment of the data conditions of subsequent steps.

Mandatory activities belonging to different instances of the same process type
may be executed together.

Required data is only entered once by the user; i.e., users may group a number
of activities for which they want to provide the same input data (denoted as
vertical dynamic granularity). Fig. 8 illustrates this for activity finish.

Problems. Due to the activity-driven execution of process instances in exist-
ing WfMS, an activity can usually be activated only once (except loop backs).
Furthermore, activity execution must take place in a precisely defined context.
However, such rigid behavior is not always adequate. Sometimes an activity needs
to be repeated spontaneously; or it has to be executed in advance, or first be
stopped and then be caught up at a later point in time [3]. Conventional WfMS

set 
delivery

view 
appli.

propose
rec.

submit
evaluate 

rec.
finish

run time      time          time     

set 
delivery

view 
appli.

propose
rec.

submit
evaluate 

rec.
finish

set 
delivery

view 
appli.

propose
rec.

submit
evaluate 

rec.
finish

finish

Fig. 8. Grouping of activities



Towards Object-Aware Process Management Systems 207

do not allow for this kind of flexibility. Furthermore, users are typically involved
in the execution of multiple instances of a particular process type. Thus, their
worklist usually contains many activities of same type. However, each of them
needs to be processed separately in WfMS, which does not always comply with
common work practice. In summary, the isolated execution of process instances
in existing WfMS is too inflexible [10].

Requirements. Data-driven process execution is needed; i.e., process execution
should be not guided by activities, but rather be based on the state of the
processed object instances. Thereby, a much more flexible execution behavior
and optional activities can be realized. Furthermore, it should be possible to
make the selectable actions within an activity execution dependable on the state
of the process instances. Finally, it should be possible to work on several activities
with same type, but belonging to different process instances, in one go.

The above discussions have revealed the limitations of current WfMS. Only
being able to cope with atomic or stateless data elements is by far not sufficient.
Instead, tight process and data integration is needed. This integration can based
on objects, object attributes and object relations. Therefore, these three levels
need to be reflected in process definitions as well; i.e., activities should be related
to object attributes and process modeling should be based on objects. The hi-
erarchical relations between processes and other process interdependencies then
depend on object relations; i.e., on references between objects. In summary, we
need comprehensive support for the data-based modeling and data-driven exe-
cution of business processes.

4 Related Work

The described challenges have been partially addressed by existing work. How-
ever, a comprehensive solution for object-aware process management is still miss-
ing. Fig. 9 summarizes what challenges have been addressed by which approach.

Challenge 1: Integration of Data. Concepts for better integration of pro-
cesses and data are suggested in Artifact-Centric Modeling [11], Production-
Based Workflow Support [5,12], Data-Driven Process Coordination (Corepro)
[4], and Case Handling [3]. [12] establishes relations between atomic data ele-
ments, but neither supports complex objects nor varying numbers of data el-
ements. Corepro, in turn, allows to model objects and object relations [4,13];
object definition does not consider attributes and cardinalities of object rela-
tions. In [11], so-called artifacts have to be identified first. Like objects, artifacts
consist of different attributes which can be also used to define relations between
them. Unlike objects, they are not defined at type level and therefore cannot
be instantiated multiple times. In all approaches, access to data is only possible
in the context of an activity execution, i.e. at a certain point during process
execution. Only Case Handling [3] allows access to data outside the scope of
activities, but does not provide explicit support for complex objects and data
structures.
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Challenge 2: Choice of Granular-
ity for Activities and Processes.
Objects and object relations constitute
guidelines for choosing the granular-
ity for processes, sub-processes and ac-
tivities. Process definitions are based
on objects and activities are used to
modify the values of corresponding at-
tributes. Furthermore, a process struc-
ture should be in accordance with
the data structure. Granularity issues
are addressed by the previously men-
tioned approaches and by Proclets [6].
However, none of them enables com-
plete process definition with references
to attributes, objects and object re-
lations. In [11] activities are modeled
based on one ore more artifacts, but
without deriving the granularity of

processes automatically. Proclets [6] are lightweight processes, which communi-
cate with each other via messages. The granularity of a process is not explicitly
defined. By considering the quantity of process instances, an implicit analogy
between processes and objects can be drawn. Corepro [4] explicitly coordinates
individual processes based on the underlying data structure. The granularity of
processes and activities can be chosen freely. [5,12] consider both the granularity
of activities and the one of processes. Activities always relate to one or more
atomic data elements. The structure of the process corresponds to the relation-
ships between the data elements. Sub-processes do not exist. In [3] activities are
described in terms of atomic data elements as well. Due to their indirect encapsu-
lation, a process is defined based on an individual ”case”. However, relationships
are not considered.

Challenge 3: Data-Based Modeling. Though [11] does not allow for data-
based modeling, activities are defined with references to the identified artifacts.
In Corepro, process coordination is realized in accordance with the objects and
their relations. Objects are defined in terms of states and transitions between
them. Furthermore, processes assigned to different objects can be related to each
other based on external transitions. The most advanced approaches in relation
to data-based modeling are provided by [3] and [5,12]. Data-based modeling of
activities in terms of atomic data elements is possible. However, for each process
step still an activity has to be explicitly defined.

Challenge 4: Synchronization. In [6], processes are synchronized based on
messages. Thereby, a variable number of process instances is considered. How-
ever, their synchronization is not explicitly based on the data structure. The
most powerful approach in the given context is provided by the data-driven
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coordination of processes in Corepro [4]. Process synchronization is in accor-
dance with the related data structure. Thereby, a variable number of instances
can be created. The creation of new object instances at runtime is possible, but
requires an ad-hoc change of the related data structure [13].

Challenge 5: Flexibility. Case Handling [3] enables horizontal dynamic gran-
ularity. A data element can be read and written within several activities. These
data elements can either be free, mandatory or optional. A data element which is
mandatory for an activity can be optional for preceding ones. [10] enables vertical
dynamic granularity of activities; same activities of different process instances
can be grouped and executed together. [3,12] enable the data-driven execution of
processes based on current values of the data elements. In Corepro [4] processes
themselves are still activity-driven, whereas process synchronization follows a
data-driven approach.

5 Outlook

Our overall vision is to develop a framework for object-aware process manage-
ment; i.e., a generic component for enabling data-driven processes as well as an
integrated view on process and data. On the one hand we want to provide simi-
lar features as can be found in some hard-coded, data-oriented applications. On
the other hand we want to benefit from the advantages known from workflow
technology. However, a tight integration of data and process is only one of the
challenges to be tackled. Other ones arise from the involvement of users and the
handling of access privileges; e.g., depending on object data. In future papers we
will provide detailed insights into the different components of an object-aware
process management system as well as their complex interdependencies.
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Abstract. Business Process annotation with semantic tags taken from an on-
tology is becoming a crucial activity for business designers. In fact, semantic
annotations help business process comprehension, documentation, analysis and
evolution. However, building a domain ontology and annotating a process with
semantic concepts is a difficult task.

In this work, we propose an automated technique to support the business de-
signer both in domain ontology creation/extension and in the semantic annotation
of process models expressed in BPMN. We use natural language processing of the
labels appearing in the process elements to construct a domain ontology skeleton
or to extend an existing ontology, if available. Semantic annotations are automati-
cally suggested to the business designer, based on a measure of similarity between
ontology concepts and the labels of the process elements to be annotated.

1 Introduction

Available modelling notations for business processes, such as BPMN (Business Process
Modelling Notation)1, lack the ability to specify semantic properties of the processes,
including those related to their business domain. The labelling of activity constructs, in
fact, is often arbitrarily performed [1], resulting in unclear labels, characterized by mis-
matching and overlapping terms, and therefore implying a difficult comprehension [2]
and loss of domain semantic knowledge. However, semantic information is important
for tasks that involve reasoning over the process and for which automated support is de-
sirable [3]. For example, documenting or querying a process [4], enforcing a policy, or
verifying constraints on the business logics [5] involve semantic reasoning that cannot
be carried out on process models expressed in BPMN or similar languages.

We propose to add semantic annotations to business processes to allow better un-
derstanding, documenting, querying and reasoning about properties, constraints and
design choices that cannot be expressed in a purely syntactic way. In detail, in order
to augment business processes with semantic information from a business domain, we
propose to semantically annotate them with concepts taken from a domain ontology by
means of standard BPMN textual annotations, with the semantic concept prefixed by an
“@”. Such annotations allow us to categorize BPMN elements by unifying labels that
represent the same concept and abstracting them into meaningful generalizations.

1 http://www.bpmn.org/

T. Halpin et al. (Eds.): BPMDS 2009 and EMMSAD 2009, LNBIP 29, pp. 211–223, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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The idea of adding semantic information to business processes has already been pro-
posed by several authors, for different process description languages and goals. Gen-
eralizing, they can be classified into two big groups: semantic annotation approaches
for specifying the process dynamic behaviour ([6]) and those aimed at clarifying the
meaning of process elements ([7], [8], [9]). In the former category, Koschmider and
Oberweis [6] use an ontology to give a precise semantics to the elements and data of a
business process (represented as a Petri Net). In the second, Thomas and Fellman [7]
present a semantic extension of event-driven process chains (EPC) for solving ambigu-
ities and reasoning over process models; De Nicola et al. [8] introduce BPAL, an onto-
logical framework for the representation of the business process semantics; the SUPER
ontology [9] is used for the creation of semantic annotations of both BPMN and EPC
process models in order to overcome problems with composition and execution.

Our work falls in the second category: in detail, it is focused on domain-related
semantic annotations and deals with the problem of supporting business designers in
the difficult task of process semantic annotation. Born et al. [10] proposed a tool for the
user-friendly integration of domain ontology information in the process modelling. In
order to match process elements and ontology concepts, they exploit: (1) information
about domain objects, actions, states and transitions from the ontology; (2) structural
knowledge from the process; (3) techniques for string matching (e.g., distance metrics),
synonyms and homonyms. Our approach, instead, relies on linguistic analysis (natural
language parsing) of the process element labels and of the concept names. Matching
is based on a measure of information content similarity. By taking advantage of this
similarity measure, we support business designers by providing them with annotation
suggestions for the semantic annotation of business process elements with concepts
from a domain ontology, and, if necessary, in the domain ontology creation/extension.

After a short overview about concepts and notation that will be used in the remainder
of the paper (Section 2), we describe our technique for the semi-automated annotation
of process elements (Section 3) and our approach for supporting business analysts in
ontology creation and extension (Section 4). A case study is reported in Section 5 and
conclusions and future works are finally presented in Section 6.

2 Background

2.1 Linguistic Analysis

Natural language processing is a wide research area, including a number of different
tasks and approaches. The analysis of short sentences, like those characterizing labels
or ontology concepts, is one such task. Linguistic analyzers, as for example MINI-
PAR2 [11], do not only allow to tokenize (short) sentences, reduce words to their stem
and classify terms into grammatical categories (e.g. verbs, nouns, adjectives), but they
are also able to find dependencies and grammatical relationships between them (e.g.
verb-object, article-noun, specifier-specified).

In detail, given a sentence s, MINIPAR is able to tokenize it, thus extracting its word
list, WS(s) = {wi ∈ Dict|s = w1...wn}, where Dict is a given dictionary of words3.

2 http://www.cs.ualberta.ca/˜lindek/minipar.htm
3 MINIPAR takes advantage of WordNet.
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Fig. 1. Information extracted by MINIPAR

Moreover, for each word wi it identifies the grammatical category GCat(wi) ∈ GCS,
as well as the grammatical relationship gRel(wi) ∈ GREL and the head word guiding
such a relationship (head(wi)), if any. GCS = {V, N, V BE, A, ...} is the set of the
MINIPAR classification of grammatical categories (e.g., V = verb, N = noun, V BE
= “to be” verb, A = adjective or adverb, ...), while GREL = {subj, obj, nn, det, ...}
is the set of the MINIPAR grammatical relationships (e.g., subj = verb-subject, obj
=verb-object, nn = specified-specifier and det = determined-determiner relationship).

Henceforth, we will refer to a verb of a parsed sentence with the character v (i.e.,
GCat(v) = V ) and to a noun with the character n (i.e., GCat(n) = N ). Moreover, we
introduce the function o(v) for denoting the object of the verb v (i.e., gREL(o(v)) =
obj and head(o(v)) = v) and S(n) for representing the set of the specifiers of n (i.e.,
gREL(s) = nn and head(s) = n, where s ∈ S(n)).

For example, by applying MINIPAR to the short sentence “Choose a product group”,
we obtain the information in Figure 1 (top left); by applying it to the sentence “Select
quantity”, we get the results shown in Figure 1 (top right).

Unfortunately, short sentences are intrinsically difficult to analyze through linguistic
processing, because they carry limited and compact information. Sometimes, it happens
that theanalysisperformedbytheparser iswrongorinaccurate.Forexample,parsingofthe
label“Storepaymentmethod”bymeansofMINIPARgives the result in Figure1(bottom).

Moreover, parsing a sentence is not enough for determining its semantics. The same
term, in fact, can have multiple meanings (polisemy), as well as more terms (synonyms)
can represent the same concept. WordNet [12] is one of the most known resources al-
lowing to categorize terms according to their meaning (sense) and synonym set (synset).
A word can have multiple senses and each of them is a key able to disambiguate the
word meaning. A synset groups words with the same, specific meaning into a synonym
set. According to their semantics, synsets can be classified into five different type cat-
egories: verbs, nouns, adjectives, adverbs and satellite adjectives. A pair (word, word-
sense), (w, si), identifies a unique synset for the sense si of the word w; hereafter we
will use the function SynsetRepr(syn) = (w, si), where syn is a synset, for denoting
the synset canonical representative.

2.2 Information Content Similarity Measure

The information content similarity approach is based on the term information content:
the more frequently a term occurs, the less information it conveys. The information
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content can be measured as the negative logarithm of the normalized term frequency.
Given two concepts, their semantic similarity depends on the amount of information
they share. Assuming we can map them onto a hierarchical structure, such as Word-
Net, the semantic similarity is given by the information content of the Most Specific
Common Abstraction (MSCA). The information content of a term can be measured
on the basis of the term occurrences in large text corpora (normalized with respect to
the hierarchical structure). An approximation of such a measure can be obtained by
analyzing the hierarchical structure and counting the number of hyponyms, under the
assumption that a term with lots of hyponyms tends to occur quite frequently in large
corpora. In this work, we approximate the probability of terms by using hyponyms in
WordNet: p(t) = hypo(t)+1

maxWN
, where hypo(t) is the number of hyponyms of the term t

and maxWN is the total number of WordNet words.
One of the most used ways of computing the information content similarity between

two terms t1 and t2 is Lin’s formula [13]:

ics(t1, t2) =
2 ∗ log(p(MCSA(t1, t2)))

log(p(t1)) + log(p(t2))

Henceforth, when talking about the information content similarity, we refer to Lin’s
formula.

3 Business Process Semantic Annotation Suggestions

Though the semantic annotation of business processes with concepts taken from a do-
main ontology provides remarkable advantages, e.g. the possibility of querying and
reasoning over processes, it can be a time consuming and error prone task for business
designers. Hence, we propose to support them with semantic annotation suggestions
semi-automatically generated by exploiting a linguistic resource, such as WordNet, for
measuring the information content similarity between process element labels and ontol-
ogy concepts. Moreover, in order to improve the automatic suggester performance, we
propose a semi-automatic domain analysis technique aimed at mapping, when possible,
ontology concepts to WordNet synsets.

3.1 Domain Ontology Analysis

In the literature, several WSD (Word Sense Disambiguation) algorithms have been pro-
posed. They determine senses for words appearing in large corpora of texts, written
in natural language [14]. Only a few WSD works, in particular in the context of the
semantic web [15], deal with the mapping between ontology concepts and WordNet
synsets. In order to simplify the semantic annotation of process activities and make it
more accurate, we also need to solve the semantic ambiguity of ontology concepts, by
mapping them to unique synsets. For this purpose, we exploit the information we can
gather from the ontology itself (in particular from its hierarchical structure) and its com-
parison with the WordNet taxonomy. However, the mapping, as well as the comparison,
presents several issues. The first challenge is the structural difference between strings
representing ontology concepts and words with a specific sense characterizing a synset.
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A concept name can be a single word or a short sentence describing the concept.
While in the first case the concept name can be clearly mapped to one of the synonyms
in a synset (representing the sense with the highest similarity value), in the second case,
the short sentence needs to be linguistically analyzed in order to mine the sentence
head word, i.e. the word that, representing the dominant meaning of the concept, also
determines its ontology relationships (in particular the is a relationship).

Let us consider, for example, the domain ontology concept “record information”. By
assuming that concept names have been meaningfully assigned, the concept will very
likely represent the action of storing information. Therefore, the concept head word is
the verb “to record”, which probably has an is a relationship with some “action” or
“event” concept in the ontology (see for example SUMO4 or OntoSem5).

The head word in a short sentence can be mined by applying a linguistic analyzer, as
for example MINIPAR, to the sentence itself. The head word, in fact, will be the root
word in the parsing tree produced by the parser.

Once that the head word has been identified for each concept, it has to be mapped to
a WordNet synset. We exploit the hierarchical structure of the ontology for extracting
the sense of the head word. In detail, for each concept c we consider its similarity with
concepts of the same synset type and belonging to its relative concept set RC(c) =
PC(c)∪SC(c)∪CC(c), where PC(c) is the set of the superconcepts of c, SC(c) the
set of sibling concepts of c and CC(c) the set of subconcepts of c. Given the synset type
of the head word wc of the current concept c (it can be inferred from the grammatical
category of wc), for each sense si of such a word and for each relative concept rc ∈
RC(c) of the same type, we compute the maximum information content similarity value
maxics((wc, si), rc) (see Subsection 2.2) between the two head words (wc and rc)
with respect to all the possible senses of rc. The identified synset, characterized by the
pair (wc, si) chosen for the current concept c, will be the one with the best average of
maxics((wc, si), rc) computed over all the relative concepts.

Let us consider the word sense disambiguation of the concept “search”. Table 1
shows the average information content similarity measure for each sense of the word.
The chosen sense for the head word “search” is the one associated with the highest
average semantic similarity, i.e. 0.86: sense #1. We do not expect that automated dis-
ambiguation of ontology concepts is completely error free, especially because we deal
with short sentences, while the available approaches have been proven to work well
with long texts in natural language. Hence, we assume the automatically produced dis-
ambiguation is revised by the user before moving to the next step of process annotation.

Table 1. Average semantic similarity measures for each sense of the verb “search”

Concept Sense description avgICS(wc, si)
search#1 the activity of looking thoroughly in order to find something or someone 0.86
search#5 boarding and inspecting a ship on the high seas 0.76
search#2 an investigation seeking answers 0.37
search#4 the examination of alternative hypotheses 0.36
search#3 an operation that determines whether one or more of a set of items has a specified property 0.25

4 http://protege.stanford.edu/ontologies/sumoOntology/sumo ontology.html
5 http://morpheus.cs.umbc.edu/aks1/ontosem.owl
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3.2 Semantic Suggestions

Once the ontology concepts are linked to a single WordNet sense, the business designer
can be supported in the semantic annotation, by receiving suggestions for each process
activity she intends to annotate. The choice of the suggestions is based on the semantic
similarity between pairs of BPMN element labels and ontology concepts: the higher
the similarity measure, the closer the candidate ontology concept c is to the BPMN
element label l. The semantic similarity of a pair (l, c) can be based on the semantic
similarity between pairs of words respectively in l (Wl = {wi ∈ Dict|l = w1...wn})
and in c (Wc = {wj ∈ Dict|c = w1...wm}). We define the candidate set of pairs CSP
as CSP ⊆ Wl × Wc such that: (1) each word wi ∈ Wl and wj ∈ Wc appears at most
once in CSP ; and, (2) the total semantic similarity (i.e., the sum of similarity values
over each pair in CSP ) is maximized by CSP .

We take advantage of the linguistic information available from linguistic analysis
(parsing and synset computation) to choose proper candidate pairs (e.g., verbs are never
paired with nouns), but also to give weights to the semantic similarity measures (e.g.,
in the annotation of an activity, the verb has greater importance than the object, in turn
more important than the specifier).

Once the semantic similarity measure is known for all pairs, consisting of a BPMN
element label and an ontology concept, we determine the subset of such pairs which
maximizes the total semantic similarity (maximum cut [16] in the bipartite graph of
BPMN element labels and ontology concepts). The result is a suggested semantic an-
notation for each BPMN element.

The matching CSP (Wl, Wc) between the words in label l and the words in con-
cept c, is built in three steps: (1) maximum similarity pairs of verbs are determined
(CSP (V (l), V (c)), with V (l) and V (c) respectively the verbs in l and c); (2) the re-
spective objects (o(vl), o(vc)) of each verb pair (vl, vc) ∈ (V (l), V (c)) are added to
CSP (Wl, Wc), when both verb objects exist; (3) the CSP of the verb object specifiers,
CSP (S(o(vl)), S(o(vc))), is also added to CSP (Wl, Wc). So the final matching con-
tains the union of the pairs of maximal similarity verbs, the pairs of respective objects
and the pairs of maximal similarity object specifiers.

In practical cases, for short sentences such as those used in process labels and on-
tology concept names, there is at most one verb, so step (1) produces an initial CSP
with at most one pair, containing the two verbs. Step (2) adds the pair of objects for the
two verbs, when such objects exist in both short sentences. Finally, maximal similarity
object specifiers are added.

Let us consider, for example, the semantic similarity of the label “Choose a product
group” and the semantic concept “toSelectProductCategory”. In this case, the label and
the concept contain a verb, an object and an object specifier, which are easily matched
(CSP = {(choose, select), (group, category), (product, product)}). We weight these three
different linguistic components according to the proportions: 4:2:1. So the formula for
the semantic similarity becomes: SemSim(l, c) = (4 ∗ icsLin(verb1, verb2) + 2 ∗
icsLin(obj1, obj2) + icsLin(objSpec1, objSpec2))/7, where l is the label and c is the
ontology concept. In Table 2 we show the result for this pair.

Table 3 shows the five highest values of semantic similarity between the label
“Choose a product group” and each of the concepts in a manually built ontology.
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Table 2. Semantic similarity measure between a label and an ontology concept

term1 term2 Synset p(term1) p(term2) MCSA p(MCSA) icsLin

choose#1 select#1 {choose#1, take#10, se-
lect#1, pick out#1}

1.0

group#1 category#1 0.0399 3.4309E-4 group#1 0.0399 0.5754
product#1 product#1 1.0

SemSim(l, c) 0.8787

Table 3. Five ontology concepts most similar to the label “Choose a product group”

Ontology concept SemSim(l, c)
toSelectProductCategory 0.879
toSelectProductQuantity 0.834
toSelectCategory 0.736
toSelectQuantity 0.691
toSelectMethodPayment 0.624

The highest score determines the concept automatically suggested to annotate the task
labelled “Choose a product group”.

4 Domain Ontology Extension

In many practical cases, available domain ontologies do not perfectly satisfy the require-
ments of the semantic annotation of business processes. We propose a semi-automatic
approach that, suggesting new concepts missing in the available ontology, supports
business designers in the domain ontology extension, while avoiding term redundancy.

The starting point for the ontology extension is the introduction of new concepts
obtained by combining concepts already in the ontology. In this case, the name of the
new concept will be a short sentence, i.e. a compound name created from other concept
names so that, in order to determine the superconcept of the concept to add, we apply
the following heuristic rules: (1) the new concept is a subconcept of the concept whose
name is the head word of the sentence; (2) if the compound name of the new concept
combines a verb and an object concept, it will be the subconcept of the verb concept;
(3) if the compound name of the new concept combines a specified noun and a specifier
noun concept, it will be the subconcept of the specified noun concept; (4) if the verb
(the specified noun) in the compound verb-object (specified-specifier) name of the new
concept appears in the ontology in the form of the combination of the verb with another
object (of the specified noun with another specifier), the verb (the specified noun) is
added to the ontology as single word and a new is a relationship is added between the
verb (the specified noun) and both the old and the new concepts with compound names.

Let us consider, for example, the label “Choose a product” and let us imagine that
the ontology already contains a “select” concept, whose semantic similarity with the
“choose” verb is 1.0 and a concept “good”, whose semantic similarity with the word
“product” is 0.45. Though no concept exists with an acceptable semantic similarity for
the whole label, the two concepts “select” and “good” can be composed, thus generating
a new concept “selectGood” (that will be a subconcept of the concept “select”), whose
similarity value, with respect to the “Choose a product” label, is 0.92.
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Of course, there are also cases in which absolutely new concepts, i.e. made of single
words, have to be introduced in the ontology. In order to provide a quite flexible way
for managing such a situation we introduce the possibility to specify two thresholds tw
and ts. The former is referred to single words, i.e. it allows to discard pairs of words
whose semantic similarity value is under the threshold. The latter, instead, is a parameter
referring to whole sentences, i.e. it allows to determine which pairs (label, ontology
concept) have an acceptable global similarity, thus considering these concepts as good
candidate annotations for the given process activity label.

Whenever no ontology concept (directly contained in the ontology or composed by
other ontology concepts) reaches the ts threshold, a new concept is added to the domain
ontology. In order to discriminate which sentence component, i.e. the verb, the object or
the object specifier, to add, we follow the ranking given to the various parts of a sentence
(verb: 4; object: 2; specifier: 1). If the label contains the verb and the concept name with
the best similarity value does not, we add the verb; otherwise we repeat the same check
for the object and, eventually, in case of failure, for the object specifier. If for each of
them there exists a concept in the ontology (with a low semantic similarity value), the
word pair with the lowest semantic similarity value among those characterizing each
sentence component is chosen to be replaced.

The introduction of a new concept in the ontology raises the problem of its relation-
ships with the concepts already in the ontology. To this purpose, we again exploit the
properties of Lin’s semantic similarity. For each possible position p in the hierarchical
structure of the ontology (i.e., for each possible direct superconcept), restricted to the
concept type category, we compute ics(wca, RC(p)), i.e., the average of the semantic
similarity values between the head word of the new concept wca and the head word of
each of the relatives, RC(p), that the concept would have if it were in the hypothetical
position p. The highest similarity value with respect to all the possible positions, allows
to infer the new concept direct superconcept.

Let us consider the ontology in Figure 2 (left), an activity labelled “Choose a product
group” and word and sentence thresholds equal to 0.6 and 0.8, respectively. Since none
of the possible combinations of concepts already in the ontology (those with the high-
est values are shown in Table 4) allows to satisfy the two thresholds, the “group” con-
cept needs to be added. Figure 2 (right) reports the semantic similarity values ics(wca,
RC(p)) for the head word wca = “group”. The direct is a relationship with the “family”
concept, corresponding to the best value, is suggested to the designer.

4.1 Ontology Skeleton Creation

In the worst case, no domain ontology is available at all. In these situations business de-
signers can be supported in building an ontology skeleton from scratch. To this purpose
we suggest them an automatically generated candidate ontology, based on linguistic
analysis of the process element labels. The idea is to build the ontology by combining
the output of MINIPAR, applied to process element labels, and some heuristic rules.

The first assumption we make is to base the ontology on two macro concepts, Action
and Object, and their relationships, hasTargetObject, having the concept “Action” as
domain and “Object” as range, and hasObjectSpecifier, having the concept “Object” as
domain and range. Starting from this ontology skeleton, we incrementally enrich it by
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Concept position p (direct subconcept
of)

ics(wca, RC(p))

family 0.76
social-object 0.61
computer-data 0.45
user-name 0.41
abstract-object 0.38

Fig. 2. Automatically suggested position for concept “group”

Table 4. Three composed concepts most similar to the label “Choose a product group”

Label word w1 Concept word w2 icsLin(w1, w2) Activity label Concept name SemSim(l, c)
Choose#1 select#1 1.0

Choose a product group selectGoodEvent 0.823group#1 event#1 0.5
product#1 good#4 0.76
Choose#1 select#1 1.0

Choose a product group selectGoodFamily 0.815group#1 family#2 0.47
product#1 good#4 0.76
Choose#1 determine#1 0.97

Choose a product group determineGoodEvent 0.82group#1 event#1 0.5
product#1 good#4 0.76

means of some heuristics applied to the output of the linguistic analyses, which include
natural language parsing and synonym set identification (based on WordNet synsets).

In detail, we use the following heuristics (summarized in Table 5): (H1) words
marked as verbs by the parser are subconcepts of the class “Action” (either a new sub-
concept or an existing one, if a synonym was added previously); (H2) words marked
as nouns are subconcepts of the class “Object” (either a new subconcept or an exist-
ing synonym); (H3) pairs of verbs and objects related by a verb-object relationship
originate a verb subconcept whose “hasTargetObject” property is restricted to the given
object; (H4) pairs of nouns related by a specified-specifier relationship originate a spe-
cific object subconcept whose “hasObjectSpecifier” property is restricted to the speci-
fier object; (H5) subconcepts of verb-object concepts are also added if the object has a
specifier (the “hasTargetObject” relationship is restricted to the object with specifier).

Let us consider for example the label “Choose a product group” and let us suppose
that this is the first label we are going to analyze (i.e. the skeleton ontology is still empty).
By MINIPAR, we obtain the information in Figure 1 (top left). According to the heuris-
tics H1, H2, the concept “toChoose” is added to the ontology skeleton as an “Action”
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Fig. 3. Candidate ontology skeleton construction

subconcept, and “product” and “group” concepts as “Object” subconcepts.
Since the word “group” is the object of the verb “choose”, we can apply H3 and build the
subconcept “toChooseProduct”, whose “hasTargetObject” relationship is restricted to the
concept “group”. Since the word “product” specifies the word “group”, “productGroup”
is added as “group” subconcept, with “hasObjectSpecifier” object property restricted to
the concept “product” (heuristics H4). The concept “toChooseProductGroup”, whose
“hasTargetObject” property is restricted to “productGroup”, is added as a subconcept of
“toChooseGroup”. The resulting ontology fragment is shown in Figure 3 (left).

For the label “Select quantity” MINIPAR suggests (top right in Figure1) that “select”
is a verb and “quantity” a noun. Since the ontology already contains the concept “to-
Choose”, returned by SynsetRepr as the canonical representative of the “select” synset,
“toSelect” is not added to the ontology. The concept “quantity” is added as an “Ob-
ject” subconcept and the concept “toChooseQuantity” as a subconcept of the concept
“toChoose”, with the “hasTargetObject” property restricted to “quantity”. The resulting
updated ontology structure is shown in Figure 3 (right).

Table 5. Heuristic rules to create a candidate ontology

Id Linguistic Analysis Ontology
H1 v ∈ WS; GCat(v) = V v′ = SynsetRepr(v): v′ is a Action
H2 n ∈ WS; GCat(n) = N n′ = SynsetRepr(n): n′ is a Object

H3
v ∈ WS; GCat(v) = V v′ = SynsetRepr(v): v′ is a Action
o ∈ WS; GCat(o) = N o′ = SynsetRepr(o): o′ is a Object
v obj o v′o′ is a v′ , v′o′ hasTargetObject o′

H4
n ∈ WS; GCat(n) = N n′ = SynsetRepr(n): n′ is a Object
s ∈ WS; GCat(s) = N s′ = SynsetRepr(s): s′ is a Object
n nn s s′n′ is a n′, s′n′ hasObjectSpecifier s′

H5

v ∈ WS; GCat(v) = V v′ = SynsetRepr(v): v′ is a Object
o ∈ WS; GCat(o) = N o′ = SynsetRepr(o): o′ is a Object
s ∈ WS; GCat(s) = N s′ = SynsetRepr(s): s′ is a Object
v nn o v′o′ is a v′ , v′o′ hasTargetObject o′

o nn s s′o′ is a o′, s′o′ hasObjectSpecifier s′

v′s′o′ is a v′o′, v′s′o′ hasTargetObject s′o′

5 Case Study

The approaches proposed for the business process semantic annotation and, if neces-
sary, ontology extension, have been applied to an on-Line Shop process and to an extract
of a generic ontology (both available at http://selab.fbk.eu/OnLineShop). The process
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contains 36 activities to be annotated. The ontology, instead, is an extract of 231 classes
out of the 7956 of the OntoSem ontology, whose concepts, we assume, have already
been mapped to WordNet synsets.

For this case study we chose as thresholds for word and sentence acceptances tw =
0.6 and ts = 0.85, respectively, based on our previous experience in similar annota-
tion exercises. When considering the first label, “Choose a product group”, the business
designer is suggested to extend the ontology with the concept “group”. In fact, the max-
imum similarity value of the label with a concept in the ontology, is obtained with the
“select” concept and is equal to 0.57, i.e. the weighted average over the semantic simi-
larity values of the sentence components ( 1.0

4+2+1 = 0.57), which is below ts. Moreover,
introducing new concepts by composing concept names already in the ontology is also
not enough for satisfying the threshold: the best information content similarity value for
the object “group” is 0.5 < tw; for the sentence it is 0.68 < ts. A “group” concept has
therefore to be added to the ontology, as well as the composed concepts “selectGroup”,
“goodGroup” and “selectGoodGroup”, since the word “product” is matched with the
concept “good” in the maximized information content similarity.

When analyzing the label “Update product quantity” the concept “product” is pro-
posed as a new concept for the ontology, since its best information content similarity
value with respect to the ontology concepts is lower than those characterizing the other
parts of the sentence. The business designer’s acceptance of the suggestion implies
not only the possibility of annotating the current activity with a new “modifyProduct”
concept, but also an improvement in the annotation of the “Choose a product group”
activity: the new annotation will be, in fact, “selectProductGroup” and the new similar-
ity value 1.0. Whenever the ontology is extended, the previous annotation suggestions
are automatically revised to identify cases where a better match has become possible.

Going ahead with the annotation of the other activities, the process will finally be
annotated and the ontology extended with new concepts. The automatically suggested
annotations are shown in the second column in Table 6. The single words added as new
concepts to the ontology are marked by an asterisk. On the contrary, since the starting on-
tology does not contain composite concepts of the form verb-object, specified-specifier,
verb-specifier-object, almost all the composite concepts have been automatically added
to the ontology during the process analysis.

In order to evaluate the approach, we asked a human to perform the same task, start-
ing from the same domain ontology and giving her the possibility to add new con-
cepts, when necessary, but working without any automated suggestion. The guidelines
followed in the execution of this exercise were similar to those implemented in our ap-
proach. We compared (Table 6) the manual semantic annotations, i.e. our gold standard,
with those obtained with the automated approach. The comparison has been performed
separately on the three main label components (i.e., verb, object, and object specifier).
We base the evaluation on two assumptions: (1) if a concept for the annotation of a part
of a sentence is in the ontology, in order to be correct, it has to be exactly the same in
both manual and automated result; (2) if a new concept has to be added to the ontology
it will likely have the same name of the sentence part it is required to match.

We define: (1) reported and correct (R&C), the number of the label parts seman-
tically annotated by our technique with exactly the same concepts used in the gold
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Table 6. Case study data

Activity label Automated suggestion S.sim Manual annotation R&C R TBR
Choose a product group selectProduct∗Group∗ 1.0 selectProductGroup 3 3 3
Search for a product 0.0 searchForProduct 0 0 2
Read policies readDocument 0.9 readPolicy 1 2 2
Choose a product selectProduct∗ 1.0 selectProduct 1 2 2
Select quantity selectNumber 0.93 selectNumber 2 2 2
Add the product to the cart addProduct∗ 1.0 addProduct 2 2 2
Update product quantity modifyProduct∗Number 0.86 modifyProductNumber 3 3 3
Remove product from cart removeProduct∗ 1.0 removeProduct 2 2 2
Ask for checkout requestCheckout∗ 0.97 requestCheckout 2 2 2
Provide personal data supplyData 1.0 supplyData 2 2 2
Log-in logIn∗ 1.0 login 1 1 1
Choose shipment method selectProduct∗Method 0.98 selectShipmentMethod 2 3 3
Choose a payment method selectMarketingMethod 0.96 selectPaymentMethod 2 3 3
Provide payment information supplyMarketingData 0.96 supplyPaymentData 2 3 3
Confirm order confirmOrder 1.0 confirmOrder 2 2 2
Show the home page showPage∗ 0.86 showHomePage 2 2 3
Provide summarized product info supply 1.0 supplyProductData 1 1 3
Search for a product 0.0 searchForProduct 0 0 2
Provide policy information supplyDocumentData 0.95 supplyPolicyData 2 3 3
Show product data showProduct∗Data 1.0 showProductData 3 3 3
Provide detailed product information supplyProduct∗Data 1.0 supplyProductData 3 3 3
Check product quantity availability confirmProduct∗Availability∗ 0.96 checkProductAvailability 2 3 3
Create cart createCart∗ 1.0 createCart 2 2 2
Warn buyer warn∗Buyer∗ 1.0 warnBuyer 2 2 2
Compute total calculateModel 0.86 calculateTotal 1 2 2
Visualize cart visualize∗Cart∗ 1.0 showCart 1 2 2
Check out confirm 0.93 check out 0 1 1
Collect personal data accumulateData 1.0 accumulateData 2 2 2
Check login data 0.0 checkLoginData 0 0 3
Store shipment method 0.0 storeShipmentMethod 0 0 3
Store payment method 0.0 storePaymentMethod 0 0 3
Store payment information 0.0 storePaymentData 0 0 3
Update stocked product data modifyProduct∗ 0.92 modifyProductData 3 3 3

52 61 80

standard; (2) reported (R), the number of the label parts for which our technique has
been able to provide a suggestion; (3) to be reported (TBR), the number of annota-
tion concepts (already in the ontology or added later) in the gold standard. We com-
puted precision and recall for our case study: precision = R&C/R = 0.85 and
recall = R&C/TBR = 0.65.

6 Conclusions and Future Work

In this work we addressed the problem of supporting business designers in the semantic
annotation of process activities. In detail we propose an approach for: (1) suggesting,
given the domain ontology, candidate ontology concepts to be used for the annotation
of process activities; (2) whenever a domain ontology does not exist or does not contain
concepts sufficient for precise annotation of a process element, creating an ontology
skeleton or extending the domain ontology with new concepts.

In our future work we plan to: (1) study more complex short sentences, e.g. also
including adverbials of location and time; (2) further analyze the information available
in WordNet, domain ontologies and process structure; (3) further investigate heuristics
and similarity measures; (4) exploit other resources for measuring word similarity.
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14. Ide, N., Véronis, J.: Word sense disambiguation: The state of the art. Computational Linguis-

tics 24, 1–40 (1998)
15. Wang, X.: OWSD: A tool for word sense disambiguation in its ontology context. In: Interna-

tional Semantic Web Conference (Posters & Demos) (2008)
16. Cormen, T.H., Leiserson, C.E., Rivest, R.L.: Introduction to Algorithms. MIT Press, Cam-

bridge (1990)



T. Halpin et al. (Eds.): BPMDS 2009 and EMMSAD 2009, LNBIP 29, pp. 224–236, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

On the Importance of Truly Ontological Distinctions for 
Ontology Representation Languages: An Industrial Case 

Study in the Domain of Oil and Gas  

Giancarlo Guizzardi1, Mauro Lopes2,3, Fernanda Baião2,3, and Ricardo Falbo1 

1 Ontology and Conceptual Modeling Research Group (NEMO), Computer Science 
Department, Federal University of Espírito Santo, Espírito Santo, Brazil 

2 NP2Tec – Research and Practice Group in Information Technology, Federal University of the 
State of Rio de Janeiro (UNIRIO), Rio de Janeiro, Brazil  

3 Department of Applied Informatics, Federal University of the State of Rio de Janeiro 
(UNIRIO), Rio de Janeiro, Brazil 

{gguizzardi, falbo}@inf.ufes.br, 
{fernanda.baiao, mauro.lopes}@uniriotec.br 

Abstract. Ontologies are commonly used in computer science either as a refer-
ence model to support semantic interoperability, or as an artifact that should be 
efficiently represented to support tractable automated reasoning. This duality 
poses a tradeoff between expressivity and computational tractability that should 
be addressed in different phases of an ontology engineering process. The inade-
quate choice of a modeling language, disregarding the goal of each ontology 
engineering phase, can lead to serious problems in the deployment of the result-
ing model. This article discusses these issues by making use of an industrial 
case study in the domain of Oil and Gas. We make explicit the differences be-
tween two different representations in this domain, and highlight a number of 
concepts and ideas that were implicit in an original OWL-DL model and that 
became explicit by applying the methodological directives underlying an  
ontologically well-founded modeling language. 

Keywords: Ontology, Ontology Languages, Conceptual modelling, Oil and 
Gas domain. 

1   Introduction 

Since the word ontology was mentioned in a computer related discipline for the first 
time [1], ontologies have been applied in a multitude of areas in computer science. 
The first noticeable growth of interest in the subject in mid 1990’s was motivated by 
the need to create principled representations of domain knowledge in the knowledge 
sharing and reuse community in Artificial Intelligence (AI). Nonetheless, an explo-
sion of works related to the subject only happened in the past eight years, highly mo-
tivated by the growing interest on the Semantic Web, and by the key role played by 
ontologies in that initiative.  
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There are two common trends in the traditional use of the term ontology in com-
puter science: (i) firstly, ontologies are typically regarded as an explicit representation 
of a shared conceptualization, i.e., a concrete artifact representing a model of consen-
sus within a community and a universe of discourse. Moreover, in this sense of a 
reference model, an ontology is primarily aimed at supporting semantic interoperabil-
ity in its various forms (e.g, model integration, service interoperability, knowledge 
harmonization, and taxonomy alignment); (ii) secondly, the discussion regarding 
representation mechanisms for the construction of domain ontologies is, typically, 
centered on computational issues, not truly ontological ones.   

An important aspect to be highlighted is the incongruence between these two trends. 
In order for an ontology to be able to adequately serve as a reference model, it should 
be constructed using an approach that explicitly takes foundational concepts into ac-
count; this is, however, typically neglected for the sake of computational complexity.  

The use of foundational concepts that take truly ontological issues seriously is be-
coming more and more accepted in the ontological engineering literature, i.e., in order 
to represent a complex domain, one should rely on engineering tools (e.g., design 
patterns), modeling languages and methodologies that are based on well-founded 
ontological theories in the philosophical sense (e.g., [2]; [3]). Especially in a domain 
with complex concepts, relations and constraints, and with potentially serious risks 
which could be caused by interoperability problems, a supporting ontology engineer-
ing approach should be able to: (a) allow the conceptual modelers and domain experts 
to be explicit regarding their ontological commitments, which in turn enables them to 
expose subtle distinctions between models to be integrated and to minimize the 
chances of running into a False Agreement Problem [4]; (b) support the user in justi-
fying their modeling choices and providing a sound design rationale for choosing how 
the elements in the universe of discourse should be modeled in terms of language 
elements.  

This marks a contrast to practically all languages used in the tradition of knowl-
edge representation and conceptual information modeling, in general, and in the se-
mantic web, in particular (e.g., RDF, OWL, F-Logic, UML, EER). Although these 
languages provide the modeler with mechanisms for building conceptual structures 
(e.g., taxonomies or partonomies), they offer no support neither for helping the mod-
eler on choosing a particular structure to model elements of the subject domain nor 
for justifying the choice of a particular structure over another. Finally, once a particu-
lar structure is represented, the ontological commitments which are made remain, in 
the best case, tacit in the modelers’ mind. In the worst case, even the modelers and 
domain experts remain oblivious to these commitments. 

An example of an ontologically well-founded modeling language is the version of 
UML 2.0 proposed in [5] and, thereafter, dubbed OntoUML. This language has its 
real-world semantics defined in terms of a number of ontological theories, such as 
theory of parts, of wholes, types and instantiation, identity, dependencies, unity, etc. 
However, in order to be as explicit as possible regarding all the underlying subtleties 
of these theories (e.g., modal issues, different modes of predication, higher-order 
predication), this language strives for having its formal semantics defined in a logical 
system as expressively as possible. Now, as well understood in the field of knowledge 
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representation, there is a clear tradeoff between logical expressivity and computa-
tional efficiency [6]. In particular, any language which attempts at maximizing the 
explicit characterization of the aforementioned ontological issues risks sacrificing 
reasoning efficiency and computational tractability. In contrast, common knowledge 
representation and deductive database languages (e.g., some instances of Description 
Logics) have been specifically designed to afford efficient automated reasoning and 
decidability.  

In summary, ontology engineering must face the following situation: on one side, 
we need ontologically well-founded languages supported by expressive logical theo-
ries in order to produce sound and clear representations of complex domains; on the 
other side, we need lightweight ontology languages supported by efficient computa-
tional algorithms. How to reconcile these two sets of contradicting requirements? As 
advocated by [7], actually two classes of languages are required to fulfill these two 
sets of requirements. Moreover, as any other engineering process, an ontology engi-
neering process lifecycle should comprise phases of conceptual modeling, design, and 
implementation. In the first phase, a reference ontology is produced aiming at repre-
senting the subject domain with truthfulness, clarity and expressivity, regardless of 
computational requirements. The main goal of these reference models is to help mod-
elers to externalize their tacit knowledge about the domain, to make their ontological 
commitments explicit in order to support meaning negotiation, and to afford as best as 
possible the tasks of domain communication, learning and problem solving. The same 
reference ontology can then give rise to different lightweight ontologies in different 
languages (e.g., F-Logic, OWL-DL, RDF, Alloy, and KIF) and satisfying different 
sets of non-functional requirements. Defining the most suitable language for codify-
ing a reference ontology is then a choice to be made at the design phase, by taking 
both the end-application purpose and the tradeoff between expressivity and computa-
tional tractability into account. 

In this article, we illustrate the issues at stake in the aforementioned tradeoff by 
discussing an industrial case study in the domain of Oil and Gas Exploration and 
Production. However, since we were dealing with a pre-existing OWL-DL codified 
ontology, we had to reverse the direction of model development. Instead of producing 
a reference model in OntoUML which would then give rise to an OWL-DL codifica-
tion, we had to start with the OWL-DL domain ontology and apply a reverse engi-
neering process to it in an attempt to reconstruct the proper underlying reference 
model in OntoUML. By doing that, we manage to show how much of important do-
main knowledge had either been lost in the OWL-DL codification or remained tacit in 
the minds of the domain experts. 

The remainder of this article is organized as follows. Section 2 briefly characterizes 
the domain and industrial setting in which the case study reported in this article took 
place, namely, the domain of oil and gas exploration and production and in the con-
text of a large Petroleum Organization. Section 3 discusses the reengineering of the 
original lightweight ontology produced in the settings described in section 2. This 
reengineering step was conducted by transforming the original ontology to  
well-founded version represented in OntoUML. Section 4 discusses some final  
considerations. 
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2   Characterization of the Case Study Domain and Settings 

The oil and gas industry is a potentially rich domain for application of ontologies, 
since it comprises a large and complex set of inter-related concepts. Ontology-based 
approaches for data integration and exchange involves the use of ontologies of rich 
and extensive domains combined with industry patterns and controlled vocabularies, 
reflecting relevant concepts within this domain [8]. According to this author, the  
motivating factors for the use of ontologies in the oil and gas industry include: 

• The great data quantity generated each day, coming from diverse sources, involv-
ing different disciplines. Integrating different disciplines to take advantage of the 
real value of your information has been a complex and costly task. 

• The existence of data in different formats, including structured in databases and 
semi-structured in documents. To deal with the great quantity of information, as 
well as heterogeneous formats, a new approach is needed to handle information 
search and access. 

• The necessity of standardization and integration of information along the fron-
tiers of systems, disciplines and organizations, to support the decision-making 
with the collaborators, to the extent that better quality data will be accessible on 
the opportune time. 

The case study reported in this paper was conducted in a large Petroleum Corporation, 
by analyzing and redesigning a pre-existing ontology in the domain of Oil and Gas 
Exploration and Production, henceforth named E&P-Reservoir Ontology. Due to the 
extensiveness and complexity of this domain, only few sub domains were taken into 
consideration on the initial version of this ontology, namely, the “Reserve Assessment” 
sub domain, and the “Mechanical pump” sub domain. The knowledge acquisition 
process used to create the original E&P-Reservoir Ontology ontology was conducted 
via the representations of business process models following the approach proposed in 
[9] and extended in [10]. The original E&P-Reserve ontology was codified in OWL-
DL comprising 178 classes, which together contained 55 data type properties (OWL 
datatypeProperties) and 96 object properties (OWL objectProperties). 

In a nutshell, a Reservoir is composed of Production Zones and organized in Fields 
– geographical regions managed by a Business Unit and containing a number of 
Wells. Reservoirs are filled with Reservoir Rock – a substance composed of quantities 
of Oil, Gas and Water. Production of Oil and Gas from a Reservoir can occur via 
different lifting methods (e.g., natural lifting, casing’s diameter, sand production, 
among others) involving different Wells.  One of these artificial lifting methods is the 
Mechanical Pump. The simultaneous production of oil, gas and water occurs in con-
junction with the production impurities. To remove these impurities, facilities are 
adopted on the fields (both off-shore and on-shore), including the transfer of hydro-
carbons via Ducts to refineries for proper processing. The notion of Reserve Assess-
ment refers to the process of estimating, for each Exploration Project and Reservoir, 
the profitably recoverable quantity of hydrocarbons (Oil and Gas) for that given res-
ervoir. The Mechanical Pump subdomain ontology, in contrast, defines a number of 
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concepts regarding the methods of Fluid lifting, transportation, and other activities 
that take place in a reservoir during the Production process. 

For a more extensive definition of the concepts in this domain, one should refer to, 
for instance, [11] or The Energy Standard Resource Center (www.energistics.org). 

3   Reverse Engineering an OntoUML Version of the E&P-Reserve 
Ontology 

In this section, we discuss some of the results of producing an OntoUML version of 
the original E&P-Reserve Ontology in this domain. In particular we focus at illustrat-
ing a number of important concepts in this domain which were absent in the original 
OWL model and remained tacit in the domain experts’ minds, but which became 
manifest by the application of methodological directives underlying OntoUML. It is 
important to emphasize that this section does not aim at serving as an introduction to 
OntoUML neither as a complete report on the newly produced version of the  
E&P-Reserve Ontology.  

3.1   Making the Real-World Semantics of Relationships Explicit 

Figure 1 depicts a fragment of the OWL ontology and figure 2 depicts the correspondent 
fragment transformed to OntoUML. 

The OntoUML language, with its underlying methodological directives, makes an 
explicit distinction between the so-called material and formal relationships. A for-
mal relationship can be reduced to relationships between intrinsic properties of its 
relata. For example, a relationship more-dense-than between two fluids can be re-
duced to the relationship between the individual densities of the involved fluids 
(more-dense-than(x,y) iff the density of x is higher than of y’s). In contrast, material 
relationships cannot be reduced to relationships between individual properties of 
involved relata in this way. In order to have a material relationship established be-
tween two concepts C1 and C2, another entity must exist that makes this relationship 
true. For example, we can say that the Person John works for Company A (and not 
for company B) if an employment contract exists between John and Company A 
which makes this relationship true. This entity, which is the truthmaker of material 
relationships, is termed relator in OntoUML and the language determines that (for 
the case of material relationships) these relators must be explicitly represented on 
the models [12].  

 

Fig. 1. Representation of Fluid transportation (OWL) 
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Fig. 2. Alternative Representation of Fluid transportation (OntoUML), an interpretation of 
Fluid transportation with unique Duct and Fluid 

The Conduct_Fluid relationship of figure 1 is an example of a material relation-
ship. Therefore, this relationship only takes place (i.e., the Conduct_Fluid relationship 
is only established) between a specific duct x and a specific portion of fluid y, when 
there is at least a fluid transportation event that involves the participation of x and y. 

Besides making explicit the truthmakers of these relations, one of the major advan-
tages of the explicit representation of relators is to solve an inherent ambiguity of 
cardinality constraints that exists in material relationships. Take for example the car-
dinality constraints of one-to-many represented for the relationship Conduct_Fluid in 
figure 1. There are several possible interpretations for this model which are compati-
ble with these cardinality constraints but which are mutually incompatible among 
themselves. Two of these interpretations are depicted in figures 2 and 3. 

On the model of figure 2, given a fluid transportation event, we have only one duct 
and only one portion of fluid involved; both fluid and duct can participate in several 
transportation events. In contrast, on the model of figure 3, given a fluid transportation 
event, we have possibly several ducts and portions of fluid involved; a duct can be used 
in several transportation events, but only one fluid can take part on a fluid transportation. 

When comparing these two models in OntoUML we can see that the original OWL 
model collapses these two interpretations (among others) in the same representation, 
which have substantially different real-world semantics. This semantic overload can 
be a source of many interoperability problems between applications. In particular, 
applications that use different models and that attach distinct semantics to relation-
ships such as discussed above can wrongly assume that they agree on the same se-
mantics (an example of the previously mentioned False Agreement Problem).  

 
Fig. 3. Interpreting Fluid transportation with multiples Ducts and Fluids 
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Finally, in the OntoUML models in this section, the dotted line with a filled circle 
on one of its endings represents the derivation relationship between a relator type 
and the material relationship derived from it [5]. For example, the derivation rela-
tionship Fluid Transportation (relator type) and Conduct_Fluid (material relation-
ship) represents that for all x, y we have that: <x,y> is an instance of Conduct_Fluid 
iff there is an instance z of Fluid Transportation that mediates x and y. As discussed 
in depth in [5,12], mediation is a specific type of existential dependence relation 
(e.g., a particular Fluid Transportation can only exist if that particular Duct and that 
particular Fluid exist). Moreover, it also demonstrated that the cardinality constraints 
of a material relationship R derived from a relator type UR can be automatically 
derived from the corresponding mediaton relationships between UR and the types 
related by R. In summary, a relator is an entity which is existentially dependent on a 
number of other individuals, and via these dependency relationships it connects (me-
diates) these individuals. Given that a number of individuals are mediated by a rela-
tor, a material relationship can be defined between them. As this definition makes 
clear, relators are ontologically prior to material relationships which are mere logi-
cal/linguistic constructions derived from them [5,12]. To put it in a different way, 
knowing that x and y are related via R tells you very little unless you know what are 
the conditions (state of affairs) that makes this relationship between this particular 
tuple true.    

3.2   The Ontological Status of Quantities  

Figures 4 and 5 represent fragments of the domain ontology that deal with the notion 
of Fluid. 

In general, quantities or amounts of matter (e.g., water, milk, sugar, sand, oil) are 
entities that are homeomerous, i.e., all of their parts are the same type as the whole. 
Alternatively, we can say that they are infinitely divisible in subparts of the same 
type. Homeomerousity and Infinite divisibility causes problems both to determine the 
referent of expressions referring to quantities and, as a consequence, also problems to 
specify finite cardinality constraints of relationships involving quantity types [5]. In 
OntoUML, these problems are avoided by defining a modelling primitive <<quan-
tity>> whose semantics are defined by invoking the ontological notion of Quantity. In 
OntoUML, a type stereotyped as <<quantity>> represents a type whose instances 
represent portions of amounts of matter which are maximal under the relation of topo-
logical self-connectness [5].  

In figure 5, the type Fluid is represented as a quantity in this ontological sense. As 
a consequence we have that Fluid: (i) is a rigid type, i.e., all instances of this type are 
necessarily instances of this type (in a modal sense); (ii) provides an identity princi-
ple obeyed by all its instances; (iii) represent a collection of essential properties of 
all its instances [5,13]. Specializations of a quantity are represented with the stereo-
type subkind. In figure 5, these include the specific types of Fluid:Water, Oil and 
Gas. Subkinds of Fluid have meta-properties (i) and (iii) above by inheriting the 
principle of identity defined by the quantity kind Fluid that should be obeyed by all 
its subtypes. 
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Fig. 4. The representation of Fluid and related notions in OWL 

 

Fig. 5. The Representation of Fluid and related notions in OntoUML 

On the original ontology in OWL, the equivalence between the Oil and Petroleum 
concepts is represented by the Oil_Petroleum_synonym relationship defined between 
these concepts. This relationship is declared as being symmetric. On the original on-
tology, these concepts simply represent the general concepts of Oil or Petroleum and 
do not represent genuine types that can be instantiated. As consequence in this case, 
the Oil_Petroleum_synonym relationship represents also a relational type that cannot 
be instantiated and only exists in fact between this pair of concepts. Therefore, it does 
not make sense to characterize it as a symmetric relationship, since it functions as an 
instance and not genuinely as a type. 

In the semantics adopted on the revised model, Oil and Petroleum are quantity 
types, the instances of which are specific portions of these Fluids. Therefore, in this 
case, there is no sense in defining an Is_synonym_of relationship between Oil and 
Petroleum. After all, defined this way, since these are genuine types that can be in-
stantiated, this relationship would have as instances ordered pairs formed by specific 
portions of Oil and Petroleum, which definitely does not correspond to the intended 
semantics of this relationship. In fact, the relationship Is_synonym_of is a relationship 
between the Oil and Petroleum types and not between its instances. In particular, this 
relationship has a stronger semantics than simply symmetry, being an equivalence 
relationship (reflexive, symmetric, transitive). 

The problem of the proper representation of an Is_synonym_of relationship that 
could be established between any two types of fluid is solved on the model of  
figure 5. Firstly, the model makes an explicit distinction between the fluid types  
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instances of which are individual portions of fluid and a type instances of which are 
the concepts of Oil, Water, Gas and Petroleum themselves. Since OntoUML is an 
extension of standard UML, this can be represented by the use of notion of power-
type1. In a nutshell, a powertype is a type instances of which are other types. On this 
specific model, the relationship between the Fluid Type powertype and Fluid defines 
that the subtypes of the latter (Oil, Water, Gas and Petroleum) are instances of the 
former. Once this distinction is made, the formal relationship of Fluid_identity2 can be 
defined among the instances of Fluid Type. This relationship can, then, be defined as 
an equivalence relationship which semantics is characterized by the following rule: 
two fluid types are identical iff they possess necessarily (i.e., at any given circum-
stance) the same instances. In the OntoUML language, this rule is defined outside the 
visual syntax of the language and as part of the axiomatization of the resulting model 
(ontology). 

Finally, as a result of this modeling choice, particular instances of the 
Fluid_identity relationship can be defined. For example, in figure 5, the link (instance 
of a relationship) between Oil and Petroleum (instances of Fluid Type) is defined 
explicitly as an instance of Fluid_Identity. 

In the revised model of figure 5, in the same manner as Fluid and its subtypes, Res-
ervoir Rock is explicitly represented as a quantity type. Once more, this type repre-
sents a genuine type instances of which are particular portions of Reservoir Rock. The 
Is_accumulated_in_Reservoir_Rock relationship in the original model of figure 4 is, 
hence, replaced by a special type of part-whole relationship (subQuantityOf) between 
Reservoir Rock and Fluid. The SubQuantityOf relationship defined as a primitive in 
OntoUML contains a formal characterization that implies: (i) a partial order (irreflex-
ivity, asymmetry, transitivity) relation; (ii) An existential dependency relation, i.e., in 
this particular example a particular portion of Reservoir Rock is defined by the aggre-
gation of the specific particular portions of its constituent Fluids; and (iii) Non-
sharing of parts, i.e., each particular portion of fluid is part of at most one portion of 
Reservoir Rock. It is important to emphasize that the explicit representation of the 
semantics of this relationship eliminates an implicit ambiguity on the original model.  

3.3   The Containment Relation to Represent the Spatial Inclusion among Physical 
Entities: Reservoir, Reservoir Rock and Geographic Area 

The model on figure 5 also depicts the Reservoir and Geographic Area concepts and 
defines the formal relationship of containment [14] between Reservoir and Reservoir 
Rock and between Reservoir and Geographic Area. This relationship contains the 
semantic of spatial inclusion between two physical entities (with the spatial extension) 
that is also defined on the ontology’s axiomatization, e.g., outside the visual syntax of 
the model. 

On the original model of figure 4, there is only one relationship 
Is_composed_of_Water_Gas_Oil defined between the Extracted Petroleum and the 
Water, Gas and Oil concepts. On the revised ontology, this relationship is replaced by 
                                                           
1 http://www.omg.org/spec/UML/2.1.2/ 
2 The preference for the term Fluid_identity instead of Is_synonym_of is motivated by the fact 

that the former refers to an identity relation among types while the latter refers merely to an 
identity relation among terms.  
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composition relationships (subQuantityOf). As previously discussed, the richer se-
mantics of this relationship type makes important meta-properties of the relationship 
among these elements explicit in the model. As discussed in [5, 15, 16], the formal 
characteristics of this relationship, modeled as a partially order, existential depend-
ency relation with non-sharing of parts, have important consequences both to the 
design and implementation of an information system as to the automated processes of 
reasoning and model evaluation. 

3.4   Making the Production Relator Explicit 

As already discussed, OntoUML makes an explicit distinction between formal and 
material relationships. The Extracts_Fluid relationship between Fluid and Well in the 
original model is an example of the latter. In this way, following the methodological 
directives of the language, the modeling process seeks to make explicit which is the 
appropriate relator that would substantiate that relationship. The conclusion would 
one come to is that the relationship Extracts_Fluid(x,y) is true iff there is a Production 
event involving the Well x from where the Fluid y is produced. The semantic investi-
gation of this relationship makes explicit that the resulting fluid of this event in fact 
only exists after the occurrence of this event. In other words, the portion of the  
Extracted Petroleum only exists after it is produced from the event of production 
involving a well. Therefore, a mixture of water, gas and oil is considered Extracted 
Petroleum only when it is produced by an event of this kind. The Extract_Fluid rela-
tionship between Well and Fluid and the Is_extracted_from_Well relationship be-
tween Extracted Petroleum and Well on the original ontology are replaced by the 
material relationship Extracts_Extracted_Petroleum between Well and Extracted 
Petroleum and by the subQuantityOf relationships between the Extracted Petroleum 
portion and its sub portions of Water, Gas and Oil. This representation has the addi-
tional benefit of making clear that an event of Production has the goal of generating 
an Extracted Petroleum portion that is composed of particular portions of these Fluid 
types and not by directly extracting portions of these other types of fluid. Finally, as 
previously discussed, the explicit representation of the Production relator makes the 
representation of the cardinality constraints involving instances of Well and Extracted 
Petroleum precise, eliminating the ambiguity on the representation of the  
Extract_Fluid relationship on the original model. 

3.5   Representing the Historical Dependence between Extracted Petroleum and 
Reservoir Rock 

As previously discussed, the subquantityOf relation defined in OntoUML to hold 
between portions of quantities is a type of existential dependency relation from the 
whole to the part. In other words, all parts of a quantity are essential parts of it. For 
instance, in figure 6, we have the type Reservoir Rock stereotyped as <<quantity>>. 
As a consequence, once we have the case that specific portions of water, gas and oil 
are extracted from a specific portion of Reservoir Rock x (creating a portion of Ex-
tracted Petroleum y) that specific portion x ceases to exists. Indeed, the resulting  
portion of Extracted Petroleum y and the Reservoir Rock x from which y originates 
cannot co-exist at the same circumstances. In fact, the same event that creates the 
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Fig. 6. Extracted Petroleum and its historical dependence to a Reservoir Rock 

former is the one that destroys the latter. However, it is important to represent the 
specific connection between x and y, for instance, because some characteristics from 
an Extracted Petroleum could result from characteristics of that Reservoir Rock. Here, 
this relation between x and y is modeled by the formal relation of historical depend-
ence [17]: in this case, since y is historically dependent on x it means that y could not 
exist without x having existed.     

4   Final Considerations 

An ontology engineering process is composed of phases, among them are conceptual 
modeling and implementation. During the whole process, the ontology being built 
must be made explicit by a representation language. The diverse ontology representa-
tion languages available in the literature contain different expressivity and different 
ontological commitments, reflecting on the specific set of available constructs in each 
one of them. Therefore, different ontology representation languages, with different 
characteristics, are suitable to be used in different phases of the ontology engineering 
process so as to address the different set of requirements which characterize each 
phase. In particular, conceptual ontology modeling languages aim primarily at im-
proving understanding, learning, communication and problem solving among people 
in a particular domain. Therefore, these languages have being designed to maximize 
expressivity, clarity and truthfulness to the domain being represented. In contrast, 
ontology codification languages are focused on aspects such as computational effi-
ciency and tractability and can be used to produce computationally amenable versions 
of an ontologically-well founded reference conceptual model. The inadequate use of a 
representation language, disregarding the goal of each ontology engineering phase, 
can lead to serious problems to database design and integration, to domain and sys-
tems requirements analysis within the software development processes, to knowledge 
representation and automated reasoning, and so on. 
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This article presents an illustration of these issues by using an industrial case study 
in the domain of Oil and Gas Exploration and Production. The case study consists in 
the generation of a Conceptual Ontological Model for this domain from an existing 
domain ontology in the organization where the case study took place. 

The ontology representation language used to produce the redesigned model was 
OntoUML, a theoretically sound and highly expressive language based on a number 
of Formal Ontological Theories. The choice of this language highlights a number of 
explicit concepts and ideas (tacit domain knowledge) that were implicit in the original 
model coded in OWL-DL. To cite just one example, in the original representation of 
Conduct_Fluid relationship, it is possible to define that a duct can conduct several 
fluids and a fluid can be conducted by several different ducts. However, the lack of 
the Fluid Transportation concept (a relator uncovered by the methodological direc-
tives of OntoUML) hides important information about the domain. For instance, it is 
not explicit in this case how many different fluids can be transported at the same time 
or even if a duct can have more than a fluid transportation at a time. By making these 
concepts explicit as well as defining a precise real-world semantics for the notions 
represented, the newly E&P-Reserve ontology produced in OntoUML prevents a 
number of ambiguity and interoperability problems which would likely be carried out 
to subsequent activities (e.g., database design) based on this model. 

In [18], an extension of OntoUML (OntoUML-R) is presented. This version of the 
language allows for the visual representation of domain axioms (rules), including 
integrity and derivation axioms in OntoUML. As future work, we intend to exploit 
this new language facility to enhance the transformed E&P-Reserve Ontology with 
visual representations of domain axioms. This enhanced model can then be mapped to 
a new version of the OWL-DL codified lightweight ontology, now using a combina-
tion of OWL-DL and SWRL rules. This enhanced lightweight model, in turn, shall 
contemplate the domain concepts uncovered by the process described in this article 
and, due to the combination of OWL-DL and SWRL, afford a number of more  
sophisticated reasoning tasks. 
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Abstract. While formal methods are focused on some particular parts
of software systems, especially secure ones, graphical techniques are the
most useful techniques to specify in a comprehensible way large and com-
plex systems. In this paper we deal with the B method which is a formal
method used to model systems and prove their correctness by successive
refinements. Our goal is to produce graphical UML views from exist-
ing formal B specifications in order to ease their readability and then
help their external validation. In fact, such views can be useful for var-
ious stakeholders in a formal development process: they are intended to
support the understanding of the formal specifications by the require-
ments holders and the certification authorities; they can also be used by
the B developers to get an alternate view on their work. In this paper,
we propose an MDE framework to support the derivation of UML class
and state/transition diagrams from B specifications. Our transformation
process is based on a reverse-engineering technique guided by a set of
structural and semantic mappings specified on a meta-level.

1 Introduction

The complex requirements of software systems justify the use of the best existing
techniques to guarantee the quality of specifications and to preserve this quality
during the programming phase of a software life-cycle. Formal methods, such as
B, make it possible to reach such a level of quality. Their main characteristics
are: (i) they allow to precisely check the correctness of a program against its
specification; and (ii) they need a great knowledge of logic.

The first point, which represents the major advantage of these methods, raises
from the fact that mathematic models allow to rigorously reason about the co-
herence of a software system. The second point, which is the primary “brake” to
a wide adoption of formal methods, is strongly related to formal languages no-
tations which are often complex. These two characteristics motivated industrial
communities to use formal methods uniquely for safety-critical systems. One of
the solutions developed by several research teams [5,7,8] is to specify the whole
system using a semi-formal language (e.g. UML) and then translate the semi-
formal model into a formal one. The resulting formal specifications can then be

T. Halpin et al. (Eds.): BPMDS 2009 and EMMSAD 2009, LNBIP 29, pp. 237–250, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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used in order to achieve a rigorous reasoning of the same system. However, these
techniques present the following limitations:

– The derived formal specifications are complex and far from what the B devel-
oper could have written directly in a formal language. In fact, the systematic
translation must take into account semi-formal notions.

– A great effort of comprehension is necessary in order to be able to refine
the formal specifications, to correct them and carry out proofs. In case
of inconsistency, changing the formal model doesn’t induce changes in the
semi-formal model.

Our work is intended to contribute to a better comprehension of B specifications1

in a formal development process by bridging the gap between B and UML. In our
approach, UML is not a starting point but a result which aims at documenting
the B specifications with graphical notations more intuitive and readable. In
order to render formal notations more accessible we proposed theoretical and
effective tools [2,4,3] which produce a standardized graphical documentation −
in form of UML diagrams − from B specifications. The concerned diagrams are
mainly class and state/transition diagrams, which are useful to visualize static
as well as dynamic aspects of a B specification. Still, the major drawback which
needs inevitably to be considered is that our B-to-UML translation rules are not
formally defined. Indeed, as it is difficult to know on what semantic basis the
transformation has taken place, then there may be a conceptual gap between
the resulting class and state/transition diagrams.

This paper improves our previous works by defining explicitly mappings be-
tween B and UML in a reusable MDA-based framework. Such a conceptual base
allows to circumvent the shortcomings of our tools and presents an efficient tech-
nique to build conjointly coherent static and behavioural views from B models.
Indeed, a fundamental idea of Model Driven Engineering is that transformations
between heterogeneous models can be described uniformly in terms of meta-
model mappings. Based on the fact that meta-models define an abstract syntax
from which one can describe model semantics, transformation rules that arise
from MDA-based techniques are explicit and precise. This MDA-based frame-
work allowed us to clearly identify translation patterns from B to UML and to
automatically produce abstract state predicates.

We also point up in this paper how our approach improves automation of
UML diagrams construction.

2 A Simple Example

In order to illustrate our approach we present in Fig. 1 the AccessControl speci-
fication (inspired by [1]) which deals with access control of peoples to buildings.
In this specification the abstract sets PERSON, PASS and BUILDING specify
1 In this paper we consider the classical B approach. Further research are needed in

order to cover the B event.
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MACHINE
AccessControl

SETS
PERSON; PASS; BUILDING;
STATE = {closed, open}

VARIABLES
building state,belong to,
usable for,used for,
VALID

INVARIANT
building state ∈ BUILDING → STATE ∧
belong to ∈ PASS �� PERSON ∧
usable for ∈ PASS ↔ BUILDING ∧
VALID PASS ⊆ PASS ∧
used for ∈ VALID PASS �→ BUILDING ∧
used for ⊆ usable for ∧
building state[ran(used for)] �= {closed} ∧
VALID PASS ⊆ dom(belong to) ∧
VALID PASS ⊆ dom(usable for)

Fig. 1. The AccessControl machine

respectively persons, access cards and buildings of the studied system. In or-
der to describe states closed and open of buildings we define the total function
building state which associates to each element of set BUILDING one of the
enumerated elements of set STATE. Each pass belongs to at the most one per-
son (variable belong to). Relation usable for lists the buildings for them a pass
can be used to go in. In order to be used, a pass must be validated (variable
VALID PASS ). The partial function used for specifies the set of valid access
cards actually used to accede buildings. Buildings couldn’t be closed if they are
not empty (invariant building state[ran(used for)] �= {closed}). Finally, before
be validated a pass must be assigned to a person and must assure access to at
least one building.

The dynamic part of the AccessControl machine corresponds to the following
operations2:

– open building and close building which open and close buildings.
– assign pass and deassign pass.
– validate: allows the validation of a pass which belongs to a person and which

is usable for at least one building. After be validated a pass can be used to
enter a building (operation enter building).

– add access and delete access : the first operation adds a building to the list of
buildings for which a pass is usable, while the second one deletes all accesses
allowed by a pass. In order to activate this last operation, the pass mustn’t
be actually used.

2 For space reasons we don’t give the complete syntax of AccessControl operations.
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– enter building and leave building: allow to a person to enter or to leave a
building. The first action is triggered only if: (i) the person is outside the
building, (ii) the person’s pass is valid, (iii) the person’s pass is usable for
the building, and (iv) the building is open.

3 Structural Links between B and UML

In order to establish links between the structural aspects of B specifications and
UML diagrams, we propose a UML syntax for the B language using a meta-
model. Then, we adopt a deep embedding approach in which we explicitly define
mappings from the proposed B meta-model to the UML meta-model. The B
constructs taken into account in this paper are mainly sets, relations between
sets, elements of sets, invariants and operations.

Let MB be our B meta-model and MUML the UML meta-model3. The pro-
posed mappings between these two meta-models, provided by arrows in Fig. 2,
are formally defined by the above relation F :

F ∈ MB ↔MUML

For example, the projection established between meta-classes BSet and Class
is defined by: (BSet �→ Class) ∈ F , and means that a B abstract set can be
translated into a UML class.

The core concept of the given part of the B meta-model is meta-class BData.
It specifies data used in operations body and declared in clauses: SETS, VARI-
ABLES and CONSTANTS. B data addressed by our translation schemas are
abstract sets and enumerated sets (meta-class BSet), functional relations (meta-
class BRelation) and set elements (meta-class BSetElem). A BSet is translated
into a class, a class attribute or an attribute type.

A BRelation can be translated into: a UML association which links classes and
two AssociationEnd, a class attribute or an associative class. Finally, invariants
are translated into constraints over model elements of the resulting UML class
diagram. In this paper, we will not discuss translation patterns which produce
OCL constraints from B invariants. However, we will look mainly at typing
invariants from which we identify five translation patterns.

Definition 1. Consider abstraction function AB (respectively AUML) which
associates to each element issued from a B specification (respectively from a
UML class diagram) a meta-concept in MB (respectively in MUML) :

AB ∈ B → MB
AUML ∈ D → MUML

Where B denotes the set of concepts of a B machine, and D the set of model
elements of a UML class diagram.

3 Note that for clarity we present only some fragments of UML and B meta-models.
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Fig. 2. Mappings between B and UML meta-models

We use the B and UML meta-models, and also relation F in order to build
UML class diagrams from B specifications. Hence, translation of a B data a into
a UML model element b must satisfy relation F between the two meta-concepts
AB(a) and AUML(b) associated respectively to a and b.

Definition 2. Mappings between B and UML concepts are defined by relation
Mapping as follows:

Mapping ∈ B ↔ D ; such that
∀(a, b) · ((a, b) ∈ Mapping ⇒ (AB(a),AUML(b)) ∈ F)

3.1 B to UML Translation Patterns

Class diagrams generated by our tool (B/UML) [4] from B specifications are for-
mally instances of relationMapping. Providing explicit translation patterns based
on this relation allows, on the one hand, automation of the derivation of UML
state/transition diagrams (Sect. 4), and on the other hand, to ensure consistency
between static and dynamic UML views issued from a same B specification.

Relation “SubSet”. Relation “SubSet” in the B meta-model models set in-
clusion in B. It is translated either into an inheritance between classes or by a
Boolean attribute (figure 3).

From a conceptual point of view, the first choice is justified by the fact that
the inheritance mechanism in UML means a relationship “is a” or “is a kind
of ” between a subclass and a super-class, and allows to encapsulate information
and additional operations in the subclass. This mechanism corresponds typically
to the set inclusion in B. Indeed, consider sets S and S′ such that S′ ⊆ S, then
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S : BSet

S’ : BSet

SubSet

S S’

S

+|− S’ : BOOLEAN

Possible translations

(a)

(b)

B meta−model instance

Fig. 3. Translation of relation “SubSet”

PASS

VALID_PASS : BOOL

PASS

VALID_PASS

(a) (b)

Fig. 4. Translations of VALID PASS ⊆ Pass

an element x in S′ is also an element of S. Furthermore, the B subset indicates
the existence of treatments and/or additional information specifically related to
the subset. The second choice of translation is justified by the fact that a subset
may be defined in the B specification in order to identify a subset of state space
from which some operations may be activated. Thus, an element x in S can be
seen as an instance of a class S in which the attribute S′ is true.

For example, invariant VALID PASS ⊆ PASS of machine AccessControl can
be translated: (a) into a super-class PASS and a sub-class of PASS called
VALID PASS ; or (b) into a class PASS having a boolean attribute (private
or public) named VALID PASS. These translations are illustrated in figure 4.

Relations “dom” and “ran”. Associations “dom” and “ran” of the B meta-
model link meta-classes “BSet” and “BRelation”, and mean respectively the
domain and the range of a functional relation between B sets. In this case, the
“BRelation” can be translated following three possible patterns: (c) an associa-
tion, (d) an attribute, or (e) an association class (figure 5). Attributes MultDom
and MultRan of meta-class BRelation are respectively identified for the domain
and the range of the BRelation4. For example, the partial injection belong to
between PASS and PERSON can be translated into: (i) an association linking
classes PASS and PERSON, (ii) an attribute of type PERSON in class PASS or
an attribute of type PASS in class PERSON, or finally (iii) an association class
linking classes PASS and PERSON. Values a and b of attributes MultDom and
MultRan in are respectively 0..1 and 0..1 in the case of a partial relation. The

4 For computation details of multiplicities, refer to [3].
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B meta−model instance

Or
S’S

+|− R[a] : S’ +|− R[b] : S

S S’

R

a b

S S’R

a b

S : BSet

S’ : BSet

R : BRelation

dom

ran

MultDom = ‘a’

MultRan = ‘b’

Possible translations

(c)

(d)

(e)

Fig. 5. Translations of “dom” and “ran”

choice of a particular transformation among others depends on the operations
and attributes that the various classes are likely to encapsulate.

Relation “Access”. Relation Access between a BOperation o and a BData d
means that o uses5 d in its body. Translation of a B operation into a method of a
class C is based on the fact that the operation uses either the B data translated
into C or one (or more) B data translated into attributes of C. The Access relation
controls the choice among translation patterns.

For example, consider BDatas d and d′ of type BSet and such that d′ ⊆ d, if
operation o uses d′ without using d then it is more pertinent to translate d′ into a
subclass having method o (i.e. application of pattern Fig. 3 (a)) than translating
it into a Boolean attribute and encapsulate o and d′ in class d (i.e. application
of pattern Fig. 3 (b)). Thus, several scenarios are possible and vary according
to kinds of dependencies between meta-classes BData and BOperation. Figure 6
shows various translations depending on operation deassign pass. This operation
uses three BData: set PERSON, sub-set VALID PASS, and relation belong to.

3.2 Translation of Machine AccessControl

Figure 7 gives a class diagram issued from machine AccessControl and which is
conform to function Mapping. In this diagram, we identify three classes: PER-
SON, PASS and BUILDING. From a documentation point of view, the boolean
attribute of class PASS gives the validity of a pass and it is updated by method
+validate(). Methods +assign pass(pp : PERSON ) and +deassign pass() allow
respectively to create and to delete an instance of association belong to between
a pass and a person. Methods +open building() and +close building() of class
BUILDING allow to open or to close the door of a building by modifying the

5 Attribute Kind of Access is intended to identify the right kind of access (precondi-
tion, writing, etc).
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deassign_pass : BOperation PERSON : BSet

PERSONPASS

+ VALID_PASS : BOOL

Translation pattern of figure 4 (e)

Translation pattern of figure 3 (b)

0..1 0..1

belong_to

+ deassign_pass()

Translation pattern of figure 4 (c)

PERSON

+ deassign_pass()

Translation pattern of figure 3 (b)Translation pattern of figure 3 (b)

0..1

0..1

belong_to

+ VALID_PASS : BOOL

PASS
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+ deassign_pass()

- belong_to[0..1] : PERSON

- VALID_PASS : BOOL

ran

dom

belong_to : BRelation

MultRan = ‘0..1’

MultDom = ‘0..1’

SubSetVALID_PASS : BSet PASS : BSet

access

kind = precondition

kind = write

access

kind = write

access

B meta-model instance

Translation pattern of figure 4 (d)

Translation pattern of figure 3 (b)

Fig. 6. Translations dependent on the “Access” relation

value of attribute building state. This attribute takes its values from enumerated
set STATE = {closed, open}. Creation and deletion of link used for between an
object of type PASS and an object of type BUILDING are done via methods
enter building(cc : PASS ) and leave building(cc : PASS ) of class BUILDING.

used_for

0..1

*usable_for

0..1

*

+ building_state : STATE

PASS

+ open_building()

+ close_buiding()

+ enter_buiding(cc:PASS)

+ leave_building(cc:PASS)

+ VALID_PASS : BOOL

BUILDING

0..1
+ assign_pass(pp:PERSON)

+ validate()

belong_to

*

+ add_access(bb:BUILDING)

+ deassign_pass()

PERSON

Fig. 7. Produced class diagram
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4 Derivation of State/Transition Diagrams

In [2] we proposed a technique that help build graphical state machine repre-
sentations of the behaviour of a B specification. These diagrams are intended as
an accompanying documentation in a process which involves customers or cer-
tification authorities not trained in formal methods and who are interested by
an alternate view of the dynamic aspects of B models. However, these diagrams
don’t document the behaviour of model elements of class diagrams which could
be derived from the same specification. In this paper, we propose to bridge the
gap between structural and behavioural views on the base of the established
mappings between B and UML meta-models (relation Mapping) and transla-
tion patterns outlined in the previous section. The state/transition diagrams
presented in this section will relate to the description of classes behaviour.

In order to produce state machines from B specifications we proposed an ab-
straction technique based on exhaustive exploration of the B machine behaviour.
First, our tool builds exhaustively an accessibility graph using the ProB model-
checker [6] and then it applies a proof technique in order to identify concrete
states which satisfy some abstract state predicates. The derivation of state ma-
chines is then done by running an abstraction algorithm over the accessibility
graph. In the following, we will not present our accessibility graph abstraction
technique since this approach is detailed in [2]. The major drawback of our pre-
vious work is that the choice of abstract state predicates is done manually by
the user. In this paper we use the translation patterns of section 3 in order to
automatically identify these state predicates, and hence produce state machines
related to a derived class diagram. We will also precise the semantics of our
state/transition diagrams in terms of events activation and states attainability.

4.1 Abstract State Predicates

A UML state describes the internal state of an object of one particular class.
It indicates a particular situation during the life cycle of the object. In our
approach, a UML class C (AUML(C) = Class) is uniquely issued from abstract
sets (F−1[{Class}] = {BSet}) as shown in figure 2. Consequently, a state of
class C can be defined by a predicate expressed over elements of the BSet which
corresponds to Mapping−1(C). In general, an object state is characterized by:

(i) the conjunction of the object attributes values (e.g., an instance of class
BUILDING is in state closed if the value of attribute building state is closed),

(ii) the existence of links between the considered object and other objects (e.g.
an instance of BUILDING is in state empty if it is not linked to any instance
of PASS by association used for).

State Predicates Issued from Class Attributes. An attribute t of a class C
is issued either from an abstract set or from a relation. Indeed, F−1[{Attribute}]
= {BSet, BRelation}. In the first case, t is a boolean attribute (translation pat-
tern (b) of figure 3). In the second case, t is typed either by the domain or by
the range of the BRelation (translation pattern (d) of figure 5).
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– If (AB(Mapping−1(t)) = BSet) then two abstract state predicates could be
attached to class C dependent on the logic value of t (et

true and et
false). These

states are expressed as follows:

et
true(c) =̂ c ∈ Mapping−1(t)

et
false(c) =̂ c �∈ Mapping−1(t)

For example, states valid and invalid attached to class PASS and dependent
on values of the boolean attribute VALID PASS are:

valid(cc) =̂ cc ∈ VALID PASS
invalid(cc) =̂ cc �∈ VALID PASS

– If (AB(Mapping−1(t)) = BRelation) and such that t is typed by an enu-
merated set (e.g. attribute building state), then abstract state predicates ei

are expressed for each element elemi (i.e. instance of meta-class BSetElem)
of the enumerated set. Having Mapping−1(t) is a BRelation then

– If t is typed by the range of Mapping−1(t):
et

i(c) =̂ Mapping−1(t)(c) = elemi

– If t is typed by the domain of Mapping−1(t):
et

i(c) =̂ (Mapping−1(t))−1(c) = elemi

For example, states closed and open of class BUILDING are defined by
possible values of attribute building state as:

Closed(bb) =̂ building state(bb) = closed
Open(bb) =̂ building state(bb) = open

State Predicates Issued from Associations. Classes derived from a B spec-
ification can be linked by an inheritance mechanism (translation pattern (a) of
figure 3), an association (translation pattern (c) of figure 5), or by an association
class (translation pattern (e) of figure 5). In the case of an inheritance link, the
abstract state predicates are produced like a boolean attribute. In the case of
an association link or an association class link R between two classes C1 and C2
such that C1 and C2 are respectively the source and the target of R, the abstract
state predicates depend from the existence of links R between instances of C1
and C2:

For C1 :
e∃(c) =̂ c ∈ dom(Mapping−1(R))
e �∃(c) =̂ c �∈ dom(Mapping−1(R))

For C2 :
e∃(c) =̂ c ∈ ran(Mapping−1(R))
e �∃(c) =̂ c �∈ ran(Mapping−1(R))

For example, the existence of a link used for between an instance of class PASS
and an instance of class BUILDING allows to define states In and Out of class
PASS :
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C1 : PASS

VALID_PASS = True
...

Tom : PERSON

...

C2 : PASS

building_state = open
...

B : BUILDING
usable_for

usable_for

VALID_PASS = false

used_for

belong_to

Fig. 8. Object diagram of state “s”

In(cc) =̂ cc ∈ dom(used for)
Out(cc) =̂ cc �∈ dom(used for)

These two states express that the person who has pass cc is inside or outside a
building.

Concrete States/Abstract States. Concrete states correspond to valuations
of a B machine state variables. They are identified by the model-checker ProB
tool [6] for finite systems. For example, we consider state s below.

s =̂ VALID PASS = {C1} ;
belong to = {(C1 �→ Tom)} ;
usable for = {(C1 �→ B), (C2 �→ B)} ;
used for = {(C1 �→ B)} ;
building state = {(B �→ open)}

This concrete state is a possible state of the abstract state Open, defined
previously, because it satisfies the abstract state predicate building state(bb) =
open. We say that state s satisfies state Open. Having the function Mapping,
concrete state e can be translated into an object diagram (figure 8). This diagram
describes a state where Tom, having a valid pass C1, acceded to the open building
B using his pass. Pass C2, which allow to enter building B, is not yet validated
and it doesn’t belong to any person.

4.2 Transitions Properties

The abstraction technique we proposed in [2] builds state/transition diagrams
where transitions are operations call. A transition t between two abstract states
S1 and S2 (t = S1

o−→ S2) indicates the existence of at least one call of operation
o allowing the transition between two concrete states s1 and s2 such that s1
satisfies S1 and s2 satisfies S2. This leads to the following properties:

– t is always activable from S1 if for each concrete state s source of a transi-
tion labeled by o then s satisfies the abstract state S1. Otherwise, t is said
possibly activable from S1 and it will be labeled by o preceded by stereotype
�possibly�.
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Closed Open

B : BUILDING

INITIALISATION

close_building(B)

open_building(B)

�possibly	

Fig. 9. State/Transition diagram of class BUILDING

– S2 is always attainable by t from S1 if all transitions, labeled by o and
released from concrete states satisfying S1, reach at least one concrete state
which satisfy S2. Otherwise, state S2 is said possibly attainable by t from
S1, and transition t will be labeled by o followed by stereotype �possibly�.

– t is said always feasible if it is always activable from S1, and state S2 is
always attainable by t from S1. Otherwise, t is said possibly feasible and it
will be represented by a dotted line.

4.3 Application

Simple State/Transition Diagrams. Considering the abstract states Closed
and Open of class BUILDING, and an accessibility graph generated for PER-
SON = {Tom}; PASS = {C} ; BUILDING = {B}, then the state/transition di-
agram built for class BUILDING is that of figure 9. This diagram shows that the
instance B of class BUILDING is either in state Closed or in state Open. Transi-
tions between these two states are triggered uniquely by operations open building
and close building. Finally, when the system is initialized the building is in state
Closed. Transition open building(B) is always feasible from state Closed, con-
trary to transition close building(B) which is possibly activable from state Open.
Indeed, a building can be closed only if it is empty. However, state Closed is
always attainable by transition close building(B) from state Open.

Concurrent State/Transition Diagrams. Concurrent states are combina-
tions of several abstract states. They are obtained by identifying possible
relationships between the various state/transition diagrams for a given class.

For example, we identified six abstract states for class BUILDING: two states
issued from the class attributes (Open/Closed), and four states issued from the
existence of relations between instances of class BUILDING and instances of
class PASS (Accessible/Inaccessible and Busy/Empty). Diagram of figure 10
shows that a building is simultaneously Closed (or Open) and Accessible (or In-
accessible) and Busy (or Empty). Considering that each couple of abstract states
leads to a simple state/transition diagram, then the concurrent state/transition
diagram is obtained by composing simple state/transition diagrams. In this di-
agram dependencies between concurrent states are given by transitions guards.
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Fig. 10. Concurrent state/transition diagram of class BUILDING

For example, transition enter building is activated only if the building is simul-
taneously Empty, Open and Accessible.

5 Conclusion

It is well-known that formal methods use specific notations and concepts which
are often difficult to understand. This limitation makes difficult their integration
in the development and the certification processes. Contrary to these methods,
visual specification languages (such as UML) are usually preferred because they
allow structuring and intuitive views of the system. In this paper we proposed
a useful technique to the research works which aim at graphically document-
ing formal developments. Indeed, the documentation we provide is expressed by
static and dynamic UML diagrams. We are interested by the B method which
is a formal method used to model systems and prove their correctness by suc-
cessive refinements. In order to produce UML class diagrams (e.g. figure 7) and
associated state/transition diagrams (e.g. figures 9 and 10) we proposed a set of
projections from a B meta-model to the UML meta-model.

Using our technique, we were able to scale up from small B specifications
(several dozens of lines) to medium size ones (several hundreds or thousand
lines) such as the secure flight specifications taken from the EDEMOI project6

(about 300 source lines). Today, the largest B specification (i.e. the METEOR
subway) is about 100,000 lines. Scaling up to such sizes may bring interesting
new problems to our tool.

6 http://www-lsr.imag.fr/EDEMOI/
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The MDA-based CASE tool, issued from our state/transition generator [2] and
our class diagram generator [4], is not only intended to provide a useful UML
documentation of B developments, but also to circumvent the lack of traceability
of existing UML-to-B approaches [5,7,8].
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Abstract. The Model Driven Architecture (MDA) is an architectural frame-
work for information integration and tool interoperation that could facilitate 
system modernization. Reverse engineering techniques are crucial to extract 
high level views of the subject system. This paper describes a reverse engineer-
ing approach that fits with MDA. We propose to integrate different techniques 
that come from compiler theory, metamodeling and formal specification. We 
describe a process that combines static and dynamic analysis for generating 
MDA models. We show how MOF (Meta Object Facility) and QVT (Query, 
View, Transformation) metamodels can be used to drive model recovery proc-
esses. Besides, we show how metamodels and transformations can be integrated 
with formal specifications in an interoperable way. The reverse engineering of 
class diagram and state diagram at PSM level from Java code is exemplified. 

Keywords: Reverse Engineering, Model Driven Architecture (MDA),  
Metamodeling, Meta-Object Facility (MOF), Formal Specification. 

1   Introduction 

Reverse engineering is the process of analyzing software systems to extract software 
artifacts at a higher level of abstraction [21]. A central idea in reverse engineering is 
exploiting the source code as the most reliable description both of the system behavior 
and of the organization and its business rules.  

Twenty years ago, reverse engineering was focused mainly on recovering high-
level architecture or diagrams from procedural code to face up to problems such as 
comprehending data structures or databases, or the Y2K problem. At that time, many 
different kinds of static analysis techniques, basically based on compiler theory and 
abstract interpretation, were developed. 

A growing demand of reverse engineering systems appeared on the stage when ob-
ject oriented languages emerged. The compiler techniques were adapted to perform a 
propagation of proper data in an essentially dynamic context. During this time, the 
focus of software analysis moved from static analysis to dynamic one. 

When the Unified Modeling Language (UML) emerged, a new problem was how to 
extract higher level views of the system expressed by different kind of diagrams [24].  
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Nowadays, software and system engineering industry evolves to manage new plat-
form technologies, design techniques and processes. A new architectural framework 
for information integration and tool interoperation such as the Model Driven Devel-
opment (MDD) had created the need to develop new analysis tools and specific tech-
niques. MDD refers to a range of development approaches that are based on the use of 
software models as first class entities, one of them is the Model Driven Architecture 
(MDA), i.e., MDA is a realization of MDD [15].  

The outstanding ideas behind MDA are separating the specification of the system 
functionality from its implementation on specific platforms, managing the software 
evolution from abstract models to implementations increasing the degree of automa-
tion and achieving interoperability with multiple platforms, programming languages 
and formal languages. MDA distinguishes at least three main models: platform inde-
pendent model (PIM), platform specific model (PSM) and implementation specific 
model (ISM).  

One of the main issues behind MDA is that all artifacts generated during software 
development are represented using metamodels. The essence of MDA is MOF (Meta 
Object Facility) metamodel that allows different kinds of artifacts from multiple ven-
dors to be used together in a same project [16]. The MOF 2.0 Query, View,  
Transformation (QVT) metamodel is the standard for expressing transformations [19].  

With the emergence of MDA, new approaches should be developed in order to re-
verse engineering, both platform independent and platform specific models, from 
object oriented code. Our approach is based on the integration of different techniques 
that come from compiler theory, metamodeling and formal specification. We describe 
a process that combines static and dynamic analysis for generating MDA models. We 
show how MOF metamodels can be used to analyze the consistency of model recov-
ery processes. The reverse engineering of PSM models, including class diagrams and 
state diagrams, from Java code is exemplified.  

This paper is organized as follow. Section 2 describes a three-layer framework for 
reverse engineering MDA models from object oriented code. Section 3 presents an 
MDA process based on static and dynamic analysis for reverse engineering MDA 
models from Java code. Section 4 explains the reverse engineering of PSMs including 
class diagrams and state diagrams from object oriented code. Section 5 describes 
reverse engineering process formalization in terms of MOF metamodels. Section 6 
summarizes how to integrate this formalization with algebraic specification. Finally, 
related work and conclusions are presented.  

2   An MDA Framework for Reverse Engineering 

We propose a framework to reverse engineering MDA models from object oriented 
code that is based on the integration of compiler techniques, metamodeling and for-
mal specification. It distinguishes three different abstraction levels linked to models, 
metamodels and formal specifications (Fig. 1).  

The model level includes code, PIMs and PSMs. A PIM is a model with a high 
level of abstraction that is independent of an implementation technology. A PSM is a 
tailored model to specify a system in terms of specific platform such J2EE or .NET. 
PIMs and PSMs are expressed in UML and OCL. The subset of UML diagrams that 
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are useful for PSMs includes class diagram, object diagram, state diagram, interaction 
diagram and package diagram. On the other hand, a PIM can be expressed by means 
of use case diagrams, activity diagrams, interactions diagrams to model system proc-
esses and state diagrams to model lifecycle of the system entities.  An ISM is a  
specification of the system in source code. 

At model level, transformations are based on classical compiler construction tech-
niques. They involve processes with different degrees of automation, which can go 
from totally automatic static analysis to human intervention requiring processes to 
dynamically analyze the resultant models. All the algorithms that deal with the re-
verse engineering share an analysis framework. The basic idea is to describe source 
code or models by an abstract language and perform a propagation analysis in a  
data-flow graph called in this context object-data flow. This static analysis is  
complemented with dynamic analysis supported by tracer tools.  

The metamodel level includes MOF metamodels that describe the transformations 
at model level. A metamodel is an explicit model of the constructs and rules needed to 
construct specific models. MOF metamodel uses an object modeling framework that 
is essentially a subset of UML 2.1.2 core [25]. The modeling concepts are classes 
which model MOF metaobjects, associations, which model binary relations between 
metaobjects, data types which model other data, and packages which modularize the 
models. At this level MOF metamodels describe families of ISMs, PSMs and PIMs. 
Every ISM, PSM and PIM conforms to a MOF metamodel. Metamodel transforma-
tions are specified as OCL contracts between a source metamodel and a target  
metamodel. MOF metamodels “control” the consistency of these transformations.  

The level of formal specification includes specifications of MOF metamodels and 
metamodel transformations in the metamodeling language NEREUS that can be used 
to connect them with different formal and programming languages [9] [10]. 

Algebraic formalization 

NEREUS 
ISM 

Metamodel 

NEREUS 
PSM 

Metamodel 

NEREUS 
PIM 

Metamodel 

MOF
 

ISM

CODE 
 

ISM
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Fig. 1. A framework for MDA-based reverse engineering 
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NEREUS, like MDA, was designed for improving interoperability and reusability 
through separation of concerns. It is suited for specifying metamodels such as MOF 
based on the concepts of entity, associations and systems. Two types of consistency 
are distinguished: vertical consistency between different levels of refinements and 
horizontal consistency between models at the same abstraction level. This paper em-
phasizes the description of transformations at level of models and MOF metamodels.  

3    Integrating Static and Dynamic Analysis  

At model level, transformations are based on static and dynamic analysis. Static 
analysis extracts static information that describes the software structure reflected in 
the software documentation (e.g., the text of the source code) whereas dynamic analy-
sis information describes the structure of the run-behavioral. Static information can be 
extracted by using techniques and tools based on compiler techniques such as parsing 
and data flow algorithms. Dynamic information can be extracted by using debuggers, 
event recorders and general tracer tools.  

We suppose that the reverse engineering process starts from an ISM that could re-
flect, for instance, the migration of legacy code to object oriented code. The first step 
in the migration towards MDA is the introduction of PSMs. Then, a PIM is abstracted 
from the PSMs omitting platform specific details.  

Next, we describe the process for recovery PSMs from code. Fig. 2 shows the dif-
ferent phases. The source code is parsed to obtain an abstract syntax tree (AST) asso-
ciated with the source programming language grammar.  Then, a metamodel extractor 
extracts a simplified, abstract version of a language that ignores all instructions that 
do not affect the data flows, for instance all control flows such as conditional and 
loops.  

The information represented according to this metamodel allows building the data-
flow graph for a given source code, as well as conducting all other analysis that do not 
depend on the graph. The idea is to derive statically information by performing a 
propagation of data. Different kinds of analysis propagate different kinds of informa-
tion in the data-flow graph, extracting the different kinds of diagrams that are  
included in a PSM.   

The static analysis is based on classical compiler techniques [2] and abstract inter-
pretation [13]. On the one hand, data-flow graph and the generic flow propagation 
algorithms are specializations of classical flow analysis techniques [23]. On the other 
hand, abstract interpretation allows obtaining automatically as much information as 
possible about program executions without having to run the program on all input 
data and then ensuring computability or tractability. These ideas were applied to op-
timizing compilers.  

The static and dynamic information could be shown as separated views or merged 
in a single view. In general, the dynamic behavior could be visualized as an execution 
scenery which describes interaction between objects. To extract specific information, 
it is necessary to define particular views of these sceneries. Although, the construction 
of these views can be automated, their analysis requires some manual processing in 
most cases.  
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Fig. 2. Reverse engineering at model level: static and dynamic analysis 

Dynamic analysis is based on an execution model including the following compo-
nents: a set of objects, a set of attributes for each object, a location and value of an 
object type for each object, and a set of messages. Additionally, types such as Integer, 
String, Real and Boolean are available for describing types of attributes and parame-
ters of methods or constructors.  

Fig. 2 also shows that the integration of static and dynamic analysis is supported by 
refactoring schemes [11] and reusable components [8].  

4   Reverse Engineering at Model Level: From Code to PSMs 

4.1   The Bases for Recovering Class Diagrams 

A class diagram is a representation of the static view that shows a collection of static 
model elements, such as classes, interfaces, methods, attributes, types as well as their 
properties (e.g., type and visibility). Besides, the class diagram shows the interrela-
tionships holding among the classes [24] [25].  

Reverse engineering of class diagram from code is a difficult task that cannot be 
automated. The static analysis is based on program models whereas dynamic analysis 
is based on execution models. For instance, a basic algorithm for the recovery of class 
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diagram can be obtained by a static analysis. By analyzing the syntax of the source 
code, internal class features such as attributes and methods and their properties (e.g. 
the parameters of the methods and visibility) can be recovered.  From the source code, 
associations, generalization, realizations and dependencies may be inferred too.  

However, to distinguish between aggregation and composition, or to include OCL 
specifications (e.g. preconditions and postconditions of operations, invariants and 
association constraints) we need to capture system states through dynamic analysis.  

The association between two classes, A and B, could be an aggregation or a com-
position.  An aggregation models the situation where an object is made up of several 
parts. The whole shows at least an emergent property, i.e. “the whole is more than the 
sum of its parts”. Other properties that characterize the aggregation are: type-
antisymmetry, instance-reflexivity and instance anti symmetry. The aggregation 
from a type A (as whole) to a type B (as part), prevents the existence of other  
aggregation from B (as a whole) to A (as part). 

A composition is a particular aggregation in which the lifetime of the part is con-
trolled by the whole (directly or transitively). Then, we can detect a composition by 
generating tests and scanning dependency configurations between the birth and the 
death of a part object according to those of the whole.  In the same way, the execution 
traces of different instances of the same class or method, could guide the construction 
of invariants or pre- and post-conditions respectively. 

4.2   The Bases for Recovering State Diagram  

A state transition diagram describes the life cycle of objects that are instances of a 
class from the time they are created until they are destroyed. Object state is deter-
mined by the value of its attributes and possibly by the variables involved in attribute 
computations. The basic elements of a state diagram are states, identified as equiva-
lence classes of attribute values and, transitions triggered by method invocation. 

Our approach to recover state diagrams has similar goals to abstract interpretation 
that allows obtaining automatically as much information as possible about program 
executions without having to run it on all input data and then ensuring computability 
or tractability. These ideas were applied to optimizing compilers, often under the 
name data-flow analysis [2]. In our context, an abstract interpretation performs 
method invocation using abstract domains instead of concrete attribute values to de-
duce information about the object computation on its actual state from the resulting 
abstract descriptions of its attributes. This implies to abstract equivalence classes that 
group attribute values corresponding to the different states in which the class can be 
and the transitions among state equivalence classes.  

Then, the first step is to define an appropriate abstract interpretation for attributes 
(which give the state of the object) and transformer class methods (which give the 
transitions from state to state to be represented in the state diagram). 

The recovery algorithm iterates over the following activities: the construction of  
a finite automata by executing abstract interpretations of class methods and the  
minimization of the automata for recovering approximate state equivalence classes.    

To ensure tractability, our algorithm proposes an incremental minimization every 
time a state is candidate to be added to the automaton. When it is detected that two 
states are equivalents, they are merged in an only state. This could lead to modification 
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Fig. 3. Recovering minimum State Diagram 

of the parts of the automaton that had been previously minimized. To optimize the 
comparison of pairs of states, these are classified according to their emerging transi-
tions. Let m be a bound of the number of transformer methods of a class, the idea is to 
generate subsets of the set of transformer methods. The subset of emerging transitions 
of a new state belongs, in a particular snapshot, to one of them. Two states are candi-
dates to be equivalent if they belong to the same subset. Then, it is sufficient to com-
pare all the pairs composed by the state and one element of the subset. Considerable 
human interaction to select which abstract interpretations should be executed is re-
quired. Then, our approach is so significantly less automatic than traditional abstract 
interpretation [13]. 

-- initialization of  different sets 
set-of-states initialStates = {};    
set-of-states pendingStates ={};   
set-of-states allStates = {};           

--defining initial states for the objects 
-- of the class 
   for each class constructor c 

{-- executing an abstract interpretation 
-- of each class constructor 
state s = abstractInterpretationState (c, {}); 
initialStates = init ialStates  U {s}; 
pendingStatesPending= pendingStates U {s}; 
allStates = allStates U {s};      } 

-- initializating transition set 
   set-of-transitions transitionSet = {}; 

--generating subsets of transformer methods 
  set-of-bins b = classif iedStates (allStates); 
  w hile ⎟pendingStates⎟ > 0 

 { state r = extract (pendingStates);
     pendingState = pendingStates – {r}; 
     for each class method m 
      {-- generating transitions of the state r 
          s = abstractInterpretationState (m, r); 
          if  s  ∉ allStates 
             {pendingStates = pendingStates U {s}; 
              allStates = allStates U {s}; 
              transitionSet= transitionSet U  
              abstractInterpretationTransition (m,r,s);} 
       --updating subsets of transformer methods 
          b= modifyBins (s, transitionSet, allStates); } 
     for each e ∈ b  
     {-- defining equivalence of states and  
      -- merging equivalent states   
          if  s  ∈ b  
             for each q ∈ e and s<> q  
               if  equivalents (p, q)  
               mergeStates(transitionSet, allStates,p,q);} 
   } 

 

Fig. 4. Recovering State Diagrams: algorithm 
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As an example, Fig. 3 (a) shows a diagram including states (s1, s2,.., s8) and transi-
tions (m1,m2,…,m6). Fig. 3 (b) shows a simplified snapshot of the automaton when a 
transition to s5 is added. Then, the shaded states could belong to the same equivalence 
state class. s8 belongs to the same subset of s4  and an equivalence analysis is carried 
out concluding that s8 and s4 can be  merged. Fig 3 (c) (d) (e) shows the successive 
transformations. Fig. 4 shows the pseudo code of the recovery algorithm. A C++ 
implementation was developed to test the feasibility of this recovering algorithm. 

5   Reverse Engineering at MOF Metamodel Level  

We specify reverse engineering processes as MOF-defined transformations. It allows 
capturing all the diversity of modeling standards and interchange constructs that are 
used in MDA. We call anti-refinement the process of extracting from a more detailed 
specification (or code) another one, more abstract, that is conformed by the more 
detailed one.  

Fig. 5 shows partially an ISM-Java metamodel that includes constructs for repre-
senting classes, fields and operations. It also shows different kind of relationships 
such as generalization and composition. For example, an instance of JavaClass could 
be related to another instance of JavaClass that takes the role of superclass or, it could 
be composed by other instances of JavaClass that take the role of nestedClass. Fig. 6 
(a) shows partially a PSM-Java metamodel that includes constructs for representing 
classes, fields, operations and association-end. It also shows different kind of  
 

Operation 
(from Kernel)

         Property         
(from Kernel)

     Class     
(from Kernel)

*0..1

+ownedOperation

*

+class

0..1

*

0..1 +ownedAttribute

*+class

0..1

TemplateParameter 
(from Template)

JavaOperation

JavaParameter

JavaType

Field

isFinal : Boolean = false {redefines isLeaf}
isVolatile : Boolean = false
isTransient : Boolean = false

11 {redefines type}

     Package 
(from Kernel)

JavaPackage

JavaClass

isFinal : Boolean = false
{redefines isLeaf}
isStatic : Boolean = false
/ isGeneric : Boolean = false0..1

+/extends

0..1

{redefines 
superClass}

*

0..1

+nestedClass

*

{subsets 
nestedClassifier}

0..1

*

*+javaExceptions

* {redefines raisedException}
*
*0..1 *

{redefines ownedOperation}
+class

0..1

{redefines class}

*

+/parameter

*

*

0..1

*

{redefines 
ownedAttribute}

+class

0..1

{redefines class}

*

0..1

*

0..1

Constructor

Method

isAbstract : Boolean = false
isSynchronized : Boolean = false
...
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Fig. 6. PSM-Java metamodel 

relationships such as composition and generalization. The main difference between an 
ISM-Java and a PSM-Java is that the latter includes constructs for associations. 

The State Diagram metamodel (Fig. 6.b) defines a set of concepts than can be used 
for modeling discrete behavior through finite state transition systems such as state 
machines, states and transitions. 
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Fig. 7. ISM-JAVA to PSM-JAVA transformation 

We specify metamodel-based model transformations as OCL contracts that are de-
scribed by means of a transformation name, parameters, preconditions, postconditions 
and additional operations. Transformation semantics is aligned with QVT, in particu-
lar with the QVT Core. QVT depends on EssentialOCL [17] and EMOF [16]. EMOF 
is a subset of MOF that allows simple metamodels to be defined using simple con-
cepts. Essential OCL is a package exposing the minimal OCL required to work with 
EMOF.  

Transformation ISM-JAVA  to PSM-JAVA  { 

parameter   sourceModel: ISM-JAVA-Metamodel:: JavaPackage  
   targetModel: PSM-JAVA-Metamodel:: JavaPackage  

postconditions 

-- For each class ‘sourceClass’ in the sourceModel 
sourceModel.ownedMember->select(oclIsTypeOf(JavaClass))->forAll(sourceClass | 

   --there is a class ‘targetClass’ in the targetModel so that both classes have the same name, 
targetModel.ownedMember-> select(oclIsTypeOf(JavaClass))-> exists (    
 targetClass | targetClass.name = sourceClass.name and 

-- if ‘sourceClass’ has an extends relation, targetModel has a superclass so that 
-- both superclasses are equivalent. 

 sourceClass.extends->size()=1 implies ( targetClass.superClass->size()=1  and  
  targetClass.superClass.classMatch(sourceClass.extends)  )    and  

--For each operation of ‘sourceClass’ there is an operation in targetClass so that  
--both operations are equivalent. 
sourceClass.javaOperation->forAll(sourceOp|targetClass.javaOp->exists(targetOp|  
 targetOp.operationMatch(sourceOp) ))  and  

--For each field in ‘sourceClass’ whose type is a primitive type there is a field in  
--‘targetClass’ so that: 

 sourceClass.field-> select(f | f.javaType.oclIsTypeOf(Primitive) )->forAll  
  (sourceField | targetClass.field -> exists (  targetField |  

 -- ‘targetField’ and ‘sourceField’ have the same name, type,… 
    targetField.name=sourceField.name and targetField.type=sourceField.javaType…)) and 

-- For each field in ‘sourceClass’ whose type is a user defined type there is an  
--association end in ‘ targetClass’ so that: 

      sourceClass.field->select(f|f.javaType.oclIsTypeOf(UserJavaClass) )->forAll  
  (sourceField |  targetClass.associationEnd -> exists (  targetAssocEnd |  

 -- ‘targetAssocEnd’ and ‘sourceField’ have the same name, type,… 
  targetAssocEnd.name = sourceField.name and 

 targetAssocEnd.opposite.type = sourceField.javaType and ... ))  and… 

--If ‘sourceClass’ has some significant dynamic behavior, targetModel has  
-- a ‘stateMachine’ so that: 
  sourceClass.hasSignificantDynamicBehavior()  implies  
 targetModel.ownedMember->select(oclIsTypeOf(JavaStateMachine))-> exists ( 
   targetMachine | 

  -- ‘targetMachine’ and ‘sourceClass’ have the same name and 
  targetMachine.name = sourceClass.name   and 

  -- For each modifier operation in the ‘sourceClass’ there is a transition in ‘targetClass’ 
    sourceClass.javaOperation-> select (op| op.isModifier() )-> forAll( op|  
  targetMachine.region.transition-> exists( t | t.isCreatedFrom(op))) 
) )    and 

 …   } 
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In Fig. 7 we partially exemplify a transformation from an ISM-Java to a PSM-Java. 
This transformation uses both the specialized UML metamodel of Java code and the 
UML metamodel of a Java platform as source and target parameters respectively. The 
postconditions state relations at metamodel level between the elements of the source 
and target model. The transformation specification guarantees that for each class in 
Java code there is a class in the PSM-Java, both of them with the same name, the 
same parent class, equivalent operations and so on. Besides, the PSM-Java has a 
‘stateMachine’ for each class having a significant dynamic behavior.  

With respect to reverse engineering processes, two types of consistency can be dis-
tinguished, vertical consistency between different levels of refinements and horizontal 
consistency or interconsistency between models at the same abstraction level. For 
instance, a vertical consistency analysis detects when a state model is associated to a 
class that does not exist in the ISM. A horizontal consistency analysis could detect 
that the sequence of interactions shown in the sequence diagram does not exist as a 
trace of the state diagram linked to the respective class.  

6   Reverse Engineering at Algebraic Level 

In [9] and [10], we show results that are strongly related with the process described in 
this paper. We use the NEREUS language to formalize metamodels and transformations 
in a way that fits with MDA. NEREUS takes advantage of all the existing theoretical 
background on formal specifications and can be integrated with property-oriented  
approaches such as algebraic languages.  

NEREUS focuses on interoperability of formal languages in MDD. It would elimi-
nate the need to define formalizations and specific transformations for each different 
formal language.  

We define a bridge between MOF metamodels and NEREUS consisting of a sys-
tem of transformation rules to convert automatically MOF into NEREUS [9] [10]. 
Also, we show how to integrate NEREUS with the Common Algebraic Specification 
Language (CASL) [3].  

7   Related Work 

[5] provides a survey of existing work in the area of software reverse engineering, 
discusses success and provides a road map for possible future developments in the 
area. [22] describes an experimental environment to reverse engineer JAVA software 
that integrates dynamic and static information. [23] provides a relevant overview of 
techniques that have been recently investigated and applied in the field of reverse engi-
neering of object oriented code. [12] proposes an study of class diagram constituents 
with respect to their recovery from object oriented code. 

[18] presents an approach to bridging legacy systems to MDA that includes an archi-
tecture description language and a reverse engineering process. [14] describes a tool-
assisted way of introducing models in the migration towards MDA. [7] shows the first 
steps towards the definition of a metamodel that unifies a conceptual view on programs 
with the classical structure-based reverse engineering metamodels. [20] reports on a 



262 L. Favre, L. Martinez, and C. Pereira 

project that assessed the feasibility of applying MDD to the evolution of a legacy system. 
[4] presents MOMENT, a rigorous framework for automatic legacy system migration in 
MDA. OMG is involved in the definition of standards to successfully modernize existing 
information systems [1].  

In contrast to the research mentioned in this section, our approach has the following 
advantages. Our work could be considered as an MDA-based formalization of the 
process described in [23]. Additionally, we propose algorithms for extracting UML 
diagrams that differs on the ones proposed in [23]. For instance, a different algorithm 
for extracting State Diagrams is proposed. We also propose to include OCL specifica-
tions (preconditions, postconditions and invariants) in Class Diagrams.The functional-
ity proposed in this paper is not supported by existing MDA CASE tools that assist 
only in the reverse engineering of basic notational features with a direct representation 
in the code [6].   

Other advantages are linked to the automation of the formalization process and in-
teroperability of formal languages. This work is strongly integrated with previous ones 
that show how to formalize metamodels and metamodel-based transformations in 
NEREUS [8] [9] [10] [11]. This formalization is the only one that shows how to gener-
ate automatically formal specifications from MOF metamodels. With respect to inter-
operability, NEREUS allows us to connect different source languages (e.g., Domain 
Specific Languages) with target languages (e.g. different formal languages) without 
having to define explicit metamodel transformations for each pair of language.   

8   Conclusions 

In this paper we describe MDA based reverse engineering processes based on the inte-
gration of different techniques that come from compiler theory, metamodeling and for-
mal specification. We analyze the relationship between static and dynamic analysis and 
metamodeling on reverse engineering object oriented software. We emphasize the impor-
tance of dynamic analysis in MDA processes. Besides, we propose a specification of 
MDA based reverse engineering processes as contracts between MOF metamodels.  

Although we exemplify our approach in terms of Java reverse engineering, the un-
derlying ideas can be applied in the context of object oriented languages. In this paper 
we analyze the bases to recover PSMs. To date, we are analyzing the recovery of 
PIMs from PSMs linked to different platforms.  
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Integrated Quality of Models and Quality of Maps 
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Abstract. Conceptual modeling traditionally focuses on a high level of abstrac-
tion. Even if geographical aspects such as location is included in several enter-
prise modeling frameworks [26], it is not common to have geographical aspects 
included in conceptual models. Cartography is the science of visualizing geo-
graphical information in maps. Traditionally the field has not included concep-
tual relationships and the primary focus is on a fairly low abstraction level. 
Both cartography and conceptual modeling have developed guidelines for ob-
taining high quality visualizations. SEQUAL is a quality framework developed 
for understanding quality in conceptual models and modeling languages. In car-
tography such counterparts are not common to find. An attempt to adapt SE-
QUAL in the context of cartographic maps has been performed, named 
MAPQUAL. The paper presents MAPQUAL. Differences between quality of 
maps and quality of conceptual models are highlighted, pointing to guidelines 
for combined representations which are the current focus of our work. An  
example of such combined use is presented indicating the usefulness of a  
combined framework.  

Keywords: Quality of models. 

1   Introduction 

A conceptual model is traditionally defined as a description of the phenomena in a 
domain at some level of abstraction, which is expressed in a semi-formal or formal 
visual language. The field has spawn from information systems development and 
computer science with methodologies like Data Flow Diagram (DFD) [9], Entity 
Relationship diagrams (ER)[5] and more recently Unified Modeling Language (UML) 
[8] and Business Process Modeling Notation (BPMN) [29]. The languages used for 
conceptual modeling largely contain nodes and links between node, and containment 
relationships. In conceptual modeling and enterprise models a number of perspectives 
to modeling are distinguished. For instance the Zachman Framework in enterprise 
modeling [26] describes 6 perspectives or product abstraction; What (material) it is 
made of, How (process) it works and Where (location) the components are, relative to 
one another, Who is involved, When is tasks done relative to each other and Why. In 
conceptual modeling, we often deal with what (data modeling), how (process model-
ing), who (organizational and actor modeling), when (Behavioral and Temporal mod-
eling), and why (Goal-oriented modeling). On the other hand the location aspect 
(Where) is seldom dealt with in detail. 
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Cartography on the other hand, focuses on aspects of location, through the devel-
opment of maps. In this work we define maps as an abstract representation that pre-
serves the geographical, topological information. Maps can initially seem to be very 
different from conceptual models. However, many similarities among the disciplines 
can be found, as also Renolen[22] have recognized. On the other hand, we find  
current guidelines for quality of maps to be unstructured.  

The ultimate goal of the work is to develop an understanding of quality of models 
when also including geographical constructs. To get to this we have developed a 
framework for understanding and assessing quality of maps (MAPQUAL), based on 
the SEQUAL-framework [13] for quality of models and modeling languages. Differ-
ences between SEQUAL and MAPQUAL are used to assess how combined geo-
graphical and conceptual models should be developed to achieve high quality models. 

In section 2, we present background on SEQUAL and cartography. Section 3 pro-
vides a brief overview of MAPQUAL by illustrating the differences between SE-
QUAL and MAPQUAL. The application of a combined framework is illustrated  
using a case study from the healthcare domain in section 4 before summing up 
planned work for developing and evaluating an integrated approach.  

2   Background and Related Work 

This work is based on two areas: conceptual modeling/quality of models and  
cartography.  

2.1   Quality of Models  

Since the early nineties, much work has been done relative to analyzing the quality of 
models. Early proposals for quality goals for conceptual models and requirement 
specifications as summarized by Davis et al. [7] included many useful aspects, but 
unfortunately poorly structured. They are also often restricted in the kind of models 
they regard (e.g. requirements specifications [7]) or the modeling language (e.g. ER-
models [16] or process models [11,24]). Another limitation of many approaches to 
evaluating modeling languages is that they focus almost entirely on the expressive-
ness of the language (e.g. relative to some ontology, such as Bunge-Wand-Weber 
[27]). At NTNU one have earlier developed a more comprehensive and generic 
framework for evaluating modeling approaches, called SEQUAL [12,13]. SEQUAL 
has the following properties: 

• It distinguishes between goals and means by separating what you are trying to 
achieve from how to achieve it. 

• It can be used for evaluation of models and modeling languages in general, but can 
also be extended for the evaluation of particular types of models.  

• It is closely linked to linguistic and semiotic concepts. In particular, the core of the 
framework including the discussion on syntax, semantics, and pragmatics is parallel to the 
use of these notions in the semiotic theory of Morris (see e.g. [20] for an introduction).   

• It is based on a constructivistic world-view, recognizing that models are usually 
created as part of a dialogue between the participants involved in modeling, whose 
knowledge of the modeling domain and potentially the domain itself changes as 
modeling takes place. 
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The framework has earlier been used for evaluation of modeling and modeling lan-
guages of a large number of perspectives, including data, object, process, enterprise, 
and goal-oriented modeling. Quality has been defined referring to the correspondence 
between statements belonging to the following sets: 

• G, the set of goals of the modeling task.   
• L, the language extension, i.e., the set of all statements that are possible to make 

according to the rules of the modeling languages used.    
• D, the domain, i.e., the set of all statements that can be stated about the situation.   
• M, the externalized model itself.  
• K, the explicit knowledge relevant to the domain of the audience.   
• I, the social actor interpretation, i.e., the set of all statements that the audience 

interprets that an externalized model consists of.  
• T, the technical actor interpretation, i.e., the statements in the model as 'interpreted' 

by modeling tools.  

The main quality types are described briefly below: 

• Physical quality: The basic quality goal is that the externalized model M is  
available to the relevant social and technical actors. 

• Empirical quality deals with predictable error frequencies when a model M is read 
or written by different social actors  

• Syntactic quality is the correspondence between the model M and the language 
extension L. 

• Semantic quality is the correspondence between the model M and the domain D. 
This includes validity and completeness.  

• Perceived semantic quality is the similar correspondence between the social actor 
interpretation I of a model M and his or hers current knowledge K of domain D. 

• Pragmatic quality is the correspondence between the model M and the actor inter-
pretation (I and T) and application of it. One differentiates between social prag-
matic quality (to what extent people understand and are able to learn from and use 
the models) and technical pragmatic quality (to what extent tools can be made that 
can interpret the models). In addition, one include under pragmatic quality the ex-
tent that the participants after interpreting the model learn based on the model  
(increase K) and that the audience are able to change the domain D if this is  
beneficially to achieve the goals of modeling.   

• The goal defined for social quality is agreement among social actor’s interpretations. 
• The organizational quality of the model relates to that all statements in the model 

M contribute to fulfilling the goals of modeling G, and that all the goals of  
modeling G are addressed through the model M.  

Language quality relates the modeling language used to the other sets. Six quality 
areas for language quality are defined. 

• Domain appropriateness. This relates the language and the domain. Ideally, the 
language must be powerful enough to express anything in the domain, not having 
what [27] terms construct deficit. On the other hand, you should not be able to  
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express things that are not in the domain, i.e. what is termed construct excess [27]. 
Domain appropriateness is primarily a mean to achieve semantic quality. 

• Participant appropriateness relates the social actors’ explicit knowledge to the 
language. Do the participants have the necessary knowledge of the modeling  
language to understand the models created in the language? Participant appropri-
ateness is primarily a mean to achieve pragmatic quality. 

• Modeler appropriateness: This area relates the language extension to the participant 
knowledge. The goal is that there are no statements in the explicit knowledge of 
the modeler that cannot be expressed in the language. Modeler appropriateness is 
primarily a mean to achieve semantic quality. 

• Comprehensibility appropriateness relates the language to the social actor interpre-
tation. The goal is that the participants in the modeling effort using the language 
understand all the possible statements of the language. Comprehensibility  
appropriateness is primarily a mean to achieve empirical and pragmatic quality. 

• Tool appropriateness relates the language to the technical audience interpretations. 
For tool interpretation, it is especially important that the language lend itself to 
automatic reasoning. This requires formality (i.e. both formal syntax and semantics 
being operational and/or logical), but formality is not necessarily enough, since the 
reasoning must also be efficient. This is covered by analyzability (to exploit any 
mathematical semantics) and executability (to exploit any operational semantics). 
Different aspects of tool appropriateness are means to achieve syntactic, semantic 
and pragmatic quality (through formal syntax, mathematical semantics, and  
operational semantics).  

• Organizational appropriateness relates the language to standards and other organ-
izational needs within the organizational context of modeling. These are means to 
support achievement of organizational quality. 

2.2   Quality of Maps 

Maps have a solid history related to the making, studying and use. The area of cartog-
raphy focus on this. A map is commonly a reference to a depiction of the world. We 
have defined maps as an abstract representation that preserves the geographical topo-
logical information. The definition thus also includes more unusual maps (e.g. dia-
grams such as metro-maps) as well as preserving the common understanding of maps. 
Although the history of map-making is much longer than the history of conceptual 
modeling, guidelines for quality of maps is less structured than guidelines for quality 
of models. On the other hand since the main purpose of a map is communication of 
meaning using signs (just as models), one would expect many of the same issues to be 
relevant. 

In cartography the notion of map communication [14] has been recognized and 
methods towards understanding this have been developed. Human interpretation re-
lates directly to this notion and one could argue that the communication models de-
veloped, including MacEachren's map use cube [14], are enabling methods for  
increasing the comprehension of the map.   

Related to comprehension is the work by Bertin [3] on visual variables. In addition 
to the visual variables, attention towards classification of symbols has been suggested 
[23]. The foundation is the notion of the graphic primitives; point, line and area, 
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which is considered to be main elements for constructing a map (the meta-meta 
model). Emphasizing these primitives can thus affect the empirical quality, such as 
for instance emphasizing of points to increase attention towards this concept. Another 
field that has been influential for discussion of empirical quality of maps is Gestalt 
psychology [28]. 

3   MAPQUAL 

In [19] guidelines for quality of maps following the categories of SEQUAL have been 
developed. This section aims at investigating the most significant differences between 
the two frameworks. The results from the investigation will provide a basis for identi-
fying problem areas when combining conceptual models and cartographic maps and 
thus pose as a basis for developing new guidelines with respect to this kind of  
combined models which will be exemplified in section 4. 

The discussion is structured by each quality facet for both map/model quality and 
language quality highlighting the differences. 

3.1   Language Quality  

The differentiation between language and model (map) are not common to find in 
cartography. There exists no tradition of defining proper languages for making maps, 
although standardizations towards both symbol sets and rules for applying them exist. 
MAPQUAL recognize this and aims at investigating how legacy cartographic re-
search can be structured following the SEQUAL structure of language quality. The 
discussion will first go into some foundational differences on the meta-meta level and 
then investigate each quality facet and shed light on whether there are differences 
between the two frameworks or not.  

Cartography revolves, generally, around geographical information which is 
strongly reflected in the visualization used. Generally the visualization method can be 
said to comprise three graphic primitives, namely; point, line and area and relations 
between these (Points being within an area, line crossing an area etc). This is inher-
ently different from meta-meta models in conceptual modeling which usually  
comprise only nodes and links between notes, in addition to containment.   

• Domain appropriateness: Due to the lack of discussion and formal separation of 
domain and language in cartography, MAPQUAL is similar to SEQUAL with re-
spect to domain appropriateness. It is believed that most of the rational in SE-
QUAL holds true for a cartographic context even when a formal separation and 
definition of cartographic domain and language occurs.   

• Participant appropriateness: As mentioned by Nossum [19], cartography has a 
tradition of exploiting the “natural” or cognitive knowledge of participants to a 
large extent. In conceptual modeling the tradition of creating a new language and 
thus disseminate this knowledge is more common. While of course both ap-
proaches consider the fundamental human perception research they approach it 
slightly differently. Although they have different approaches to participant ap-
propriateness, the understanding and discussion of participant appropriateness of 
a language is fairly similar in both MAPQUAL and SEQUAL.  
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• Cartographer (modeler) appropriateness: Similar to participant appropriateness, 
MAPQUAL and SEQUAL are similar with respect to cartographer appropriate-
ness. Although it should be mentioned that there seems to be less emphasis in 
cartography towards this quality facet than in conceptual modeling.  

• Comprehensibility appropriateness: Comprehensibility is divided into two discus-
sions; conceptual basis and external representation. Conceptual basis comprise 
the discussion on which concepts that are included in the language.  
SEQUAL provides several concrete guidelines for the conceptual basis. These 
guidelines have validity in cartography as well as for conceptual modeling. Thus 
MAPQUAL and SEQUAL are similar in this respect. External representation fo-
cus on how the notation of the language is formed, i.e. the graphical aspects of 
the language. In this facet there are significant differences between MAPQUAL 
and SEQUAL. Cartography has a strong tradition of investigating graphic design 
principles and especially mentioned are so-called visual variables [3]. SEQUAL 
also draw on the visual variables, however MAPQUAL and cartography are more 
geared towards extensive use of these properties. Traditionally maps have a heav-
ier focus on the use of colors and the use of texture as a visual technique. SE-
QUAL takes a free approach to composition of symbols. Such free composition 
of symbols cannot be a general guideline in cartography as the geographical at-
tributes often are constraining this freedom. Thus one can argue that achieving 
high aesthetics in cartography is more complex than in conceptual modeling, 
where graph aesthetics can support the achievement of aesthetics. Concrete 
guidelines where SEQUAL differs from MAPQUAL are [12];  

• “Composition of symbols in aesthetically pleasing way (i.e. crossing lines, 
long lines etc)” Generally not applicable in cartography.  

• “A linking line between concepts indicates relationship” Semantics of lines  
are generally different in cartography. 

• “A line linking closed contours can have different colors or other graphical 
attributes -indicating an attribute or type of relationship” Semi-valid for  
cartography, however not in the context of relationship.  

• Tool appropriateness: Tool appropriateness is traditionally not considered in 
cartography. Thus MAPQUAL are similar to SEQUAL on the discussion of tool 
appropriateness.  

• Organizational quality: MAPQUAL is fairly similar to SEQUAL with respect to 
organizational appropriateness, although MAPQUAL focus more on a  
cartographic context and the current standardization efforts in this area. 

3.2   Map/Model Quality  

• Physical quality: MAPQUAL is fairly similar to SEQUAL with respect to physical 
quality. Cartography is traditionally more geared towards making tangible represen-
tation of maps (i.e. printed) -although this is shifting towards more intangible repre-
sentations for instance in a software environment (i.e. web mapping tools).  
SEQUAL focus much on guidelines for a model environment and different func-
tionalities that it should provide. It should be noted that these guidelines are adapted 
to an information systems context, however, the guidelines should hold true for a 
cartographic environment as well -especially for navigational functionality.  
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• Empirical quality: MAPQUAL shows significant differences from SEQUAL on 
the empirical quality of a map. This is mainly due to the differentiation between 
conceptual modeling and cartography and their inherent differences when it 
comes to abstraction of the information visualized. Colors are heavily used in 
cartography to separate different concepts from each other. In conceptual model-
ing the use of colors has been sparse and avoided to a large degree. [12] suggests 
to incorporate colors more in conceptual models, but to limit the numbers of dif-
ferent colors used. The inherent geographical attributes of cartographic concepts 
often restricts the freedom of layout modifications, such as choosing where a 
concept should be placed on a map. In more “radical” maps (such as a metro 
map) this freedom exists to some extent. There the freedom of layout is restrained 
mostly by the geographical topology posed by the concepts which is clearly more 
similar to conceptual modeling. The restriction of layout freedom induces quite 
strict possibilities of aesthetic changes to the map. Guidelines for increasing em-
pirical quality of conceptual models base themselves, mostly, on the freedom of 
layout, supported by graph aesthetics. These guidelines can thus not be directly 
applied to a cartographic map. In cartography one could see the aesthetics and 
geographical attributes as orthogonal dimensions. Empirical quality is the facet of 
map/model quality where MAPQUAL and SEQUAL are most different. In car-
tography the domain is (mostly) concrete and physical of some sort. The visuali-
zation method conforms to this and attempts to preserve most of the concreteness 
of the information, for instance by restraining visualization by geographical at-
tributes (i.e. location). Conceptual modeling, on the other hand, is much more 
geared towards information as such, showing relations among different informa-
tion. An abstract representation of this information is thus preferred as a visuali-
zation method, for instance by keeping only core information and relations.  
Conceptual modeling and cartography shares the background for the guidelines 
for empirical quality. Shared roots can be found in Gestalt psychology and 
graphic design principles as well as the general field of aesthetics.    

• Syntactical quality: In cartography there is a lack of formal languages in design-
ing maps[19], thus the guidelines for syntactical quality in MAPQUAL are solely 
based on the syntactical quality presented in SEQUAL.   

• Semantic and perceived semantic quality is the relation between the domain, 
map/model and social actor knowledge and interpretation. Thus, this facet is  
assumed to be generally applicable for cartography as well as for conceptual 
modeling. In cartography the quality of the data, in terms of measure errors and 
similar, is quite common to use as a semantic quality measure. It should be noted 
that such metrics does not necessarily cover all aspects of semantic quality as 
semantic and perceived semantic quality concentrates more on the statements 
made in the map versus the statements in the domain and their human perception 
and interpretation.  

• Pragmatic quality: MAPQUAL has generally the same understanding of prag-
matic quality as the understanding in SEQUAL. Human interpretation is probably 
the most covered aspect of pragmatic quality in cartography. It should be noted 
that MAPQUAL [19] does not include an extensive investigation in the research 
of human interpretation of maps (i.e. map communication) in cartography, but 
recognize that there are significant similarities between this and SEQUAL’s  
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understanding of human interpretation. MAPQUAL and SEQUAL are thus more 
or less equal with respect to pragmatic quality. It should, however, not be ne-
glected to take this quality facet into account when investigating quality proper-
ties of maps and models as pragmatic quality is recognized to be one of the most 
important quality facets for cartographic maps [19].  

• Social quality: MAPQUAL base the discussion of social quality of cartographic 
maps solely on the discussion of social quality in SEQUAL.  

• Organizational quality: Similar to social quality, organization quality in 
MAPQUAL is similar to organizational quality in SEQUAL. Emphasize is put 
into the potential benefits that cartography could receive by more applications of 
the understanding of organizational quality of maps. 

An evaluation of MAPQUAL, reported in [19], was performed consisting of using 
one cartographic expert to evaluate the quality of a set of maps without using the 
framework. We then evaluated two maps in the same set using MAPQUAL as the 
guiding framework. Juxtaposing the overall results from these two evaluations pro-
vides an overview of differences and similarities. We found that most of the findings 
from the cartographic expert evaluation are recognized. Additionally the evaluation is 
more structured and covering all facets of the framework.  

4   Quality of Integrated Conceptual and Topological Models  

So far we have defined maps to be a kind of models. An underlying assumption has 
been that cartographic maps represent, primarily, geographic concepts. However, 
cartographic maps can easily represent also non-geographic concepts. Some research 
has been put into applying cartographic visualization techniques on general non-
geographic information [18,25] and the opposite, applying general information visu-
alization techniques on geographic information. However, little work has looked on 
the possibilities of combining conceptual models with cartographic maps. When in-
vestigating and comparing MAPQUAL and SEQUAL, we found the largest differ-
ence being rooted in the difference of the underlying meta-meta model of maps and 
conceptual models, and how this influences guidelines for language design to achieve 
comprehensibility appropriateness of the combined language and thus potentially 
empirical and pragmatic quality of the model. Some important aspects are: 

1. Clearly discriminate between geographical oriented lines and conceptual 
lines (relationships) 

2. Clearly differentiate between nodes (concept) which are often depicted by a 
geometric shape, and geographic areas (by texture or color for instance)  

3. Indicate topological information by positioning of conceptual nodes accord-
ing to the topology where relevant.  

4. Position concepts according to their temporal nearness. 
5. Conceptualize geographical position when the conceptual structures are the 

most important (e.g. as a location-concept)   

To investigate this further, we are currently experimenting with applications in the 
medical domain. Work in the medical domain is often highly dependent on the spatial 
properties of concepts, such as the location of tasks, equipment, staff and patients. 
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Additionally the conceptual properties are important, such as staffs relation to tasks 
(e.g. scheduled tasks), doctors responsibilities for specific patients and similar.  

One particular complex task in medical work is the self-coordination each staff 
member needs to undertake. At any given day a doctor has a set of tasks that needs to 
be performed. These tasks may be scheduled in advance, or they may occur spontane-
ously (i.e. emergencies). The doctor needs to coordinate himself by deciding what 
tasks he performs, and when he performs them. This decision can potentially be a 
complex task, involving elements like; 

• Most effective sequence of tasks based on  
o Location of task (e.g. nearness from current position)  
o Importance of tasks  
o Magnitude of task  

• When the task is to be performed (i.e. present or future)   
o Involved patients  
o State (health status of patients)  
o Location (if they are at the task location)  

• Involved actors (other staff members)  
o Location (if they are at (or near) the task location)  
o State (availability etc.)   

Research, mainly from the field of CSCW, suggests that providing awareness of the 
hospital environment is one mean to lower the complexity of the decision-making. 
Both a focus towards the spatial dimension (i.e. location), but also the conceptual 
dimension (i.e. state, relationship etc.) is needed [1,2].  

The spatial dimension in indoor environments is commonly visualized either di-
rectly in a floor-plan (i.e. a map) [15] or as an attribute in a diagram-like fashion [2]. 
Both approaches aim at visualizing the spatial dimension as well as the conceptual 
dimension including relationships, state and similar - which is an instance level con-
ceptual model of the environment in question. However, both approaches focus the 
visualization towards their respective field (i.e. floor map on spatial dimension, dia-
gram on conceptual dimension) without successfully obtaining a good communication 
of both dimensions at the same time.  

The following will illustrate two distinctly different ways of representing a situa-
tion which is directly associated with a typical situation at a hospital. The scenario is 
based in an operating ward. Several different actors (patients, doctors, surgeons, 
nurses etc) are working in the environment each having their respective relations to 
activities (tasks) and other actors. Two activities (surgeries) are included, one which 
is in progression and one that is scheduled. Additionally a patient (L.S.) is having an 
emergency. The main user is intended to be the surgeon; ``B.L.''. Combined this pro-
vides an illustrative model which can be visualized in different ways. The following 
two different visualizations illustrate the necessity of developing guidelines for  
understanding of quality of such mixed representations. 

Figure 1 illustrates a floor plan visualization of the model. Concepts are placed ab-
solute in the floor plan and relationships are visualized by traditional arrows. The 
temporal nearness of the environment is communicated, although not explicitly. 
Taken into account that the scenario is situated only in one floor minimizes the com-
plexity the visualization has to deal with. When incorporating several floors and 
buildings (as was the case in e.g. [2] will increase this complexity. 
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Fig. 1. Floor plan visualization of operating ward 

 

Fig. 2. Visualization of operating ward emphasizing the temporal nearness 
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Figure 2 positions the concepts according to their relative temporal nearness (i.e. 
temporal topology). The temporal nearness is communicated using scaled circles [4]. 
Relative nearness is conveyed by using the same scaled circles approach on the dif-
ferent actors. It is believed this visualization is better suited at visualizing the model 
when the actors know the spatial environment of the model, which is the case for the 
scenario, following guideline 3 and 4 above.  

5   Conclusion and Future Work 

Map quality as structured in MAPQUAL is a new approach to understanding quality 
in maps. During this work we have primarily adapted the notion of SEQUAL into a 
cartographic context. We believe all facets of map quality could benefit from a more 
thorough investigation. Specifically we would suggest that more effort is put into 
adapting current knowledge of map design into the MAPQUAL map quality facets, 
thus making it more comprehensive with respect to cartography. The work by 
MacEachren, especially MacEachren [14] should be further investigated, as well as 
more recent cartographic research such as mobile and ubiquitous cartography [10]. 
Including current scientific knowledge on map quality, further efforts in identifying 
needs from the society/industry is also suggested in an effort to minimize issues with 
acceptance as discussed by Moody [17].  

Cartographic language quality and understanding should be investigated in a simi-
lar matter as the research on conceptual modeling languages. We would like to put 
emphasize on the importance of the meta-language (meta-meta-model) and modeling 
of this, for instance in a fashion similar to domain-specific languages (DSL) [6]. 
Much effort is put into this in the field of conceptual modeling, and we strongly be-
lieve much of this knowledge is directly applicable in cartography. However, carto-
graphic languages often inherit more complexity than conceptual modeling languages, 
thus resulting in more complex meta-languages (including point, line and area) -
investigation in the complexity of cartographic meta-languages and the possibilities 
for modeling languages based on them should be performed.  

As indicated in the previous section, we are also investigating the issues when re-
moving the separation of conceptual models and cartographic maps by combining 
them in one single model. It is hypothesized that an integrated visualization focusing 
on the conceptual information while emphasizing the spatial properties is better suited 
for communicating the information as a whole and thus, supporting the coordination 
work of hospital workers. A realization that the location property of concepts implic-
itly states the temporal topology of concepts is important in the experiments. This 
allow for variants that emphasize the temporal nearness and abstract away the abso-
lute location from the visualization. To test the hypothesis, several different ways of 
representing the situation will be developed. The properties of the different represen-
tations will exhibit different qualities based on the guidelines of such mixed represen-
tations. Experimentation of the comprehensibility of different representations that 
either breaks of fulfill quality aspects from both SEQUAL, MAPQUAL and a combi-
nation where differences are eradicated will be undertaken. Results from this experi-
mentation will provide a sound basis for developing guidelines for models which 
integrates the conceptual and spatial dimension.  
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Abstract. Recently a great number of methods and frameworks to de-
velop multiagent systems have appeared. It makes difficult the selection
between one and another. Because of that the evaluation of multiagent
system software engineering techniques is an open research topic. This
paper presents an evaluation framework for analyzing and comparing
methods and tools for developing multiagent systems. Furthermore, four
examples of usage are presented and analyzed.

1 Introduction

Nowadays, on the market there are a great number of methods and frameworks
to develop multiagent systems (MAS), almost one for each agent-research group.
Each proposal has focused on different aspects, offering different functionality
with different level of detail [1,2].

This situation makes the selection of one or another multiagent development
tool, a very hard task. In the last few years the evaluation of MAS software
engineering techniques has gained the research community attention, deriving in
standardization efforts. Despite this, there is no complete and systematic way to
evaluate MAS development methods and tools.

In this work we try to contribute a framework that deals with some open is-
sues in the field of software engineering MAS evaluation. Masev1 (MAs Software
engineering EValuation framework) is an online application that allows analyz-
ing and comparing methods, techniques and environments for developing MAS.
Moreover, Masev allows the evaluation of how these methods and tools support
the development of Organizational MAS and Service-oriented MAS.

The evaluation process followed by Masev is based on the standard ISO 14598
and some critical reviews of it [3]. Firstly, the purpose of the evaluation and which
types of tools to evaluate were identified based on different studies of the state
of the art (Section 2). Secondly, the evaluation framework was defined specifying
the evaluation criteria and a metric that allows obtaining quantitative results
(Section 3). Thirdly, Masev was implemented (Section 4) and a case study was
designed to prove the evaluation framework (Section 4.1). Finally, the case study
was executed in order to get some empirical evaluation of the tool.
1 http://masev.gti-ia.dsic.upv.es/
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2 Background

Following, some of the most relevant studies on the evaluation of MAS engineer-
ing techniques are presented.

Some works, like [5,4,2] focus their efforts on the analysis of methodologies,
but do not analyze the tools that provide support for these methodologies. Nev-
ertheless, this is a very important feature because a well-defined methodology
loses a great part of its functionality if there is no sound and complete tool to
apply it easily. Furthermore, these works do not analyze economical aspects (like
the availability of documentation and examples of the studied methodologies)
and the offered support for MAS issues such as ontologies, organizational MAS
and so on.

Eiter and Mascardi [6] analyze environments for developing software agents.
They provide a methodology and general guidelines for selecting a MASDK
(MAS Development Kit). Bitting and Carter [7] use the criteria established by
Eiter and Mascardi to analyze and compare five MASDKs. In order to obtain
objective results from the evaluation Bitting and Carter add a quantitative eval-
uation. This work does not analyze the gap between modeling and platform
implementation which is studied by Sudeikat and Braunch in [8].

Works like [9,10] not only provide a list of concepts to analyze but they fa-
cilitate the evaluation task providing a questionnaire. The use of questionnaires
makes the answers be more concrete and easy to compare. Also it reduces the
evaluation time and simplifies the evaluation process.

The main lack of [9,10] is that they only evaluate methodologies and do not
take into account the other tools and techniques needed in the MAS development
process. Furthermore, they do not take into account the gap between what is
proposed by the methods and the final models and implementation code.

Currently, there is no tool that implements and simplifies the evaluation pro-
cess and the comparison task. The works related with this topic only provide the-
oretical guidelines and some comparison of a few methods and tools in a specific
moment. If any of these methods or tools improves or adds new functionality,
the evaluation results will be outdated. Furthermore, there is no comparative
repository of the current methods and techniques to develop MAS.

Finally, from these studies we have detected two approaches that are getting
more and more importance as powerful paradigms for developing complex sys-
tems: Organizational MAS and Service-oriented MAS. Both approaches require
new techniques and specific features to be developed. For this reason, studies of
the state of the art in these paradigms and about which new requirements arise
in their development process have been done. The results of these studies can
be consulted in [11,12].

3 Specification of the Evaluation

Because of the different perspectives, the identification of a set of independent,
orthogonal features which completely characterize the MAS development process
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Fig. 1. Criteria classification

is a difficult task. The selected criteria for this evaluation framework are derived
from the studies related in Section 2. These criteria takes into account tradi-
tional software engineering features and MAS specific characteristics. It tries to
cover the whole development process, from the extraction of requirements to the
implementation stage.

The use of evaluation questionnaires help in facilitating, standardizing and
simplifying the evaluation task. For that reason, the selected criteria are specified
as a set of questions and their possible answers.

Due to space limitations, Section 3.1 does not explain in detail each criterion
and only a brief overview of each evaluated dimension is presented. For further
information see [13].

A quantitative evaluation offers a fast and general evaluation overview which
allows to compare and evaluate methods and tools easily. For that reason in
Section 3.2 a method to obtain numerical results of the evaluation is presented.
This metric is based on previous works like [7,14].

3.1 Criteria

In order to cover all the necessary method characteristics and tools features
from the requirements extraction stage to the final implementation code, the
evaluation criteria are structured in two main dimensions: (1) Methodology and
Modeling language; (2) Development tools that involves the Modeling tool and
the Implementation tool (See Figure 1).

The Methodology and modeling language dimensions defines a process
for evaluating methodologies and modeling languages, comparing their strengths,
their weaknesses and identifying ways to improve on a particular methodolog-
ical feature. These criteria include 71 criteria and analyze methodologies from
five different points of view: (1) Concepts and properties criteria that evaluate
whether or not a methodology adheres to the features of agent and MAS; (2)
Model related criteria that deal with various aspects of a methodology’s models
and notational components, including the concepts represented by the models,
and their expressiveness and other software engineering issues; (3) Process re-
lated criteria that analyze the development process and which guidelines offer
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the methodology for each development stage; (4) Pragmatic features criteria
that assess software engineering features that evaluate the techniques provided
by the methodology for the execution of its process steps and for the develop-
ment of its models; (5) Supportive feature criteria that include high-level and
complementary features of MAS and the offered support to the integration with
other techniques and technologies. This classification is based on [2].

The methodology provides guidelines to help developers during the develop-
ment process, but methodologies are only theoretical specifications and Devel-
opment tools are needed to create the models and the final implementation. The
analysis of the development tools includes 65 criteria and, as shown in Figure 1,
it is divided into five dimensions: (1) the Modeling tool ; allows the transformation
of the abstract concepts and ideas of the methodology into diagrams and mod-
els using a specific modeling language. This dimension analyzes the features and
the functionality of these tools. (2) The Gap between methods and the modeling
tool dimension analyzes how the modeling tool covers the specific features of a
methodology. (3) The Implementing tool allows the transformation between the
models and the design of the application into final execution code. This category
analyzes which support offers the implementing tool to develop MAS and also, it
analyzes traditional software engineering features of this kind of tools. (4) The gap
between modeling and implementation dimension analyze the gap between what is
modeled and what can be finally implemented [8] and which parts of the code are
derived automatically from the models.(5) Technical issues dimension analyzes
traditional software engineering features that are related with the requirements
of a tool to be installed, executed and used. These criteria should be applied to
evaluate both for the modeling and the implementing tool.

Finally, Economical aspects have to be evaluated both for the methodologies
and for the development tools. These criteria do not only include the cost of the
application, also features like the vendor organization and the documentation
offered are analyzed.

Masev also tries to analyze the new requirements for developing MAS in open-
systems, with an organizational structure [11] and when MAS are integrated with
web services [12].

In order to analyze which support is offered to develop organizational MAS,
a set of 51 criteria is defined. These criteria are structured using the main clas-
sification presented in Figure 1. The methodology and modeling language di-
mension analyzes how the methodology and its models support the model of
organizational MAS and which social guidelines are offered. Moreover, specific
organizational concepts are analyzed based on five dimensions [15]: (1) Structural
dimension; (2) Dynamic dimension; (3) Functional dimension; (4) Normative di-
mension; and (5) Environment dimension. The Development tools dimension
analyzes how the Modeling tool and Implementing tool support the model and
implementation of organizational concepts. These criteria analyzes which facili-
ties are offered and how organizations are materialized in the models and in the
final implementation.
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In order to analyze which support is offered to develop service-oriented MAS,
a set of 44 criteria is defined. These criteria are structured using the main clas-
sification presented in Figure 1. The Methodology and modeling language di-
mension analyzes the way in which the relationship between agents and services
is considered. Furthermore, these criteria analyze in which development stages
is considered this integration and which guidelines are offered. The Develop-
ment tools dimension considers the Modeling tool and the Implementing tool.
These criteria analyze the facilities offered to model and implement this kind
of systems and, their communication and definition standards. Moreover, these
criteria analyze how this integration is implemented and which tools are offered
to translate between service and agent standards and viceversa.

3.2 Metric

Each established criterion is associated with a weight that represents the impor-
tance of this criterion (W).

max(P) represents the best possible answer for each criterion.
R represents the evaluator answer for each criterion. Each possible answer is

associated with a weight.

result =
∑

(W . R)∑
(W . max(P ))

. 100 (1)

When the answer can have multiple values, i.e., when the evaluator checks which
features of a list support its approach, the second formula is used.

result =
∑

(W .
∑

(R))∑
(W . max(

∑
(P )))

. 100 (2)

∑
(R) represents the summation of the checked answers weight.
max(

∑
(P )) represents the summation of all the answers that could be checked.

Finally, the numerical evaluation is the result of the dot product between the
weight vector and the evaluation vector. This formula will be applied to each
dimension and a global vision of the development state and the completeness
of each method or tool in this category is obtained. These values are useful to
compare different approaches rapidly because they give a fast overview that can
be completed with the qualitative evaluation.

4 Masev

Masev is an online application that allows analyzing and comparing methods,
techniques and environments for developing MAS. The main objective of Masev
is to facilitate and simplify the evaluation and comparison task. For that reason,
the criteria summarized in Section 3.1, including the special criteria to analyze
Organizational MAS and Service-oriented MAS, are presented as a set of ques-
tionnaires. The use of questionnaires makes the answers be more concrete and
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Fig. 2. a)Masev questionnaire b)Masev comparison module

easy to compare. Also it reduces the evaluation time and simplifies the evaluation
process.

Other objectives of Masev are to achieve the greatest possible number of
evaluations and to keep these evaluations constantly updated. For that reason,
Masev is implemented as an online application that can be accessed anywhere
and anytime. Moreover, the evaluation process has been simplified and the time
needed to evaluate a tool has been reduced as much as possible.

The evaluation process consists of completing a sequence of forms about the
method or tool to evaluate (Figure 2.a). Masev shows only the questionnaires
related to the type of tool to evaluate. Moreover, it only shows the question-
naires related to organizations and services whether the evaluated tool offers
some support to them. Furthermore, users can compare different evaluations of
a specific method or tool or compare some methods or tools of the same type
(Figure 2.b). The results are presented as summarized tables like Figure 3.

Masev also implements the metric proposed in Section 3 and allows obtaining
numerical results of the evaluations. The weight of each criteria and the value
of each answer has been defined taking into account the study summarized in
Section 2 and it can be used as a default value. Despite this, users can define
their own vector of weight.

4.1 Case Study

This section summarizes a case study in which four methodologies have been
evaluated using Masev. Each methodology has been evaluated by his creator or
by an expert. A brief introduction of each one is presented bellow.

RT-MESSAGE [16] is a methodology that covers the analysis, design and
implementation of real-time multi-agent systems. In the analysis activity, RT-
MESSAGE uses the same set of models set as the MESSAGE methodology.
The method adds some real-time extensions in order to specify behaviors with
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RT_Message Ingenias Anemona Gormas   
  Concepts 
Platform 
dependency Yes on ARTIS No 

Yes on FIPA 
compliant No 

Autonomy High Medium High Medium 
Reactivity High High High High 
Proactiveness Medium Medium High High 
Cooperative 
behaviour Medium High High High 
Communication 
ability High High High High 
Communication 
language Speech acts Speech acts Speech acts Speech acts 
Non-cooperative 
agents Agree Agree Agree Strongly Agree 
Mental attitudes Medium High High Medium 
Adaptability Low Low Low Low 
Temporal 
continuity High Medium High Medium 
Inferential 
capability High Low Medium Medium 
Meta-
management Medium Low Low Medium 
 

Fig. 3. Results: Concept dimension

temporal restrictions. In the design, RT-MESSAGE proposes the use of SIMBA
architecture in order to model real-time multiagent systems.

INGENIAS [17] is a methodology that covers the analysis, design and im-
plementation of MAS, by integrating results from research in the area of agent
technology with a well-established software development process, which in this
case is the Rational Unified Process. It is also based on MESSAGE and it is sup-
ported by an integrated set of tools, the INGENIAS Development Kit (IDK).

ANEMONA [18] is a multi-agent system (MAS) methodology for holonic
manufacturing system (HMS) analysis and design, based on HMS requirements.
ANEMONA defines a mixed top-down and bottom-up development process, and
provides HMS-specific guidelines to help the designer in identifying and imple-
menting holons. In ANEMONA, the specified HMS is divided into concrete as-
pects that form different ”views” of the system.

GORMAS [15] is a methodology for the analysis and design of open
MAS, following an organizational point-of-view. It is based on INGENIAS and
ANEMONA, extending all meta-models of this last one method. It covers the
requirement analysis, the design of the organizational structure of the system
and the design of its dynamics, mainly specifying the services offered by the
organization, its internal structure and the norms that control its behavior.

Following, the evaluation results offered by Masev are shown. Due to space lim-
itations, only some comments and conclusions of the evaluation are presented.

Figure 3 shows the results of the evaluation of the Concept dimension. From
this table, it can be concluded that all the methodologies consider the basic
features of agents and MAS. INGENIAS and GORMAS are independent of the
execution platform, but ANEMONA is designed for Fipa compliant platforms
and RT-MESSAGE for the ARTIS platform. A developer who has to choose
between these methodologies should take into account which execution platform
is going to use.
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  RT_Message Ingenias Anemona Gormas 
  Model 
Modeling 
language 
representation Mixed Mixed Mixed Mixed 
Metamodels Yes Yes Yes Yes 

Model 
functionality 

Roles, abilities, 
capabilities: agent, 

tasks/goals, organization 
 

Functionality: tasks/goals 
 

Interaction between 
agents: interaction 

 
Interaction with the 
environment: agent, 

environment 
 

Agent features: agent, 
organization 

 

Roles, abilities, 
capabilities:agent model, 
organization model, task 

and goal model 
 

Functionality: agent model, 
organization model, task 

and goal model 
 

Interaction between agents: 
interaction model 

 
Interaction with the 

environment: environment 
model 

 
Agent features: agent model 

 

Roles, abilities, 
capabilities: Agent 

model, and 
organization model 

 
Functionality: agent 
model and task and 

goal model 
 

Interaction between 
agents: interaction 

model 
 
 

Interaction with the 
environment: 

environment model 
 

Agent features: 
agent model and 

organization model 
 

Roles, abilities, 
capabilities: 

organization, activity 
 

Functionality: 
organization, activity 

 
Interaction between 

agents: activity, 
interactions 

 
Interaction with the 

environment: 
environment 

 
Agent features: 

agent 
 
 

Models 
dependence Agree Agree Strongly Agree Agree 
Concurrency Strongly Agree Agree Agree Agree 
Complete 
notation Agree Agree Strongly Agree Strongly Agree 
Clarity Agree Agree Strongly Agree Agree 
Completeness Agree Agree Strongly Agree Agree 
Protocols Strongly Agree Agree Strongly Agree Strongly Agree 
Different levels 
of abstraction Neutral Strongly Disagree Strongly Agree Strongly Agree 
Human 
Computer 
Interaction Disagree Disagree Neutral Agree 
Modularity Agree Neutral Strongly Agree Neutral 
Extensible Agree Strongly Agree Strongly Agree Agree 
Environment Strongly Agree Agree Strongly Agree Strongly Agree 
Dynamic 
environment Agree Agree Strongly Agree Agree 
Dynamic roles Neutral Disagree Agree Neutral 
Resources Strongly Agree Agree Strongly Agree Strongly Agree 
External systems Agree Agree Strongly Agree Agree 

Fig. 4. Results: Model dimension

As shown in Figure 4, all the methodologies are based on meta-models and they
use formal and informal modeling language to model the applications. They use
different meta-models, but all of them offer the most important functionalities.

Figure 5 analyzes the development process of each methodology. All of them
follow an established development process and cover the analysis and design
stages. Despite this, INGENIAS does not support the extraction of requirements
stage and GORMAS does not support the implementation stage.

The analysis of the pragmatic dimension shows there are no remarkable differ-
ences between them (Figure 6). On the contrary, this figure shows considerable
differences respect to the architectures that support each methodology. Mobile
agents are only supported by ANEMONA. All the approaches offer some sup-
port for developing Organizational MAS and how it is offered, is studied in
Figures 7 and 8. Only GORMAS supports the integration between agents and
services (Figure 9).

Despite that all the approaches offer some support for organizations,
Figure 7 shows that each one offers different functionality. For example, GOR-
MAS offers more facilities to develop several topology structures and it is the
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RT_Message Ingenias Anemona Gormas   

  Process 

Development 
lifecycle Iterative RUP 

Recursive, 
iterative and 
incremental Iterative 

Coverage of the 
lifecycle: 
Extraction of 
requirements: Medium None Medium Médium 
Analysis: High High High High 
Design: High Medium High High 
Implementation: High Medium Medium None 
Development 
approach Top-down approach Indeterminate Both 

Top-down 
approach 

Approach 
towards MAS 
development OO-based 

Knowledge-
engineering based Agent oriented OO-based 

Application 
domain Yes Yes Yes No 
Model-central 
element Agents Agents 

Abstract agent 
or holon Organizations 

Interaction 
protocols Agree Neutral Disagree Agree 
Consistency 
guidelines Neutral Agree Agree Agree 
Estimating 
guidelines Agree Disagree Disagree Disagree 
Support for 
decisions Agree Agree Strongly Agree Agree 
Model derivation Agree Agree Strongly Agree Agree 
Support for 
verification and 
validation Disagree Neutral Neutral Disagree 
Client 
communication Disagree Disagree Strongly Agree Disagree 
Models Reuse Agree Disagree Neutral Agree 
 
 
 Fig. 5. Results: Process dimension

 
RT_Message Ingenias Anemona Gormas   

  
  Pragmatic 
Unambiguity Agree Agree Strongly Agree Neutral 
Preciseness of 
models Agree Agree Strongly Agree Neutral 
Expressiveness Agree Agree Strongly Agree Neutral 
Consistency 
checking Disagree Agree Neutral Agree 
Notation 
simplicity Agree Agree Strongly Agree Neutral 
Facility to 
understand Neutral Agree Strongly Agree Neutral 
Facility to learn Neutral Agree Strongly Agree Neutral 
Facility to use Neutral Neutral Strongly Agree Neutral 
Refinement Agree Disagree Strongly Agree Agree 
Documentation Disagree Agree Strongly Agree Agree 
Examples Neutral Agree Strongly Agree Agree 

  Supportive 
Open systems Disagree Strongly Disagree Disagree Agree 
Mobile agents Disagree Disagree Neutral Disagree 
Security Disagree Strongly Disagree Neutral Disagree 
Scalability Small Large Large Large 
Support for 
mobile agents Disagree Disagree Neutral Disagree 
Support for 
ontology Agree Disagree Agree Neutral 
Support for MAS 
organizations Agree Agree Neutral Strongly Agree 
Support for the 
integration with 
web services Disagree Strongly Disagree Disagree Agree 
 
 

Fig. 6. Results: Pragmatic and Supportive dimensions



286 E. Garcia, A. Giret, and V. Botti

 
  RT_Message Ingenias Anemona Gormas 
Model central-
element No No No Yes 
Coverage of the 
lifecycle: 
Extraction of 
requirements: High None Low Medium 
Analysis: High Medium Medium High 
Design: Médium Medium Medium High 
Implementation: Low Low Low Low 
Social patterns Neutral Strongly Disagree Disagree Strongly Agree 

  Structural 

Topologies Flat-Structure 
Pyramid Style 

Flat-Structure Holonic 

Flat-Structure 
Pyramid Style 
Chain of Values 

matrix Structure-in-Five 
Co-optation 

Topology 
guidelines Disagree Strongly Disagree Strongly Agree Agree 
Other 
guidelines No No No Yes 
Composed 
organization Disagree Strongly Disagree Strongly Agree Agree 

Social 
relationships 

Communication links  
Authority links 

Knowledge links 
Communication links 
Authority links 

Knowledge links  
Communication links 
Authority links 

Knowledge links  
Communication links 
Authority links 

Role 
dependencies 

Communication 
Coordination 
Authority 

Communication 
Coordination 
Authority 

Communication 
Coordination 
Authority 

Heritage 
Coordination 
Authority 

Topology 
patterns No No 

Patterns of role 
dependencies 

Patterns of social 
relationships 

Meta-
management 
based on norms None None None High 

Dynamical 
models --- ---- 

The creation and 
destruction of the 

organizations 
 

How agents change 
their roles 

 
The creation and 

destruction of new 
roles 

The creation and 
destruction of the 

organizations 
 

How agents go in/out 
of the organizations 

 
How agents change 

their roles 
 

The creation and 
destruction of new 

roles 

  Dynamic 
Context Disagree Strongly Disagree Disagree Agree 
Heterogeneous 
agents Agree Strongly Disagree Disagree Agree 

  Functional 
Goals Both Both Both Both 
Global goal 
decomposition Agree Agree Strongly Agree Strongly Agree 
Functionality Neutral Agree Strongly Agree Agree 

Fig. 7. Results: Organizational dimension

only one that offers guidelines to choose the most appropriate topology depend-
ing on the application requirements. Moreover, GORMAS is the only one that
allows the definition of the internal norms of the agents and the organization,
and the norms related to the interaction between them (Figure 8).

The analysis of how the methodologies support the integration of agents with
service-oriented architectures shows that only GORMAS offers some support.
GORMAS is focused on the analysis and design, and offers some guidelines for
this stages. The type of integration proposed by GORMAS is bidirectional, which
means that the agents can invoke services, and services can be invoked to agents.

Finally, Figure 10.a analyzes economical aspects and shows that neither method-
ology has a property license and all of them have been created in an academical
environment. ANEMONA and RT-MESSAGE do not have recent updates, but
INGENIAS and GORMAS are in constant development.
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RT_Message Ingenias Anemona Gormas   

  Normative 
Social norms Disagree Strongly Disagree Disagree Strongly Agree 
Dynamic social 
norms Disagree Strongly Disagree Disagree Agree 

Kinds of 
norms: None None 

Deontic 
Legislatives 
Rewards None 

Temporal 
norms Agree Strongly Disagree 

Strongly 
Disagree Agree 

Application 
level 

Internal norms of the 
agents None None Organization norms 

Inconsistent 
states Disagree Strongly Disagree Disagree Neutral 
Formal 
representation No No No Yes 

  Environment 
Stakeholders Agree Strongly Disagree Neutral Strongly Agree 
Depends on Neutral Strongly Disagree Neutral Agree 
Resources Neutral Strongly Disagree Strongly Agree Strongly Agree 
Perceptors and 
effectors Neutral Strongly Disagree Strongly Agree Strongly Agree 

 Modeling language 
Modeling 
language 
representation Informal Informal Mixed Formal 

Organizational 
models None 

there is an 
organizational 
model, but it is 
very simple None 

structural, 
functional, social, 
dynamic 

Complete 
notation Agree Agree Strongly Agree Agree 

Fig. 8. Results: Organizational dimension

 
  Gormas 

Integration type 
Agents and services can communicate in a 
bidirectional way. 

Integrated methodology Yes 
Coverage of the lifecycle: 
Extraction of requirements: Low 
Analysis: Médium 
Design: Médium 
Implementation: Low 
Business process Neutral 
Development guidelines Agree 
Agents or services Neutral 
Services and norms Agree 
 Modeling language 
Complete modeling language Agree 
Relationship between roles and 
services Agree 
Modeling language representation Formal 
Unambiguity Neutral 
Service descriptions Formal 

Completeness of service 
descriptions 

Its functionality. 
Which entities provide it. 
Which entities are allowed to use it. 

Semantics services Agree 

Interaction protocols 
Service composition 
Service and agent composition 

Publishing services 
Service advertisement 
Service discovery 

 

Fig. 9. Results: Services dimension

The numerical results presented in Figure 10.b have been obtained using the
metric presented in Section 3 and Masev default criteria weights. The numbers
in parentheses show the weight of each dimension to calculate the total value.
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RT_Message Ingenias Anemona Gormas
Cost of the 
application Free Free Free Free 
Cost of its 
documentation Free Free Free Free 

Vendor 
organization 

Academical 
vendor: UPV 

Academical 
vendor:GRASIA, 
UCM

Academical 
vendor: UPV 

Academical 
vendor: UPV 

Updates Neutral Strongly Agree Neutral Agree 
Technical service Neutral Agree Agree Disagree 
Examples of 
academic use 2-5 More than 10 2-5 One 
Examples of 
industrial use One 2-5 2-5 Any 

RT-Message Ingenias Anemona Gormas
Concepts (3) 66,66 62,5 78,12 69,79
Model (3) 78,04 66,46 93,29 80,48
Process (3) 71,66 45,00 68,33 60,00
Pragmatic (2) 57,40 69,44 96,30 59,26

Methodology

Supportive (1) 39,70 27,94 51,47 55,88

Economical aspects (1) 75 90,63 81,25 70,31

Total 67,59 59,95 80,35 67,35
      
      

Organizations 41,38 19,39 46,55 71,98
Services 0,00 0,00 0,00 52,00

(a) (b)

Fig. 10. Results: Economic dimension

These results allow an overview comparison of the methodologies. For example,
the results of the Concepts and Model dimension show that there are no sig-
nificant differences between them in this area. The good results obtained in the
Economical dimension show that they are free and offer good documentation.
Finally, the results show that all the approaches offer some support for organiza-
tions, but GORMAS offers more functionality. Moreover, GORMAS is the only
one that offers support for the development of service-oriented MAS.

4.2 Discussion

Masev has been successfully used to analyze and compare four MAS methodolo-
gies: RT-MESSAGE, INGENIAS, ANEMONA and GORMAS.

Despite the fact that no evaluator knew Masev, each evaluation process lasted
about 15 minutes and facilitated the necessary information to analyze and
compare these methodologies. Therefore, one can conclude that Masev simpli-
fies the evaluation process. It produces a large volume of information in a very
short time. No evaluator had problems during the evaluation process and the
information was easily structured through Masev.

The comparatives provided by Masev have been very useful to analyze the
tools and detect their weakness. MASEV structures the information in tabular
form so it is very easy to find similarities and differences between the evaluated
tools. Finally, the numerical results obtained allow an overview of the evaluated
methodologies and a quick comparison of them.

The experiences from the case studies reveal that the informal evaluation
makes the results totally dependent on the opinion of the evaluator. This fact
introduces too much subjectivity in the process. Thus, Masev was prepared to
support multiple evaluations of the same tool or methodology and to calculate
the average value at the time of showing the comparative. Furthermore, Masev
allows the user to select which types of evaluators will be considered, for example,
a user can use only the information provided by the creators of the tool.

5 Conclusions and Future Work

Despite all the conferences and papers related to this topic there is no general
and commonly adopted evaluation framework to analyze and compare all the
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necessary methods and tools for developing MAS. There is a fundamental need
to have evaluation frameworks in order to get a measurement of the completeness
or correctness of a given MAS development tool.

In this work, Masev has been presented. It is an online evaluation framework
that allows analyzing and comparing methods, techniques and environments for
developing MAS. Masev analyzes methods and tools through a set of criteria se-
lected by studying the state of the art. These criteria are related to both system
engineering dimensions and MAS features. They analyze the MAS development
process from the requirement stage to the implementation of the final code taking
into account the most important features and tools involved in the process. Fur-
thermore, the support for developing organizational and service-oriented MAS
is studied. In order to obtain quantitative results of the evaluation a metric has
been added to Masev.

Finally, an analysis and comparison of four methodologies have successfully
done using the Masev application. Masev simplifies the evaluation and compari-
son task. It is implemented as a web application in order to improve its accessi-
bility and facilitate that users and creators of current agent methodologies and
development tools evaluate them.

Masev could help developers to select the most appropriate MAS method and
tools for developing a specific system. Moreover, developers can define the criteria
weights taking into account the requirements of the system to be developed. With
this information, Masev shows a ranking of the most appropriate methods and
tools.

Furthermore, the Masev questionnaire summarizes the most important is-
sues for developing MAS, organizational MAS and service-oriented MAS, so it
could be used for MAS software engineering developers to detect and improve
lacks in their methods and tools. Also, developers of new tools can understand
this application as a way to publish their tools and demonstrate which is their
contribution to the state of the art.

The final objective of Masev is to provide a repository of the most used MAS
software engineering methods and tools.For that reason, our current work is to
publish Masev in order to obtain the highest possible number of evaluations.
Moreover, the evaluation of MAS execution platform will be added. Finally, we
plan to study and add some techniques of formal evaluation into Masev.
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Abstract. Languages for specifying information systems should not only contain 
a data definition (sub)language (DDL), i.e., a part for specifying data structures, 
but also a data retrieval (sub)language (DRL), i.e., a part for specifying queries, 
and a data manipulation (sub)language (DML), i.e., a part for specifying  
transactions.  

The language ORM contains a DDL and a DRL (ConQuer), but it does not con-
tain a sufficient DML as yet. We therefore propose an extension of ORM with a 
DML, for specifying transactions to be easily validated by domain experts. 

We introduce the following set of standard classes of specifiable transac-
tions: add an instance, add a query result, remove a subset, and change a subset. 
We also treat compound transactions in ORM. 

In ORM there are usually several ways to specify something. For all transac-
tions we therefore propose syntaxes, verbalizations, and diagrams as well. They 
allow for type-checking and easy validation by domain experts. 

Keywords: ORM, DML, transaction, add, remove, change, syntax, verbaliza-
tion, diagram, compound transaction. 

1   Introduction 

Languages for specifying information systems should not only consist of a data defi-
nition (sub)language (DDL), i.e., a part for specifying data structures, but also of a 
data retrieval (sub)language (DRL), i.e., a part for specifying queries, and of a data 
manipulation (sub)language (DML), i.e., a part for specifying transactions. In the 
well-known language SQL for example, the DDL typically contain CREATE-, 
DROP-, and ALTER-statements, the DRL typically SELECT-statements, and the 
DML typically INSERT-, DELETE- and UPDATE-statements.  

The language ORM (Object-Role Modeling), extensively described in [1], started 
as a DDL. Later on the language was extended with a DRL, called ConQuer [2]. 
However, the language ORM does not yet contain a good and expressive DML. The 
operations add and del in [1] only apply to one fact/instance at a time. And although 
Balsters et al. do mention transactions in [3] and [4], they concentrate on dynamic 
rules as such, and do not give a syntax for data manipulation operations. In [3], add-
ing actual operations to the ORM-language that explicitly model transactions is  
mentioned as future research. 
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In this paper we propose an expressive extension of ORM with such a DML part, 
inspired by the expressiveness of the DML of SQL. We want to introduce a DML that 
is suitable for end users too (like the rest of ORM), so that transactions can be easily 
validated by domain experts. The language should also allow for type-checking etc. 
Our standard classes of specifiable transactions are: add an instance, add a query 
result, remove a subset, and change a subset. The transactions are used to populate, 
de-populate and re-populate a type. Together they constitute an expressive collection 
of transactions. All transactions apply to only one fact type (or one independent entity 
type) at a time. (Not only fact types but also independent entity types can have popu-
lations. However, since independent entity types can be treated similar to (unary) fact 
types, we will not treat them separately in this paper.)    

By a transaction we mean an attempt to update the contents of the information  
system; the attempt fails when any constraint will be violated. 

In ORM there are usually several ways to specify something, for instance verbali-
zations as well as diagrams. For all aforementioned classes of transactions we there-
fore propose a syntax (textual language), a verbalization, and a diagram (graphical 
language). The verbalizations of the transactions are “fully communication oriented” 
and are intended for communication with the domain experts. One of the merits of a 
separate graphical view of a transaction (one at a time) is that it can alternatively help 
in the discussion to determine the precise conditions in and effects of a transaction.  

In sections 2 – 5 we subsequently treat each of the four aforementioned classes of 
transactions, i.e. add an instance, add a query result, remove a subset, and change a 
subset. For each class of transactions we subsequently introduce under (1) its ORM-
syntax, under (2) its verbalization, and under (3) its diagram in terms of the ORM-
syntax, verbalizations, and diagrams of its constituents respectively. The general 
structure we give here is more important than the actual syntax, verbalizations, and 
diagrams we chose. Each section continues with some illustrative examples under (4). 
In Section 6 we treat compound transactions. We end the paper with some concluding 
remarks and the future work we will address. 

2   Addition of an Instance 

We start with a simple class of transactions, the addition of a given instance to a fact 
type (or to an independent entity type) F. Suppose F is an n-ary fact type and v1, …, vn 
are the respective values for the instance to be added. 

(1) We propose the following ORM-syntax:  ADD TO F VALUES (v1; …; vn) 
(2) We define the verbalization of the transaction in terms of the verbalization of 
        its constituents. We chose the verbalization of each value v to be that value  
        itself. 

Verbalization( ADD TO F VALUES (v1; …; vn) )  =   
     add to Verbalization(F) Verbalization(v1; …; vn) 

where Verbalization(F)  =  fact type F 
and Verbalization(v1; …; vn)  =  the instance with values v1, … and vn  

     respectively 
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In the unary case (i.e. when n = 1) the last part reduces to  
Verbalization(v1)  =  the instance with value v1.  

(3) We define the diagram for the transaction in terms of the diagrams of its constituents: 

Diagram( ADD TO F VALUES (v1; …; vn) )  = 

Diagram(v1; …; vn) 
 

Diagram(F) 

 

Fig. 1. Diagram for the addition of an instance (schematically) 

v1 v2 . . . vn

O1 O2 On

r1 r2 . . . rn

.  .  .

 

Fig. 2. Diagram for the addition of an instance (more concretely) 

We leave out from the diagrams all (constraint) notations, such as those for 
uniqueness, mandatority, reference modes, (independent) entity/value type  
distinctions, etc. 

(4) Example. We give as an example the addition of employee 123 called 'J. Smith' 
to a (binary) fact type called Employee has Name. This fact type has the follow-
ing diagram: 

Employee Name

… has …

 

The ORM-syntax given under (1) for this addition will then result in: 

ADD TO Employee has Name  
VALUES (123, 'J. Smith') 

Applying the verbalization rules given under (2) we get: 

Verbalization( ADD TO Employee has Name VALUES (123, 'J. Smith') )  = 
 add to fact type Employee has Name 
 the instance with values 123 and 'J. Smith' respectively 
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Applying the diagram rules given under (3) we get the following diagram: 

123 J. Smith
Employee Name

… has …

 

3   Addition of a Query Result 

We continue with the addition of the result of a query q (multiple instances) to a fact 
type F. For the query-part we can make use of the retrieval language ConQuer [2]. 

(1) We propose the following ORM-syntax:  ADD TO F RESULT q 
If the role order in q, say (r1; …; rn), is (perhaps) not the same as the role order in 
F then the expression (r1; …; rn) has to be added: 

ADD TO F(r1; …; rn) RESULT q  instead of  ADD TO F RESULT q. 

(2) The verbalization of the transaction is expressed in terms of the verbalization of 
its constituents: 

Verbalization( ADD TO F RESULT q )  =   
add to Verbalization(F) the Verbalization(q) 

where Verbalization(F)  =  fact type F  (see Section 2)  
and Verbalization(q) heavily depends on q itself. 

(3) We define the diagram for the transaction in terms of the diagrams of its constituents: 

Diagram( ADD TO F RESULT q )  = 

Diagram(q)

Diagram(F)

 

Fig. 3. Diagram for the addition of a query result (schematically) 

Here the bold arrow suggests multiple instances, whereas the thin arrow in  
Figure 1 suggests a single instance. 

For the query-part we use the retrieval language ConQuer. We want to repre-
sent ConQuer-expressions (such as queries and conditions) by a diagram too. We 
therefore propose the following graphical representation for a ConQuer-
expression: 
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Fig. 4. Diagram for a ConQuer-expression 

(4) Example. We introduce 3 new fact types called Applicant has Name, Applicant 
obtains Hire Advice, and Applicant receives Employee Number, with the  
following diagrams: 

 

Now we want to add all applicants with the hire advice 'Yes' to the fact type Em-
ployee has Name introduced in Section 2. Then the underlying query q0 expressed 
in ConQuer is  

q0   =Applicant 
 └−− receives √Employee Number 
 └−− has √Name 
 └−− obtains Hire Advice = 'Yes' 

The ORM-syntax given under (1) for this addition will then result in: 

ADD TO Employee has Name  
RESULT Applicant 

└−− receives √Employee Number 
└−− has √Name 
└−− obtains Hire Advice = 'Yes' 
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The verbalization of the query q0 will be: Employee Number and Name of each 
Applicant who obtains Hire Advice equals 'Yes'. 

Applying the verbalization rules given under (2) we then get: 

Verbalization( ADD TO Employee has Name RESULT q0 )  = 
add to fact type Employee has Name the Employee Number and Name of 
each Applicant who obtains Hire Advice equals 'Yes' 

Applying the diagram rules given under (3) we get the following diagram: 

 

4   Removal of a Subset 

We continue with the removal of a subset (multiple instances) from a fact type F. The 
set to be removed has the form { t | t ∈ F [ and C ] } for some (optional) condition C 
on the instances in F; the brackets '[' and ']' denote optionality. The black triangle ▼ 
in the diagram below represents a ‘bottom’-element (or ‘sink’) and ALL represents a 
new keyword in ORM. 

(1) We propose the following ORM-syntax:  REMOVE FROM F [ WHEN C ] 
For the condition-part we can again make use of the language ConQuer [2]. 

(2) The verbalization of the transaction is expressed in terms of the verbalization of its constituents: 

Verbalization( REMOVE FROM F [ WHEN C ] )  =   
remove from Verbalization(F) all instances [ for which Verbalization(C) ] 

(3) We define the diagram for the transaction in terms of the diagrams of its constituents, 
and distinguish between the cases with and without a WHEN-condition: 

(a) Diagram with a WHEN-condition:  

Transactions in ORM

Diagram( REMOVE FROM F WHEN C )  =

Diagram(F) Diagram(C)

 
Fig. 5a. Removal of a subset from F 
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(b) Diagram without a WHEN-condition: Diagram( REMOVE FROM F )  = 

Diagram(F) ALL

 

Fig. 5b. Removal of all instances from F 

Again, the bold arrows suggest multiple instances, like in Figure 3. 

(4) Example (a). We continue our running example with the removal of all appli-
cants with the hire advice 'Yes' from the fact type Applicant obtains Hire Advice. 
Hence, the condition Ca is: Hire Advice = 'Yes'. The ORM-syntax will then be: 

REMOVE FROM Applicant obtains Hire Advice  
WHEN Hire Advice = 'Yes' 

Applying the verbalization rules given under (2) we get: 

Verbalization(  REMOVE FROM Applicant obtains Hire Advice  
                          WHEN Hire Advice = 'Yes'  )   
= remove from Verbalization(Applicant obtains Hire Advice)  
        all instances for which Verbalization(Ca)   
=   remove from fact type Applicant obtains Hire Advice  
        all instances for which Hire Advice equals 'Yes' 

Example (b). Also in the fact type Applicant has Name we want to remove all 
applicants having the hire advice 'Yes'. Therefore we have to look in the fact type 
Applicant obtains Hire Advice for those applicants for which Hire Advice = 'Yes'. 
This leads to the following ORM-syntax: 

REMOVE FROM Applicant has Name 
WHEN Applicant  

   └−− obtains Hire Advice = 'Yes' 

Applying the verbalization rules given under (2) will result in the verbalization 

remove from fact type Applicant has Name 
all instances for which Applicant obtains Hire Advice equals 'Yes' 

Example (c). To finish our running example, we want to remove from the fact 
type Applicant receives Employee Number all applicants having the hire advice 
'Yes'. Again we will look in the fact type Applicant obtains Hire Advice for those 
applicants for which Hire Advice = 'Yes'. This leads to the following  
ORM-syntax: 
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REMOVE FROM Applicant receives Employee Number 
WHEN Applicant  

   └−− obtains Hire Advice = 'Yes' 

Similarly, the verbalization rules given under (2) will result in the verbalization 

remove from fact type Applicant receives Employee Number 
all instances for which Applicant obtains Hire Advice equals 'Yes' 

Applying the diagram rules under (3) gives the following diagram for Example (c): 

 

  

5   Change a Part of a Fact Type 

Although a change can be considered as the compound transaction consisting of a 
delete followed by an addition, we will introduce and treat changes separately. We 
introduce the change of a part of a fact type F, i.e., replacing the values of some roles 
r1, …, rk by the (old) values of the expressions z1, …, zk simultaneously for all in-
stances satisfying a certain (optional) condition C. If the fact type F is elementary 
then k will be 1, i.e. the values of only one role - the non-key one - will be changed. 

(1) We propose the following ORM-syntax:   
CHANGE IN F  SET r1 := z1, …, rk := zk  [ WHEN C ] 

(2) The verbalization of the transaction is expressed in terms of the verbalization of 
its constituents: 

Verbalization( CHANGE IN F  SET r1 := z1, …, rk := zk  [ WHEN C ] )  =   
      change in Verbalization(F)  
      all instances [ for which Verbalization(C) ]  
     simultaneously such that  
     Verbalization(r1) becomes the old value of Verbalization(z1),  
      ....… , and  
     Verbalization(rk) becomes the old value of Verbalization(zk) 

(3) We define the diagram for the transaction in terms of the diagrams of its constitu-
ents, although Diagram(F) incorporates the expression “:= zi” within the applicable 
roles: 
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Diagram( CHANGE IN F  SET r1 := z1, …, rk := zk  [ WHEN C ] )  = 

Diagram(C)
Diagram(F)

incorporating
:= z1, …, := zk

 

Fig. 6. Change of a part of a fact type (schematically) 

O1 Oi On

. . . := zi . . .

.  .  .                .  .  .

ConQuer-expression
 

Fig. 7. Change of a part of a fact type (more concretely) 

Again, the bold arrow suggests multiple instances, like in Figure 3. 

(4) Example. We introduce two new fact types called Employee lives in City and 
Employee earns Salary, with the following diagrams: 

 
We chose as our change-example an increase of 10% of the salary of all employ-
ees living in London with a salary less than 5000 (our new so-called 'London al-
lowance'). So the content of the fact type Employee earns Salary has to be 
changed. And the condition C is:  

Employee 
└−− lives in City = 'London'  
└−− earns Salary < 5000 

The ORM-syntax will then be: 

CHANGE IN Employee earns Salary 
SET     Salary  :=  Salary * 1.10  
WHEN Employee 
  └−− lives in City = 'London'  
   └−− earns Salary < 5000 
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Applying the verbalization rules given under (2) we get: 

change in fact type Employee earns Salary  
all instances for which Employee lives in City equals 'London' and  
                                         Employee earns Salary less than 5000 
simultaneously such that Salary becomes the old value of Salary times 1.10 

Applying the diagram rules under (3) we get the following diagram: 

 

6   Compound Transactions 

Sometimes we want several elementary transactions to be considered as one compos-
ite update that will be accepted or rejected as a whole. For instance, if the 3 Applicant 
roles introduced under (4) in Section 3 are all mandatory then the 3 removal transac-
tions under (4) in Section 4 should be treated as one composite update. In line with [1] 
we indicate the beginning and end of such a compound transaction by means of the 
keywords Begin and End as follows: 

Begin 
 Transaction 1 
 Transaction 2 
 Transaction 3 
End 

7   Conclusions 

The language ORM did not yet contain a sufficiently expressive data manipulation 
sublanguage (DML), i.e., a part for specifying transactions. We proposed an extension 
of ORM with a DML, for specifying transactions to be easily validated by domain 
experts. We introduced an expressive set of standard classes of specifiable transac-
tions: add an instance, add a query result, remove a subset, and change a subset. This 
set was inspired by the expressiveness of the DML of SQL and goes much further than 
only simple adds and deletes of individual fact instances, which is not sufficient in 
practice. This extension, which provides ORM with an expressive DML, is the main 
contribution of this paper. It makes ORM to a certain extent comparable and possibly 
competitive with SQL. From that perspective this provides an alternative to the almost 
universally accepted SQL standard language. We also treated compound transactions 



 Transactions in ORM 301 

in ORM. For all transactions we proposed simple syntaxes, verbalizations, and dia-
grams as well. They allow for type-checking and easy validation by domain experts. In 
retrospect, we also used or introduced the syntax, verbalizations and diagrams for a 
fact type, a condition, a query, a role, a value, and an instance here.  

8   Future Work 

Using the relation mapping procedure Rmap described in e.g. [1], we will work out 
rules for translation to SQL in a subsequent paper. Although the translation is not 
exactly one-to-one, the DML-counterparts of our ORM-constructs in SQL are: 

ADD VALUES ⇒ INSERT VALUES 
ADD RESULT ⇒ INSERT  query 
REMOVE   ⇒ DELETE 
CHANGE   ⇒ UPDATE 

We will also provide a formal semantics for these transactions along the lines of [5], 
formally validating the proposed DML. It will also allow us to study the expressive-
ness of the DML. Given our space limitations here, we will describe these topics in a 
separate paper. 

Acknowledgments. This paper benefited from discussions with Herman Balsters and 
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Abstract. In this paper we will illustrate how the  fact-oriented approach, e.g. 
ORM, CogNiam can be used in combination with OMG’s  Semantics of Busi-
ness Vocabulary and Business Rules’ (SBVR) standard. Within the field of 
modeling methods for information systems analysis and design, this standard 
can become a dominant force, when it comes to expressing initial  domain re-
quirements for an application’s ontoloy and business rules,  for domain analysis 
as well for design. 

Keywords: Modeling methods, Fact-orientation, ORM, CogNIAM, SBVR. 

1   Introduction 

In January 2008, OMG has approved an international standard on business rules: Se-
mantics of Business Vocabulary and Business Rules SBVR [1]. SBVR is a standard 
for expressing ‘front-end’ models for business requirements in the language that is 
understandable for the business domain users. Although OMG’s SBVR standard is a 
major breakthrough in the area of business modeling, the standard itself is mainly 
focused on (potential) ‘tool developers’ and it is not written with the average domain 
user or business intelligence consultant in mind. OMG’s SBVR standard is defined 
with the aim that business people can understand models without needing IT skills 
[2]. Within the field of modeling methods for information systems analysis and de-
sign, this standard can become a dominant force, when it comes to expressing initial  
domain requirements for domain analysis as well for design. In this paper, therefore, 
we will explore, how existing domain modeling methodologies can capitalize on the 
SBVR standardization efforts. We will , foremost, focus these capitalizing efforts on 
fact-oriented methodologies, to which, the specific methodologies: ORM [3], NIAM 
[4] and CogNIAM [5] belong. 

In this article we will link the definitions of  a number of SBVR modeling elements 
to ‘familiar’ modeling concepts in fact-orientation. 

In section 2 we will discus the main concepts of the SBVR [1] and in section 3  we 
will focus on the different types of business rule statements that exist within SBVR. 
In section 4 we will see how SBVR vocabulary and rule statements map onto a fact-
oriented fact type structure an accompanying application constraints. 
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2   The Main Building Blocks of SBVR Models 

In this section we will give an overview of the main elements of the SBVR as they are 
defined in [1]. The SBVR is applied with the general notion of a model-driven archi-
tecture (MDA) in mind and is targeted at business rules and business vocabularies that 
describe businesses themselves rather than the possible IT system that might support 
it. In this paper we will focus on those elements in OMG’s SBVR standard that  
refer to meaning or semantics of concepts in an application’s ontology and its accom-
panying business rules. The main building blocks for semantic in the SBVR are the 
following: vocabularies and terminology dictionaries, noun- and verb concepts, and 
definitional- and operational business rules. In this paper we will illustrate the defini-
tions in the standard by referencing example applications in the EU-rent case study 
that is attached to the standard document as Annex E [1]. 

2.1   Vocabularies and Terminology Dictionaries 

One of the new features that has been introduced by the SBVR to the field of conceptual 
business modeling at large is the explicit definition of (external) vocabularies and name-
spaces. This allows to qualify signifiers by adding the name of the applicable context 
vocabulary (e.g., car rental industry standard glossary). In SBVR the applicable context 
vocabularies are defined as speech communities and vocabularies [1, p.274-275]: 

‘ Car Rental Industry Standard Glossary 
 Definition: the vocabulary that is defined in English by the Car Rental Industry 
 Synonym:  CRISG 
 Reference Scheme: CRISG  terms 
CRISG 
 Synonym:  Car Rental Industry Standard Glossary 
 

Merrian-Webster Unabridged Dictionary 
 Definition: the vocabulary that is the 2004 edition,published by Merriam-Webster 
 Synonym:  MWU 
 Reference Scheme: MWU  terms. 
MWU 
 Synonym: Merriam-Webster Unabridged 

For example in the EU-rental case study, the following vocabulary of concepts can be 
given (including the references to the defining vocabularies)[1, p.259, p.261]: 

‘ rental car  
 Source: MWU (1/1d)[“car”], CRISG(“rental car”) 
 Definition: vehicle owned by EU-rent and rented to its customers 
 Synonym: car 
 
  branch 
 Concept type: organization function 
 Definition:  rental organization unit that has rental responsibility 
 Necessity: the concept branch is included in organization units by  
        Function’ 
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2.2   Noun- and Verb Concepts 

An explicit modeling assumption (or axiom) in the SBVR standard is the reference to 
facts and terms, respectively: ‘rules are based on facts, and facts are based on 
terms’[1, p.234]. This ‘mantra’, implies at least a ‘way of working’ in which (verbal-
ized) concepts are defined, before fact type (forms) can be phrased. Therefore we 
need to find (a) the fact type(s) for every business rule that needs to be modeled.  

Terms or concepts in SBVR are dived into noun concepts and verb concepts. Addi-
tionally, SBVR uses the concept of fact type forms. 

2.2.1   Noun Concepts in SBVR 
In the SBVR 1.0 specification [1, pp.19-25] a noun concept is defined as a ‘concept 
that is the meaning of a noun or noun phrase ‘. An object type is defined in the SBVR 
1.0 standard as follows: ‘noun concept that classifies things on the basis of their 
common properties’. Role is defined as: ‘noun concept that corresponds to things 
based on their playing a part, assuming a function or being used in some situation’. 
An individual concept is defined in the SBVR specification as follows: ‘ a (noun) 
concept that corresponds to only one object [thing]’. In paragraph 1 of clause 8 of the 
SBVR 1.0 standard document it is clearly explained that the noun concept has as sub-
types:  individual concept, object type and fact type role. 

2.2.2   Verb Concepts in SBVR 
In the SBVR 1.0 specification a ‘verb-concept’ is synonym for ‘fact type’ and is de-
fined as follows: ‘a concept that is the meaning of a verb phrase that involves one or 
more noun concepts and whose instances are all actualities.’[1, p21, p.183]. 

An example of an expression of a verb-concept or fact type expressed in SBVR-
Structured English  is the following:  

rental car is stored at branch. 

In SBVR the verb concept is synonym to the fact type. This means that SBVR does 
not contain an ‘attribute’ fact encoding construct as is the case in most non-fact ori-
ented modeling languages like UML and (E)ER and therefore, SBVR prevents the 
associated modeling anomalies, that can occur when the attribute modeling construct 
is applied [6]. The SBVR fact type definition is as follows [1, p.21] 

‘Fact type 
            Definition: concept that is the meaning of a verb phrase that involves one or more 
noun      
                               concepts and whose instances are all actualities. 
            Synonym:  verb concept 
            Necessity: Each fact type has at least one role ‘ 

The above definition fragment, clearly demonstrates that the basic fact type definition 
in the SBVR is a fact-oriented definition that allows for fact types having arity N !. 
Furthermore, special definitions are provided for unary fact types (or characteristics) 
and binary fact types.  

2.2.3   Fact Type Forms 
A designation in SBVR is demonstrated by a fact type form. A fact type form contains 
a fact type reading that includes place-holders. This clause implements the fact type 
template and placeholder concepts from the fact-oriented approaches.  
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Table 1.  Mapping main SBVR noun and verb concepts on Fact-oriented concepts  

SBVR concept Fact-oriented concept 
Object type Object type 
Designation Individual name 
Fact type role Role 
Placeholder Placeholder 
Verb concept/Fact type Fact type 
Fact type form Fact type reading 
Characteristic Unary fact type 
Binary fact type Fact type having two roles 

In table 1 a summary of the mapping between SBVR- and fact-oriented concepts is 
provided. In the next section we will discuss the types of business rules that are  
defined in the SBVR 1.0 specification document.  

3   Types of Business Rules in SBVR 

The most common way of initially expressing business rules in SBVR is by means of  
a subset of the English Language :  SBVR’s Structured English [1, annex C] or the  
RuleSpeak business rule notation [1, Annex F, pp. 343-358]. An example of a rule 
expression in SBVR Structured English is the following: 

each rental car is stored at at most one branch. 

In this example we have two designations for an object type: rental car and branch. 
Furthermore, we have the quantifiers: each and at most one. Clause 12 of SBVR v 1.0 
[1, pp. 157-177] covers the definition of the types of business statements that can be 
distinguished in a given business domain. The main types of rule statements are the 
operative business rule statement and the structural rule statement. Within each of 
these groups, SBVR uses two styles of keywords for expressing the business rule 
statements.  

3.1   Definitional (or Structural) Business Rules 

In the SBVR 1.0 specification, a structural rule is defined as: a rule that is a claim of 
necessity[1, pp. 161] . A structural business rule statement can take one of the follow-
ing forms: necesssity business rule statement, impossibility business rule statement, 
restricted possibility rule statement. A necessity statement is defined : ‘..  as a struc-
tural rule statement that is expressed positively in terms of necessity rather than nega-
tively in terms of impossibility.’[1, pp. 168]. An example of a structural business rule 
expressed as a necessity business rule statement in pre-fix style is: 

‘It is necessary that each rental has exactly one requested car group.’ 

We note that in the above necessity business rule statement, we have put in italics, the 
quantification keywords each and exactly one. An example of a structural business 
rule expressed in a impossibility business rule statement  in pre-fix style is: 
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‘It is impossible that the pick-up branch of a one-way rental is the return branch of 
that rental.’ 

A structural business rule expressed as a pre-fix restricted possibility statement is the 
following: 

‘It is possible that a rental is an open rental only if the rental car of the rental has 
been picked up.’ 

The structural business rules in SBVR are so-called alethic constraints, that are true 
by definition and therefore cannot be violated by the business.  

Our example fact type and the example business rule are expressed in SBVR using 
the following SBVR expressions [1, p.316]: 

‘ rental car is stored at branch 
 

  Necessity: Each rental car is stored at most one branch  ‘ 

3.2   Operative (or Behavioural) Business Rules 

In the SBVR 1.0 specification an operative business rule is defined as follows: 
‘..business rule that is a claim of obligation” [1, p. 161]. An operative business rule is 
expressed in SBVR as an operative business rule statement, that can take one of the 
following forms: obligation statement, prohibitive statement and restricted permissive 
statement. An example of an operative business rule expressed in an obligation state-
ment in a mix-fix style is: 

‘A rental must incur a location penalty charge if the drop-off location of the rental is 
not the EU-Rent site of the return branch of the rental.’ 

An example of an operative business rule expressed in a prohibitive statement  is: 

‘A rental must not be open if a driver of the rental is a barred driver.’ 

An operative business rule expressed as a restrictive permissive statement is the  
following: 

‘ It is permitted that a rental is open only if an estimated rental charge is 
provisionally charged to the credit card of the renter of the rental.’ 

An operative business rule is actionable, but not necessarily automatable, it can there-
fore be broken by people. The existence of operative business rules or deontic con-
straints, furthermore, allows the SBVR to document work-instructions and other rules 
of guidance, that have been traditionally outside the scope of traditional languages for 
(conceptual) business modeling.  

The SBVR standard has been created to help business to model explicit (enforce-
able at all times) rules as well as tacit rules (in which the action that has to be under-
taken depends upon for example the experience of a business user) and the (static) 
alethic and deontic constraints that exist in the business domain. In sub-clause 
10.1.1.4 through 10.1.1.6 of the SBVR 1.0 standard [1, pp. 97- 107 ]the semantic and 
logic foundation for the standard are provided, in which the formal equivalence be-
tween each of the 3 forms for each of the two statement types is provided. In table 2, 
the rule templates are provided for each style/rule type combination [1, p.345, 24 ]. 
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Table 2. Rule templates in SBVR for keyword style/rule type combinations 

Modality Type Prefixed Style (Mix-fix)  
Embedded Style 

Definitional/Structural   
Necessity It is necessary that …always… 
Impossibility It is impossible that …never… 
Restricted possibility It is possible that …sometimes… 
Operative/behavioural   
Obligation It is obligatory that ….must… 
Prohibation It is prohibited that ….must not… 
Restricted permission It is permitted that ….may… 

4   A Methodology to Define the Complete Set of Uniqueness, 
Mandatory Role, Set-Comparison and Value Constraints for an 
Application Subject Area from Structural Rule Necessity 
Statements 

Although the definition of SBVR is complete and based upon first-order logic, it 
might not always be possible to assess whether all relevant constraints on the states of 
subjects in the application area have been made explicit. Fact oriented methods pro-
vide a modeling procedure that will derive all uniqueness and mandatory role con-
straints in an application subject area, based upon a dialogue between the business 
rule modeler and the domain expert in which only concrete examples are shown 

The example fact types expressed in SBVR-Structured English:  

   rental car is stored at branch  
   rental car has fuel level 

      rental car has as service odometer reading 
   rental car has as total mileage odometer reading 

and the accompanying constraints or ‘business rules’ are:  

each rental car is stored at at most one branch. 
a rental car has at most one fuel level. 

a rental car has at most one service odometer reading 
a rental car has at most one mileage odometer reading 

The first Structured English business rule can be stated as an impossibility structural 
rule statement in SBVR as follows: 

‘It is impossible  that a rental car is stored at more than one branch’ 

or as a SBVR business rule expressed as a  necessity business rule statement: 

‘It is necessary that each rental car is stored at at most one branch.’ 

or as a SBVR business rule expressed as a restricted possibility rule statement: 

‘It is possible that a rental car is stored in  at most one branch’ 
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Fig. 1. ORM diagram for example fact types and uniqueness constraints 

4.1   Uniqueness Constraints  

In fact-orientation a uniqueness constraint is best stated as an obligation claim em-
bedding a logical negation in the form of a prohibitive (rule) statement. In figure 1 we 
have given an ORM fact diagram of our small EU example, plus an significant popu-
lation and the uniqueness constraints that is derived in ORM The fact type expressed 
in SBVR-Structured English:  

rental car is stored at branch. 

and the accompanying constraint or ‘business rule’:  

each rental car is stored at at most one branch. 

If we inspect figure 1 further, we see that the application of the fact-oriented modeling 
procedure has resulted in the detection of uniqueness constraint uc2, which was not 
listed in the EU rent SBVR model but should have been phrased as the following 
structural business rule in SBVR: 

‘It is impossible that a rental car has more than one fuel level’ 

Furthermore we have derived uniqueness constraints uc3 and uc4 who can be phrase 
as follows in SBVR: 

‘It is impossible that a rental car has more than one total mileage odometer reading’ 
‘It is impossible that a rental car has more than one service odometer reading’ 

4.2   Mandatory Role and Set-Comparison Constraints  

After we have found the (intra-fact type) uniqueness constraints that hold in an appli-
cation subject area, by applying the derivation procedure (e.g. see [7, p.152] on each  
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Fig. 2. ORM diagram including uniqueness and mandatory role constraints 

fact type in the SBVR fact model we can derive the mandatory role constraints that 
hold in the universe of discourse (UoD).  

In figure 2 we have given the extended fact diagram (based upon parts of the sec-
tion rental cars in the EU rent-example as given  in [8, p. 268-270]) and a significant 
population and the outcome of the fact-oriented mandatory role constraint derivation 
procedure: mandatory role constraint mc1. This constraint can be stated as a necessity 
rule statement in SBVR as follows: 

‘It is necessary that a rental car is stored at a branch.’ 
OR 

‘A rental car is always stored at a branch 
OR 

‘ Each rental car is stored at a branch’ 

We can now illustrate the phenomenon that a SBVR necessity rule statement coin-
cides with 2 orthogonal fact-oriented constraints: 

‘Each rental car is stored at exactly one branch’ 

This necessity statement is the verbalization of fact-oriented constraints mc1 in com-
bination with uniqueness constraint uc1 (see figure 3). 

The application of the fact-oriented modeling procedure [3, p. 62-63] based on ac-
cepting/rejecting combinations of ground facts provided by the analyst to a domain 
expert leads to set of uniqueness and mandatory role and set comparison constraints 
that can be mapped onto elementary SBVR rule statements. In figure 3 we have illus-
trated the detection of subset constraint ssc1, which can be stated as a necessity rule 
statement in SBVR as follows: 
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Fig. 3. ORM diagram for uniqueness-, mandatory role and set-comparison constraints 

‘It is necessary that a service reading of a rental car is accompanied by a total milage 
reading of that same car.’ 

The last groups of pre-defined fact-oriented constraints we will illustrate in this pa-
per is the value constraint type. In figure 4 we have illustrated that a value for a fuel 
level is restricted to the specified values of the value constraint vc1 (see figure 4). The 
value constraint that lists the allowed values for an entity type and.or name type can 
be listed in an SBVR vocabulary as definition [9]. 

In table 3 we have shown the fact-oriented constraints compare to the phrasing of 
business rules using and the appropriate SBVR quantifiers [1, p. 195] from the SBVR 
standard. 

In figure 4 we have shown the complete fact-oriented information grammar ex-
pressed in the  ORM (I) notational convention. 

Another way in which fact-orientation can be used is the situation in which ana-
lysts have created fact-oriented conceptual models that contain full application do-
main semantics. In order to share these models with (domain) users that are familiar 
with SBVR, a mapping can be provided from fact-orientation to SBVR. An exam-
ple of this ‘reversed’ transformation, for the case example in this paper is provided 
in [9]. 

Table 3. Fact-oriented constraints versus SBVR business rule types and quantifier 

Fact-oriented constraints SBVR business rules Quantifier 
Uniqueness Structural business rule at most one 
Mandatory role Structural business rule each 
Set-comparison Structural business rule  
Value Vocabulary definition  
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Fig. 4. Complete ORM diagram for example fact types and static constraints 

5   Conclusions and Recommendations for Future Research 

The SBVR standard gives us the modeling concepts to define most, if not all of the 
application domain ontology and business rules in the information perpective that 
can be encountered within organizations. The establishment of an OMG standard 
for the semantic vocabulary of business rules is a major step forward in the process 
of making business domain knowledge explicit and transferable in terms of this 
knowledge itself. However, the SBVR standard for business rules itself does not 
give guidance on how to arrive at these expressions at all times.  We, therefore, 
strongly advise to use a fact-oriented modeling procedure, e.g. as it is defined in 
ORM[3] or in CogNIAM [10]. We have illustrated in this chapter that applying 
such a modeling procedure on the application’s fact model, will automatically and 
completely yield, the uniqueness-, mandatory role-, set-comparison- and value con-
straints, based on the evaluation of a precise sets of combination of instances from 
fact types in the application’s fact model. With respect to modeling of the process- 
and event perspectives, we are currently investigating how another OMG standard, 
the Business Process Modeling (and) Notation (BPMN) can be used for expressing 
fact-oriented process- and event models. As it stands now, the results show that 
BPMN has the right set of modeling constructs to model the dynamics aspects of a 
subject domain. SBVR in combination with BPMN, have provided researchers, 
practitioners and domain users for the first time in history, a set of tools that allows 
them to express requirements in the language of the business itself. Once these re-
quirements have been expressed in SBVR (and BPMN), analysts can easily use 
those results as a semantic rich starting point for further stages towards design and 
(eventually) implementation. 
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Abstract. Today’s large-scale computing systems are deployed in open, chang-
ing and unpredictable environments. To operate reliably, such systems should be 
able to adapt to new circumstances on their own to get them running and keep 
them running. Self-adaptive software system has been proposed as a good solu-
tion for this demand. However, very few techniques are available to date for sys-
tematically building such kind of system. Aiming at this requirement, this paper 
presents a sound approach to derive a self-adaptive software architecture model 
from the requirements goal model in systematic way. At the same time, we illus-
trate our approach by applying it to a simplified on-line shopping system. 

Keywords: Goal model, Component, Software Architecture, Self-adaptive. 

1   Introduction 

Nowadays, widespread popularization of internet and emergence of many application 
patterns such as pervasive computing and grid computing need to operate in open, 
changing and unpredictable environments. To operate reliably, such systems must 
have the capabilities of adaptability. Self-adaptive software systems can automatically 
take the correct actions based on the knowledge of what is happening in the system, 
guided by objectives and needs of stakeholders [14]. So, self-adaptive software has 
been proposed as a good solution for this demand. However, there is a troublesome 
step in the development process of self-adaptive software system which is transform-
ing what we want the system to do (requirement analysis model) into a framework for 
how to do it (software architecture design model). Requirements specifications can be 
viewed as a contract between the customer and the software developers. Hence, they 
should be not only easy to understand by the software architects and engineers but 
also by the end-users (customers) [1]. Traditional requirement analysis approaches, 
such like those used in structured method and object-oriented method just describe the 
structure and behavior of the system from developers’ view, and do not contain the 
information that is interest to end-users. Therefore, those approaches are inadequate 
for transforming the requirement model to software architecture. Among all the kinds 
of requirements specifications, goal model are more near to the way end-users thinks 
and are easy to understand by all the stakeholders. So goal model becomes a hot re-
search topic in requirement engineering domain [2,3,4].  
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In current goal-based methodologies for developing software systems, require-
ment-level variability modeling, specifying and analyzing have been well understood 
and supported. However, their transition to self-adaptive software architecture re-
mains vague, that makes the derivation for this kind of application system hard to 
achieve on the design level. Aiming at this problem, this paper proposes a promising 
approach to solve the problem existing approaches met. Specifically, in this work, the 
requirements model defines the stakeholder objectives in goals and sub goals. The 
structural view of the software architecture is obtained by converting each goal and 
subgoal to a corresponding component. The behavioral view of software architecture 
is defined in terms of FSM. The self-adaptive knowledge base of the component is 
designed as a part of component to collect the data, analyze it and make decisions 
according to the high-variability goal model. The approach to derive the self-adaptive 
software architecture model from the goal requirement specification model is very 
systematic and can be used for any self-adaptive software development. 

The rest of this paper is organized as follows: Section 2 introduces some back-
ground knowledge of requirements goal model; Section 3 presents our self-adaptive 
component model at first, then illustrates the derivation for self-adaptive software 
architecture model; in Section 4 some related works are discussed; finally, we con-
clude this paper and point out our future work directions in Section 5. 

2   The Goal-Oriented Requirement Model 

In our approach, we specify our goal-oriented requirement model under the KAOS 
modelling framework. The KAOS (Keep All Objectives Satisfied) methodology has 
been developed by Axel et al. [19] for about ten years of research and experience in 
real projects. And it represents the state-of-the-art specification model for research on 
the goal-oriented requirement engineering. In this section we first revisit some key 
concepts and terminologies of the KAOS methodology which will be used later in this 
paper. Then we present an example of goal modelling. For more details on KAOS, 
readers can refer to [5,6,7]. 

KAOS is a goal oriented requirements specification language, and it defines four 
primary types of concepts: goal, agent, object and operation [7].  

Goals are stakeholder objectives that the system should achieve. A goal model 
generally consists of one or more root goals, and each root goal is AND/OR decom-
posed repeatedly until every leaf-level goal is realizable by some individual agent 
assigned to it. If a goal G is AND/OR–refined into subgoals G1,…,Gn, then all/at 
least one of the subgoals must be satisfied for G to be satisfied. An OR-decomposition 
of a goal introduces a variation point, which defines alternative ways of fulfilling the 
goal. It is easy to verify that generally the number of variability represented by a goal 
model depends exponentially on the number of OR decompositions. The goal refine-
ment process generates a goal refinement tree and the leaves may also be called requi-
sites. The requisites that are assigned to the software system are called requirements, 
and those assigned to the interacting environment are called assumptions. 

Agents are active components such as humans, automated components that play 
some role assuring the goals satisfaction. Some agents define the software whereas 
the others define its environment. 
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Fig. 1. Segment of the goal model for a simplified On-line Shopping System 

Objects can either be entities (passive objects), agents (active objects), events (in-
stantaneous objects), or relationships between objects. The state of the system is de-
fined by aggregation of the states of its objects.  

Operations are actions performed by agents to achieve system goal by operational-
izing a requirement. In general, an operation is represented by an input-output relation 
over objects and is used to define state transitions. 

Figure 1 shows an example of a goal model describing the requirements for a sim-
plified On-line Shopping System. In this figure, AND-refinements have lines from 
each subgoal to the same blue circle. OR-refinements have lines from subgoals to 
different blue circles. For the sake of simplicity, the figure does not depict all the goal 
elements of this system. 

The formal KAOS specification of a goal is described by several fields. The first 
field Goal (Requirement or Operation) denotes the type of entity and name of the 
particular instance; the second field is the Concerns field, which is used to list the 
concepts that the entity uses, or is concerned with; the RefinedTo field contains the 
sub-goals and/or requirement into which the goal is refined; the Refines field refers to 
the goal refined by the entity being described; next, the InformalDef field describes 
the informal definition of the entity being described; the optional field FormalDef 
give the formal definition of the entity being described and can be represented in any 
formal notation, in this paper we adopt the linear temporal logic[12] to formalize this 
field. Take the “On-line Payment” goal shown in figure 1 for example, its correspond-
ing formal KAOS specification is described as follows: 

 

Goal  Achieve [On-line Payment] 
Concerns  OrderNum, TotalCost, CreditCardNum, PayResult… 
Refines   Achieve [On-line Shopping] 
RefinedTo  Achieve [Bill Creating], Achieve [Payment], Achieve [Log] 
InformalDef We require the system to discount before carrying out pay if the 

customer is a VIP customer. 

FormalDef   □( VIP⇒  ( ¬ Pay∪Discount )) 
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3   Self-adaptive Software Architecture Model Derivation 

In this section, we describe how to derive a self-adaptive software architecture model 
from goal models. Software architectures provide high-level abstractions for repre-
senting the structure, behavior of software systems. Therefore, the software architec-
ture model consists of two design views: the first one is the structural view which is a 
macro view of a self-adaptive software system, specifying the overall topological 
structure and considering dynamic changes of the structure in various scenarios; and 
the second one is the behavior view which is a micro view of self-adaptation. 

A fundamental software engineering principle is to modularize a software system 
into a set of subsystems (i.e. modules, components) that have high cohesion and low 
coupling [8]. Thus, in this paper we specify a self-adaptive software architecture 
model in terms of the self-adaptive components. A component is an encapsulation of 
a computational unit and has interface to specify its provided services and required 
services. And the self-adaptive component extends the component concept to adapt 
the structural configuration and dynamic behavior of itself. For elaborating how to 
derive the self-adaptive software architecture model, we first introduce our self-
adaptive component model. Then we explain how to derive the software architecture 
model from the goal model by mapping the goals in the goal decomposition tree to the 
components of the software architecture. 

3.1   Self-adaptive Component Model Overview 

The structural model of a self-adaptive component is presented in figure 2. It is com-
posed of a control center, several internal/external ports and the implementation body. 
In this paper we extend the component model which was proposed in our previous 
work [9] by adding an adaptation manager component into the control center. 

In this model, a component has a number of ports. Each port defines a logically 
separable point of interaction with its environment. A component explicitly states its 
provisions/requirements by its external provide/request ports. Three kinds of ports are  
 

Adaptation Manager

Control Center

Component

Knowledge Base
(Goal Model)

Monitor Analyzer

Planner
(Goal-based

Behavior
Protocol)

Executor
(FSM-
based

Control
Flow)

Implementation Body

Legend: External Provide Port External Request Port

Internal Port Control Flow

Switch
valve

Adaptation Manager

 

Fig. 2. The structural model of a self-adaptive component 
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identified [9]: 1) External provide ports. They define how the environment can access 
the functionalities implemented by the component, and they are also the entries for 
other components to startup the control flow; 2) External request ports. They define 
how the component can access the functionalities provided by the environment. At the 
same time, they are the entries for the control flow to involve external service provid-
ers; 3) Internal ports: They are internal functional interfaces provided by the imple-
mentation body to fulfill external requests. Usually, after an external request is  
received, one or more internal ports will be involved in an execution of the control 
flow to complete the whole service process. 

Control center is separated from the component implementation to enforce compo-
nent-level coordination on its external and internal ports according to the behavioral 
protocol. At runtime, usually, the control center will be activated by requests of other 
components on a provide port, then it will perform a series of interactions on internal 
ports and external request ports on the runtime control flow. 

In order to see whether and how well the self-adaptive component achieves its 
goal, it needs to monitor its managed element, collect the data, analyze it based on its 
knowledge (in our approach, we use goal model as the knowledge for component’s 
adaptation), plan changes to its behavior if necessary, and execute the plan. The moni-
tor in the adaptation manager senses the environmental components. The analyzer 
compares event data against patterns in the knowledge base to diagnose symptoms. 
The planner interprets the symptoms and devises a plan which is a goal-based behav-
ior protocol. And the executor executes the FSM-based control flow which is trans-
lated from the goal-based behavior protocol. 

The switch valve associates one external request port of one component with two 
or more alternative external provide ports of other components. Therefore, a switch 
represents alternative bindings among interaction ports. 

The implementation body encapsulates computation logic of the component and 
exposes some internal ports for the control center. 

3.2   Structural Model Derivation 

Now, we focus on using goal models to derive self-adaptive software architecture that 
can accommodate many/all possible functionalities that fulfill stakeholder goals. This 
is possible because our goals models are extensions of AND/OR graphs, with OR 
decompositions introducing alternatives into the model. The space of alternatives 
defined by a goal model can be used as a basis for designing self-adaptive software 
system (i.e., self-configuring system). 

In this paper, the structural model of a software system is defined by components 
and their bindings through their external provide/request ports. In general, an external 
request port of a component in the system must be bound to exactly one external pro-
vide port of another component. We achieve the alternative bindings of ports by in-
troducing the “switch valve” component. In the most straightforward derivation case, 
a software component is derived from a goal as follows: for each functional goal, we 
create a corresponding component to achieve this goal. Specifically, the root goal 
node corresponds to the whole software system. The leaf-level goal nodes correspond 
to the actual physical software components. Whereas, the higher-level goal nodes are 
not directly associated with physical software components, but are used to orchestrate 
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the lower-level nodes. However, these derivation rules are not enough for designing 
large-scale software systems. To derive the structural model of a software architecture 
systematically, we adopt a more formal approach in which we take an AND/OR goal 
decomposition tree and a specification of the inputs and the outputs of each goal as 
the source model, and return a software architecture model as the target model. Inputs 
are the data entities that need to be supplied to the agent responsible for the goal in 
order to fulfill it, and they will become the input parameters of an instances of the 
external provide ports of the corresponding component. Outputs are data entities that 
the agent provides to its environment as part of the fulfillments of the goal, and they 
will become the output parameters of an instance of the external request ports of the 
corresponding component. Usually, we can derive the external provide port of a com-
ponent directly from the name of a goal. Whereas, the derivation of the external  
request ports of the component depend on how the goal is decomposed. Here, we  
only focus on deriving the external interaction ports of components, and do not pre-
scribe any particular implementation to achieve interoperability in heterogeneous 
environments. 

Next, we use two kinds of goal decomposition patterns to illustrate how to map the 
goals in the goal model as well as their input and output information to the software 
components in the software architecture. 

 If a goal G is AND-decomposed into N subgoals: G1,G2,…Gn, we first derive a 
software component C for the goal G, component C has an external provide port 
which is derived directly from the name (or the description) of the goal G and N ex-
ternal request ports which are corresponding to the subgoals: G1,G2,…Gn. Then N 
software components C1,C2,..,Cn are created for responding C’s requests. So each 
one of them has an external provide port corresponding to one of the external request 
ports of C. meanwhile, we bind the external request ports of component C to the ex-
ternal provide ports of C1,C2,…,Cn. Finally, we assign the inputs (outputs) of the 
goals to the corresponding components’ external provide (request) ports as their input 
(output) parameters. The graphical AND decomposition pattern and the correspond-
ing derivation result are illustrated in figure 3. (I and O denote the set of input pa-
rameters and out parameters respectively; the dashed line between an external request 
port and an external provide port represents the binding relationship.) 

For example, goal “On-line Payment” is AND-decomposed into three subgoals: 
“Bill Creating”, “Payment” and “Log”. We can derive a component model  
(figure 4.b) from the goal “On-line Payment” (figure 4.a). 

G

G1 G2 Gn

(a) Goal AND Decomposition Tree

...

C

C1

...

C2 Cn

(b) Component AND Refinement Tree

I0,O0

I1,O1 I2,O2 In,On

I0,O0

I1,O1 I2,O2 In,On

 

Fig. 3. AND decomposition pattern 
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On-line Payment

Bill Creating

Payment

Log

Goal Achieve [On-line Payment]
Concerns OrderNum, TotalCost,

CreditCardNum, PayResult…
Refines Achieve [On-line Shopping]
RefinedTo Achieve [Bill Creating],

Achieve [Payment],
Achieve [Log]

. . .

I0: OrderNum,CreditCardNum
O0:TotalCost, PayResult

Goal Achieve [Bill Creating]
Concerns OrderNum, TotalCost
Refines Achieve [On-line Payment]
. . .

I1: OrderNum
O1:TotalCost

Goal Achieve [Payment]
Concerns CreditCardNum, Password,

PayPattern, PayResult
Refines Achieve [On-line Payment]
. . .

I2: PayPattern, CreditCardNum, Password
O2:Payresult

I3: OrderNum, PayResult
O3: TransactionRecord

Goal Achieve [Log]
Concerns OrderNum, PayResult,

TransactionRecord
Refines Achieve [On-line Payment]
. . .

(a) The Goal Model for On-line Payment

COn-line_Payment

CBill_ Creating

I1: OrderNum
O1:TotalCost

. . .

CPayment

I2: PayPattern,
CreditCardNum,
Password

O2: Payresult

CLog

I3: OrderNum, PayResult
O3: TransactionRecord

(b) The Derived Component Model

Component COn-line_Payment
{ Provide ports: On-linePayment

Request ports: CreateBill, Payment, Log
. . .

}

Component CBill_Creating
{ Provide ports: CreateBill

Request ports:NULL
. . .

}

Component CPayment
{ Provide ports: Payment

Request ports:NULL
. . .

}

Component Clog
{ Provide ports: Log

Request ports:NULL
. . .

}

I0: OrderNum,CreditCardNum
O0:TotalCost, PayResult

 
Fig. 4. The graphical derivation result for goal “On-line Payment” 

 If a goal G is OR-decomposed into N subgoals: G1,G2,…Gn, at first, a software 
component C and N software component C1,C2,…,Cn are created for responding to 
the goal G,G1,G2,…,Gn respectively. Each component has an external provide port. 
Because all of the goals (G,G1,G2,…,Gn) are assigned to perform the identical task, 
they have the same inputs (I) and outputs (O). Note that in this decomposition pattern, 
at this time, each component only has an external provide port, so we cannot bind 
them directly. We introduce a “Switcher” to bind their external provide ports. 
Switcher can distribute the tasks (of the component which is generated for the parent 
goal G) to different components (associated with the subgoals) according to different 
demand strategies. Then we annotate each binding line (which is located between the 
individual component’s external provide port and the Switcher) with the same I and 
O. Therefore, an external provide port of the component associated with the parent 
goal can be binded to any one of its corresponding subgoal’s external provide ports. 
Figure 5 shows the graphical OR decomposition pattern and the corresponding deriva-
tion result. 

Take the goal “Payment” for example. It is OR-decomposed into three subgoals: 
“PayByCredit”, “PayByAlipay” and “PayByPaypal”. We can derive a component 
model (figure 6.b) from the goal model (figure 6.a). 

G

(a) Goal OR Decomposition Tree

G2

. . .

C

C1 C2 CnCn-1

. . .

I0,O0 I0,O0 I0,O0

I0,O0

I0,O0

I0,O0 I0,O0

I0,O0

(b) Component OR Refinement Tree

G1 GnGn-1

I0,O0

switcher

 
Fig. 5. OR decomposition pattern 



320 S. Tang et al. 

I0: PayPattern, CreditCardNum, Password
O0:Payresult

Payment

PayByCredit

Goal Achieve [Payment]
Concerns CreditCardNum, Password,
                  PayPattern, PayResult
Refines Achieve [On-line Payment]
RefinedTo Achieve [PayByCredit]

Achieve [PayByAlipay]
 Achieve [PayByPaypal]

. . .

I0,O0

PayByAlipay

I0,O0 I0,O0

PayByPaypal
Goal Achieve [PayByCredit]
Concerns CreditCardNum,
                  Password,
                  PayPattern,
                  PayResult
Refines Achieve [Payment]
. . .

Goal Achieve [PayByAlipay]
Concerns CreditCardNum,
                  Password,
                  PayPattern,
                  PayResult
Refines Achieve [Payment]
. . .

Goal Achieve [PayByPaypal]
Concerns CreditCardNum,
                  Password,
                  PayPattern,
                  PayResult
Refines Achieve [Payment]
. . .

(a) The Goal Model for Payment

CPayment

CPayByCredit CPayByAlipay CPayByPaypal

I0,O0 I0,O0 I0,O0

I0: PayPattern, CreditCardNum, Password
O0:Payresult

Component CPayment
{ Provide ports: pay

Request ports: . . .
. . .

}

Component CPayByCredit
{ Provide ports: CreditPay

Request ports: NULL
. . .

}

Component CPayByAlipay
{ Provide ports: AlipayPay

Request ports: NULL
. . .

}

Component CPayByPaypal
{ Provide ports: PaypalPay

Request ports: NULL
. . .

}

(b) The Derived Component Model
 

Fig. 6. The graphical derivation result for goal “Payment” 

After the initial components model is generated according to the above derivation 
patterns. The software architect may choose to merge two or more components into 
one, if they think their functionalities are too restricted to justify their independent 
existence. This can be done by introducing compound components and merging indi-
vidual external ports into ones that contain the union of the original ports. Conversely, 
the software architect may introduce new ports and components in order to describe 
functionality in more detail. Thus, the decomposition tree for the goals and the re-
finement tree for the corresponding software architecture maybe don’t have the same 
shape. It would be a pure coincidence if they did have it. 

3.3   Behavioral Model Derivation 

Components, as the fundamental building units of software systems, occupy the key 
position in the component-based software developments. However, the properties of a 
software system are not a trivial reflection of the simple sum of components. The 
global system properties emerge from the interactions among components [13]. In this 
section we expound how to use goal model as a foundation to derive component’s 
behavioral model. In our approach, a component’s behavioral model is a separated 
coordination logic of the component and is described as interacting protocols. We 
adopt a subset of CSP (Communicating Sequential Processes) notations [10] to de-
scribe component’s behavior. CSP is a formal method to describe and analyze proc-
esses behavior patterns and interactions. Semantically speaking, the architectural 
components’ behaviors model can be modeled as CSP processes. Here, we only intro-
duce a portion of CSP elements we used in this paper due to the space limitation. The 
major elements are described as follows: 

Processes and events: a process is an execution flow of events, standing for the 
behavior pattern of objects. Processes are described by a series of communication 
events and other simpler processes. The basic unit of the processes specification is 
event. An event represents an atomic interaction on external or internal ports. The 
notation “!” or “?” following each event represents the direction of message sending, 



 Goal-Directed Modeling of Self-adaptive Software Architecture 321 

in which “!” denotes message sending and “?” denotes message receiving. In this 
paper, we use the symbol “SKIP” to represent the successful termination of a process. 

External choice: A process that can behave like P or Q, where the choice is made 
by the environment, is denoted P□Q. (“Environment” refers to the other processes 
that interact with the process.) 

Event transition: A process that engages in event e and then becomes process P is 
denoted e→P. 

Parallel composition: Processes can be composed using the “‖” operator. Parallel 
processes may interact by jointly (synchronously) engaging in events that lie within 
the intersection of their alphabets. Conversely, if an event e is in the alphabet of proc-
esses P1 and P2, then P1 can only engage in the event if P2 can also do so. That is, 
the process P1‖P2 is one whose behavior is permitted by both P1 and P2, and for 
the events in the intersection of the processes’ alphabets, both processes must agree to 
engage in the event. 

Sequential composition: Processes can also be composed using the “;” operator to 
indicate that the processes are to be performed in sequence from left to right. This 
operator is useful to model process dependencies.  

All of the above conceptual notations and their semantics are summarized as the 
following Table 1 shows. 

A requirements goal model is basically an AND/OR hierarchy, where the AND de-
composition of the goals are unordered. These properties require further design-
specific annotations on the decompositions in order to generate behavior protocol. i.e., 
the dependencies are analyzed so as to derive the order that specifies whether the 
subgoals can be performed in parallel or in sequence. Now we illustrate how to derive 
the goal-based behavior protocols of a component based on the following three goal 
decomposition patterns. At the same time, we explain how to transform the protocols 
into FSM-based control flows. 

Table 1. CSP Notations Used in this paper 

Behavioral protocol symbol Semantics 
? message receiving 
! message sending 

SKIP finish successfully 
□ external choice 
→ event transition  

P‖Q parallel composition 

P;Q sequential composition 

 When a goal G is AND-decomposed into N subgoals G1,G2,…,Gn sequentially 
(;), we first create a process P for goal G and N subprocesses P1,P2,…,Pn for the 
subgoals, and specify that the subprocesses perform in sequence. At the detailed de-
sign stage, the designer may provide solution-specific information to decompose each 
subprocess into several events. These derived processes characterize the behavior 
protocol of a component. Then we use the behavior protocol interpreter to translate 
the behavior protocol into finite state machine (FSM) based control flows. The state  
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On-linePayment

BillCreating Payment Log

; ;

(a)

BillCreating = BillGen ! —> BillGen ?
Payment = Pay ! —> Pay?
Log = TransLog? —> TransLog! —> SKIP
On-linePayment = BillCreating ; Payment ; Log

(b)

0

1
BillGen!

2

BillGen?

3

Pay!

4

Pay?
TransLog!

6

5

TransLog?

(c)  

Fig. 7. Example of behavioral model derivation for goal “On-linePayment” 

machine consists of a set of states which are also specified at the detailed design 
stage. Each state represents the status in the process of interaction and has some tran-
sitions. A transition corresponds to an event of the behavior protocol. When a transi-
tion is fired, state machine changes current state from one state to another. All the 
states are connected by the transitions as a sequential chain in this case. After transla-
tion, state machine information is stored in a container inside the Executor compo-
nent (see figure 2). 

For example, the goal “On-linePayment” is AND-decomposed into three subgoals 
sequentially: “BillCreating”, “Payment” and “Log” (figure 7a). The corresponding 
behavior protocol specification and the finite state machine are illustrated in figure 7b 
and figure 7c respectively. In this example, each subprocess is decomposed into an 
input event and an output event. 

 When a goal G is AND-decomposed into N subgoals G1, G2,…,Gn in parallel 
(‖), we first create a process P for goal G and N subprocesses P1,P2,…,Pn for the 
subgoals, and specify that the subprocesses perform in parallel. The derivation proc-
ess of the behavior protocol is very similar to the above one. The only difference is 
the order of execution of the subprocesses. After specifying the behavior protocol, we 
use the behavior protocol interpreter to translate the behavior protocol into FSM. In 
this case, we create N pairs of transitions that connect each subprocess state respec-
tively. Take the goal “Payment Handling” for example, it is AND-decomposed in 
parallel (‖) into two subgoals: “Client-end Handling” and “Server-end Handling” 
(figure 8a). The corresponding behavior protocol specification and the finite state 
machine are illustrated in figure 8b and figure 8c respectively. 

Payment Handling

||

(a)

Client-end Handling Server-end Handling

Client-end Handling = PayReq! —> Ack? —> UserInfo!
—> Result? —> SKIP

Server-end Handling = PayReq? —> Ack! —> UserInfo?
—> Result! —> SKIP

Payment Handling = Client-end Handling || Server-end Handling

0 1PayReq! 2Ack? 3UserInfo! 4Result?

0 1PayReq? 2Ack! 3UserInfo? 4Result!

(b)

(c)
 

Fig. 8. Example of behavioral model derivation for goal “Payment Handling” 
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Payment

PayByCredit

(a)

PayByAlipay CashOnDelivery

PayByCredit = CheckCard —> Ack —> Debit
PayByAlipay = EnterAlipay  —> Ack  —>  DeductMoney
CashOnDelivery =  MarkCOD
Payment = SelectPayType —> (PayByCredit ?  PayByAlipay ?  CashOnDelivery )
                   —> ShowResult —>  SKIP

0 1SelectPayType

2

CheckCard
[User.getPayType().equals( Credit )]

3MarkCOD
[User.getPayType().equals( COD )]

4

EnterAlipay
[User.getPayType().equals( Alipay )]

5Ack

6Ack

7Debit

8DeductMoney

9

ShowResult

ShowResult

ShowResult

(b)

(c)  

Fig. 9. Example of behavioral model derivation for goal “Payment” 

 When a goal G is OR-decomposed into N subgoals: G1, G2,…,Gn, at first we also 
create a process P for goal G and N subprocesses P1,P2,…,Pn for the subgoals. 
These subprocesses are mutually exclusive and each of them can be further decom-
posed into several events as well. For the derivation of FSM, we create N pairs of 
transitions that connect each subprocess state with the same initial state and final state 
respectively. If a state has two or more than two outgoing transitions, each transition 
from the state should have a guard condition to help event management decide which 
event would happen. This guard condition is defined by external choice. A triggered 
event will cause the firing of the transition. 

For instance, the goal “Payment” is OR-decomposed into three subgoals: “Pay-
ByCredit”, “PayByAlipay” and “CashOnDelivery” (figure 9a). The corresponding 
behavior protocol specification and the finite state machine are illustrated in figure 9b 
and figure 9c respectively. Here, variant events exist as an external choice of candi-
dates in the behavioral protocol and would be decided at runtime by parameters. The 
external choice may be explicitly decided by control parameter or implicitly decided 
by data parameter. In this example, the choice of Payment could be decided by con-
trol parameter payType. 

4   Related Works 

Our approach is related to many other approaches considered by other researchers. 
For instance, van Lamsweerde et al. [6] used the KAOS methodology to elaborate the 
requirements of a meeting scheduler. Nenad Medvidovic et al. developed a technique 
to pass from requirements specified in WinWin to an architectural model for the sys-
tem in [12]. And Brandozzi et al. [4] considered that requirements and design are 
respectively in problem and solution domains. They introduced an architecture pre-
scription language (APL) that specifies the structure of the software system and its 
components in the language of the application domain. This higher-level architecture 
specification can be then easily translated, if necessary, in an architecture description, 
in the solution domain. More recent work by van Lamsweerde et al. [7] derived soft-
ware architectures from the formal specifications of a system goal model using heu-
ristics, that is, by finding design elements such as classes, states and agents directly 
from the temporal logic formulae representing the goals. However, all these works 
have not considered the adaptability of the software system that our approach  
supports. We need a new approach to support the adaptability of the software system. 
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In [15] Zhang and Cheng proposed a model-driven process to the development of 
dynamically adaptive programs, and in another work, they integrated the adaptation 
semantics into the KAOS methodology [16]. Cheng, Garlan et al. [17] achieved  
dynamic adaptation by describing an architectural style for a system and a repair strat-
egy. In [18] Yu et al. stated that requirements goal models can be used as a founda-
tion for designing software that supports a space of behaviours, all delivering the 
same function, and that is able to select at runtime the best behaviour based on the 
current context, and they used goal models to represent variability in the way high-
level stakeholder objectives can be met by the system-to-be. In this regard, there is a 
close degree of resemblance between our approach and [18]. 

5   Conclusions and Future Works 

This paper has proposed a systematic process for generating a self-adaptive software 
architecture model from a goal model. Our process generates two design views: the 
first one is the structural view which is a macro view consisting of self-adaptive soft-
ware components; and the second one is a micro view specifying the behavioral pat-
terns of the components.  

The main contributions of this paper are as follows: First, we expound how to use re-
quirements goal models as a foundation to design a self-adaptive software system that 
supports a space of behaviors that is able to select at runtime the best behavior based on 
the current context. Second, keeping the traceability and the consistency in concepts 
between requirements and designs always are the big games that we pursue. In this 
work the traceability and consistency between requirements and design is achieved by 
an explicit transformation from goal models to the design view of software architecture. 
At the same time, by doing this, we can reuse all the derived artifacts which implement 
the architectural components to save both developing time and resources. Third, the 
essential characteristic of self-adaptive computing systems is their ability to reconfigure 
their topological structure automatically. According to this method, the self-adaptive 
software architecture model can serve as the basis for developing autonomic computing 
systems (i.e., self-configuring systems, self-managing systems). 

However, the method we propose is far from mature since we only provide a semi-
formal representation model for this developing process. Thus, in the future we need a 
formal representation mechanism to support deriving the software architecture model 
automatically. On the other hand, we need build supporting tools that take the re-
quirements for a self-adaptive software system and some other parameters and trans-
form them into an architecture prescription for the system. 

Acknowledgments. This work is supported by the National Natural Science Founda-
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Abstract. Self-contextualizability refers to the system ability to autonomously
adapt its behaviour to context in order to maintain its objectives satisfied. In this
paper, we propose a modeling framework to deal with self-contextualizability
at the requirements level. We use Tropos goal models to express requirements;
we provide constructs to analyse and represent context at each variation point
of the goal model; and we exploit the goal and context analysis to define how
the system satisfies its requirements in different contexts. Tropos goal analysis
provides constructs to hierarchically analyse goals and discover alternative sets
of tasks the system can execute to satisfy goals; our framework extends Tropos
goal model by considering context at its variation points, and provides constructs
to hierarchically analyse context and discover alternative sets of facts the system
has to monitor to verify a context. A self-contextualizable promotion information
system scenario is used to illustrate our approach.

Keywords: GORE, Context Analysis, Self-Contextualization.

1 Introduction

There is a continuous need for systems that are adaptive and have a degree of autonomy
to take decisions by themselves with the minimum intervention of users or designers.
As a baseline, we need to identify the parameters that stimulate the need for changing
the system behavior, what choices the system has that reflect to each range of param-
eters, and how to select between choices when more than one are possible. Context,
the reification of the environment in which the system is supposed to operate [1], has
been considered as a main stimulus for system behavior changes, but still there is a lack
of research that involves context with requirements. The relation between context and
requirements is tight; context can influence the requirements set, the choices to satisfy
a requirement, and the quality of each choice.

Goal analysis (i* [2], Tropos [3], and KAOS [4]) provides a way to analyse high
level goals and to discover and represent alternative sets of tasks that can be adopted to
achieve such goals. Goal models – a mainstream technique in requirements engineering
– are used to represent the rationale of both humans and software systems, and help
for representing software design alternatives. These features are also important for self-
contextualizable software that must allow for alternatives and have a rationale to reflect
users and software adaptation to context for adopting one useful execution course [5].

T. Halpin et al. (Eds.): BPMDS 2009 and EMMSAD 2009, LNBIP 29, pp. 326–338, 2009.
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From a goal-oriented perspective, a self-contextualizable software is assigned a set
of goals and has to keep them satisfied in different contexts. Context is out of the con-
trol of the system, and we do not expect it to adapt to software; rather, we can build
software that adapts to context. Moreover, context may influence not only the software
behaviour, but also the behaviour and possible choices of users. Therefore, the software
should reflect users adaptation to the variable context to effectively satisfy users expec-
tations. For example, hotel reservation is a common goal for travelers, while reservation
procedures can differ from one hotel to another, and the same hotel can have distinct
procedures each applying to a specific type of customers.

In our previous work [6,7,8], a modeling and reasoning framework has been pre-
sented to tackle some research challenges concerning mobile information systems pre-
sented in [9]. The main idea was to associate location (environmental or contextual)
properties to the variation points of the goal model, and then to extract a location model
from such properties. In that work, location properties are defined without further anal-
ysis, i.e. specified in one step as one monolithic block. We believe that a hierarchical
analysis and representation of location properties would help for having more under-
standable, modifiable, and reusable specifications. There is also a need for analysing
the domain of discourse1 of goals and location properties to express explicitly the ele-
ments each goal and location property concern. Moreover, modeling the adaptable task
execution workflow according to location is still missing.

In this paper, we extend the modeling framework proposed in [6,7,8] trying to over-
come its mentioned limitations. We use goal analysis in conjunction with our proposed
context analysis to build self-contextualizable goal models2. We provide constructs to
hierarchically analyse context so to identify the verifiable facts and the monitorable
data (i.e., we specify the monitoring requirements). We also identify and illustrate how
to create self-contextualizable execution workflow from the resulted goal model, and
discuss the utilization of the overall framework.

The rest of this paper is structured as follows. In section 2, we overview Tropos
goal modeling. In section 3, we explain our proposed framework, defining the goal
model variation points, the context analysis constructs, the self-contextual workflow,
and discussing the utilization of the overall framework. We discuss the related work in
section 4, and we conclude and discuss our future work in section 5.

2 Tropos Goal Modeling: Overview

Goal analysis represents a paradigmatic shift with respect to object-oriented analysis.
While object-oriented analysis fits well to the late stages of requirement analysis, the
goal-oriented analysis is more natural for the earlier stages where the organizational
goals are analysed to identify and justify software requirements and position them
within the organizational system [10]. Tropos goal analysis projects the system as a
set of interdependent actors, each having its own strategic interests (goals). Goals are

1 Domain (or universe) of discourse refers to the part of the world under discussion.
2 Although the term “location” was used as a synonym of “context”, we chose to use “context”,

because we realized that it has more common and well-accepted definition that also fits to what
we meant by “location”.
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analysed, iteratively and in a top-down way, to identify the more specific sub-goals
needed for satisfying that upper-level goals. Goals can be ultimately satisfied by means
of specific executable processes (tasks).

In Fig.1, we show a partial Tropos goal model to clarify our goal analysis main
concepts. Actors (Customer IS and Mall Website) have a set of top-level goals (provide
information to customer), which are iteratively decomposed into subgoals by
and-decomposition (all subgoals should be achieved to fulfil the top goal) and or-
decomposition (at least one subgoal should be achieved to fulfil the top goal). The goal
provide information to customer is and-decomposed into establish network connection,
get product identifier, and provide answer; the goal provide answer is or-decomposed
into query mall database and get answer through website. Goals are finally satisfied by
means of executable tasks; the goal “get product identifier” can be reached by one of
the tasks “read RFID tag”, “read barcode”, “let customer type product ID”.

A dependency indicates that an actor (depender) depends on another actor (de-
pendee) to attain a goal or to execute a task: the actor Customer IS depends on the actor
Mall Website for achieving the goal get answer through website. Soft-goals are quali-
tative objectives for whose satisfaction there is no clear cut criteria (easy connection is
a rather vague objective), and they can be contributed either positively or negatively by
goals and tasks: establish wireless connection contributes positively to easy connection,
while establish wired connection contributes negatively to easy connection.

Goal analysis allows for different alternatives to satisfy a goal, but does not specify
when each alternative can be adopted. Supporting alternative behaviours without spec-
ifying when to follow each of them rises the question “why does the software support
alternative behaviours and not just one?”. On the other side, the consideration of differ-
ent contexts the software has to adapt to, without supporting alternative behaviours rises
the question “what can the software do if context changes?”. Analysing the different
alternatives for satisfying a goal, and specifying the relation between each alternative
and the corresponding context justify both alternatives and context, and help for having
a self-contextualizable software.
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3 Self-contextualizable Software Modeling Framework

Fig. 2 represents a goal model for a promotion information system that is intended to
interact with customers and sales staff, through their PDAs, in order to promote products
in different ways. To make it self-contextualizable, we need to explicitly represent the
relation between these alternatives and context. Contexts, labeled by C1..C12 in the
figure, might be related to the following categories of the goal model variation points:

1. Or-decomposition: Or-decomposition is the basic variability construct, we still need
to specify in which context each alternative in an Or-decomposition can be adopted.
E.g. “promoting the product by cross-selling” can be adopted when the product can
be used with another product the customer already has (C2), while “promoting by
offering discount” is adopted when product is discountable and interesting to the
customer (C3), and “promoting by free sample” can be adopted when product is
free sampled and new to the customer (C4). The alternative “get free sample from
a machine” can be adopted when customer has experience with such machines and
can reach the machine and start to use it in a little time (C5).

2. Actors dependency: in some contexts, an actor might attain a goal / get a task ex-
ecuted by delegating it to another actor. E.g. the customer information system can
satisfy the goal “deliver a sample of the product to customer by sales staff” by del-
egating it to the sales staff information system, when the corresponding sales staff
is free, speaks a language common to the customer, has sufficient knowledge about
the product, and is close enough to the customer (C6).
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Fig. 2. The parametrized goal model with the variation points annotation
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3. Goal/Task activation: an actor, and depending on the context, might find necessary
or possible triggering (or stopping) the desire of satisfying a goal/ executing a task.
E.g. to initiate the goal “promote product to customer in mall”, there should be
enough time to accomplish the promotion, the customer is not in a hurry or has to
work, and the customer did not recently buy the product and does not have it in
his/her shopping cart (C1).

4. And-decomposition: a sub-goal / sub-task might (or might not) be needed in a cer-
tain context, that is some sub-goals / sub-tasks are not always mandatory to fulfil
the top-level goal / task in And-decomposition. E.g. the sub-task “show customer
current place to sales staff” is not needed if the customer stays around and can be
seen directly by the sales staff (C12).

5. Means-end: goals can be ultimately satisfied by means of specific executable pro-
cesses (tasks). The adoption of each task might depend on the context. E.g. “get
customer confirmation by voice recognition” can be adopted when the customer
place is not noisy, and the system is trained enough on the customer voice (C7),
while the alternative “get customer confirmation by clicking” can be adopted when
the customer has a good level of expertise with regards to using technology and a
good control on his fingers, and the used device has a touch screen (C8). The task
“show path to sample machine on the mall e-map” is adopted when customer can
arrive easily to that machine (C9), while “trace and instruct customer to sample
machine” task is adopted when the path is complex (C10). The task “notify by vi-
bration” can be adopted when sales staff is using his PDA for calling (C11), while
”notify by headphone voice command” is adopted in the other case (¬C11).

6. Contribution to soft-goals3: the contributions to the softgoals can vary from one
context to another. We need to specify the relation between the context and the
value of the contribution. E.g. the goal “establish wireless connection” contributes
differently to the softgoal “reliable connection” according to the distance between
the customer’s device and the wireless access point.

We need to analyse context to discover, represent, and agree on how it can be verified.
Differently from the other research in context modeling (for a survey see [11]), we do
not provide an ontology or a modeling language for representing context, but modeling
constructs to hierarchically analyse context. Moreover, and in order to keep the link be-
tween the domain of discourse (i.e. the elements of the environment under discussion)
between goal and context analysis, we propose parametrizing the goal and context mod-
els. Deciding the parameters is not straightforward and we might need several iterations
to settle the final set of parameters.

Taking the parametrized goal “by offering discount on product [p] to customer [c]
in mall [m]”, the analysis of its context (C3), and the data conceptual model that the
analyst could elicit from the leaf facts are shown in Fig. 3. Each leaf of the context
analysis hierarchy represents an atomic fact that is verifiable on a fragment of the data
conceptual model that the monitoring system has to instantiate.

3 In the rest of this paper, we do not consider softgoals and contextual contribution.
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Fig. 3. The statement analysis for C3 and the correspondent data conceptual model MC3

3.1 Context Analysis Constructs

We provide a set of constructs to analyse high-level contexts and elicit the atomic facts
that are verifiable on monitorable data. Context, the reification of the environment sur-
rounding a system, can be monitored but not controlled by the system itself [1]. Under
this assumption, systems cannot change the context but should adapt to it for satisfying
their objectives.

Definition 1 (Fact). a boolean predicate specifying a current or a previous context,
whose truth value can be computed objectively.

The objective method to compute a fact truth value requires monitoring some charac-
teristics and history of a set of relevant environment elements. Facts are graphically
represented as parallelograms as in Fig.3. Examples of facts are the following:

– “customer recently bought the product from the mall”: to compute the truth value of
this fact, the system can check the purchase history of the customer since a number
x of days ago.

– “two products are usually sold together”: the system can check the sales record of
all customers and check if the two products p1 and p2 are often sold together.

– “product is not in the shopping cart of the customer”: the system can use an RFID
reader in the cart to check if the product (identified by its RFID tag) is in the cart
of the customer.

Definition 2 (Statement). a boolean predicate specifying a current or a previous con-
text, whose truth value cannot be computed objectively.

Statement verification could not be objectively done because the system is not able to
monitor and get all the data needed to compute the truth value of a statement, or because
there could be no consensus about the way of knowing the truth value of a statement.
Anyhow, to handle such problem we adopt a relaxed confirmation relation between
facts, which are objectively computable by definition, and statements, in order to assign
truth values to statements. We call this relation “help” and define it as following:

Definition 3 (Help). Let f be a fact, s be a statement. help(f, s) ⇐⇒ f → s.
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The relation help is strongly subjective, since different stakeholders could define differ-
ent help relations for the same statement, i.e. one stakeholder could say help(f1, s) ∧
help(f2, s), whereas another one could say help(f2, s) ∧ help(f3, s). Statements are
graphically represented as shadowed rectangles, and the relation help is graphically
represented as a filled-end arrow between a fact and a related statement as in Fig.3.
Examples of statements and help relations are the following:

– “customer does not have the product”: is a statement since the system cannot objec-
tively compute its truth value. The system can get some evidence of this statement
verifying two facts: “customer did not buy the product from the mall recently”,
and “the product is not in the cart of the customer”, but these facts do not ensure
that the customer does not have the product (e.g. the system cannot verify if the
customer was given the product as a gift).

– “customer is interested in the product”: is a statement that different stakeholders
would define differently how we can get an evidence about it. Moreover, to verify
it, the stakeholder might state a variety of other conditions which are not necessar-
ily computable due to the lack of some necessary data the system cannot monitor.
However, we might relax this problem using the help relation; a possible solution
is to specify several facts that help the verification of the statement like following:
“customer buys the product periodically”, “customer buys usually from the prod-
uct category”, “customer often comes to the product area”, or “customer holds
recently the product for long time”.

Definition 4 (And-decomposition). Let {s, s1, . . . , sn}, n ≥ 2 be statements (facts).
and decomposed(s, {s1, . . . , sn}) ⇐⇒ s1 ∧ . . . ∧ sn → s.

Definition 5 (Or-decomposition). Let {s, s1, . . . , sn}, n ≥ 2 be statements (facts).
or decomposed(s, {s1, . . . , sn}) ⇐⇒ ∀i ∈ {1, . . . , n}, si → s.

Decomposition is graphically represented as a set of directed arrows from the sub-
statements (sub-facts) to the decomposed statement (fact) and annotated by the label
And or Or. Examples of decompositions are the following:

– “customer is interested in the product” is a statement verified if the sub-statements
“customer is historically interested in the product” or “customer is behaviourally
interested in the product” are verified.

– “customer did not get the product from the mall recently” is a fact that is verified if
the sub-fact “customer does not have the product in his/her cart” and the sub-fact
“the customer did not buy the product from the mall recently” is true.

As discussed in [1], context is a reification of the environment that is whatever in the
world provides a surrounding in which the system is supposed to operate. Each single
fact and statement is a context, and our proposed reification hierarchy relates different
subcontexts into one more abstract. Moreover, by considering that context is the reifi-
cation of the environment, our context analysis is motivated by the need for constructs
to analyse context to discover by the end the relevant atomic data that represent that
environment, i.e. the data the system has to monitor.
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3.2 From Goals to Self-contextualizable Workflow

Specifying the relation between context and goal alternatives is not enough to define
how self-contextualizable software will execute tasks to achieve goals depending on
the context. In order to handle this issue, two questions should be answered:

1. How are goals / tasks sequentialized?. For example, if the achievement of a goal g
requires the execution of t1∧ t2, we have to specify if t1 is executed before or after
or in parallel with t2.

2. How does the system choose between alternatives when more than one are adopt-
able?. For example, if a goal g can be reached through g1∨ g2, we need to specify
which one to follow. The intervention of stakeholders is required to prioritize alter-
natives along the goal hierarchy (for goals and tasks) to face cases where multiple
options are possible in some contexts.

A possible self-contextualizable goal achievement workflow is shown in the activity
diagram of Fig. 4. We have used activities to represent the tasks of the goal model of
Fig. 2. The context of the alternative with the highest priority is evaluated first, and if
it is confirmed that alternative is selected and carried out (even if other alternatives are
also applicable). In our example, stakeholders stated that the priority for the alternative
“promotion by cross-selling” is higher than the priority of the alternative “promotion by
free sample”, whose priority is in turn higher than that of “promotion by discounting”
alternative. Our depicted workflow reflects such prioritization – and also other priori-
tization on the other sets of sub-alternatives – by evaluating the contexts associated to
the alternative with a higher priority first.

Fig. 4 introduces an additional concern, that is the accumulation of context at each
variation point. Looking at Fig 2, we highlight that the confirmation of C1 is not suf-
ficient to assure the existence of a workflow for the achievement of the top-level goal.
For example, if C2-C3-C4 are all false, no task execution workflow is possible. Thus,
finding an alternative for the top-level goal “promote product [p] to customer [c] in
mall [m]” needs checking C1∗, defined as follows:

[C1*]

[not C1*]

[C2]

[not C2]

[C4*] [C5*]

[C7]

[not C7]

[not C4*]

[not C5* ]

show product demo to
persuade customer

show product place to
customer

show product
features to
customer

get customer
confirmation by

voice recognition

get customer
confirmation by

clicking

generate and give
authentication code

make & show product
discount to customer

make & give product
discount code to customer

[not C11]

notify sales staff by
PDA vibration

[C11]

notify sales staff by
voice command

[not C12] show customer
picture to sales

staff
show customer

place to sales staff
[C12]

show path to
machine on mall

map

trace & instruct
customer to

machine
[not C9]

[C9]

Fig. 4. A possible self-contextualizable goal achievement workflow
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C1∗ = C1 ∧ (C2 ∨ C3 ∨ C4∗)
C4∗ = C4 ∧ (C5∗ ∨ C6∗)
C6∗ = C6 ∧ (C11 ∨ ¬C11) ∧ (C12 ∨ ¬C12) = C6
C5∗ = C5 ∧ (C7 ∨ C8) ∧ (C9 ∨ C10)

In order to evaluate the applicability of the alternative goal “customer [c] gets product
[p] free sample from a dedicated machine [mc]”, we have to check the accumulated
context C5∗, evaluating both C5 and the contexts that are lower in the goal model
hierarchy: (C7 or C8) and (C9 or C10). If C5∗ is false, this means that no satisfaction
alternative for the considered goal can be adopted.

3.3 Framework Utilization

Contextualization: the decomposition of the system into the functional part captured
by goal model and the monitoring part that is captured by context analysis, and the
association between variation points of goal model and the analysed context allow for
a systematic contextualization of the software at the goal level of abstraction. All the
functionalities needed by the alternative execution courses to satisfy goals has to be
developed and then the contextualization has to be done. Contextualization can be done
at two different times:

– contextualization at deployment time: when deploying the software to one specific
environment, and when we know a priori some contexts that never change in that
environment, we can consequently exclude from the deployed software some al-
ternative sets of functionality that are never applied at that environment, as such
functionalities will be never used and redundant. E.g. if the software is going to be
deployed in a mall where the noise level is always high due to the nature of that
mall (for instance, the mall is located in an open area, or the mall sells products of a
specific nature), the context C7 will never, or rarely, be satisfied, and therefore the
deployed software for that mall can exclude the functionality of voice recognition
as a way of interaction with customer.

– contextualization at runtime: some other contexts are highly variable and should
be monitored at runtime to know what behaviour to adopt. Consequently, the soft-
ware has to monitor context, instantiating the monitoring data conceptual model,
validating facts and inferring statements assigned to the variation points, and then
adopt the suitable software alternative course of execution. E.g. the distance be-
tween customer and the self-service machine is a context which has always dif-
ferent values, and whether the software has to guide the customer to the machine
using the alternative functionality “trace and instruct customer to machine”, or
“show path to machine on the mall map” depends on the actual value of this
variable distance.

Capturing and justifying monitoring requirements: our framework uses goal anal-
ysis in conjunction with context analysis to reduce the gap between the variability of
software, at the goal level, and the variability of context, and helps for identifying and
justifying both the functional and the monitoring software requirements. While goal
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analysis helps to elicit and justify each software functionality and to position it within
the set of the organizational goals, the context analysis we propose, helps to elicit and
justify the data the system has to monitor. The system has to monitor data to validate
leaf facts so to confirm top level facts or statements that are used to decide which alter-
native to adopt for satisfying some organizational goal.

Reusability and scalability: systems change continuously; managing evolution is a
hard task that is highly expensive and error-prone. Structuring the software functional
requirements using the hierarchy of goal model and the monitoring requirements using
the hierarchy of context analysis makes it more feasible to modify, extend, and /or reuse
the software for another evolution of the system to operate in a new context or/and for a
different group of stakeholders. The same goal model, or parts of it – and hence the same
software functionality – can be contextualized differently by different stakeholders. We
might need only to change the statements at each variation point, which might influence
the data to be monitored.

The hierarchical context analysis has the potential to make a context (i) more under-
standable for the stakeholders, (ii) easily modifiable as it is not given as one monolithic
block, and (iii) more reusable as parts of the statement analysis hierarchy can be also
used for other variation points or other stakeholders context specifications. Specifying
for each fact the related fragments of the data conceptual model is useful for purpose of
tracking. For example, if for some reason, a group of stakeholders decided to drop, to
alter, or to reuse one alternative, statement, or fact, we still can track which fragments
in the conceptual data model could be influenced.

For example, a certain mall administration could decide that to promote by offering
discount, it is not requested that “few pieces of the product left”, and it is, instead,
requested that the fact “[p] sales < 60 percent of the [p] historical sales average for
the last 15 days” is true. In this new context specification (C3′), one part of C3 is
deleted, one is reused, and another is added as shown in Fig. 5. Removing the fact “few
pieces of product[p] remained”, leads to remove the corresponding data conceptual
model fragments (the class store, and the association class contain). To verify the new
fact, the system needs the sales records that are already represented in the data model
fragment MC3. Therefore, the new data conceptual model for C3′ will be like shown
in Fig. 5.
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4 Related Work

The research in context modeling, (e.g. [12]), concerns finding modeling constructs to
represent software and user context, but there is still a gap between the context model
and software behaviour model, i.e. between context and its use. We tried to reduce
such gap and to allow for answering questions like: “how do we decide the relevant
context?”, “why do we need context?” and “how does context influence software and
user behaviour adaptation?”. Modeling context information should not be done as a
standalone activity; context should be defined jointly with the analysis we do for dis-
covering the alternative software behaviours. Salifu et al. [13] investigate the use of
problem descriptions to represent and analyse variability in context-aware software; the
work recognizes the link between software requirements and context information as a
basic step to design context aware systems.

Software variability modeling, mainly feature models [14,15], concerns modeling a
variety of possible configurations of the software functionalities to allow for a system-
atic way of tailoring a product upon stakeholders choices, but there is still a gap between
each functionality and the context where this functionality can or has to be adopted, the
problem we tried to solve at the goal level. Furthermore, our work is in line, and has the
potential to be integrated, with the work in [16] and the FARE method proposed in [17]
that show possible ways to integrate features with domain goals and knowledge to help
for eliciting and justifying features.

Requirements monitoring is about insertion of a code into a running system to gather
information, mainly about the computational performance, and reason if the running
system is always meeting its design objectives, and reconcile the system behaviour to
them if a deviation occurs [5]. The objective is to have a more robust, maintainable,
and self-evolving systems. In [18], a GORE (goal-oriented requirements engineering)
framework KAOS [4] was integrated with an event-monitoring system (FLEA [19]) to
provide an architecture that enables the runtime automated reconciliation between sys-
tem goals and system behaviour with respect to a priori anticipated or evolving changes
of the system environment. Differently, we propose model-driven framework that con-
cerns an earlier stage, i.e. requirements, with the focus on identifying requirements to-
gether with context, and hierarchically analysing and representing context and eliciting
the monitoring data.

Customizing goal models to fit to user skills and preferences was studied in [20,21].
The selection between goal satisfaction alternatives is based on one dimension of con-
text, i.e. user skills, related to the executable tasks of the goal hierarchy, and on user
preferences which are expressed over softgoals. Lapouchnian et al. [22] propose tech-
niques to design autonomic software based on an extended goal modeling framework,
but the relation with the context is not focused on. Liaskos et al [23], study the vari-
ability modeling under the requirements engineering perspective and propose a clas-
sification of the intentional variability when Or-decomposing a goal. We focused on
context variability, i.e. the unintentional variability, which influences the applicability
and appropriateness of each goal satisfaction alternative.
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5 Conclusions and Future Work

In this paper, we have proposed a goal-oriented framework for self-contextualizable
software systems. We have used goal models to elicit alternative sets of executable tasks
to satisfy a goal, and we have proposed the association between the alternative software
executions and context. In turn, context is defined through statement analysis that elicits
alternative sets of facts the system has to verify on monitorable data so to confirm the
high level statements. Analysing facts will also lead to identify the data conceptual
model the monitoring system has to instantiate to enable facts verification. Facts are
verified upon the monitorable data to confirm statements that restrict the space of goal
satisfaction alternatives. We have also shown how to construct self-contextualizable
goal execution workflows that allow for the construction of an exact execution course of
tasks to satisfy goals according to the context. Doing this, we specify the requirements
of the monitoring system and the reasoning the system has to do on context to construct,
autonomously, a contextualized goal execution course.

As future work, we will define models covering all development phases of self-
contextualizable software and a process to facilitate the development of high qual-
ity self-contextualizable software. We also want to find a formalization and reasoning
mechanisms that fit well to the modeling framework introduced in this paper. We will
work on more complex case studies in order to better validate our approach. Similarly
to features [24], contexts suffer from interaction problems; for instance, there could
be contexts that contradict with others on one goal satisfaction alternative. Therefore,
supporting tools and reasoning techniques should be proposed to assist the design and
verification of models.
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1 Introduction

Based on the requirements of Credit Suisse we are presenting how algebraic
graph theory can be used as an integration and transformation technique for
formal models using their abstract syntax. In our study these models serve as
a reference to define the semantics of cognitive models for service landscapes,
processes and rules. We claim that the alignment of formal and cognitive models
can be realized by model integration using algebraic graph theory. All this is
motivated by comparing today’s and tomorrows modeling situation at Credit
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Suisse. The contribution encompasses a Mathematica implementation of al-
gebraic graph theory, a new model framework for enterprise engineering, a
multi-dimensional approach of model integration, transformation and consis-
tency checks, the use of graph constraints for the purpose of security policy
checks, and a sketched propagation of graph constraints beyond model bound-
aries to evaluate the consistency of security policies of different models. Existing
implementations are available for all presented types of formal models. There-
fore, model instances can be evaluated automatically.

We claim that one central purpose of a bank’s enterprise model is to check
for security, risk and compliance. Today, this is done using best practices that
focus on interests of certain stakeholders. It is done in an end-of-pipe fashion
using checklists and results in partial insights only. The situation is summarized
by the following table.

Today Tomorrow
Approach Best Practices Methods
Focus Interest Organization
Control End-of-pipe Begin-of-pipe
Judgment Checklists Prove, Simulation, Test
Coverage Partial Complete

Fig. 1. Security, Risk and Compliance – Today and Tomorrow

Tomorrow’s situation, however, should not be built primarily on best-
practices. The objective is to use sound methods. In addition to that, today’s
focus on different stakeholders’ interests should be shifted towards organizational
qualities, imagining that an organization can be seen as an integrated model of
services, processes and rules including their hierarchies. In such a case, where
the organization can be represented as an integrated model, controls can be ap-
plied in a begin-of-pipe way towards its defining model, making sure that no
unwanted definition of an organizational setting comes up later. Because of the
methodological basis introduced from the very beginning by the chosen types of
models, we claim that prove, simulation and test operations can be automated
in an integrated way. Evaluations of formal models enable complete coverage of
organizational states.

Business people requested to work with models that are build on cognitive
concepts, today’s domain models do not use. An example is the use of fuzzy
notions. These models can be mapped to mathematical or logical models later on
to enable model checking. For practical reasons, services, processes and rules are
modeled separately and in a decentralized way. Therefore, model construction,
integration and transformation has to be supported. Compliance must be solved.
We will show all this in detail based on a small showcase using algebraic graph
transformation that has been implemented in Mathematica [17]. Before that,
some context information regarding the concrete situation at the bank and the
used theory is given.
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2 Enterprise Engineering

The first part of this section presents enterprise engineering from a historical
point of view. Particular attention is paid to the situation at Credit Suisse.
Thereafter, a more methodological understanding is developed based on the
bank’s needs.

2.1 Today’s Situation

Today’s enterprise engineering can either be looked at from its perspective of
modeling business processes in business departments or from the point of view
of running technical services in IT departments. At Credit Suisse, both perspec-
tives exist and both have their own history, document types and people. The
current situation is characterized by two views that are not in synch, not inte-
grated, not conflict-free and sometimes over- or under-specified. It can further
be characterized as document-oriented, not model-centric. In the documents,
different types of models can be found – the following table lists some of them.

Components Processes Requirements
Business Department – UML BO
IT Department Visio – Excel, Word

Fig. 2. Today’s Enterprise Modeling at Credit Suisse

The view of Credit Suisse’s people is department-oriented and focuses on com-
ponents, processes and requirements. Landscapes of IT components are often
documented using Microsoft Visio, business processes using UML [14] models,
and requirements using business object models (BO) [15], or just a natural or
standardized business language. The fact that business services and IT processes
are not documented shows a mismatch in the involved departments’ understand-
ing of the common universe. There is a pressure towards better quality and lower
costs.

2.2 Tomorrow’s Situation

For the purpose of the requested solution we do not necessarily need UML models
here. We like to focus on domain models build on cognitive concepts that have
to be aligned with domain models built on mathematical or logical concepts.
This assumption helps to clean up the current situation and a new framework
for enterprise modeling can be given. Because people at Credit Suisse requested
model services, processes and rules using independent, but overlapping models,
we focus on model integration and model transformation based on algebraic
graph theory. The integration operation is expected to be completely automated.

Therefore, this framework proposes to work with independent models built on
cognitive and mathematical or logical concepts. The alignment can be realized by
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model integration. It does not need to be static over time. Finally, the language
space of the business and the IT department should be modeled separately.
Here, different ontologies can come into play. That leads to the notion of a
business and an IT universe meaning that there is no top-down dependency,
but rather a mutual relationship between equals. This assumption enables a
round-trip engineering by model transformation that is not feasible in a model-
driven architecture approach implying a clear top-down relationship between
the business and the IT models. This is something, people at Credit Suisse
requested strongly, because they do work in a decentralized organization. As a
consequence, business and IT groups need to synchronize their cognitive models
driven by model integration from time to time.

(S,I,C) (P,I,C) (R,I,C)

(S,B,C) (P,B,C) (R,B,C)Business Universe

IT Universe
Cognitive Concepts

Mathematical &
Logical Concepts

Services Processes Rules

Fig. 3. Model Framework

An advantage of this modeling framework is that the different models them-
selves can be kept lean, meaning that they only have to deal with a very small
fraction of the world. Automatic model integration will generate aggregated
views as presented in a first version in the following showcases.

The models based on mathematical and logical concepts used in this context
need to be expressive enough, so that models based on cognitive concepts can
be fully aligned towards them. By the help of this alignment model checking
can be used in an encapsulated way. That is something the people in the field
have strongly requested because they do not want to touch formal methods.
We propose to use the formal methods listed in the following table. A detailed
motivation related to this suggestion is given in [3].

Service Process Rules and
Landscapes Landscapes Principles

Business Universe ABT & Reo PA & MMC FOL & LN
IT Universe ABT & Reo PA & MMC FOL & LN

Fig. 4. Tomorrow’s Enterprise Engineering at Credit Suisse

Abstract behavior types and Reo connectors (ABT & Reo) [1] can explain the
semantics of service landscapes using exogenous coordination. Process algebra



Security and Consistency of IT and Business Models 343

in combination with the modal mu-calculus (PA & MMC) [11] can be used to
describe the semantics of event-driven process chains and allows checking for
process properties. Finally, first-order logic in combination with logical negation
(FOL & LN) [12] is expressive enough to grasp the semantics of existing rules and
principles related to service landscapes or processes. Because implementations
exist for all these formal methods, properties of corresponding models can be
checked automatically.

3 Algebraic Graph Transformation

Visual languages and in particular domain specific languages are commonly spec-
ified by its abstract together with its related concrete syntax. A diagram of a
visual language shows the concrete syntax of a model. Its related abstract syn-
tax is used for model modification as well as model analysis. Meta modeling [13]
is one possible technique for defining the abstract syntax of a domain specific
language, where models have to conform to a meta model and additionally to
all OCL constraints.

An alternative technique is graph transformation [7]. A type graph represents
the meta model, and graph transformation rules constructively define how mod-
els are build up. Additional graph constraints further restrict models to fulfill
certain conditions. This way the technique allows both, specification from the
constructive and from the declarative point of view. This section shortly reviews
graph transformation, i.e. the rule-based modification of graphs representing the
abstract syntax of models for the purpose of this paper. Based on this, main
concepts of triple graph transformation used in Section 4 and 5 for fully auto-
mated model transformation and integration are presented. An implementation
of the theory is presented in [3]. Note that we can also use modeling features
like attribution and node type inheritance as presented in [7].

In this context we consider multi graphs, i.e. graphs with possibly parallel
edges. A graph G = (V, E, src, tgt) is given by a set of vertices V , a set of edges
E and functions src, tgt : E → V defining source and target nodes for each edge.
Graphs can be related by graph morphisms m : G1 → G2, where m = (mV , mE)
consists of a mapping mV for vertices and a mapping mE for edges, which have
to be compatible with the source and target functions of G1 and G2.

The core of a graph transformation rule consists of a
L

m
��
(PO1)

K
l�� r ��

��
(PO2)

R

m∗
��

G D�� �� H

left-hand side L, an interface K, a right-hand side R,
and two injective graph morphisms L ←l− K and K −r→ R.
Interface K contains the graph objects which are not
changed by the rule and hence occur both in L and in R. Applying rule p to a
graph G means to find a match m of L in G and to replace this matched part
m(L) in G by the corresponding right-hand side R of the rule, thus leading to
a graph transformation step G

p,m
=⇒ H . A graph transformation step is given by

a double-pushout (DPO) since both squares in the diagram are pushouts in the
category of graphs, where D is the intermediate graph after removing m(L) in
G, and in (PO2) H is constructed as gluing of D and R along K.
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In this paper, we consider non-deleting rules, which allow model transforma-
tion and integration. Therefore, the interface K of a rule is equal to L and we can
write a rule p as p = L −r→ R. In order to analyze consistency between different
models we apply triple graph transformation [18], which is based on triples of
graphs instead of single graphs. This allows us to automatically derive model
transformation and model integration rules out of a single set of triple rules.
Graphs are extended to triple graphs G = (GS ←s− GC −t→ GT ), which define a
source model by graph GS , a target model by graph GT and their correspon-
dences given by graph GC linked to the source and target models by graph mor-
phisms s and t. A Triple graph morphism m = (mS , mC , mT ) : G1 → G2 consists
of three graph morphisms - one for each component and it has to be compatible
with the inner structure of G1 and G2. Given a triple rule tr : L → R, a triple
graph G and an injective triple graph morphism m = (mS , mC , mT ) : L → G,
called triple match m, a triple graph transformation step G =

tr,m
==⇒ H from G to

a triple graph H is given by a pushout in the category of triple graphs (see [5]).
Fig. 5 shows triple rule DepartmentToLAN , which simultaneously creates two

nodes of type “ABT”. The rule is part of a set of rules RULESB,I,M , which
specify how business and IT models in the scenario are co-developed and related
with each other. In particular, departments in the business level correspond to
LAN-networks in the IT area. Note that we use a compact notation for triple
rules. The left hand side L and the right hand side R of a triple rule are combined

L=

R=

C
om

plete
notation

C
om

pact
notation

name = "LAN"
: ABT

name = "Department"
: ABT

name = "LAN"
: ABT

name = "Department"
: ABT++ ++ ++ ++ ++

LANDepartment ++ ++++++++

C
om

pact
notation

A
bstr actS

yntax
C

oncrete
S

yntax

1 (* Definition of lists for vertices and edges with types *)
2 DepToLAN$VerticesLS = { {rv1,ABTReo$ABT,{"Department"}} };
3 ...
4 (* Construction of typed graphs and triple graphs *)
5 DepToLAN$LS = makeTypedGraph[DepToLAN$VerticesLS,
6 DepToLAN$EdgesLR,ABTReo$TypeGraph];
7 ...
8 DepToLAN$L = TGGmakeGraph[DepToLAN$LS,DepToLAN$LC,DepToLAN$LT];
9 ...

10 (* triple rule L->R with empty set of application conditions *)
11 DepartmentToLAN=TGGmakeRule[DepToLAN$L,DepToLAN$R,{}];

Fig. 5. Triple Rule DepartmentToLAN and Mathematica Source Code
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within one triple graph as shown in Fig. 5. The elements, which appear in R only
are marked by green line color and labels “++”. The bottom line of the figure
shows the visualization of the rule, i.e. the concrete syntax. Here, ABT nodes
are boxes with a label specifying its name according to the standard notation of
abstract behavior types [1]. Further information and full implementation details
are given in [3].

4 Case-Study: Consistency of Models

All models in the present scenario are defined as graphs, which specify the ab-
stract syntax of the models. For this reason, consistency of a pair of models can
be analyzed and ensured by concepts for graphs and graph transformation. We
propose two main techniques for this aim: model transformation and integration
based on triple graph transformation [4,6].

Considering the model framework in Fig. 3 we may have the following sit-
uations: First of all, we may have that two models are not integrated, thus
performing model integration may detect conflicts between them. Furthermore,
we may have that some model instances within the model framework are not
specified, e.g. business process models and IT service models usually exist while
business service models may not be developed. In this case we can apply model
transformation on business process models to derive IT process models and check
whether they show integration conflicts with respect to the existing IT service
models. Therefore, Sec. 4.1 presents model transformation and in Sec. 4.2 we
apply model integration to detect conflicts between existing models. All con-
structions are presented on behalf of an example of a business model MS,B,M

and an IT model MS,I,M shown in Fig. 8.

4.1 Model Transformation

As described in Sec. 3 triple rules can be used to specify how two models can be
created simultaneously. Thus, triple rules allow the modeler to define patterns of
correspondences between elements of two models. Based on these triple rules the
operational forward rules are derived and they are used for model transformation
from one model of the source language of the transformation into a corresponding
model of the target language.

Definition 1 (Derived Forward Rule). Given a triple rule tr =
(trS , trC , trT ) : L → R the forward rule trF = (trF,S , trF,C , trF,T ) is de-
rived by taking tr and redefining the following components (double subscripts
are separated by a comma): LF,S = RS, trF,S = id, and sL,F = trS ◦ sL.

L = (LS

tr �� trS ��

LC
sL��

��

�� LT )

��
R = (RS RC

�� �� RT )
triple rule tr

LF = (RS

trF �� id ��

LC
trS ◦ sL��

��

�� LT )
��

RF = (RS RC
�� �� RT )

forward rule trF
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S1:Filter

:E/D

:E/D

++ ++ ++

++++++ ++

Triple Rule FilterToED Forward Rule FilterToEDF

++

:Filter

:E/D

:E/D

++ ++ ++

++++++ ++

++
++

C
om

pact
no ta ti on

1 (* creation of graphs SL,CL,TL,SR,CR and TR *)
2 ...
3 FilterToED$L = TGGmakeGraph[SL,CL,TL];
4 FilterToED$R = TGGmakeGraph[SR,CR,TR];
5 (* TGG rule consists of L, R and application conditions *)
6 FilterToED = TGGmakeRule[FilterToED$L,FilterToED$R,{}];
7 FilterToEDF = TGGforwardRule[FilterToED];

Fig. 6. Triple Rule, Derived Forward Rule and Mathematica Source Code

A model transformation consists of a sequence of applied forward rules, such
that the source model is completely translated and conforms to the patterns
given by the triple rules. Source consistency [5] is a sufficient condition for this
criteria. Intuitively, the source model is parsed using source rules, which are
the triple rules restricted to the source component. This leads to a sequence
of source transformation steps for building up the source model. The induced
forward sequence can then be checked to be completely determined by the source
sequence and its corresponding forward rules. An algorithm for checking source
consistency is given in [8].

Fig. 6 shows triple rule “FilterToED” and its derived forward rule
“FilterToEDF ” according to Def. 1. The forward rule is used to transform a
filter into two ABT nodes “E/D”, which encode and decode communication
data. The underlying idea here is that confidential communication in a business
universe is filtered out - in an IT universe it is encoded and decoded. Since the
left hand side of the forward rule contains already all source elements of the
right hand side of the triple rule, the node “S1” appears in both, in the left
and in the right hand side. Therefore, the node is named with “S1” to indicate
the mapping from L to R. The given operation calls show the specification of
the triple rule and the automatic derivation of its forward rule in the AGT
Mathematica (AGTM ) implementation.

Rule “secureConnect” in Fig. 7 defines that connections with filters at
outgoing public connections in a business model correspond to encoded public
connections between private communication channels. The security norm here
is to forbid that confidential data can be intercepted and used by third parties.
The rule can be used for an arbitrary amount of in- and outgoing connections
of an ABT node by applying it as often as needed. Fig. 8 shows the source
model MS,B,M and the resulting target model MS,I,M using the derived
forward rules of the presented triple rules “DepartmentToLAN ”, “FilterToED”,
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S2:Filter

T2:E/D

public

T3:E/D

T1:LAN

T4:LAN

private

private

S1:Department
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1 (* Grammar consists of Forward Triple Rules ABTReo$RulesMT and
2 Integrated Type Graph ABTReo$TypeGraphMT *)
3 ABTReo$GrammarMT={ABTReo$RulesMT, ABTReo$TypeGraphMT};
4 (* Apply Model Transforamation to Model M_SBM *)
5 ModelSIF = TGGmodelTrafo[ModelSBF, ABTReo$GrammarMT];

Fig. 8. Integrated Model containing Source Model MS,B,M and Target Model MS,I,M

and “secureConnect”. The model transformation consists of 5 forward transfor-
mation steps and is explained in detail in [3].

4.2 Model Integration

Analogously to forward rules, integration rules are derived automatically from
the set of triple rules, which describe the patterns of the relations between two
models. Integration rules are used to establish or update the correspondences
between two models. The scenario shows many possible pairs (see Fig. 3). If
two models can be completely integrated they are consistent, otherwise they
show conflicts. Consistency between the models is ensured by checking S-T -
consistency [6], which means that the integration has to conform to a parsing of
the existing source and target model.
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1 FilterToEDI = TGGintegrationRule[FilterToED];

Fig. 9. Derived Integration Rule FilterToEDI and Mathematica Source Code

Definition 2 (Derived Integration Rule). Given a triple rule tr =
(trS , trC , trT ) : L → R the integration rule trI = (trI,S , trI,C , trI,T ) is de-
rived by taking tr and redefining the following components (double subscripts
are separated by a comma): LI,S = RS , LI,T = RT , trI,S = id, trI,T = id,
sL,I = trS ◦ sL, and tL,I = trT ◦ tL.

L = (LS

tr �� trS ��

LC
sL��

��

tL �� LT )
trT��

R = (RS RC
�� �� RT )
triple rule tr

LI = (RS

trI �� id ��

LC
trS ◦ sL��

��

trT ◦ tL �� RT )
id��

RI = (RS RC
�� �� RT )

integration rule trI

Fig. 9 shows triple rule “FilterToED I” and its derived integration rule according
to Def. 2. This corresponds to the derivation of the forward rule in Fig. 6. When
applying the integration rule the matching of the left hand side searches for a
filter node in the source model and two encoding nodes in the target model. The
integration step then relates the nodes by the blue correspondence nodes. There
may be several matches which do not lead to a correct integration, but those
matches will also lead to sequences that are not S-T -consistent and therefore,
these sequences will be rejected.

Fig. 8 shows the integration of models MS,B,M and MS,I,M via a correspon-
dence graph containing blue correspondence nodes. The models are integrated by
an S−T -consistent integration sequence consisting of 5 steps with derived model
integration rules. Further details are explained in [3]. Note that correctness is
ensured by S-T -consistency and if model MS,B,M had only a communication
channel from “Currency” to “Bonds” but not in the inverse direction, the in-
consistency would be detected. The structures, which are not integrated can be
highlighted to support user driven synchronization. Furthermore, a completion
can be performed by applying so called backward rules [5], which are also derived
from the original triple rules.

5 Case-Study: Compliance

In the domain of enterprise networks, models have to fulfil security norms. In
order to automatically analyze and verify the compliance of models to specific



Security and Consistency of IT and Business Models 349

E/D

C

name = "E/D"
: ABT

name = "public"
1 : Reo

: ExtIP

: Point

: ExtOP : ExtOP

: Point

P

name = "public"
1 : Reo :portABT :portABT :portABT:glue:glue :glue:glue

PC: publicIsEncrypted

ab
stract

syn
tax

co
n
crete

syn
tax

CP

public
public E/D

name = "E/D"
: ABT

: ExtIP

:portABT

1 (* construct graphs P and C *)
2 publicIsEncryptedP=
3 makeTypedGraph[PNodes,PEdges,ABTReo$TypeGraph];
4 publicIsEncryptedC=
5 makeTypedGraph[CNodes,CEdges,ABTReo$TypeGraph];
6 (* construct constraint (P -> C) *)
7 publicIsEncrypted=makeGraphConstraint["atomic",
8 {publicIsEncryptedP,publicIsEncryptedC}];

Fig. 10. Constraint for MS,I,M and Mathematica Source Code

norms we propose a formalization by graph constraints. Since the models in the
scenario of the paper are graphs we can check the norms by checking the corre-
sponding graph constraints, which offer a compact and intuitive visual notation
of the norms.

A graph constraint c : P → C consists of a premise pattern P together with a
conclusion pattern C and a morphism c that relates the elements of the premise
with those of the conclusion. A graph G fulfils a graph constraint c : P → C if
for any occurrence of the premise P there is also an occurrence of the conclusion
C at the same position of the graph. From the formal point of view we have
that G fulfils c if for any injective morphism p : P → G there is also an injective
morphism q : C → G compatible with p, i.e. q ◦ c = p. Graph constraints can be
used within logic formulae as specified in [7].

Fig. 10 shows a graph constraint for ABT-Reo models [1], which requires
that any public Reo element is connected to two ABT nodes for encryption.
This ensures the verbal security constraint that confidential communication data
cannot be intercepted in plain text by eavesdropping at public channels. Model
MS,I,M of Fig. 8 fulfils this constraint, because for each public Reo-element there
are ABT-nodes of type “E/D” (encoding/decoding) as required by conclusion C
of the constraint.

Fig. 11 shows the operation call in Mathematica for checking the graph con-
straint “publicIsEncryped” on model MS,I,M . Since the model fulfills the con-
straint the result is “True” as expected.
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1 In:= checkGraphConstraint[ModelSIF,publicIsEncrypted]
2 Out:= True

Fig. 11. Source Code for Compliance Check of Graph Constraint “publicIsEncrypted”

6 Related Work

There are two main champs in the area of related work relevant from the point
of view of Credit Suise that come up here: one is model driven architecture,
another one is software factories.

Model-driven architecture (MDA) [16] is developed by the OMG and intro-
duced as a technique to improve quality and as a way to cut costs in software-
development and system-engineering. MDA has shown quite some advantages,
however, it still lacks support for round-trip engineering and decentralization.
Integration and transformation of models as it was presented in this paper is
not inherently supported, MDA set-up costs are high and the final added value
is unclear in lots of cases.

Software factories [10] have long been a big hope to address some of the
issues related to the work with models. One argument here is that the software
industry remains reliant on the craftsmanship of skilled individuals engaged in
labor intense manual tasks. Market pressure regarding costs, time and quality
created a demand for appropriate models and tools to enable automation. [2]
However, even though big investments have been made, they have not been able
to deliver solutions being sufficiently suited to cognitive aspects or compatible
with requirements of large and decentralized organizations.

Further details regarding ontologies, data graphs and other model integration
approaches are given in [3].

7 Conclusion

The concrete situation at Credit Suisse is document-oriented. The presented
framework allows a model-centric view. At the same time, the solution sup-
ports decentralization by model integration at all levels of abstraction as well as
in an incremental way and is able to handle not yet created models by model
transformation. Therefore, the problem that models cannot be kept consistent
is solvable. A service model in the business universe does not need to be in place
right from the beginning. The use of declarative rules is much more flexible and
re-use friendly than any generator-driven approach available today. In addition
to that, derived rules do not have to be maintained. This leads to lower costs and
better quality of results. Because the method of algebraic graph transformation
is fully implementable, people can use it and are not bothered by high set-up
costs. In contrast to today’s fix alignments between conceptual models and their
underlying formal models, the alignment between models based on cognitive con-
cepts can be kept flexible towards the models based on mathematical or logical
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concepts by the help of model integration. This has explicitly been requested
and it is not realized by today’s solutions. The alignment helps to realize model
checking in an encapsulated way as requested by the Credit Suisse management.
In contrast to today’s situation the implementations of the different pieces of the
proposed framework are kept as independent and as orthogonal as possible, so
that modules can be reused or exchanged on demand. The current environment
at Credit Suisse does not realize that.

In our future work we plan to propagate graph constraints over model bound-
aries. Details will be presented in the technical report [3]. The objective is to
check consistency of security norms related to different but integrated models.
Today’s solutions do not address this question. From a theoretical point of view,
we plan to solve this issue by the help of the notion of a borrowed context [9]
that can help to extent graph constraints temporarily to suit the model trans-
formation rules between models.
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Abstract. Advantages and shortcomings of different process modeling
languages are heavily debated, both in academia and industry, but little
evidence is presented to support judgements. With this paper we aim
to contribute to a more rigorous, theoretical discussion of the topic by
drawing a link to well-established research on program comprehension.
In particular, we focus on imperative and declarative techniques of mod-
eling a process. Cognitive research has demonstrated that imperative
programs deliver sequential information much better while declarative
programs offer clear insight into circumstantial information. In this pa-
per we show that in principle this argument can be transferred to respec-
tive features of process modeling languages. Our contribution is a pair of
propositions that are routed in the cognitive dimensions framework. In
future research, we aim to challenge these propositions by an experiment.

Keywords: Process model understanding, declarative versus imperative
modeling, cognitive dimensions framework.

1 Introduction

At the present stage, formal properties of process modeling languages are quite
well understood [1]. In contrast to these formal aspects, we know rather little
about theoretical foundations that might support the superiority of one process
modeling language in comparison to another one. There are several reasons why
suitable theories are not yet in place for language design, most notably because
the discipline is still rather young. Only little research has been conducted empir-
ically in this area so far, e.g. [2,3] relating model understanding to the modeling
language and to model complexity.
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The context for process modeling efforts is often that a model builder constructs
a process model that aims to facilitate human understanding and communication
among various stakeholders. This shows that the matter of understanding is well-
suited to serve as a pillar on the quest for theories of process modeling language
quality. Furthermore, insights from cognitive research on programming languages
point to the fact that ‘design is redesign’ [4]: a computer program is not written
sequentially; a programmer typically works on different chunks of the problem in
an opportunistic order which requires a constant reinspection of the current work
context. If process builders design their models in a similar fashion, understanding
is an important quality factor for the modeler himself.

The lack of theories on modeling language quality with empirical support
has contributed both to the continuous invention of new techniques and to the
claims on the supposed superiority of such techniques. For instance, Nigam and
Caswell introduce the OpS technique in which “the operational model is targeted
at a business user and yet retains the formality needed for reasoning and, where
applicable, automated implementation” implying that existing languages fall
short on these characteristics [5]. In a Popkin white paper, Owen and Raj are less
careful and claim a general superiority of BPMN over UML Activity Diagrams
because “it offers a process flow modeling technique that is more conducive
to the way business analysts model” and “its solid mathematical foundation is
expressly designed to map to business execution languages, whereas UML is not”
[6]. Smith and Fingar simply state in their book that “BPML is the language of
choice for formalizing the expression, and execution, of collaborative interfaces”
[7]. We do not want to judge on the correctness of these statements here, but
rather emphasize that we currently lack theories to properly assess such claims.

Throughout this paper,wewilldiscuss inhow far insights fromcognitive research
on programming languages could be transferred to the process modeling domain.
In particular, it is our aim to investigate the spectrum of imperative versus declar-
ative process modeling languages, as this distinction can be considered as one of
the most prominent for today’s modeling languages. For example, with respect to
the recent development of ConDec (first published as “DecSerFlow”), a declarative
process modeling language, the first design criterion that is mentioned is that “the
process models developed in the language must be understandable for end-users”
[8, p.15]. While it is claimed that imperative (or procedural 1) languages, in com-
parison, deliver larger and more complex process models, only anecdotal evidence
is presented to support this. Also, in the practitioner community opinions are man-
ifold about the advantages of declarative versus imperative languages to capture
business processes, see for example [10,11,12]. These claims and discussions clearly
point at the need for an objective, empirically founded validation of the presumed
advantages of the different types of process modeling languages.

The contribution of this paper is that it presents a set of theoretically grounded
propositions about the differences between imperative and declarative process
modeling languages with respect understandability issues. As such, this paper is

1 Computer scientists prefer the term “procedural”; the term “imperative” is popular
in other communities [9]. In this paper, we will be using the terms as synonyms.
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an essential stepping stone to an empirical evaluation of these languages, which is
planned by the authors as future research. To argue and support the hypotheses,
this paper is structured as follows. Section 2 summarizes empirical findings and
concepts from programming language research. Section 3 characterizes the nota-
tional spectrum of process modeling languages. Section 4 derives propositions on
when a process modeling language could be superior to another one based on the
cognitive dimensions framework. Section 5 concludes the paper and describes the
empirical research agenda for validating the propositions.

2 Cognitive Research on Programming Languages

Various authors have noted the similarities between process models and software
programs [13,14]. For example, a software program is usually partitioned into
modules or functions, which take in a group of inputs and provide some out-
put. Similar to this compositional structure, a business process model consists
of activities, each of which may contain smaller steps (operations) that may up-
date the values of data objects. Furthermore, just like the interactions between
modules and functions in a software program are precisely specified using various
language constructs, the order of activity execution in a process model is defined
using logic operators. For software programs and business process models alike,
human agents are concerned with properly capturing their logic content. This
stresses the importance of sense-making for both types of artifacts, both during
the construction process and while updating such artifacts at a later stage.

While computer science is a relatively young field in relation to other engi-
neering disciplines or the formal sciences, it has clearly a longer history than
business process modeling. Therefore, it is worthwhile to reflect on the insights
that are available with respect to the understanding of software code.

In the past, heated debates have taken place about the superiority of one
programming language over the other with respect to expressiveness [15] or ef-
fectiveness [16], and such debates have extended to the issue of understandability.
Edsger Dijkstra’s famous letter on the harmfulness of the GOTO statement, for
instance, builds on the argument that “our powers to visualize how processes
evolving in time are poorly developed” [17]. This made him dismissive of any
higher level programming language supporting this construct. Another example
is the development of visual programming languages, which have been claimed
to be easier to understand than textual languages [18]. Finally, object-oriented
programming languages have also been expected to foster understandability in
comparison with more traditional languages, see e.g. [19].

During the 1970s and 1980s, alternative views were proposed on how program-
mers make sense of code as to provide a theoretical explanation of the impact of
different programming languages on this process. One view is based on the idea of
“cognitive restructuring”, in which problem-solving involves the access of infor-
mation from both the world and memory (short- and long-term), and the restruc-
turing of this information in working memory to provide a solution. Therefore,
languages from which information can be easily accessed and transferred to work-
ing memory will be easier to understand [20,21].
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An alternative view is that every programming language is translated into
the same mental representation, and that comprehension performance reflects
the extent to which the external program maps to people’s internal/cognitive
representation primitives. This view is in line with certain theories on natural
language processing [22] and forms the theoretical basis for experiments aimed
at establishing people’s internal representations of computer programs [23,24].

What has proven to be problematic with both these views is that they support
the prediction that one programming language is easier or harder to understand
than another in an absolute sense – whatever the exact aspect of the program
that is studied. In work by Green [25,26], and Gilmore and Green [27], however,
it has both been postulated and empirically validated that different tasks that
involve sense-making of software code are supported differently by the same
programming language. For example, the overall impact of a modification of a
single declaration may be difficult to understand in a PASCAL program, but it
is relatively easy to develop a mental picture of the control-flow for the same
program. The implication of this view is that a programming language may
provide superior support with respect to one comprehension task, while it may
be outperformed by other languages with respect to a different task.

The latter view was originally the basis for the “mental operations theory”
[27], which in essence states that a notation that requires fewer mental opera-
tions from a person for any task is the better performing one. In other words,
a “matched pair” between the notational characteristics and a task gives the
best performance. This view has evolved and matured over the years towards
the “cognitive dimensions framework” (CDF) [28,29], which contains many dif-
ferent characteristics to distinguish notations from each other. Several of these
dimensions directly matter to process modeling understanding, e.g. whether the
model demands hard mental operations from the reader, whether there are hid-
den dependencies between notation elements, or whether changes can be applied
locally (viscosity). The framework has been highly influential in language usabil-
ity studies and over 50 publications have been devoted to its further development
[30]. The CDF extends the main postulate of the mental operations theory to-
wards a broad evaluation tool for a wide variety of notations, e.g. spreadsheets,
style sheets, diagrams, etc. While its application to business process models is,
to our knowledge, limited to the work in [31], it seems to provide the strongest
available theoretical foundation for our aims with this paper.

In particular, an important result that has been established in the development
of the CDF relates to the difference between the tasks of looking for sequential and
circumstantial information in a program. Sequential information explains how in-
put conditions lead to a certain outcome. An example of looking for sequential
information is: “In this program, after action X is performed, what might the
next action be?”. Typically, one can distinguish between sequential information
that relates to actions immediately leading to or following from a certain out-
come. On the other hand, given a conclusion or outcome, circumstantial informa-
tion relates to the overall conditions that produced that outcome. An example of
looking for circumstantial information is: “In this program, what combination of
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circumstances will cause action X to be performed?”. Circumstantial information
may either relate to conditions that have or have not occurred. Empirical evidence
is found to support the hypothesis that procedural programming languages dis-
play sequential information in a readily-used form, while declarative languages
display circumstantial information in a readily-used form [25,27]. The reverse is
also true: Just as procedural languages tend to obscure circumstantial informa-
tion, so do declarative languages tend to obscure sequential information. In other
words, one “cannot simple-mindedly claim that procedural languages are easier
or harder to read than declarative ones” [28].

The implication for this paper is (a) that we will adopt a similar relativist
starting point for the formulation of our hypotheses and (b) that we will refine
the distinction between sequential and circumstantial information within the
context of process models.

3 The Declarative-Imperative Spectrum

Given the insights from programming language research, this section analyzes
in how far an analogy can be established between procedural and declarative
programming and respective approaches to process modeling. Section 3.1 elab-
orates on the difference between imperative and declarative programming; we
discuss to which extent the distinction of sequential and circumstantial infor-
mation is appropriate for process modeling thereafter. Section 3.3 illustrates the
declarative-imperative spectrum with examples of process modeling languages.

3.1 Imperative versus Declarative Programming

Assuming that the reader has an intuitive understanding of what an imperative
(or procedural) program is, we approach the topic from the declarative angle.
According to Lloyd “declarative programming involves stating what is to be
computed, but not necessarily how it is to be computed”[32]. Equivalently, in the
terminology of Kowalski’s equation [33] ‘algorithm = logic + control’, it involves
stating the logic of an algorithm (i.e. the knowledge to be used in problem
solving), but not necessarily the control (i.e. the problem-solving strategies).
While the logic component determines the meaning of an algorithm, the control
component only affects its efficiency [33].

Roy and Haridi [34] suggest to use the concept of a state for defining the line
between the two approaches more precisely. Declarative programming is often
referred to as stateless programming as an evaluation works on partial data struc-
tures. In contrast to that, imperative programming is characterized as stateful
programming [34]: a component’s result not only depends on its arguments, but
also on an internal parameter, which is called its “state”. A state is a collection of
values being intermediate results of a desired computation (at a specific point in
time). Roy and Haridi [34] differentiate between implicit (declarative) state and
explicit state. Implicit states only exist in the mind of the programmer without
requiring any support from the computation model. An explicit state in a pro-
cedure, in turn, is a state whose lifetime extends over more than one procedure
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call without being present in the procedure’s arguments. Explicit state is visible
in both the program and the computation model.

3.2 Imperative versus Declarative Process Modeling

Process modeling is not concerned with programs, variables, and values, but aims
at describing processes. In general, a process is a collection of observable actions,
events, or changes of a collection of real and virtual objects. A process modeling
language provides concepts for representing processes. Discussions of declarative
versus imperative process modeling are scarce and so are precise distinctions. A
description is given in Pesic’s PhD thesis [8, p.80]: “[Imperative] models take an
‘inside-to-outside’ approach: all execution alternatives are explicitly specified in
the model and new alternatives must be explicitly added to the model. Declar-
ative models take an ‘outside-to-inside’ approach: constraints implicitly specify
execution alternatives as all alternatives that satisfy the constraints and adding
new constraints usually means discarding some execution alternatives.” Below,
we relate declarative and imperative modeling techniques to the notion of state.

An imperative process modeling language focuses on the aspect of continuous
changes of the process’ objects which allows for two principal, dual views. The
life of each object in the process can be described in terms of its state space
by abstractly formulating the object’s locations in a real or virtual world and
its possibilities to get from one location to another, i.e. state changes. The dual
view is the transition space which abstractly formulates the distinct actions,
events, and changes of the process and how these can possibly succeed each other.
Based on topological considerations of Petri [35], Holt [36] formally constructs
a mathematical framework that relates state space and transition space and
embeds it into the theory of Petri nets [1]. Holt deducts that Petri net places (or
states in general) act as “grains in space” while Petri net transitions (or steps
in general) act as “grains in time” providing dedicated concepts for structuring
the spatial and the temporal aspect of a process. A directed flow-relation defines
pre- and post-places of transitions, and corresponding pre- and post-transitions
of places. Thus, in a Petri net model, beginning at any place (state) or transition,
the modeler can choose and follow a continuous forward trajectory in the process
behavior visiting more places (states of objects) and transitions. Likewise, the
modeler can follow a continuous backward trajectory to see the process behavior
that leads to this place (state) or transition. This interpretation positions Petri
nets as a clear imperative process modeling language.

A declarative process modeling language focuses on the logic that governs the
overall interplay of the actions and objects of a process. It provides concepts to
describe key qualities of objects and actions, and how the key qualities of different
objects and actions relate to each other in time and space. This relation can be
arbitrary and needs not be continuous; it shall only describe the logic of the
process. In this sense, a declarative language only describes what the essential
characteristics of a process are while it is insensitive to how the process works.
For instance, a possible key quality of a process can be that a specific action
is “just being executed”. Formalizing this quality as a predicate ranging over a
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set of actions, one can use the temporal logic LTL to model how executions of
actions relate to each other over time. The logical implication thereby acts as the
connective between cause and effect: Each action is executed a specific number of
times (e.g. at least once, at most three times); the execution of one action requires
a subsequent execution of some other action (at some point); the execution of
two given actions is mutually exclusive; etc. Thereby state and step are not
explicated in the model, but they are constructed when interpreting predicates
and formulas. This kind of description relies on an open-world assumption leaving
room for how the process’ changes are continuously linked to each other. Any
behavior that satisfies the model is a valid behavior of the process. This approach
was formalized for modeling processes in the language ConDec [37].

The probably most notable difference between imperative and declarative
modeling is how a given behavior can be classified as satisfying a model or not. In
an imperative model, the behavior must be reconstructible from the description
by finding a continuous trajectory that looks exactly like the given behavior
or corresponds to it in a smooth way. For instance, the linear runs of a Petri
net are not explicitly visible in the net’s structure, but states and steps can be
mapped to places and transitions preserving predecessor and successor relations.
In a declarative model, all requirements must be satisfied by the given behavior;
there is no smooth correspondence required between behavior and model.

The reason for this difference between imperative and declarative modeling
is the degree to which these paradigms make states and transitions explicit. An
imperative process model like a Petri nets explicitly denotes states or transitions
or both and their direct predecessor-successor relations. Thus enabled transitions
and successor states can be computed locally from a given state or transition;
runs can be constructed inductively. In a declarative model like an LTL formula
states and transitions are implicitly characterized by the predicates and the
temporal constraints over these predicates. Any set of states and transitions
that are “sufficiently distinct” and relate to each other “sufficiently correct” are
a valid interpretation of the model. This prohibits a construction of runs, but
allows for characterizing states and transitions as satisfying or not.

Despite these differences, declarative and imperative models can be precisely
related to each other. For instance, any LTL formula can equivalently be trans-
lated into a (finite) Büchi automaton [38]. The translation has the price of a
technical overhead to express the genuine concepts of one language by the avail-
able concepts of another language. While this prohibits a direct transformation
of declarative models into well-conceivable imperative models, the resulting im-
perative model is operational and allows for executing declarative ones [37].

3.3 A Characterization of Process Modeling Languages

As we stated in the previous section, process modeling languages differ with
respect to the degree in which they make states and transitions explicit. This is
in line with Roy and Haridi’s [34] suggestion that “declarative” is no absolute
property. The following languages lend themselves as evidence for this hypothesis
as they position themselves in the imperative-declarative spectrum of process
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modeling languages. At the imperative end we position Petri nets, and LTL
at the declarative end of the spectrum. Because of the large variety of process
modeling languages, our list cannot be exhaustive.

Petri nets. We already illustrated the key concepts of imperative process mod-
eling languages by the help of Petri nets which make state and transition ex-
plicit. A Petri net model of a process provides for each atomic action a dedicated
transition and for each atomic state of a process resource a dedicated place. Dur-
ing modeling, one usually has to augment the model by further transitions and
places to implement the desired process logic, e.g. loops, decisions, synchroniza-
tion, etc. At any stage the modeler may mentally execute the process by placing
mental tokens on the given places and mentally firing enabled transitions. These
mental operations are supported by the continuous graph-based structure of the
model that makes sequential information explicit as explained above. Several
techniques like sub-nets transitions or patterns aid in structuring processes and
making composite actions explicit.

Colored Petri nets [39] extend Petri nets by offering arbitrary values, objects,
and structures to be passed through the net, instead of black tokens; these nets
are used for modeling processes with data. Which colored tokens (values) are
consumed, and how these are manipulated by firing transitions is specified in
arc inscriptions and transition guards being algebraic terms with free variables.
Thereby, the terms only denote how different colored tokens relate to each other
allowing the transition to fire in many different modes. This adds circumstan-
tial information to a transition which is positioned in a sequential context. The
modeler has to mentally instantiate the arc inscriptions to get an explicit repre-
sentation of the behavior. For larger pieces of continuous behavior, inscriptions
of several transitions must be instantiated correspondingly.

Flow-based modeling languages like UML Activity Diagrams or BPMN ma-
terialize structuring techniques of Petri nets in dedicated concepts. Besides dif-
ferent kinds of actions, these languages know control-flow nodes like AND-split
and XOR-join to route control-flow between activities. Event nodes explicitly
denote process instantiation, communication and termination. These modeling
concepts offer a way to represent some of the key corresponding mental concepts
of processes requiring fewer mental operations to understand the model.

The Business Process Execution Language (BPEL) has a block-oriented
structure and provides even more specialized concepts for process modeling in a
web service context. The block-oriented design allows to read a BPEL model like
procedural program. But concepts like exception handling, negative control-flow
and handling of concurrent events break the sequential nature of the process.
The exact mechanics that coordinate normal process execution and exception
handling etc. are not visible in the model, but hidden in the language. The
modeler has to reconstruct them mentally to get a consistent image.

Scenario-based languages like Message Sequence Charts (UML Sequence Di-
agrams) and Life-Sequence Charts provide an explicit notion of behavior in terms
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of scenarios [40]. A scenario denotes a partial execution of the process as a par-
tially ordered set of actions. A model is a set of scenarios sharing some actions.
How actions of different scenarios relate to each other is not stated explicitly.
Rather, a scenario’s structure and annotations describe how it can or cannot be
extended by other scenarios. A scenario provides both, sequential and circum-
stantial information: It describes a continuous piece of behavior. At the same
time, when asking “How to execute the last action of this scenario?”, it presents
the partial answer “Execute all preceding actions of the scenario.”.

The Pockets of Flexibility approach [41] combines imperative and declarative
modeling elements in an integrated manner. Essentially, a pocket of flexibility
constitutes a placeholder action in a flow-based process model; the pocket is dy-
namically refined to a flow-based process fragment at run-time. For each pocket
declarative modeling constraints can be specified, which have to be obeyed upon
refinement. A pocket introduces a region into a process model, where no ex-
plicit sequential information is available. The modeler has to link restricting
constraints to the surrounding flow, and vice versa, when constructing the model.

TLA. The Temporal Logic of Actions (TLA) [42] allows to model process steps
in terms of variable values in the current state and in the next state. Together
with temporal operators like in LTL, TLA allows to model processes in terms of
behavioral invariants as well as in terms of continuous changes.

ConDec. The process modeling language ConDec [37] formalizes key temporal
relationships between executions of activities of a process in LTL patterns; e.g.
the number of executions of an action or how two (or more) actions must or must
not succeed each other. This makes some temporal concepts of process behavior
explicit, similar to BPMN compared to Petri nets. The concepts of ConDec are
stateless and give only circumstantial information for the (non-) executability
of an action. The semantic domain of ConDec is limited to a specific, finite
set of activities (out of which the process consists). Thus, the possibilities to
relate different circumstances, like “executing action A” and “executing action
B”, to each other are restricted. This eases a mental construction of continuous
behavior that connects them.

LTL. The entire Linear-Time Temporal Logic (LTL) neither restricts process
models nor the valid interpretations. The model may refer to further key qualities
of a process like “availability of resource R”. Arbitrary circumstantial informa-
tion can be constructed with the logical connectives, specifically the implication
to relate cause and effect, and the temporal operators always (ϕ holds), eventually
(ϕ holds), and until (ϕ holds until ψ holds). The next operator allows to express
sequential information as it denotes a specific situation holding in the next state.

The languages which we have just presented highlight some points in the
imperative-declarative spectrum of process modeling languages. The concepts
range from an explicit notion of state and step to an explicit notion of process
logic. Our list shows that an explicit notion of step does not exclude an ex-
plicit notion of logic as most languages provide concepts for both. An important
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observation on our examples is that if process logic is explicated, an explicit
notion of state is put in relation to that logic, and vice versa. The information
that is conveyed by one explicit notion is relative to the information conveyed
by other explicit notions. The reason for this relativity roots in the following
observation.

Every explicit notion conveys some implicit, hidden information. Whatever is
not explicated is implicit in the model as it can and must be inferred. When-
ever step and logic are explicated together in some way, the implied, hidden
information of one concept must be consistent with explicit information of the
other concept. Picking up the analogy to programs, the process control (states
and steps) must enact the process logic, and the process logic must be imple-
mented in the process control. A relative interpretation of the language concepts
provides the freedom for a consistent combination of both.

Our illustration of the imperative-declarative spectrum of process modeling
languages shows that there are no predetermined points for combining imperative
and declarative concepts, but that languages contain both in varying degrees.

4 Propositions

As stated in the introduction, it is our purpose to formulate a set of propositions
that can be used as a basis to evaluate the comprehensiveness of process models
specified in an imperative or declarative spirit. At this point, we have explored
two important elements for this purpose. In the first place, we presented the
CDF as the most plausible and dominant theory for sense-making of information
artifacts in Section 2. Most notably, it stresses the task-notation relationship,
e.g. in the hard mental operations and hidden dependency dimensions. This has
provided us with a relativist viewpoint on the superiority of process modeling
techniques – it is the match between the task and the language that will de-
termine the overall effectiveness, not the technique in absolute terms. Also, the
important concepts of finding sequential and circumstantial information give a
strong clue to what types of tasks may give a better match with imperative or
declarative process models.

Secondly, we reviewed the distinction between declarative and imperative pro-
cess modeling languages in Section 3. We argued that the more a process mod-
eling language emphasizes states and transitions, the more imperative it can be
regarded. Similarly, the more a process modeling language relies on providing
the mere requirements on acceptable behavior, the more declarative it is. Inher-
ent to these views is our acceptance that the distinction between declarative and
imperative process modeling languages is not a binary one. By combining the
two elements, we arrive at the two following main propositions:

P1. Given two semantically equivalent process models, establishing sequential
information will be easier on the basis of the model that is created with the
process modeling language that is relatively more imperative in nature.

P2. Given two process models, establishing circumstantial information will be
easier on the basis of the model that is created with the process modeling
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language that is relatively more declarative in nature. Establishing circum-
stantial information will be easier on the basis of a declarative process model
than with an imperative process model.

The reasoning for these propositions can be directly related to the hard mental
operations and hidden dependencies dimensions. Sequence is a hidden depen-
dency from the perspective of a declarative language and requires hard mental
operations to construct it. An imperative language, on the other hand, is de-
manding in terms of circumstantial information because it is hidden and men-
tally hard to reconstruct. Specifically, we would expect that these propositions
hold whether ease of understanding is measured in terms of accuracy or speed,
cf. operationalizations of these notions in [4].

Finally, consistent with the CDF, we would expect these propositions to hold
both when subjects have direct access to the process model and when they have
to establish this information on recall, i.e. the memorization of a process model
they have seen earlier. Remember that the CDF refutes the idea that people
shape a similar problem situation into the same mental model, regardless of the
form in which it is presented to them.

5 Conclusion

In this paper, we presented a set of propositions that relate to the understand-
ability of process modeling languages. Specifically, these propositions focus on
the distinction between declarative and imperative languages, formulating rel-
ative strengths and weaknesses of both paradigms. The most important theo-
retical foundation for these propositions is the cognitive dimensions framework
including the results that are established for programming languages. Also, it is
argued that any actual process modeling language finds itself somewhere on the
spectrum from a less to a more imperative (declarative) nature. An analysis of
existing process modeling languages is provided to support this argument.

This paper is characterized by a number of limitations. First of all, there is
a strong reliance on similarities between process modeling languages on the one
hand and programming languages on the other. Differences between both ways of
abstract expression may render some of our inferences untenable. At this point,
however, we do not see a more suitable source of inspiration nor any strong
counter arguments. Note that it can be argued that the issue of understand-
ability may be even more important in the domain of process modeling than
that of programming. After all, not only designers are reading process models
but end users too – which is unusual for computer programs. Furthermore, we
have focused exclusively on the issue of understanding but other quality aspects
may be equally important. If design is redesign, as argued in this paper, not
only understanding but also ease of change is important. There are respective
cognitive dimensions that need to be discussed for process modeling notations,
in particular, viscosity (ease of local change) and premature commitment.

As follows from the nature of this paper, the next step is to challenge the
propositions with an empirical investigation. We intend to develop a set of
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experiments that will involve human modelers to carry out a set of tasks that
involve sense-making of a set of process models. Such tasks will be characterized
by establishing both sequential and circumstantial information and including
more and less declarative (imperative) languages. The cooperation of various
academic partners in this endeavor facilitates extensive testing and replication
of such experiments. Ideally, this empirical investigation will lead to an informed
voice in the ongoing debate on the superiority of process modeling languages.
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Abstract. In current business practice, an integrated approach to busi-
ness and IT is indispensable. In many enterprises, however, such an in-
tegrated view of the entire enterprise is still far from reality. To deal
with these challenges, an integrated view of the enterprise is needed,
enabling impact and change analysis covering all relevant aspects. This
need sparked the development of the ArchiMate language. This paper is
concerned with documenting some of the key design decisions and design
principles underlying the ArchiMate language.

1 Introduction

In current business practice, an integrated approach to business and IT is in-
dispensable. In many enterprises, however, such an integrated view of the entire
enterprise is still far from reality. This is a major problem, since changes in an en-
terprise’s strategy and business goals have significant consequences within all do-
mains of the enterprise, including organisational structures, business processes,
software systems and technical infrastructure [1, 2]. To manage the complexity
of any large system, be it an enterprise, an information system or a software
system, an architectural approach is needed. To be able to represent the archi-
tecture of an enterprise, an architecture description language is needed allowing
for the represetation of different core aspects of an enterprise, such as business
processes, products, applications and infrastructures, as well as the coherence
between these aspects.

As discussed in [2], enterprise architecture is a steering instrument enabling
informed governance. Important applications of enterprise architecture are there-
fore the analysis of problems in the current state of an enterprise, determining
the desired future state(s), and ensuring that the development projects within
transformation programs are indeed on-track with regards to the desired fu-
ture states. This implies that in enterprise architecture models, coherence and
overview are more important than specificity and detail. This also implies the
need for more coarse grained modelling concepts than the finer grained concepts
which can typically be found in modelling languages used at the level of specific
development projects, such as e.g. UML [3] and BPMN [4]. Therefore a new
language was needed, leading to the development of the ArchiMate language [1].

The ArchiMate language was developed as part of a collaborative research
project, funded partly by the Dutch government and involving several Dutch
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Fig. 1. An example ArchiMate model

research institutes, as well as governmental and financial institutions. The re-
sults of the project in general are described in detail in [1] as well as several
papers [5, 6, 7, 8]. An illustrative example of an ArchiMate model is provided in
Figure 1. Meanwhile, the ArchiMate language has been transferred to the Open
Group, where it is slated to become the standard for architectural description
accompanying the Open Group’s architecture framework TOGAF [9].
The ArchiMate standard consists of six primary components:

A framework – A conceptual framework consisting which allows classification
of architectural phenomena.

An abstract syntax – This component contains the formal definition of the
language in terms of a meta-model, providing the characteristics of each language
construct, and its relationships to other language constructs.

Modelling concepts – A set of modelling concepts allowing for the description
of relevant aspects of enterprises at the enterprise level. This set underlies the
abstract syntax, focussing on the concepts and their meaning, seperate from the
language constructs in which they are used.

The language semantics – This component defines the meaning of each lan-
guage construct and relation type.
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A concrete syntax in terms of a visual notation – This syntax defines how
the language constructs defined in the meta-model are represented graphically.

A viewpoint mechanism – These mechanisms correspond to the idea of di-
agram types in UML, though it is much more flexible as there is not a strict
partitioning of constructs into views.

The focus of this paper is on documenting some the key design decisions and
design principles underlying the language. This also provides a novel perspective
on the design, and in particular the evolution, of a modelling language. The
ability to evolve the language is of prime importance for languages which are
designed as open standards. Languages used as a standard run the risk of becom-
ing a hotchpotch of sorts. Using a clear architecture enables language evolution
while still maintaining conceptual integrity of the language.

In the remainder of this paper, we start by discussing in more detail the
challenges facing the design of an architecture description language, while con-
sequently discussing the way in which the design of the ArchiMate aims to tackle
these. We then continue with a discussion of the modelling concepts needed to
domain models in general, which we then first refine to the modelling of dynamic
systems, and finally to the modelling of enterprise architectures.

2 Challenges on an Architecture Modelling Language

The design of the ArchiMate language was based on an extensive requirements
study. In this study, both practical requirements from the client organisations1

involved in the ArchiMate project, as well as general requirements on the sound-
ness and other qualities [10] were taken into account [11].

From a modelling perspective, the essential requirements were the following:

Concept coverage – Several domains for grouping concepts have been identi-
fied, such as product, process, organisation, information, application and tech-
nology. The concepts in the language must at least cover the concepts in these
domains.

Enterprise level concepts – At an enterprise level, it is important to be able to
represent the core elements from the different domains such as product, process,
et cetera, as well as the coherence between these aspects.

Concept mapping – Organisations and/or individual architects must be able
to keep using their own concepts and descriptions in development projects. This
requires a mapping from the coarse grained concepts in ArchiMate to the fine-
grained concepts used in languages at project level.

Unambiguous definitions of concepts – The meaning and definition of the
modelling concepts offered by the language must be unambiguous. Every con-
cept must be described taking into account: informal description, specialisation,
notation, properties, structuring, rules and restrictions and guidelines for use.

1 ABN AMRO, ABP Pension Fund, and the Dutch Tax and Customs Administration.
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Structuring mechanisms – Composition/decomposition, generalisation/spe-
cialisation, and aggregation of concepts must be supported.

Abstraction – It must be possible to model relations at different abstraction
levels. For example, relations can be formulated between concepts, groups of
concepts or different architectural domains.

The ability to perform various kinds of analyses was also recognised as an
important benefit of using architecture models. These benefits also contribute
towards the return on modelling effort (RoME) with regards to the creation of
architectural models. The demands following demands were therefore also taken
into account in designing the modelling language:

Analysis of architectural properties – It must be possible to perform qual-
itative and quantitative analysis of properties of architectures.

Impact of change analysis – Impact of change analysis must be supported.
In general, such an analysis describes or identifies effects that a certain change
has on the architecture or on characteristics of the architecture.

3 Meeting the Challenges

In this section we start with a discussion of the key design principles used in the
construction of the ArchiMate language, together with their motivations as well
as their actual impact on the design of the language.

Concepts should have a clear contribution – The more concepts are offered
by a modelling language, the more ways in which a specific situation can be
modelled. When it is clear for each of the concepts what its contribution is, the
language becomes easier to use and easier to learn [12].

Underlying set of concepts should be defined incrementally – The lan-
guage should be based on an incrementally defined set of modelling concepts,
level by level refining and specialising the set of underlying concepts. When defin-
ing the language in this way, it becomes easier to position and discuss possible
extensions of the language in relation to higher level core concepts and/or the
specialisations of these at the lower levels.

The language should be as compact as possible – The most important
design restriction on the language was that it was explicitly designed to be as
compact as possible, while still being usable for most enterprise architecture re-
lated modelling tasks. Many other languages, such as UML, try to accommodate
as much as possible all needs of all possible users. In the interest of simplicity
of learning and use, ArchiMate has been limited to the concepts that suffice for
modelling the proverbial 80% of practical cases.

Core concepts shouldn’t dependent on specific frameworks – Many ar-
chitecture frameworks are in existence. Therefore, it is not desirable for a gen-
eral purpose architecture description language to be too dependent on a specific
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architecture framework. Doing so will also make the language more extendible
in the sense that it can easily be adopted to other frameworks.

Easy mapping from/to concepts used at project level – To enable traca-
bility from the enterprise level to the project level, a strong relationship should
exist between the modelling concepts used at project level and those used in the
enterprise architecture. Therefore, the ArchiMate language needed to be set up
in such a way that project level modelling concepts be expressed easily in terms
of the more general concepts defined in the language (e.g., by specialisation or
composition of general concepts).

Transitivity of relations – Relations between concepts should be transitive.
This will not be further explained in this paper, for more details we refer to [7].

The key challenge in the development of the language meta-model was ac-
tually to strike a balance between the specific concepts used by project-level
modelling languages on one extreme, and the very general modelling concepts
suggested by general systems theory. The triangle in Figure 2 illustrates how
concepts can be described at different levels of specialisation. The design of the
ArchiMate language started from a set of relatively generic concepts (higher up
in the triangle) focussing on domain modelling in general. These were then spe-
cialised towards the modelling of dynamic systems (at a course grained level),
and consequently to enterprise architecture concepts. At the base of the triangle,
we find the meta-models of the modelling concepts used by project-level mod-
elling languages such as UML, BPMN, et cetera. The ArchiMate meta-model
defines the concepts somewhere between these two extremes.

In the remainder of the paper, we discuss the stack of meta-models taking
us from the top of the triangle to the level of the ArchiMate meta-model. At
each level, we will present a meta-model of the additional modelling concepts
provided by this level. Each level also inherits the concepts from the previous
level, while also providing specialisations of the existing concepts. As an example
meta-model stack, involving two levels, consider Figure 3. In this paper we have

Fig. 2. Concept hierarchy
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–– Level 1 ––

Y

g

f
X

–– Level 2 ––

YX :: A

:: gf :: h

X :: B

–– Integrated model ––

A

gh

B

Y

g

f
X

Fig. 3. Example meta-model stack

chosen to use Object-Role Modelling [13] (ORM) as a meta-modelling language,
since it allows for precise modelling and elaborate verbalisations, making it well
suited for the representation of meta-models. The mappings between modelling
concepts at different levels are represented as: a :: b. What is also illustrated in
Figure 3 is the fact that if a, b are both object types b is subtype of a, while if
both are fact-types b is a subset of a. More specifically, in Figure 3 A and B are
a sub-type of X, while fact-type h is a sub-set of fact-type f.

Sometimes we will want to repeat fact-types which already exist between two
super-types for sub-types of these super-types. In this case we will write :: a as a
shorthand for a :: a. In the example shown in Figure 3 we see how g is repeated at
level 2, while the the mandatory role (the filled circle on object-type B) requires
the instances of sub-type B to all play a role in fact-type g.

4 Domain Modelling

In this section we are concerned with the establishment of a meta-model covering
a set of modelling concepts that would allow us to model domains in general.
We do so by defining three levels as depicted in Figure 4.

The first level in Figure 4 shows a meta-model comprising a single modelling
concept: Element. This allows us to discern several elements within a modelled
domain (end its environment). On its own, this is of course still highly imprac-
tical. We need the ability to at least identify relations between these elements.
This, therefore, leads to the refinement suggested by level two. At this level, we
identify two kinds of elements: Concepts and Relations. Concepts are the source of

Relations as well as the destination of Relations. In other words, Concepts can be re-
lated by way of a Relation. This is abbreviated by the derived (as marked by the
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–– Level 1 ––

Element

–– Level 2 ––

is related to

Element ::
Relation

is source of / has as source

is destination of / has as destination

A Concept is related to another Concept if and only if
the first Concept is source of some Relation which

   has as destination the second Concept

*Element ::
Concept

–– Level 3 ––

is composed of

is related to ::
   is realisation of

is related to ::
   is aggregation of

Concept

is related to ::
   is specialisation of

Fig. 4. Basic layers

asterisk) fact-type is related to. The definition of this derived fact-type is provided
in the style of SBVR [14].

The domains we are interested in tend to be large and complex. To harness
this complexity we need special relationships between Concepts which provide us
with abstraction, aggregation and specialisation mechanisms. This leads to three
specialisations of the is related to fact-type: is realisation of, is specialisation of, and
is aggregation of. A special class of aggregations are compositions, as signified by
the is composition of fact-type.

5 Modelling Dynamic Systems

Based on the foundation established in the previous section, we now describe
general concepts for the modelling of dynamic systems. A dynamic system is any
(discrete-event) system in which one or more subjects (actors or agents) display
certain behaviour, using one or more objects. Examples of dynamic systems
are business systems, information systems, application systems, and technical
systems. In this section, we gradually extend the set of concepts, using three
more or less orthogonal aspects or ‘dimensions’. We distinguish: the aspects
active structure, behaviour and passive structure, an internal and an external
view, and an individual and a collective view.

5.1 Active Structure, Behaviour and Passive Structure

First, we distinguish active structure concepts, behavioural concepts and passive
structure concepts. These three classes have been inspired by structures from
natural language. When formulating sentences concerning the behaviour of a
dynamic system, concepts will play different roles in the sentences produced. In
addition to the role of a proposition dealing with some activity in the dynamic
system (selling, reporting, weighing, et cetera), two other important roles are the
role of agens and the role of patiens. The agens role (the active structure) refers
to the concept which is regarded as executing the activity, while the patiens role
(the passive structure) refers to the concept regarded as undergoing/experiencing
the activity.
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is related to ::
  has assigned

is related to ::
   is accessed by

 Behaviour
concept

Concept ::
   Extensional
   Concept

Concept::
   Intentional
   Concept

is related to ::
   has

ReasonMeaning Value

is related to ::
uses

Passive-
structure
concept

Active-
structure
concept

Fig. 5. Level 4

Active structure concepts are concepts concerned with the execution of be-
haviour; e.g., (human) actors, software applications or devices that display ac-
tual behaviour. The behavioural concepts represent the actual behaviour, i.e., the
processes and activities that are performed. The active structure concepts can
be assigned to behavioural concepts, to show who (or what) performs the be-
haviour. The passive structure concepts are the concepts upon which behaviour
is performed. In the domain that we consider, these are usually information
or data objects, but they may also be used to represent physical objects. This
extension leads to the refined meta-model as shown in Figure 5.

The active structure, behaviour and passive structure concepts provide an ex-
tensional perspective on behaviour. In addition, one can discern an intentional
perspective in relation to stakeholders observing the behaviour. Mirroring the
passive structure, we identify the meaning concept to express the meaning at-
tached to the passive structures. For the behaviour aspect, the value concept
expresses the value exchange/addition that may be associated to the perfor-
mance of the behaviour. The active structure is mirrored by the reason concept,
expressing the rationale underlying the role of the active structure concepts.

5.2 Internal versus External

A further distinction is made between an external view and an internal view
on a system. When looking at the behavioural aspect, these views reflect the
principles of service orientation. The service concept represents a unit of essen-
tial functionality that a system exposes to its environment. This leads to the
extension as depicted in Figure 6.

A service is accessible through an interface, which constitutes the external
view on the active structural concept. An interface is a (physical or logical)
location where the functionality of a service is exposed to the environment.
When a service has assigned an interface, then this assignment must be mirrored
by the assignment of relevant internal active structure concepts to the internal
behaviour concepts involved in the realisation of the service (the dotted arrow
between the two has assigned fact-types).
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:: has assigned

  B concept ::
    Service

A-S concept ::
    Interface

  B concept ::
    Internal
    B concept

A-S concept ::
   Internal 

A-S Concept

 P-S concept ::
    Object

:: is accessed by

:: is accessed by

:: has assigned
:: is aggregation of

:: is realised by

:: uses :: is composed of

:: uses

Fig. 6. Level 5

Collaboration

Internal
A-S Concept ::
Actor

:: is realised by

:: uses :: is composed of

:: uses

:: is aggregation of

triggers   flows to

:: has assigned

:: Service :: Interface

Int B concept ::
   Exhibited
   behaviour

Internal
A-S Concept ::
   Role

:: Object

:: is accessed by

:: is accessed by

:: has assigned
:: is aggregation of

is related to ::
  precedes

:: has assigned

Interaction

Fig. 7. Level 6

5.3 Individual versus Collective Behaviour

Going one level deeper in the structure of the language, we distinguish between
the individual behaviour, performed by a single active structure concept, and
the collective behaviour performed by multiple active structure concepts in a
collaboration. This leads to the refinements shown in Figure 7.

In describing individual and/or collective behaviour in more detail, the in-
ternal behaviour concept needs refinement in terms of temporal ordering of the
exhibited behaviour. This leads to the precedes fact-type and its sub-sets: triggers

(for activities) and flows to (for information processing). A further refinement
needed is the distinction between roles and actors as active structure concepts.
Actors represent the essential identities that can ultimately be regarded as ex-
ecuting the behaviour, e.g. an insurance company, a mainframe, a person, et
cetera. The actual execution is taken to occur in the context of a role played by
an actor.
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A collective of co-operating roles is modelled by the collaboration concept:
a (possibly temporary) aggregation of two or more active structure concepts,
working together to perform some collective behaviour. A collaboration is de-
fined as a specialisation of a role. The collective behaviour itself is modelled by
the interaction concept, where interaction is defined as a specialisation of the
exhibited behaviour concept.

6 Modelling Enterprise Architectures

In this section we further extend the meta-model stack to arrive at the actual
ArchiMate language. Two steps remain. The first step involves the introduction
of an architecture framework allowing us to consider enterprises as a layered set
of systems. The final step is to refine the meta-models to the specific needs of
each of these layers.

As a common denominator of the architecture frameworks in use by partici-
pating client organisations, as well as a number of standard frameworks used in
the industry, a framework was created involving three layers:

:: triggers :: flows to

Collaboration ::
X Collab.

Actor ::
X Actor

:: is realised by

:: uses :: is composed of

:: uses

:: is aggregation of

:: has assigned

Interface ::
  X Interface

Exh. beh. ::
X Exhibited

   behaviour

Role ::
X Role

Object ::
   X Object

:: is accessed by

:: is accessed by

:: has assigned
:: is aggregation of

:: has assigned

Service ::
   X Service

:: precedes

Interaction::
   X Interaction

Exh. beh.::
   X Exhibited
   behaviour

Role ::
   X Role

  :: uses

Service ::
Y Service

:: uses

Interface ::
Y Interface

:: is realised by

Object ::
Y Object

Actor ::
   X Actor

Object ::
    X Object

:: is realised by

Fig. 8. Level 7 – Fragments
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:: is governed by

ProductContract

:: is aggregation of

:: triggers :: flows to

:: Business
   Collaboration

:: Business
Actor

:: is realised by

:: uses :: is composed of

:: uses

:: is aggregation of

:: has assigned

:: Business
   Interface

:: Business
   Exhibited
   behaviour

:: Business
   Role

:: Business
   Object

:: is accessed by

:: is accessed by

:: has assigned
:: is aggregation of

:: has assigned

:: Business
       Service

:: precedes

:: Business
   Interaction

:: Value

:: Meaning

:: has

:: has

:: Reason

:: has

Fig. 9. Level 8 – Business layer

Business layer – Products and services offered to external customers, as well
as the realisation of these within the organisation by means of business processes
performed by business actors and roles.

Application layer – This layer supports the business layer with application
services which are realized by (software) application components.

Technology layer – This layer offers infrastructural services (e.g., processing,
storage and communication services) needed to run applications, realised by
computer and communication hardware and system software.

Since each of these layers involves a dynamic system, the meta-model at level
7 comprises three copies of the fragment depicted at the top of Figure 8 for
Business, Application and Technology respectively. These fragments, however, need
to be connected as well, therefore for each of the two combinations: Business,
Application and Application, Technology the fragment shown at the bottom of Figure
8 should be added.

Given the focus of each of the layers, further refinements were needed to bet-
ter cater for the specific needs of the respective layers. For the business layer, as
shown in Figure 9, the concepts of contract and product have been introduced. At
the business level, services may be grouped to form products, which are treated
as (complex) services. A business service offers a certain value (economic or oth-
erwise) to its (prospective) users, which provides the motivation for the service’s
existence. For the external users, only this external functionality and value, to-
gether with non-functional aspects such as the quality of service, costs, et cetera,
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:: triggers :: flows to

:: is realised by

:: uses :: is composed of

:: uses

:: has assigned

:: Application
   Interface

App. Ex. Bh.::
Application

      Function

App. Role::
Application

     Component

Appl. Object::
   Data Object

:: is accessed by

:: is accessed by

:: has assigned
:: is aggregation of

:: Application
   Service

:: precedes

:: is realised by

:: Application
Collaboration

:: is aggregation of

:: Application
   Interaction

Fig. 10. Level 8 – Application layer

are of relevance. These can be specified in a contract. This leads to the situation
as depicted in Figure 9. The concepts of meaning and value have been repeated to
stress the fact that they specifically play a role in the business layer.

The application layer, shown in Figure 10, does not lead to the introduction
of additional concepts, and only involves the re-naming of some of the existing
concepts. The renamings resulted in new names for existing concepts, which

:: is realised by

:: uses :: is composed of

:: uses

:: has assigned

:: Infrastructure
   Interface

Infra. Ex. Bh.::
   Infrastructure 
   Function

:: Infrastructure
   Role

Infra. Object::
Artifact

:: is accessed by

:: is accessed by

:: has assigned
:: is aggregation of

:: Infrastructure
   Service

:: is realised by

:: Infra. Collab.
   Communic.
      Path

:: is aggregation of

Device

:: has assigned
System
software

:: is associated to

Network

Node

:: is composed of:: is composed of

Fig. 11. Level 8 – Technology layer
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corresponded better to the names already used by the partners participating in
the ArchiMate project, as well as existing standards such as the UML.

The technology layer also involves some renaming of existing concepts. In
addition, some further refinements of existing concepts were needed as well,
as depicted in Figure 11. The newly introduced concepts deal with the different
kinds of elements that may be part of a technology infrastructure: nodes, software
systems, devices and networks.

7 Conclusion

In this paper we discussed some of the key design decisions and design principles
underlying the ArchiMate language. We have reviewed the challenges confronting
an architecture description language for enterprise architecture, as well as the
design principles aiming to meet these challenges. This also offered a new per-
spective on the design and evolution of modelling languages, which is of prime
importance for languages designed as open standards. We then discussed the
modelling concepts needed in the ArchiMate language, where we made a dis-
tinction between concepts needed to model domains in general, the modelling of
dynamic systems, and the modelling of enterprise architectures.

Recently, the ArchiMate language has been transferred to the Open Group.
It is expected that the language will evolve further to better accompany future
versions of the Open Group’s architecture framework (TOGAF). This can easily
be accommodated by taking the meta-model at level 6 as a common denomina-
tor. At level 7 a choice has to be made for a specific architecture framework; in
the case of TOGAF this corresponds to a business architecture, an information
systems architecture and a technology architecture.
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Abstract. Meta models are the core of enterprise architecture, but still few 
methods are available for the creation of meta models tailored for specific pur-
poses. This paper presents two approaches, one focusing on the stakeholders’ 
information demand of enterprise architecture and the other driven by causal 
analysis of enterprise system properties. The two approaches are compared and 
a combined best-of-breed method is proposed. The combined method has 
merged the strengths of both approaches, thus combining the stakeholder con-
cerns with causality-driven analysis. Practitioners will, when employing the 
proposed method, achieve a relevant meta model with strong, and goal-adapted, 
analytic capabilities. 

Keywords: Meta modeling, Enterprise Architecture, stakeholder concerns, 
causal modeling. 

1   Introduction 

Meta models are at the core of enterprise architecture (EA) concepts. They describe 
the fundamental artifacts of business and IT as well as their interrelationships in a 
single aggregate organizational model [42]. Such high level models provide a com-
mon language and a clear view on the structure of and dependencies between relevant 
parts of the organization. Meta models serve three main purposes [23]: 

1. Documentation of the enterprise architecture 
2. Analysis of the enterprise architecture 
3. Planning and design of the enterprise architecture. 

These three purposes are in turn crucial to the success of management tasks such as 
product planning, business development, or business process consolidation [24]. 

However, devising a good meta model is not trivial. Obviously, it is important that 
the meta model is relevant in relation to the management tasks it should support. At 
the same time it is also of outmost importance that the meta model employed is kept 
minimal so that it can be used in practice where time and resources available to spend 
on enterprise architecture are limited. Occam’s razor – the famous principle that  
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entities must not be multiplied beyond necessity – is a rule of thumb very much valid 
in the context of meta modeling. 

This paper presents two different meta modeling approaches, both based on the 
idea that minimal meta models are best obtained by maintaining a strict focus on 
goals when in the phase of meta model creation. However, the two methods differ in 
important respects, and a combined, best-of-breed, method is therefore proposed. 

The first, stakeholder-oriented, approach to meta modeling starts with stakeholder 
concern elicitation and is strongly driven by practitioners. The resulting meta model 
seeks to satisfy the stakeholders information demands, each connected to distinct 
application scenarios. The second, causality-based, approach is based on causal mod-
eling of goals sought. Starting from these goals, the resulting meta model provides a 
range of elements and attributes linked together by causality. The meta model thus 
supports the analysis necessary to achieve defined goals [16]. Compared to the stake-
holder-oriented approach, focus is set on attributes with causal relations rather than on 
elements. 

According to method engineering literature [4, 5], a method consists of design  
activities, design results, information models, techniques and roles. The proposed 
combined method focuses on the design activities, by introducing a meta modeling 
procedure. The method combines the strengths of its two constituent parts, addressing 
stakeholder concerns through causality driven analysis. 

The remainder of this paper is structured as follows. Section 2 discusses related 
works, putting the present contribution in context. Section 3 describes the two parent 
methods in greater detail, and includes an analysis of their strengths and weaknesses. 
Section 4 outlines the combined method, including a concrete example of a possible 
application scenario. Section 5 discusses the result and concludes the paper. 

2   Related Work 

A number of EA initiatives have been proposed, e.g. The Open Group Architecture 
Framework (TOGAF) [39], the Zachman Framework [45], Enterprise Architecture 
Planning (EAP) [38], and the General Enterprise Reference Architecture and Method-
ology (GERAM) [14]. There are also numerous meta models proposed for EA model-
ing, e.g. the ones presented by O’Rourke [33], Lankhorst [27], Frank [8], and  
Niemann [31]. These works tend to focus on the differentiation of meta models in 
viewpoints, often referred to as architecture layers, as well as proposing notations 
(syntaxes) to display the model content of the different viewpoints. Neither the larger 
frameworks nor the meta model oriented initiatives typically contain methods for 
meta model design or adaptation to suit specific stakeholder concerns (except on a 
very general level). Only a few meta models detail whether and how they support 
decision making and goal oriented modeling. Even fewer specify how the meta mod-
els can support analysis of different scenario designs. 

In contrast to the general and enterprise-wide modeling languages found within the 
discipline of EA, there exist a large number of languages that serve more specific 
purposes. Software and system architecture description languages, for instance, focus 
on internal structure and design of software systems. In addition to capturing the 
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overall structure of systems, analysis capabilities are often available, such as dead-
lock and interoperability analyses in Wright [3], and availability, security, and timeli-
ness analyses in the Architecture Analysis and Design Language (AADL) [35]. Other 
examples of modeling languages with very specific purposes are found, for instance, 
in software security engineering, where languages such as UMLsec [18], secure UML 
[29] and misuse cases [36] have been tailored specifically for security analysis (rather 
than depicting overall architectural design). These languages provide good support for 
detailed modeling of concerns. However, they lack holistic scope, which means that a 
subject such as security is only covered from a limited (typically technical) point of 
view. Furthermore, they also miss a large class of concerns such as business/IT 
alignment, system maintainability and flexibility that are highly relevant when con-
sidering an enterprise as a whole. 

There is also a discussion of business architecture as a complementary concept to 
IT architecture. Although there are a few contributions dealing with the definition and 
implementation of business architecture as well as the corresponding models in gen-
eral [21, 40] or in specific industries [12] there is no discussion of methods for meta 
model design we are aware of. 

Looking even broader we quickly turn to adjacent areas. There is much written on 
the subject of knowledge elicitation [10], i.e. how to capture existing knowledge 
about phenomena in a systematic way. This field of research is associated with artifi-
cial intelligence [28], requirements elicitation [32], ontological engineering [6], and 
Bayesian networks [19, 20]. Most of the methods within these research fields focus on 
conducting experiments or interviews. Most of the methods are customized for a spe-
cific purpose, and since none of the methods mentioned deal with meta modeling it is 
difficult to employ them as meta model design methods off-the-shelf. 

More specifically, there are some initiatives focusing on meta model integration 
[22, 37]. However, these methods do neither detail how to create a meta model or a 
meta model fragment nor what specific purpose they serve. 

Recently it has been reported on how the i* framework [13, 43] could support goal 
oriented analysis and modeling into EA. In [44] it is demonstrated how business and 
IT related goals could be explicitly modeled using i* when constructing an EA. i* 
promotes a meta model including among other things goals (and so called soft goals) 
and their dependencies. Presently, is i* however not a method for developing meta 
models, it is rather a meta model for expressing goals. Consequently, it does not help 
the EA modeler with delimiting the meta models, instead it is an (important) exten-
sion of it.  

To conclude, frameworks and formal notations for EA are available, most of them 
evolved from software engineering or business modeling to the EA context. However, 
general, notation independent, methods for meta modeling, that take business-oriented 
(and non functional) requirements and potential application scenarios into account are 
rare. None of the methods, frameworks, and notations examined results in meta mod-
els, covers the entire EA domain, and is purpose oriented in the sense that there 
should be an explicit relation to the purpose of the resulting meta model and support 
for describing the purpose. Furthermore, there is little support of causality formaliza-
tion or attributes in the available methods for enterprise meta model creation. 
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3   Meta Modeling Approaches 

3.1   Stakeholder-Oriented Approach 

Stakeholder-oriented meta model engineering was first introduced by [23]. The scope 
of the approach covers the architectural layers strategy, organization, alignment, soft-
ware and data, and infrastructure as proposed in [2, 42]. Starting point for the meta 
model creation are the stakeholders and their information needs (concerns). A stake-
holder in this case can be understood as a role within an organization that may benefit 
from the information provided by the enterprise architecture, and therefore by the 
entities of the meta model. A stakeholder has certain concerns that may be supported 
by application scenarios of the enterprise architecture. Application scenarios, such as 
compliance management, product planning, business continuity planning or technol-
ogy risk management can be supported by architectural analysis, such as dependency 
analysis or coverage analysis. An extensive list of application scenarios and analysis 
types can be found in [31, 41]. In order to address multiple stakeholders concerns and 
to support a variety of application scenarios the meta model must include all relevant 
entities and relations. Therefore the method proposes stakeholder interviews to gather 
information about concerns and application scenarios. In a next step, meta model 
fragments to cover the collected concerns are created. 

Table 1. Engineering of Meta Model Fragments for Example Scenarios [23] 

Scenario IT Consolidation Business IT Alignment Compliance 
(IT-Ownership)

Object Processes, Applications Processes, Applications IT-related artifacts
Purpose Analysis Analysis Documentation
Concern Cost of application opera-

tions and maintenance
Providing adequate IT for 
business processes

Correct implementation of 
ownership policies

Stakeholder Application architect Process owner IT audit
Design 
Strategies

Consolidation of applica-
tions that are in use for a 
similar purposes

Providing IT functionali-
ties for each process step / 
Reduction of media breaks

Assigning explicit owners 
to applications and other 
IT-related artifacts

Questions Which applications are 
used in the individual
processes (sorted by orga-
nizational unit, product, 
and distribution 
channel)?
Which system software of 
the same type is currently 
in use?

Which process activities 
are not IT supported?
Which processes include 
media breaks?
Which activities are 
supported by multiple 
applications?

Are there applications for 
which no owners have 
been defined?
Are there applications that 
have not been audited for 
more than two years?

Meta 
Model 
Fragment

Product

Process

Distribution
Channel

Application

Org. Unit

System
Software

Process

Application

specialization part of

Application Person

Org. Unit
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These fragments are set into relation in order to achieve consistency and to elimi-
nate redundancies. Finally the model fragments are integrated to create one holistic 
meta model to cover all entities and relationships needed (Table 1). 

The method presented has been used in several industry projects, which led to con-
tinuous improvements [24]. Since most organizations do not start enterprise architecture 
projects in green field environments, occasionally company specific meta models or 
parts of it already exist and need to be integrated in the process sketched above. In this 
case modeling of the meta model fragments does not start from scratch but existing 
parts are modified according to the results of stakeholder interviews. In other cases, 
companies opt for the adoption of reference models for parts of the meta model. To 
support this situation, a common level of abstraction has to be found in order to inte-
grate self modeled fragments and reference model fragments. Therefore domains are 
used to group semantically related architectural entities and create comparability. Fur-
thermore a quantitative indicator to determine the usefulness of a reference model frag-
ment for a specific model is introduced. This indicator determines the modification 
efforts of a reference model necessary to fit the specific meta model of the organization. 

Consequently, the method supports  

1. the development of meta models starting from scratch with stakeholders’ 
concerns,  

2. meta modeling using legacy and reference models, and  
3. the integration of fragments from steps 1 and 2.  

3.2   Causality-Based Approach 

The main focus of the causality-based approach is on creating a meta model tailored 
to suit specific goals. These goals can be business oriented and “high-level”, such as 
reduce IT costs or improve customer satisfaction as well as more technical and con-
crete, such as increase system availability or improve system documentation. In order 
to achieve the goal, the approach stipulates that the goal is decomposed into more 
tangible and clearly operationalized sub goals. The goal decomposition and opera-
tionalization is made by considering the causal dependencies of the goals upon com-
ponents of enterprises, such as systems, processes, services, information, etc. as well 
as their inherent properties such as process cycle time or system cost. The method thus 
focuses heavily on causal relations between attributes of entities in enterprise meta 
models. Thus, a meta model will contain entities and entity relations as well as attrib-
utes and causal relations between these attributes [25]. 

The first step is the identification of enterprise goals. The second step is the detec-
tion of those enterprise constructs that influence these goals. The effort aims to under-
stand which attributes causally influence the selected goals. In subsequent iterations, 
attributes causally affecting the attributes found in the second step are identified. This 
iterative process continues until all paths of attributes, and causal relations between 
them, have been broken down into attributes that are directly controllable for the 
decision maker (Fig. 1). For instance, it might be identified that the goal improve cus-
tomer satisfaction is affected by customer support process efficiency and customer 
web portal usability. In the next iteration the customer web portal usability might be 
affected by the, for the IT decision maker, directly controllable attributes web 
 interface standardization and ERP system interoperability. 
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Fig. 1. Goal decomposition method 
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Fig. 2. Goal decomposition result and corresponding meta model 

Once a complete set of attributes has been identified, it is time to decide upon en-
terprise constructs, i.e. meta model entities and relations (Fig. 2). These can either be 
physical artifacts, such as “computer” and “person”, or more conceptual such as “data 
flow” and “process,” depending on the goal decomposition. The previously intro-
duced example uses the entity web interface with the attribute standardization as well 
as ERP system and interoperability. For more information see [11, 16, 26]. 

The goal decompositions can be visualized and formalized using various lan-
guages. By the criteria listed in [17], Extended Influence Diagrams (EIDs), an exten-
sion of Bayesian networks, is the preferred language. Employing the notation and 
mathematical foundation of EIDs provides the user with a language based on causal-
ity between a set of discrete variables. Using conditional probabilities and Bayes’ 
rule, it is thus possible to infer the values of the variables in the goal decomposition 
under different architecture scenarios [15]. By using the EID formalism, the architec-
ture analyses take the potential uncertainties of the knowledge of attribute values as 
well as the causalities as such. 

3.3   Comparison, Strengths and Weaknesses 

Both presented approaches propose processes to create meta models for organizations. 
Also, both approaches are independent of modeling notations. Yet there are differ-
ences in process, scope, focus and goals (Table 2). 
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Table 2. Comparison of Stakeholder-Oriented and Causality-Based Approach 

Approach Stakeholder-Oriented Approach Causality-Based Approach 
Goal Support concrete application scenarios, 

such as e.g. IT consolidation, product 
planning, and post merger integration 
in organizations based on stakeholders 
concerns 

Support quality goals, such as e.g. business 
value, IT governance maturity, and system 
quality (e.g. maintainability, interoperabil-
ity, security, availability, performance) 
by decomposing the goals into more con-
trollable metrics 

Focus Entities and relations 
• What does exist? 
• What entities are connected? 

Causal relations between attributes 
• How are entities connected? 
• What is the impact of a changing 

entity/attribute on the entire architec-
ture? 

Scope • Entities 
• Entity relations 

 

• Entities 
• Entity relations with multiplicity 
• Attributes 
• Causal relationships between  

attributes 
Meta  
Modeling 
Process 

1. Define application scenario 
2. Identify stakeholders 
3. Elicit concerns and information 

demand 
4. Create meta model fragments accord-

ing to concerns 
5. Integrate fragments  

5.1. to create a new model 
5.2. to combine existing fragments or 

reference models with new 
fragments, or modify existing 
models 

1. Define enterprise goals 
2. Decompose in more tangible sub 

goals 
3. Identify attributes of entities with 

impact on sub goals 
4. Identify attributes that influence 

attributes from step 3 until all  
attributes are broken down to a di-
rectly controllable level 

5. Model entities, attributes, and  rela-
tions between entities 

Modeling goals can be diverse and complex, especially if main drivers such as dif-
ferent goals of an organization (causality-based approach) or different stakeholder 
concerns (stakeholder-oriented approach) cause conflicting modeling decisions. Ac-
cording to the main purposes of enterprise architecture, the meta model has to support 
documentation, analysis and planning. Both approaches focus on goal orientation and 
are generally suitable for these purposes. For that matter, the causality-based approach 
delivers measurable interconnections of entity attributes, which is especially impor-
tant for analysis and planning capabilities. Stakeholder involvement ensures that there 
are specific roles with dedicated interest in their special application scenarios, which 
support the data gathering for the modeling process and also subsequent governance 
and maintenance aspects. 

The focus and scope of the modeling approaches differ. The stakeholder-oriented 
approach focuses on entities and relations necessary to provide the groundwork for 
documentation, analysis and planning (What does exist? How are entities con-
nected?). The causality-based approach takes a further step by not only including 
entities and relations, but focusing on attributes related to the entities and the causal 
relations between the attributes. This enhances the model, e.g. by using metrics and 
key performance indicators to evaluate and compare as-is situations and planning 
scenarios (How are entities connected? What are impacts of changes to one entity on 
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the entire architecture?). Challenging prerequisite is however the existence of accurate 
data, as well as useful probabilities of occurrence for a certain situation. Not as a 
matter of meta modeling, but as an issue of operating the enterprise architecture, the 
cost of gathering and maintaining model information needs to be justified by benefits 
generated by it. Therefore the desired level of detail for entities and attribute informa-
tion should be considered according to specific use cases and business needs [9, 30]. 

The modeling process of the causality-based approach is based on the idea to make 
strategic aspects measurable and controllable and create a meta model to consider 
these measures by the use of attributes. The method assumes that the meta model is 
built from scratch. The stakeholder-oriented approach is based on the information 
demand of interest groups and considers the scenario where organizations make use 
of legacy models and/or reference models in combination with new model fragments 
as well as creating the meta model on the green field. 

4   Method Construction 

4.1   Goal, Scope, and Focus  

In order to create a best-of-breed method strengths of both approaches need to be 
combined. The resulting method needs a process oriented perspective to support con-
crete application scenarios and satisfy stakeholder needs as proposed by the stake-
holder-oriented approach. At the same time, the metric oriented perspective from the 
causality-based approach is necessary to ensure sophisticated analysis of the meta 
model. This enhances the method with important capabilities, e.g. different versions 
of future scenarios can be compared to each other and evaluated based on the analysis 
and the impact local changes might cause in the entire enterprise architecture become 
visible. Thereby the scope of the meta modeling process involves entities, relation-
ships, and attributes. The desired level of granularity results from the usefulness of the 
depth of information. This might be assessed by difference of the benefits generated 
from analysis information and the efforts of gathering and maintaining the data. 
Stakeholder involvement thereby ensures that there are concerns connected to model 
and analysis information, which is important for acceptance and maintenance matters. 

4.2   Method Description 

Combining the strengths of the two presented meta modeling methods a novel model-
ing process is proposed. Table 3 gives an overview on the eight-step procedure. 

The method combines the stakeholder orientation with the causality-based ap-
proach. The following example illustrates the method using a sample application 
scenario. 

4.3   Example Scenario: IT Consolidation 

So far, the presented methods have only been evaluated in industry projects separately 
[1, 11, 26, 34]. In this first joint proposal, we therefore use an example scenario to 
illustrate the method. The characteristics of this scenario will be outlined as we pro-
ceed through the process steps. 
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Table 3. Meta Modeling Method Description 

Step No. Step Description 
1* Define application scenario Identification of concrete business situations, that enterprise 

architecture shall support.  
2* Identify stakeholders Identification of roles and persons that hold responsibility 

for identified application scenarios. 
3*  Elicit concerns and informa-

tion demand 
Investigation of what information stakeholders need in order 
to fulfill their roles 

4 **** Formalize information de-
mand into metrics 

Transform information demand and open questions into high 
level goals and measures 

5 ** Decompose in more tangible 
sub goals 

Break down high level measures in measurable goals 

6 ** Identify attributes of entities 
with impact on sub goals 

Identification of model attributes that influence measurable 
goals 

7 *** Create meta model fragments  Meta modeling including entities, relations and attributes 
according to concerns and respective analysis metrics. 
Identification of reusable fragments of existing meta models. 

8 * Integrate fragments Merge different model fragments to create one meta model 
addressing all application scenarios selected. 

Legend *based on stakeholder-oriented approach, **based on causality-based approach, ***based on 
both approaches, ****new step  

In the example case, the company is concerned with a lot of different processes, 
each supported by its very own IT systems. While the organization is still large, it has 
gone through considerable downsizing in recent years, and cost reduction is a priority 
throughout the whole enterprise. The CIO is faced with a decreasing budget, and has 
to cut costs while maintaining acceptable IT support to the core business. 

1. Define application scenario. Faced with these circumstances, the CIO decides to 
make application consolidation a top priority. The CIO believes that there are nu-
merous IT systems currently maintained that provide identical or similar function-
ality, which causes inefficiencies and high costs. 

2. Identify stakeholders. To perform an application consolidation, the CIO needs to 
involve the system owners. These are top executives, each responsible for a certain 
business area, who also own the IT systems supporting their respective business. 
While the CIO has a responsibility to co-ordinate these systems, it is the business 
executives that formally own the systems and the personnel using them. 

3. Elicit concerns and information demand. To make an informed decision on 
whether to phase out or keep any given system, the CIO needs to collect informa-
tion on the characteristics of the system. This means that he must (i) get the con-
sent of his peer executives, so that they will have the actual users collect the data, 
and (ii) decide on which criteria he is to use for the decisions. 

4. Formalize information demand into quality goals. To structure his decision, the 
CIO seeks to make a cost-benefit analysis, with cost and benefits broken down as 
illustrated in Fig. 3. The need for the system in the organization is combined with 
the functional and non-functional qualities to define the benefits. The costs to keep 
the system, on one hand, and the costs to phase out the system, on the other hand, 
are combined to define the costs. 
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Fig. 3. Formalization of information demand 

5. Decompose in more tangible sub goals. Clearly, the goals defined above need to 
be decomposed further. The need for the system can be measured by considering 
the criticality of the business processes supported by the system combined with an 
investigation of the redundancy, i.e. whether the processes are supported with the 
same functionality by several systems. Functional and non-functional qualities 
(availability, performance, interoperability, etc.) can be indicated by taking the ra-
tio of the quality of service offered over quality that is required. The costs to keep 
the system can be estimated from current financial records, and those to phase it 
out depend on the modifiability and the level of coupling of the system at hand 
with other systems. 

6. Identify attributes of entities with impact on sub goals. Following the decompo-
sition above, some sample entities are System, Process, and Service. The system en-
tity should have the attribute Recommendation, i.e. the top node illustrated above, 
but also functional and non-functional quality attributes such as Intrinsical avail-
ability (on an absolute scale) and Availability ratio (as compared to the require-
ments). These requirements, in turn, are attributes of the service offering support to 
the business process, and the process itself is attributed with, for instance, its Criti-
cality. Needless to say, this is only a limited subset of all the attributes actually 
needed. Fig. 4. below gives a few more causal relationships in this limited example. 

7. Create meta model fragments including entities, relations and attributes ac-
cording to concerns and quality goals. The final meta model fragment in this ex-
ample is illustrated below. The criticality of processes determines the criticality of 
the services supporting those processes. This is one input into the recommendation 
of whether to keep or phase out a system. Another input is the availability ratio of 
the system, as compared to the level of availability needed by the service. 

8. Integrate fragments. The last step integrates the newly modeled meta model frag-
ments with each other, respectively with already existing meta model fragments.  

 

Fig. 4. Meta model fragment 
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5   Discussion and Conclusion 

In this paper we have analyzed existing approaches to EA meta model engineering. 
Based on this analysis we have proposed an integrated method to define situational 
EA meta models on a meta model element level as well as on a level of element at-
tributes. Our basic assumption is, that EA models are no ends in themselves but have 
to provide a business value by supporting informed and well-founded decisions on 
how to continually transform the EA to fit an organization’s goals. 

Enterprise architecture data that does not contribute to such decisions should not be 
maintained in EA models since it often increases the EA maintenance efforts and thus 
reduces the acceptance of EA in an organization. Therefore our approach strictly 
derives relevant EA information from relevant application scenarios and stakeholder’s 
concerns down to an attribute level. 

Since this paper presents a first proposal of our enhanced method, the method has not 
yet been evaluated in a real case study. However, the partial evaluation of its components 
as well as the example given in section 4.3 may indicate the applicability of the method 
as well as the progressivity of the method compared with existing approaches. 

Therefore our next steps will include the evaluation of the method in industry pro-
jects as well as the improvement of exiting EA maintenance approaches [e.g. 7] con-
cerning the updates of EA element attributes. We will further investigate into the 
lifetime of accurate EA model information in order to further enhance EA application 
and maintenance processes. 
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Abstract. This research captures best practices in the business-to-business 
(B2B) domain as a means of competitive advantage and innovation for organi-
zations striving to adopt B2B environments. We present a case of developing 
and validating a set of patterns for B2B adoption and then discuss the case in 
the context of a number of other cases where organizational patterns have been 
used to capture, document and share competitive organizational knowledge.  

Keywords: Organizational patterns, pattern validation, business-to-business 
(B2B). 

1   Introduction 

Organizational success depends on capturing and using its knowledge, which may 
come in many different forms such as employee competence, skills, work experi-
ences, and work procedures. Best practices and collective expertise are particularly 
important to capture and share in the most efficient ways, because they are the most 
valuable assets for sustainable competitive advantage, innovation, and success of 
many IT undertakings. One such area is establishing and running business to business 
(B2B) environments.  

Organizations having B2B environments encounter many knowledge-related prob-
lems, for instance, the operation and communication aspects of the B2B environment, 
problems with accessibility and execution of transactions, lack proper documentation. 
Furthermore, employees’ tasks are shifted frequently and new staff are added or re-
placed often without knowledge capturing and sharing. As the body of knowledge has 
grown considerably, it has become very difficult to fast track new employees and to 
externalize and share valuable knowledge quickly. Since most of this knowledge is 
problem-solution based, an effective and practicable way of addressing this challenge 
is to capture the knowledge in the form of patterns. 

The objective of this paper is to present a case of developing and validating a set of 
patterns for B2B adoption and then to discuss it in comparison with a number of other 
cases where organizational patterns have been used to capture, document, and share 
competitive organizational knowledge. More specifically, we discuss pattern validation 
results in terms of the usefulness of the knowledge embedded in the patterns and the 
usefulness and appropriateness of the pattern format to knowledge capture. 
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The rest of the paper is structured as follows. Section 2 presents the background of 
organizational patterns and introduces the pattern validation process. This is followed 
by the pattern language of B2B adoption in section 3. In section 4 we present the 
pattern validation results and discussion. This is divided into three subsections ad-
dressing the usefulness of the knowledge embedded in the patterns, the usefulness of 
the pattern format followed by a comparison with similar pattern development and 
application cases. Future work and concluding remarks are presented in sections 5. 

2   Background to Organizational Patterns 

A pattern is used to: “describe a problem that occurs over and over again in our envi-
ronment, and then describes the core of the solution to that problem in such a way 
that you can use this solution a million times over, without ever doing it the same way 
twice” [1]. This principle of describing a reusable solution to a recurrent problem in a 
context has been adopted in various domains such as software engineering, informa-
tion system analysis and design (e.g. [2]) and organizational design. Organizational 
patterns have proven to be a useful way for the purpose of documenting, representing, 
and sharing best practices (c.f. [3] & [4]). Patterns offer an alternative and flexible 
approach that bridges between theory, empirical evidence and experience, and help 
resolve practical problems of organizations. Knowledge sharing and the generic na-
ture of patterns, provides an efficient instrument for capturing various knowledge 
chunks such as best practices, work processes, organizational solutions, experiences, 
etc. [5].  

Organizational patterns show when and how to solve something [6]. To do this the 
pattern will have different elements as shown in figure 1. The elements of the pattern 
allow the potential pattern user to make a judgment as to the pattern’s usefulness, 
appropriateness, and applicability in different contexts. In the B2B adoption case 
reported in this paper we have used the following fields – (1) pattern name as the 
general area of application, (2) business problem as the summary of the issue that the 
pattern intends to solve, (3) proposed solution to the business problem, and (4) moti-
vation explaining the reason for the pattern, emphasizing the practical significance 
and implications of the pattern. When appropriate the solution is illustrated by a 
model fragment or referenced to business process descriptions. It is also worth point-
ing out that in some cases the knowledge embedded in the patterns serves only as a 
suggestion or inspiration for designing processes in organizations – the proposed 
solution would have to be 

Name of field  Description 
Name Each pattern should have a name that reflects the problem/solution that it addresses. Names of 

patterns are also used for indexing purposes. 
Problem Describes the issues that the pattern wishes to address within the given context and forces. 
Solution Describes how to solve the problem and to achieve the desired result. Solution describes the 

work needed. It can be expressed in natural language, drawings, multimedia sequences, etc. 
Solution can be backed up with references to other knowledge sources and other patterns. 

Motivation Argument and example of applicable areas. In some cases this field also includes citations of 
expert interviews from the pattern discovery and development stages. 

Fig. 1. The pattern template used in the B2B adoption case 
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Sources of knowledge for eliciting candidate patterns included business documen-
tations (manuals, repositories and intranet), policies, rules, archival sources like pro-
ject reports, as well as face to face and phone interviews with experts. Examples of 
the companies that contributed to this process are:  

- a firm that solves complex systems integration issues behind state-of-the-art tech-
nology partnering with software vendors such as Sterling Commerce, and Busi-
ness Objects.  

- a data exchange company that enables B2B document exchange. It provides a 
B2B platform with a large number of suppliers, with which, buyers do business 
often exchanging hundreds or thousands of documents monthly.  

- a large multi-service provider (Internet, data, multimedia, and voice),  
- and a large wireless service provider.  

2.1   Pattern Validation 

Part of the process of developing patterns is validating patterns. I.e. the patterns de-
velopment team needs to assess the reuse potential of the proposed patterns outside 
the organizational context in which they were developed. The validation process 
should be performed after a fairly complete and coherent set of patterns has been 
developed and it shows the external consistency of the knowledge embedded in de-
veloping the patterns. Patterns can be evaluated separately and in groups.  

The ELEKTRA project developed a pattern evaluation approach [7, 8] that has 
been tailored and used in a number of subsequent projects. The approach puts forward 
a number of hypotheses and then validates them with a set of criteria addressed by 
questionnaires. The questionnaires should be answered by experts who have substan-
tial competence in the respective knowledge domain and who could be seen as the 
potential pattern users. The ELEKTRA approach to evaluating the usefulness of the 
knowledge embedded in patterns used the following criteria:  

− Usefulness: The degree to which the usage of the pattern would provide a substan-
tial contribution in the context of a real problem-solving application.  

− Relevance: The degree to which a pattern addresses a significant problem in the 
target industry sector or knowledge domain.  

− Usability: The degree to which the pattern can be used in the context of a real  
application.  

− Adaptability: The degree to which the solution advocated by the pattern can be 
modified to reflect a particular situation.  

− Adoptability: The degree of acceptance of the pattern to be used by domain experts 
for resolving a particular problem of interest.  

− Completeness: The degree to which a pattern offers a comprehensive and complete 
view of the problem under consideration and of the proposed solution.  

− Coherence: The degree to which the pattern constitutes a coherent unit including 
correct relationships with other patterns.  

− Consistency: The degree to which the pattern conforms to existing knowledge and 
vocabulary used in the target industry sector or knowledge domain.  
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− Prescriptiveness: The degree to which the pattern offers a concrete and tangible 
proposal for solving a problem, in particular with respect to the steps necessary for 
its implementation as described in the guideline.  

− Granularity: The level of detail at which the pattern addresses a problem. 

3   Pattern Language of B2B Adoption 

The overall problem that the pattern language for B2B adoption addresses on the 
macro level is the lack of standards and structure in the operation and communication 
of the B2B environment, for example, issues in accessibility and execution of B2B 
transactions. Table 1 shows the different problems and corresponding patterns. 

The goal of constructing a pattern language is to understand the dependencies 
among patterns and how they contribute to the overall problem of the pattern lan-
guage. This required us to analyze the B2B environment and business operations. The 
current set of 25 patterns act as guidelines for B2B transactions. The patterns repre-
sent a set of problems that are involved in B2B systems transactions and each pat-
tern’s solution and its effect are supported by trading partner experience. The pattern 
as best practice action provides a means for what organizations need to do in order to 
compete effectively in a changing and competitive business climate.  

Table 1.  Problems and corresponding patterns and relationships 

Business Problem No. Pattern Name Relationship 
to patterns 

X1:-The problem is dealing with different releases P16 Versioning and compatibility P1,P5,P22 
X2:-Lack of intervention on errors raises issues P1 Error handling/management P10,P12,P24 
X3:-Lack of agreed conventions P3 Single platform P4,P7 
X4:-Set up issues with trading partners P15 Connectivity P17,P22 
X5:-Multiple entry points P9 Duplication P2,P23 
X6:-Visibility and monitoring in transaction systems P8 Visibility and monitoring P10,P12,P14 
X7:-Non-relational tracking mechanism for issues P24 Tracking and trending P1,P8,P10 
X8:-Documents fail to load because of process P20 System, process/task failure P10,P11,P21 
X9:-No dialogue across the B2B modules P5 Architecture/integration P3,P4 
X10:-No automated mechanism for various subtasks P19 Auto task assignments P2,P5 
X11:-Data problems in disparate locations P4 Centralized data repository  P3,P7 
X12:-Transaction document accuracy P17 Transaction integrity P3,P4,P18 
X13:-Lack of clear legal environment, P11 Contractual issues P3,P7,P12 
X14:-Timely receipt and sequence of all files P14 Timing and sequence P1,P2,P16 
X15:-Frequency and format of archived information P25 Archiving and/or maintenance P22,P23 
X16:-Change process to support B2B initiatives P2 Change management P14,P18 
X17:-Complicated B2B tools P6 Usability/end-user enhancements P2,P20 
X18:- Collectivity in creating networks P7 Inter-organizational factors P3,P4,P5 
X19:-Processing problematic transactions P10 Resolution and reconciliation P1,P24 
X20:-Reporting mechanism for transaction activity P12 Reporting capabilities  P1,P8,P19 
X21:-File resends and corresponding enhancements P13 File resends / re-load option P1,P17,P23 
X22:-Template related issues P18 Transaction template construction P1,P9,P23 
X23:-Hardware standard thresholds P21 Hardware scalability P8,P20 
X24:-Controls for communication P22 Controls and security P3,P17,P25 
X25:-Data ownership is often political P23 Data and file processing P9,P25 
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P2: Change Management 
(Business Process 

Initiatives)
P1:Error Handling 
and Management

P4: 
Centralized 

Data 
Repository 

P3: Single 
Platform

contributes

P6:Usability
 (End-User 

Enhancement)

P7: Inter-
Organisational 

Factors

P9: 
Duplication

P10: Resolution 
and Reconciliation

P11: 
Contractual 

Issues

P12: Reporting 
Capabilities  (Interactive 

Performance)

P13: File 
Resends

(Re-Load 
Option)

P14: Timing 
and Sequence

P15: 
Connectivity

P17: 
Transaction 
Intergrity

P16: Versioning and 
Compatability

P18: Transaction FrameWork 
Construction

P19: Auto-Task 
Assignments

P22: Controls and 
Security

P23: Data and File 
Processing

P24: Tracking and 
Trending

P25: Archiving 
and/or 

Maintenance

relates

contributes

relates

relates

contributes

P5: Archictecture 
and Intergration 

Concepts
contributes 

relates

P8: Visibility and 
Monitoring

contributes relates

relates

contributes

relates

contributes

contibutes

relates 

contributes

contributes

relates

relates

relates

contributes

contributes

P20: System, 
Process and/or 
Task Failure

relates

contributes

contributes

P21:Hardware 
Scalability

relates 

relates 

relates

contributes

 

Fig. 2. The pattern language of B2B adoption 

The overall structure of the pattern language is shown in figure 2.  
The pattern language for B2B adoption shows the structure of the pattern relation-

ships E.g. in table 2 we extrapolate an example of one such pattern. P2:-change  
management and business process initiatives involves following through process to 
identify deficient, broken and non-existent processes so as to reengineer changes or  
upgrades to take advantage of P14:- timing and sequence (according to process). 
Company sets up a change initiation process that begins with using a pre-defined 
template to clarify business need. Company will then assess architectural fit for P18:-
transaction framework construction to consider component reuse, advancement op-
portunities, coupling, and technology use when creating scope, vision, and delivery 
plan for change. P6 usability and end user enhancements are related to a successful 
change process in P2:-change management and business process initiatives as users 
have a direct role in system transition. P9:-duplication includes considerations such 
as: when converting from paper to electronic what business rules should be estab-
lished for duplicate business documents found? Specifically, which document, paper 
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Table 2. Example Pattern and Model in the B2B adoption domain 

Name P2-Change Management and Business Process Initiatives 

Business 
Problem 

Companies face difficulties in the change process to support B2B initiatives. They try 
to patch new systems onto the existing system because they are caught up in balancing 
between needs of tactical survival and strategic viability.  

Solution 

There is a need for organizations to discuss the best mechanism for initiating changes 
while evaluating and evolving existing processes to successfully utilize B2B solutions.  

The overall suggestion is to pick one thing and do it consistently (a key change man-
agement concept) then add another-continuous improvement to a standard format while 
understanding the stages of B2B transaction growth and reengineer business processes 
(such as order fulfillment and delivery) concurrently with B2B implementation.  

In addition change management helps companies to implement B2B in a way that ad-
dresses “people” issues that may arise while moving from the current state to the desired 
state. The business context should address the processes, organization, people and tech-
nology. Following is a structural layout that could be followed: 

The first step is to identify the current process. The company implementation manager 
partners with the trading partner to identify all components of the current process, includ-
ing: 

■ Process Steps – Points within the process when an action, or set of actions, are per-
formed on the business document. For each step, trading partner should specify: 

• Entrance criteria 
• Actions that must be performed; actions that may be performed 
• Exit criteria 
• The next possible step or steps, and what determining factors should be used when 

there are multiple possible steps: 
■ Work Assignment – For each processing step, identify how the work is assigned. 

For each step, 
Trading partner should specify: 
• To which users or groups the work is assigned 
• Secondary/default user assignments 
• The criteria used to identify to whom the work is assigned 
■ Processing Controls – Points within the process where work is controlled, either 

through an approval step or second-level review. Processing controls should include: 
• Who is performing the approval or second-level review 
• What occurs when the reviewer accepts or rejects the reviewed work 
In all this organizations need to build business decision-making capabilities in the 

B2B processes explaining the underlying principles and approach all aimed at adding 
trading partner value. E.g. work with the appropriate trading partners to determine the 
impact of the scope change.  

Motiva-
tion 

Business process reengineering initiatives will help in achieving cost reduction, im-
proved quality, trading partner satisfaction, and time reduction involved in the execution 
of each of the business process.  

or electronic, should be discarded? Under what circumstances (e.g. order in which 
they were received, level of detail entered/loaded, etc.)? This is related to P2:-change 
management and business process initiatives. 

4   Pattern Validation Results and Discussion 

This section presents our findings from evaluating the B2B pattern language. The 
features examined in the evaluation process of the B2B pattern language where: (1) 
usefulness of the knowledge embedded in the patterns and (2) the usefulness of the  
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pattern format to knowledge capture. This was done after 25 patterns were developed 
and presented in the pattern language c.f. figure 2. 20 evaluators from 12 organiza-
tions in total answered questionnaires addressing the criteria shown below.  

The evaluation process starts out by identifying hypotheses that are presented as 
statements and/or possible theories. Evaluations using these hypotheses tests feature 
(1)-the usefulness of the knowledge embed in the patterns for the B2B environment. 
This was in line with the evaluation criterion developed for the ELEKTRA approach 
as follows:  

− Hypothesis 1 Usefulness: The knowledge embedded in the pattern would provide a 
substantial contribution for a transaction oriented trading partner to resolve an ex-
isting problem.  

− Hypothesis 2 Relevance: The pattern addresses a problem that is significant for 
B2B transaction oriented companies.  

− Hypothesis 3 Usability: The knowledge embedded in the pattern can be used by a 
trading partner to resolve an existing problem.  

− Hypothesis 4 Adaptability: The pattern can be tailored and modified with a reason-
able amount of effort in order to produce a template for a specific trading partner.  

− Hypothesis 5 Adoptability: The pattern is likely to be used in a real situation by 
domain experts in order to respond to a need in a trading partner.  

− Hypothesis 6 Completeness: The description of the pattern is complete.  
− Hypothesis 7 Coherence: The description of the pattern is coherent.  
− Hypothesis 8 Consistency: The pattern fully conforms to the existing knowledge 

and vocabulary of the B2B transaction sector.  
− Hypothesis 9 Prescriptiveness: The pattern clearly describes the solution to the 

problem addressed and lays out the individual elements of the solution and the 
steps for their implementation.  

− Hypothesis 10 Granularity: The pattern provides a solution with a level of detail 
reflecting the level of abstraction of the problem addressed. 

Evaluation feature (2) addresses the usefulness of the pattern format to knowledge 
capture also used evaluation criterion developed for the ELEKTRA approach as  
follows:  

− Hypothesis 11 Usefulness: The language captures and conveys the relevant knowl-
edge for describing patterns. 

− Hypothesis 12 Comprehensiveness: The different elements of the pattern (e.g. 
problem, solution, and motivation.) are adequate for understanding its purpose. 

− Hypothesis 13 Richness: The language is able to describe the different aspects of a 
pattern one is expecting in such a description. 

− Hypothesis 14 Relevance: The conceptual primitives chosen are appropriate for 
expressing the respective parts of pattern knowledge. 

The measuring scale was done for 2 options, a “yes” or “no” option such as adoptable 
and not adoptable. 
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4.1   Findings Concerning the Usefulness of the Knowledge Embedded in 
Patterns 

This section presents the usefulness of the knowledge embedded in patterns. Due to 
space limitations we present the overall analysis concerning the whole pattern lan-
guage. The complete evaluation results will be published later this year. Percentages 
are used to present a clearer perspective of the evaluators that were for or against a 
specific pattern. We also present the reasoning behind those for and against. However 
in some cases the disagreement was not commented on thus warranting a further in-
vestigation and analysis.  

Hypothesis 1 Usefulness: Evaluating the overall usefulness of the pattern language, 
most evaluators (71%) have regarded them as useful. Most of the comments were in 
agreement with the usage in terms of the general theme of the pattern language. How-
ever for (29%) of the evaluators that disagree, comments are related to some of the 
patterns being too general and covering a wide scope. In some instances suggestions 
were made for improvement such as the introduction of specific advice on certain 
patterns. 

Hypothesis 2 Relevance: Most of the evaluators (71%) regard the content of the 
pattern repository as relevant to the B2B domain. It is noted that the same evaluators 
who considered the pattern language useful also considered the problem described in 
the pattern as relevant to the problem domain, probably because they viewed them as 
useful and relevant. 

Hypothesis 3 Usability: (70%) of evaluators agree to the usability of the repository. 
However (30%) of evaluators do not agree that the patterns aim at being usable to 
solve an existing problem in the context of a real application. The argument for this is 
that in some instances the patterns are too general for the unique needs that surround 
B2B players.  

Hypothesis 4 Adaptability: On a slightly lower scale compared to the first three 
hypotheses, (67%) of the evaluators consider that the solution advocated by the pat-
tern can be tailored and modified in order to produce a model for a specific organiza-
tion reflecting a particular situation. Some evaluators were skeptical because they 
argue that this process would involve interpretation of knowledge and, adaptations of 
this knowledge to fit the situation being addressed. According to them this is not pos-
sible to achieve for trading partners in a B2B environment. 

Hypothesis 5 Adoptability: An equal percentage of evaluators think that the solu-
tions of the patterns are adaptable as adoptable. For (67%) the pattern shall be applied 
in a real situation by domain experts for resolving a particular problem of interest in 
order to respond to a need in a specific organization. For the (33%) that disagree 
comments provided suggest that evaluators were looking for more concrete and de-
tailed solutions.  

Hypothesis 6 Completeness: Most of the evaluators (70%) consider the pattern of-
fers a complete description of the problem and solution under consideration. Those 
that regarded the solutions as being incomplete expressed their desire for more elabo-
rated solutions. 

Hypothesis 7 Coherence: The evaluation results regarding the coherence of the 
problem description is fairly good (73%). We conclude that most of the evaluators 
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regarded the problems addressed and solutions proposed as related. Furthermore some 
additional pattern relationships were suggested. 

Hypothesis 8 Consistency: At (75%) of the evaluators, the results of this evaluation 
strongly are in favor of Consistency. The evaluators regarded the patterns as being 
consistent with the knowledge and vocabulary used in the B2B domain. In some in-
stances evaluators advocated for inclusion of more standardized platform solutions. 

Hypothesis 9 Prescriptiveness: Most of the evaluators (79%) consider that the pat-
tern clearly describes the solution to the problem addressed and lays out the individual 
elements of the solution and the steps for their implementation. For (21%) the level of 
abstraction is too high. Evaluators suggested refinement of concepts and presentation 
in a stepwise format. 

Hypothesis 10, Granularity: 71% of the evaluators regard that the patterns propose 
a solution at the appropriate level of detail. However, (29%) of the evaluators are 
consistent with the previous comments about the patterns being too general and the 
need for more examples. The main criticism concerned the level of detail and thor-
oughness of the proposed solutions. 

In presenting an overview of evaluator’s comments, the idea was that outside the 
patterns discussed above there are more issues that would fit as business problems. 
E.g. lack of adequate e-commerce expertise in the firm resulting from little or no time 
to develop new skills for B2B efforts, limitations posed by existing infrastructure in 
companies, improper business planning and poor investment decisions coupled with 
lack of strategic vision for B2B e-commerce which presents problems in measuring 
benefits of B2B e-commerce efforts.  

Evaluators also point out that for B2B initiatives to succeed there is need for time, 
energy and investment from senior executives. Given that managers are enthusiastic 
about IT, this can be used to rally top management support for B2B e-commerce ef-
forts. This provides strong and charismatic leadership to craft a marketable and com-
pelling B2B vision.  

Furthermore domain expertise and well-defined processes are a prerequisite for ef-
fective B2B systems success. Organizations that fail to realize this continually strug-
gle with a myriad of problems.  

Finally, organizations need to comply with standards by allowing their organiza-
tional processes to get redefined. Identifying clear cut responsibilities and dividing 
them according to team efforts is crucial to the success of the B2B systems. 

4.2   Findings Concerning the Usefulness of the Pattern Format 

This section presents the usefulness of the pattern format. There are four hypotheses 
used for evaluation as follows: 

Hypothesis 11, Usefulness: The evaluation is more optimistic with regard to the 
pattern format being able to capture and convey the relevant knowledge for describing 
patterns. Evaluators that supported the approach recommended the structure of the 
pattern language, especially the problem-solution guideline. However some evalua-
tors recommended inclusion of more items such as diagrammatic representation in the 
pattern format. This could include audio and even video where applicable. 

Hypothesis 12, Comprehensiveness: Most of the evaluators consider the different 
elements of the pattern (e.g. problem, solution, motivation.) are adequate for  
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understanding its purpose. For the evaluators that disagree suggestions included add-
ing pictures to the pattern format to make explanation much easier.  

Hypothesis 13, Richness: An equal percentage of evaluators think that the language 
is able to describe the different aspects of a pattern one is expecting in such a descrip-
tion as in hypothesis 2 above. Comments given here were almost identical to the ones 
in comprehensiveness. Apart from one evaluator who was of the view that the B2B 
process can be a very complex network and was skeptic about using the pattern ap-
proach to fully describe this in detail. This could be that she did not fully appreciate 
the pattern approach to knowledge capture. 

Hypothesis 14 Relevance: For most of the evaluators the conceptual primitives 
chosen are appropriate for expressing the respective parts of pattern knowledge.  

On the basis of the evaluation the following improvements have been proposed: 
The pattern should be further subdivided, more pictures should be included and ex-
ample cases for pattern applicability should be included in detail. The argument is that 
the example cases can work as models for organizations that would be interested in 
adopting the pattern language. 

4.3   Comparison with Other Pattern Application Cases 

In this section we review a few example cases of application of organizational patterns. 
Organizational patterns have been created and applied in practice for considerable 
time. They have been used for various domains (e.g. electricity supply industry (ESI), 
public administrations, healthcare) and for various problems (e.g. company restructur-
ing, change management, collaborative engineering (CE), treatment practices). Sum-
mary of five such cases and the case reported in chapter 3 is given in table 3.  

The early cases of pattern development started the development process in a more 
top down fashion, i.e. identifying the overall problem and then decomposing it into a 
number or more manageable sub-problems. The resulting pattern languages of the 
ELEKTRA project and the cases at Riga City Council and Verbundplan were similar 
to goal hierarchies. In the later cases the patterns were developed in a more explor-
ative way, i.e. the process started by investigating the initial problems, knowledge 
needs and requirements. E.g. at Skaraborgs hospital a knowledge map was used to 
identify the knowledge needs and structure patterns. The MAPPER project performed 
more than 10 modeling workshops with the domain experts. In the B2B adoption case 
a series of explorative interviews were carried out with a number or experts in the 
B2B domain. The evaluation results seem to suggest that this way of working con-
tributes to the overall usefulness of the resulting pattern language. In summary, the 
explorative way of working allows the pattern developers to identify and address 
more problems with practical significance. 

Concerning the appropriateness of using the pattern format, the results of the six 
cases show that the domain experts appreciate the problem-solution view on their 
competitive knowledge and expertise. The pattern template has been tailored in all 
these cases to improve the comprehensiveness and richness of patterns. 

Furthermore it seems that the way the pattern development process engages the 
domain experts also influences the potential impact of the patterns. In this context 
additional challenge is to transfer the pattern development knowledge to the domain  
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Table 3. Summary of different pattern application cases 

 ELEKTRA 
project, [8] 

Riga City 
Council, [9] 

Verbundplan 
GmbH,[3] 

Skaraborg 
Hospital, [5] 

MAPPER 
project, [10] 

B2B Adoption 

Period of time 1996-1999 2001-2003 2001-2003 2004-2007 2006-2008 2006-2009 

Domain ESI Public  
administration 

Consulting for 
the ESI 

Healthcare CE in the 
automotive 
sector 

B2B 

Problems 
addressed 

Best practices 
of human 
resources 
management  
& electricity 
distribution 

6 pilot cases  
in areas such  
as outreach 
work, police, 
transport 
department, 
and schools 

Repairing of 
serious  
damages in 
hydro power 
plants and 
project risk 
management. 

Management 
of treatment 
best  
practices. 
Focusing on 
treatment of 
leg ulcers. 

Product 
development, 
and  
collaboration 
[11] 

Lack of  
standards and 
structure in the 
operation and 
communication 
of the B2B 
environment. 

Repository ~40 patterns ~100 patterns, 
linked to 
some  
multimedia 
content 

~80 patterns, 
links to  
documents, 
definitions  
and  
multimedia  

~100  
patterns, 
documents 
and  
multimedia 
content 

~30 patterns, 
some linked  
to executable 
services 

~25 patterns 

Use of models 
to document the 
solution 

In almost all 
patterns 
contained 
fragments of 
enterprise 
models.  

Some  
 contained 
enterprise 
models, other 
kinds of  
models were 
also used 

Some  
contained 
enterprise 
models, other 
kinds of  
models were 
also used 

Very few 
models and 
diagrams  
were used to 
convey the 
solution 

Patterns were 
part of  
Active 
Knowledge 
Modeling 
(AKM) [12] 

Some patterns 
documented as 
models using 
tabular formats 

IT support HTML pages Content 
management 
tool and web 
export 

Content 
management 
tool and web 
export 

Web based 
content 
management 
system 
integrated 
with the 
hospital’s 
webpage 

METIS tool 
and the  
AKM  
platform. 

Document, 
proposal for 
HTML pages 

Pattern  
developers 

Researchers, 
developers of 
approach 

Domain  
experts with 
heavy  
involvement  
of outside 
experts and 
consultants 

Domain  
experts with 
heavy  
involvement  
of outside 
experts and 
consultants 

Domain 
experts 
assisted by 
researchers 

Outside 
experts, 
consultants 
researchers 
and domain 
experts in a 
collaboration 

Researchers 
assisted by 
domain experts 

Evaluation Questionnaire, 
formal, after 
the project 

Questionnaire, 
formal, after 
the project 

Questionnaire, 
formal, after 
the project 

Informal, 
discussions 
and  
workshops,  
feedback 
during the 
project 

Scorecard 
based,  
iterative, 
several times 
during the 
project. 

Informal  
discussions,  
and feedback 
during project 

Usefulness of 
the knowledge 
content 

Low Low Medium High Medium Medium 

Appropriateness 
of the pattern 
format 

Medium Medium Medium High High High 

Potential impact Low Low Medium High Medium to 
high 

Medium- more 
investigation 
needed 
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experts and to make the pattern based approach to knowledge sharing an accepted 
way of working in the organization. From the five cases reported in this section, this 
has been achieved only at Skaraborg Hospital (for more detailed analysis see [5]). For 
the MAPPER project it is too early to conclude whether the pattern approach will 
survive at the target organizations in the long term. Concerning the B2B adoption 
case, the dissemination process is not yet complete. 

5   Concluding Remarks and Future Work 

We have presented a validated pattern language of B2B adoption practices. These 
patterns can be seen as generic and abstract organizational design proposals that can 
be easily adapted and reused. While the validation process has shown that the quality 
of the patterns is high, continuous improvement of the patterns can be done through 
application feedback, reviews and corresponding adjustments. 

More specifically, concerning the usefulness of the patterns we conclude the pat-
terns are useful. Concerning the appropriateness of the pattern format we conclude 
that the format is useful. However depending on the domain, additions to the pattern 
elements such as pictures should be emphasized. Further more process models can be 
included to present a high level overview of the system in discussion. 

We have also compared the findings from the validation of this case with five other 
cases which leads to conclude that patterns are valuable means for capturing and shar-
ing various kinds of knowledge in different domains (e.g. engineering, IT, manage-
ment, and healthcare). On the other hand, considering the varying degree of long term 
impact of the pattern use in organizations, we would like stress that more research 
should be devoted to supporting the process of adopting pattern-based ways of work-
ing in and knowledge sharing. 

Patterns have also showed potential for acting as means for configuring enterprise 
information systems. Despite initial promising experiences [10] more research should 
be devoted to connecting patterns to services thus making the solutions proposed by 
patterns executable. This would make patterns a central part of enterprise architecture. 
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Abstract. Enterprise Modeling (EM) is used for a wide range of purposes such 
as developing business strategies, business process restructuring, business proc-
ess orientation and standardization, eliciting information system requirements, 
capturing best practices, etc. A common challenge impeding the value and im-
pact of EM is insufficient model quality. Despite substantial attention from both 
researchers and commercial vendors of methods the current situation in practice 
with respect to the quality of models produced is not satisfactory. Many model-
ing projects produce bad models that are essentially useless. The objective of 
this paper is to introduce a format, anti-patterns, for documenting critical don’ts 
in EM and to demonstrate the potential of the format by using it to report a set 
of common and reoccurring pitfalls of real life EM projects. We use the format 
of anti-pattern for capturing the bad solutions to reoccurring problems and then 
explain what led to choosing the bad solution. The anti-patterns in this paper 
address three main aspects of EM – the modeling product, the modeling proc-
ess, and the modeling tool support. 

Keywords: Enterprise modeling, model quality, anti-patterns. 

1   Introduction 

Enterprise Modeling (EM) is an activity where an integrated and commonly shared 
model describing different aspects of an enterprise is created. An Enterprise Model 
comprises a number of related “sub-models”, each focusing on a particular aspect of 
the problem domain, e.g. processes, business rules, concepts/information/data, vi-
sion/goals, and actors. EM is often used for a wide range of purposes such as develop-
ing business strategies, restructuring business processes, business process orientation 
and standardization, eliciting information system requirements, capturing best prac-
tices, etc. (cf. i.e. [1]). In these application contexts EM is commonly accepted as a 
valuable and practicable instrument. Yet, a number of challenges for EM use in prac-
tice do exist. One such challenge is enterprise and conceptual model quality. Despite 
substantial attention from both researchers and practitioners (c.f., for instance, [2, 3, 4, 
5, 6, 7, 8]) the current situation with respect to quality of models produced in real life 
is not satisfactory – many modeling projects produce really bad models thus making 
them essentially useless. This is best illustrated by the following interview quote: ”I 
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claim that only 30 % of what is produced today is at all acceptable as a platform to 
stand on [for further development work]…  Most of what is done today, especially 
with regard to business processes, is garbage” ([9], p. 197). According to our experi-
ence the situation in practice has not improved since this quote was made. 

Perhaps one of the reasons for this situation is that many EM projects do not really 
know what kind of model quality they should strive towards. This then leads to either 
insufficient model quality, which undermines the usefulness of the model, or “too 
high” (unnecessary) quality for the project, i.e. in a particular project certain quality 
criteria e.g. level of detail, could be relaxed. Another problem that causes bad models 
is that modelers and managers of EM projects are either too uninformed or ignorant 
when it comes to model quality and means to improve it. 

An Enterprise Model, and in essence any type of conceptual model, is produced by 
a modeler or a team of modelers by combining a modeling language with a modeling 
process. In that process the knowledge and creativity of the stakeholders are essential 
driving forces. In addition, how EM is carried out is highly situation dependent. A 
large number of situational factors need to be taken into account (c.f. [9 and 10]). 

Learning how to become a skilled modeler who is able to both manage the model-
ing language and the modeling process to produce high-quality models is a compli-
cated process that takes substantial time and effort. Learning through practice is  
essential, but in order to avoid making unnecessary mistakes, there is also a need for 
some form of documented guidelines and advice for carrying out EM. However, the 
high degree of situation dependence and the complicated nature of EM make it diffi-
cult to produce comprehensive guidelines that specify what to do in all situations.  

In this paper we take a complementary approach to guiding modelers. We focus on 
giving advice with respect to what a modeler should not do, making the assumption 
that the set of don’ts are substantially less than the possible dos. By taking this ap-
proach we can focus on avoiding the most common costly mistakes in EM. For this 
purpose we have chosen the format of anti-pattern because it effectively captures the 
knowledge about an appealing but bad solution to a reoccurring problem and then 
explains what led to choosing the bad solution and what the consequences of the bad 
solution are. The focus of anti-patterns is to capture common pitfalls and traps that for 
some reason appear attractive, but lead to undesired consequences. 

The objectives of this paper are twofold: 1) to introduce a format, anti-patterns, for 
documenting critical don’ts in EM and 2) to demonstrate the potential of the format 
by using it to report a set of common and reoccurring pitfalls of real life EM projects. 

The research approach is conceptual and argumentative based on a number of case 
studies that were carried out in public and private organizations [11, 12, 13, 14, 15] 
and interview studies with practitioners experienced in applying EM in practice [9, 
10, 16, 17]. 

The remainder of the paper is organized as follows. In section 2 we provide a brief 
background to EM methods and ways of working. Section 3 discusses a number of 
issues of model quality as well as some of the existing work on model quality. The 
concepts of a pattern and anti-pattern are introduced in section 4. Section 5 comprises 
a number of anti-patterns for conducting EM using the proposed approach. In  
section 6 we discuss the proposal and make some concluding remarks.  
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2   Background to Enterprise Modeling 

A great variety of EM approaches and methods have been developed and successfully 
used in practice (c.f., for instance, [18, 19, 20, 21, 22, 23, 24, 25, 26]). [1] show that 
EM can be used for two main types of objectives – (1) developing the business, e.g. 
developing business vision, strategies, redesigning the way the business operates, 
developing the supporting information systems (IS), or (2) ensuring the quality of the 
business, e.g. sharing the knowledge about the business, its vision, the way it oper-
ates, or ensuring the acceptance of business decisions through committing the  
stake-holders to the decisions made. 

In the reminder of this section we will describe an example EM method, namely, 
Enterprise Knowledge Development (EKD) [19]. The anti-patterns presented in the 
paper are mostly based on projects that used EKD or similar approaches. However, 
adhering to the criteria that patterns (and anti-patterns) should be generic, we have 
described them independent from the modeling approach used.  

EKD is a representative of the Scandinavian strand of EM methods. It defines the 
modeling process as a set of guidelines for participative way of working and the mod-
eling product in terms of six sub-models each focusing on a specific aspect of an 
organization (see table 1). 

The ability to trace decisions, components and other aspects throughout the enter-
prise is dependent on the use and understanding of the relationships between the  
different sub-models addressing the issues in table 1.  

When developing a full enterprise model, these relationships between components 
of the different sub-models play an essential role. E.g. statements in GM allow differ-
ent concepts to be defined more clearly in the CM. A link is then specified between 
the corresponding GM component and concepts in CM. In the same way, goals in the 
GM motivate the existence of processes in the BPM. Links between models make  
the model traceable. They show, for instance, why certain rules, processes and  
information system requirements have been introduced.  

In order to achieve results of high quality, the modeling process is equally impor-
tant as the modeling language used. There are two aspects of the process, namely the 
approach to participation and the process to develop the model. 

Table 1. Overview of the sub-models of the EKD method 

 Goals Model 
(GM) 

Business 
Rules Model 
(BRM) 

Concepts 
Model (CM) 

Business 
Process Model 
(BPM) 

Actors and 
Resources 
Model (ARM) 

Technical 
Component & 
Requirements 
Model(TCRM) 

Focus Vision and 
strategy 

Policies and 
rules 

Business 
ontology 

Business 
operations 

Organizational 
structure 

IS needs 

Issues  What does 
the organi- 
zation want 
to achieve or 
to avoid and 
why? 

What are the 
business 
rules, how do 
they support 
organiza-
tion’s goals? 

What are the 
things and 
“phenomena” 
addressed in 
other sub-
models? 

What are the 
business 
processes? How 
do they handle 
information and 
material? 

Who are 
responsible for 
goals and 
process? How 
are the actors 
interrelated? 

What are the 
business 
requirements to 
the IS? How are 
they related to 
other models? 

Com-
po-
nents 

Goal, prob-
lem, external 
constraint, 
opportunity 

Business rule Concept,  
attribute 

Process, 
external proc., 
information set, 
material set 

Actor, role, 
organizational 
unit, individual 

IS goal,  
IS problem,  
IS requirement,  
IS component 
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When it comes to gathering domain knowledge to be included in Enterprise Mod-
els, there are different approaches. Some of the more common ones are interviews 
with domain experts, analysis of existing documentation, observation of existing work 
practices, and facilitated group modeling.  

EM practitioners and EKD method developers have advocated a participatory 
way of working using facilitated group modeling (see e.g. [9, 19, 27, 28]). In fa-
cilitated group modeling, participation is consensus-driven in the sense that it is 
the domain stakeholders who “own” the model and govern its contents. In contrast, 
consultative participation means that analysts create models and domain stake-
holders are then consulted in order to validate the models. In the participatory 
approach to modeling, stakeholders meet in modeling sessions, led by a facilitator, 
to create models collaboratively. 

3   Enterprise Modeling Quality 

The EM process produces two results that are potentially useful: 

− the produced models, which are used as input to further development or imple-
mentation activities, and 

− the changed thinking and the improved knowledge of the participants. 

[9] states that the main criteria for successful application of EKD are that (1) the qual-
ity of the produced models is high, (2) the result is useful and actually used after the 
modeling activity is completed, and (3) the involved stakeholders are satisfied with 
the process and the result. 

High quality of models means that they make sense as a whole and that it is possi-
ble to implement them as a solution to some problem. Successful EM is when the 
result of modeling, e.g., a new strategy or a new process, is effectively implemented 
in the organization. The required quality level of models is usually determined by the 
project goals and the specific goals that apply to each modeling session. E.g. some 
modeling sessions might be geared towards creatively gathering ideas in which case 
model quality (e.g. in terms of the level of detail and completeness) is of lesser impor-
tance. In other cases when models are intended to be used as part of, for instance, a 
requirements specification, the models have to adhere to considerably higher quality 
requirements (e.g. in terms of completeness, integration, and understandability). 

[7] present an overall framework of process model quality and discuss general 
quality aspects of active knowledge models. [6], [29], and [30] have elaborated qual-
ity metrics of process models. These contributions are highly useful for EM when 
dealing with business process models. In an EM context these factors and metrics 
should be coupled with specific modeling and analysis guidelines for improving busi-
ness process models. 

[4] presents a set of factors for assessing and improving the quality of data models. 
[16] provide an initial investigation of whether the model quality criteria of [4] are 
applicable to Enterprise Models and concludes that the following factors: complete-
ness, correctness, flexibility, integration, simplicity, understandability, and usability 
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are applicable. This work should be further extended towards specific modeling 
guidelines for conducting EM and for documenting the modeling result. An example 
of one such guideline addressing understandability and applicability is to strive to-
wards SMART goals in the Goal Model, meaning that every goal should be specific 
(S), measurable (M), accepted (A), realistic(R), and time framed (T). This guideline 
would contribute to increasing the understandability and usability of the model. A 
guideline for improving simplicity would be to improve the graphical presentation of 
large and interconnected models, i.e. “spaghetti models”, rearranging them into sub-
models and by eliminating unnecessary relationships. In order for this guideline to be 
efficient, tool support that automates some of the activities, by, example, wizards for 
reviewing and querying relationships would be required. 

In summary, what is needed to improve the quality of Enterprise Models in prac-
tice is guidance for dealing with the modeling product, the modeling process, as well 
as the tool support for identifying the quality issues and then resolving them. 

4   Patterns and Anti-patterns for Capturing Reusable Knowledge 

Alexander et al. [31] define a pattern as describing “a problem which occurs over and 
over again in our environment and then describes the core of the solution to that 
problem, in such a way that you can use this solution a million times over, without 
ever doing it the same way twice”. On the basis of this initial definition, the pattern 
concept has been successfully adopted in software programming, system analysis, 
software design, and data modeling (c.f. for instance, [32, 33, 34]). The notion of 
pattern from these areas share two main ideas – (1) a pattern relates a recurring prob-
lem to its solution, and (2) each problem has its unique characteristics that distinguish 
it from other problems. The common objective of applying patterns is to capture, store 
and share reusable content, such as fragments of design (e.g. Class Diagrams) and 
software code. Patterns have also been useful in organizational settings for knowledge 
sharing purposes (c.f., for instance, [15, 35]). 

An anti-pattern (see e.g. [26]) is a bad solution to a common problem. Besides just 
presenting a bad solution, a good anti-pattern also explains why this solution looks 
attractive in the first place and why it backfires and turns out to be bad when applied. 
We use a template for anti-patterns adopted from [37] which has also been used for 
representing anti-patterns of adopting Knowledge Management approaches in organi-
zations [38]. The anti-pattern template is shown in figure 1. 

Fig. 1. The anti-pattern template 

Name The name of the anti-pattern 
Problem EM oriented motivation or problem it tries to solve 
Anti-solution What solution was chosen and how it was applied 
Actual results and  
unintended consequences 

What happened after the solution was applied  

Primary fallacies  What were the likely causes for failure, e.g. false  
assumptions. 
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5   Examples of Anti-patterns in Enterprise Modeling 

In this section we present a number of anti-patterns that demonstrate the proposed 
approach to capture reusable knowledge about the don’ts of EM.  They should be seen 
as examples, but, in fact, they do contain some of the don’ts that have been collected 
by the authors of this paper during more than 10 years of applying the EKD EM 
method in various settings. More about these applications and related experiences can 
be found in [17 and 38]. 

In this work we have followed the pattern development guidelines given in [19] 
and the overall principles outlined in the Pattern Language for Pattern Writing [39]. 

5.1   Addressing the Modeling Product 

Elaborate each model type separately and in detail  
Problem Your modeling language has a number of model types, all of 

which are to be elaborated in the modeling effort  
Anti-solution  Each model type, e.g. process model, concepts model, goal model, 

is elaborated separately and in detail until its developers feel that 
the model is complete. 

Actual results 
and unintended 
consequences 

In a set of model types, each type explains some aspect of the other 
model types. E.g. The information sets in a process model can be 
defined in a concepts model. Going into detail with the process 
model, without defining the information sets, will most likely 
cause the process model to be of low quality, since it will be based 
on superficial knowledge and assumptions about the content of the 
information sets. Wrongful assumptions will cause problems later 
on in the modeling effort and cause costly re-work of previous 
models. In the worst case, if all model types are developed in the 
same manner the modeling result will not be coherent and  
ultimately cause development efforts based on the models to fail. 

Primary falla-
cies 

Assuming that we have to complete one model type before we start 
with the next.  

 

Relate everything that seems related  
Problem Analyzing the model you discover that there are a number of  

relationships between model components that have not been  
documented. 

Anti-solution  Document all possible relationships that you can find between 
components in the model. Relate components “for good measure” 
because they “seem somehow related”. 

Actual results 
and unintended 
consequences 

The model will become muddled and difficult to read. It will  
contain many relationships and its interconnectedness could be 
close to a total graph. Such models are sometimes regarded as 
“spaghetti models”. A more serious problem is that the model will 
become un-focused and not function well as a basis for different 
types of development. 

Primary  
fallacies 

Assuming that all possible relationships need to be documented.  
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5.2   Addressing the Modeling Process 

Everybody is a facilitator 
Problem You do not have a modeling facilitator at a modeling seminar. This 

can be caused by either not realizing the need for a facilitator or 
not being able to afford the services of an external facilitator.  
A special case of this problem is when the facilitator is  
unexpectedly unable to attend due to force majeure.  

Anti-solution  The group members attempt to “facilitate each other” in various 
ways according to the best of their knowledge of what facilitation 
really is. In doing this the group members might even engage in a 
pseudo competition about who will facilitate more or louder. It is 
also not uncommon that the highest ranking manager assumes the 
role of facilitator. 

Actual results 
and unintended 
consequences 

The discussion in the modeling room might appear creative and 
inspired at the outset, but usually it is quite chaotic. It runs the risk 
of discussing only themes and topics that are very commonly  
discussed in the organization.  
The resulting model usually contains a large number of various 
modeling components dealing with an abundance of issues, most 
of which are not relevant to the problem at hand. The modeling 
language is not followed and the model may also include  
“drawings” of various kinds.  

Primary  
fallacies 

The assumptions that participative modeling can be done without a 
dedicated and skillful facilitator, that anyone can facilitate, and that 
more facilitation leads to better results.  

 
 
The facilitator acts as domain expert 
Problem The facilitator has previous knowledge about the domain to be 

modeled. It is difficult to activate the domain experts in the  
modeling session and to get them to contribute their knowledge to 
the model. Modeling progresses slowly and time is running out. 

Anti-solution  The facilitator has some knowledge about the domain to be  
modeled and takes tries to make progress by introducing his/her 
own knowledge in the model.  

Actual results 
and unintended 
consequences 

The domain experts become even more passive and even less  
motivated to contribute. The model ends up by being the  
facilitator’s own solution to the problem at hand and, hence, the 
domain experts will not feel that they are responsible for the model 
and for its implementation. In the worst case, should the model be  
incorrect in some way or later cause problems, the credibility of 
the facilitator will be seriously damaged. This could eventually 
jeopardize the whole modeling effort. 

Primary  
fallacies 

Assuming that it is better to get a model that reflects the views of a 
select few than no model at all.  
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Concept dump 
Problem Your modeling participants are knowledgeable about the domain 

and reasonably skillful modelers. They produce an abundance of 
modeling concepts without much discussion. The facilitator might 
be reasonably inexperienced. 

Anti-solution  The facilitator tries to place them all in the model and somehow 
relate them to each other.  

Actual results 
and unintended 
consequences 

The resulting model contains a lot of concepts and may look really 
complex and appear advanced. Many of these concepts will be 
trivial and issues addressed will be peripheral to the problem at 
hand. Hard problems are not addressed in the model. 

Primary falla-
cies 

The assumption that all issues brought up and pieces of paper  
written need to be placed in the model. Following blindly the 
guideline that stakeholder wishes must be recorded. Replacing 
quality with quantity – good models need critical discussion and 
decisions going into the model need to be weighted.  

 

Please the participants 
Problem The organization and its participants commit to using participative 

EM but at the same time they impose very strict conditions about 
the schedule, cost, location, and who should participate in the 
modeling seminars. 

Anti-solution  To accept the situation as is and to try to do the best possible effort 
within the frame conditions.  

Actual results 
and unintended 
consequences 

The result usually does not meet the expectations because the  
recourses have not been allocated adequately. The people allocated 
to the project have not been able to present the complete picture 
when it comes to the issues involved. The resulting models and the 
decisions are not implementable and are not followed in the  
organization. At best they are seen as an input to the problem  
solving process. 

Primary falla-
cies 

Assuming that participative EM can be done with very little effort 
and in any setting. The amount of effort required for preparing and 
conducting modeling seminars is given in [38]. Assuming that it 
does not matter who the stakeholders are and, hence, using  
stakeholder representatives or mediators, rather than stakeholders 
themselves, e.g. involving a secretary or a favorite employee of a 
manager, rather the manager him/herself.  

5.3   Addressing EM Tool Support 

Models keep “alive” themselves 
Problem The company has created a set of enterprise models that are  

intended to be used in the future for (1) reference purposes such as, 
for instance, business process standardization, or for (2) reusing 
them in a new organizational design. 



 Anti-patterns as a Means of Focusing on Critical Quality Aspects in EM 415 

Anti-solution  Store models in the tool repository and/or reports in the hope that 
people will look at them when they need them. 

Actual results 
and unintended 
consequences 

Once the models are created and stored in the repository they are 
quickly forgotten. Nobody remembers the details in the models and 
their purpose and as a result the new modeling activities often 
“reinvent the wheel”. 

Primary  
fallacies 

Assuming that the models do not need updating or that when  
updates are needed people will voluntarily do it. Not allocating 
responsibilities and resources for model updating.  
Assuming that models and reusable model parts can be easily  
identifiable. Not identifying reuse artifacts, i.e. patterns, in  
Enterprise Models. 
Assuming that people are well acquainted with the contents of the 
model repository. 

 
Professionals use only computerized tools 
Problem You use a modeling tool in a setting where you need to capture 

knowledge which requires collective thinking or consolidating 
several opinions.  

Anti-solution  The facilitator uses a modeling tool and a beamer. Everyone sits at 
a round table and tells what they think should be modeled and what 
part of the model they would like to be shown on the screen.  

Actual results 
and unintended 
consequences 

The process has interruptions because the facilitator has to shift 
his/her attention between discussing issues with the group and 
operating the tool. As a result the model looks visually  
unappealing; it has many broken links, misspelled words, awkward 
placement of modeling concepts. The progress is slow and not all 
stakeholders are able to contribute. Several of them are  
disengaged. The resulting model reflects knowledge of a select few 
in the room.  

Primary falla-
cies 

Assuming that working with paper stickers on a plastic wall is 
perceived unprofessional. Wanting to immediately come up with 
the right or the finished model. Not wanting to spend time to 
document and refine the model. 

 
Everyone embraces a new tool 
Problem The stakeholders need to review the models produced, you need to 

communicate with models within the project. 
Anti-solution  Purchase many licenses of a tool, train all stakeholders in tool 

usage, and send them models via email. Ask them to enter  
comments directly in the tool. 

Actual results 
and unintended 
consequences 

The communication in the project is hampered. Models are not 
discussed as the stakeholders spend considerable time discussing 
how to use the new tool.  

Primary  
fallacies 

Assuming that the stakeholders have the motivation and sufficient 
knowledge to use a tool on their own. Failing to focus on well 
established tools and packages, e.g. the Office software. 
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6   Concluding Remarks 

In this paper we have proposed the format of anti-patterns as the means of capturing 
reusable knowledge about how EM should not be conducted. The underlying assump-
tion is that it is complicated and cumbersome to instruct modelers about everything 
that they can and should do, e.g. because EM is so highly situation dependant. We 
have experienced this problem ourselves, having been involved in writing the user 
guide for the EKD EM approach. Alternatively it should be possible to focus on what 
modelers should not do. In our case we have chosen the form of anti-pattern to 
achieve this. 

We have applied the approach to the knowledge that we have gained through more 
than 10 years of applying the EKD EM approach in a variety of domains by develop-
ing a number of anti-patterns included in this paper. One reflection from developing 
these patterns is that this format has forced us to focus on the essential aspects of the 
knowledge: what should you not do, what are the consequences if you still do it, and 
why do people do what they should not do.  

The anti-pattern format is completely generic and could be applicable to capturing 
knowledge about all or most EM methods and for other methods such as process 
modeling and concepts modeling methods focusing on issues related to organizational 
and information systems design or change. The anti-patterns presented in this paper 
should be seen only as examples and a starting point; many more exist and wait to be 
captured and shared by the EM community. Furthermore, concerning the anti-pattern 
approach, more work needs to be devoted to elaborating guidance for their capturing, 
sharing and adoption. 
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Garćıa, Félix 58
Ghose, Aditya 14
Giorgini, Paolo 326
Giret, Adriana 277
Guizzardi, Giancarlo 33, 224
Guizzardi, Renata S.S. 33

Herlain, Isolda 99
Hermann, Frank 339

Idani, Akram 237

Jonkers, H. 367

Kerkow, Daniel 113
Koliadis, George 14
Krogstie, John 264
Künzle, Vera 197

Lagerström, Robert 381
Lankhorst, M.M. 367
Lopes, Mauro 224
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