


Lecture Notes in Artificial Intelligence 5549
Edited by R. Goebel, J. Siekmann, and W. Wahlster

Subseries of Lecture Notes in Computer Science



Yong Gao Nathalie Japkowicz (Eds.)

Advances in
Artificial Intelligence

22nd Canadian Conference
on Artificial Intelligence, Canadian AI 2009
Kelowna, Canada, May 25-27, 2009
Proceedings

13



Series Editors

Randy Goebel, University of Alberta, Edmonton, Canada
Jörg Siekmann, University of Saarland, Saarbrücken, Germany
Wolfgang Wahlster, DFKI and University of Saarland, Saarbrücken, Germany

Volume Editors

Yong Gao
University of British Columbia Okanagan
Irving K. Barber School of Arts and Sciences
Department of Computer Science
3333 University Way, Kelowna, BC V1V 1V5, Canada
E-mail: yong.gao@ubc.ca

Nathalie Japkowicz
University of Ottawa
School of Information Technology & Engineering
800 King Edward Avenue, Ottawa, ON K1N 6N5, Canada
E-mail: nat@site.uottawa.ca

Library of Congress Control Number: Applied for

CR Subject Classification (1998): I.2, I.5, J.3, H.3.1, J.5

LNCS Sublibrary: SL 7 – Artificial Intelligence

ISSN 0302-9743
ISBN-10 3-642-01817-3 Springer Berlin Heidelberg New York
ISBN-13 978-3-642-01817-6 Springer Berlin Heidelberg New York

This work is subject to copyright. All rights are reserved, whether the whole or part of the material is
concerned, specifically the rights of translation, reprinting, re-use of illustrations, recitation, broadcasting,
reproduction on microfilms or in any other way, and storage in data banks. Duplication of this publication
or parts thereof is permitted only under the provisions of the German Copyright Law of September 9, 1965,
in its current version, and permission for use must always be obtained from Springer. Violations are liable
to prosecution under the German Copyright Law.

springer.com

© Springer-Verlag Berlin Heidelberg 2009
Printed in Germany

Typesetting: Camera-ready by author, data conversion by Scientific Publishing Services, Chennai, India
Printed on acid-free paper SPIN: 12683819 06/3180 5 4 3 2 1 0



Preface

This volume contains the papers presented at the 22nd Canadian Conference on
Artificial Intelligence (AI 2009). The conference was held in Kelowna, British
Columbia, during May 25-27, 2009, and was collocated with the 35th Canadian
Graphical Interface Conference and the 6th Canadian Conference on Computer
and Robot Vision.

The Program Committee received 63 submissions from across Canada and
around the world. Each submission was assigned to three reviewers. The Program
Committee selected 15 regular papers each of which was allocated 12 pages in
the proceedings and a 30-minute presentation at the conference. We accepted
21 short papers among which two were withdrawn by the authors. Each short
paper was allocated 4 pages in the proceedings, and was presented as a poster
plus a 15-minute brief talk. Also included in the proceedings are eight student
abstracts presented at the Graduate Student Symposium.

The conference program featured three keynote presentations by Evgeniy
Gabrilovich (Yahoo Research), Alan Mackworth (University of British Columbia),
and Jonathan Schaeffer (University of Alberta). The one-page abstracts of their
talks are also included in the proceedings.

Two pre-conference symposiums, each with their own proceedings, were held
on May 24, 2009. The Second Canadian Semantic Web Working Symposium was
organized by Weichang Du and Harold Boley. The International Symposium on
Teaching AI in Computing and Information Technology was organized by Sajid
Hussain and Danny Silver.

This conference would not have been possible without the hard work of many
people. We would like to thank all Program Committee members and external
referees for their effort in providing high-quality reviews on time. We thank
all authors who submitted their work to this conference. Many thanks to Maria
Fernanda Caropreso and Svetlana Kiritchenko for their effort in putting together
an excellent program for the Graduate Student Symposium.

We are in debt to Andrei Voronkov for developing the EasyChair conference
management system and making it freely available to the academic world.

The conference was sponsored by the Canadian Artificial Intelligence Associ-
ation (CAIAC), and we thank the CAIAC Executive Committee for the constant
support. We would like to express our gratitude to Yves Lucet, the AI/GI/CRV
General Chair, and the local Organizing Chairs for their excellent work that
made the three joint events AI 2009, GI 2009, and CVR 2009 an enjoyable ex-
perience. We also thank Jan Paseska for helping us collect the copyright forms.

March 2009 Yong Gao
Nathalie Japkowicz
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AI in Web Advertising: Picking the Right Ad
Ten Thousand Times a Second

Evgeniy Gabrilovich

Yahoo! Research
701 First Ave, Sunnyvale, CA 94089, USA

gabr@yahoo-inc.com

http://research.yahoo.com/Evgeniy Gabrilovich

Abstract. Online advertising is the primary economic force behind many
Internet services ranging from major Web search engines to obscure blogs.
A successful advertising campaign should be integral to the user experi-
ence and relevant to their information needs as well as economically worth-
while to the advertiser and the publisher. This talk will cover some of the
methods and challenges of computational advertising, a new scientific dis-
cipline that studies advertising on the Internet. At first approximation,
and ignoring the economic factors above, finding user-relevant ads can be
reduced to conventional information retrieval. However, since both queries
and ads are quite short, it is essential to augment the matching process
with external knowledge. We demonstrate how to enrich query represen-
tation using Web search results, and thus use the Web as a repository of
relevant query-specific knowledge. We will discuss how computational ad-
vertising benefits from research in many AI areas such as machine learn-
ing, machine translation, and text summarization, and also survey some
of the new problems it poses in natural language generation, named entity
recognition, and user modeling.

Y. Gao and N. Japkowicz (Eds.): Canadian AI 2009, LNAI 5549, p. 1, 2009.



Living with Constraints

Alan K. Mackworth�

Department of Computer Science
University of British Columbia

Vancouver, B.C., Canada V6T 1Z4

Abstract. In order to thrive, an agent must satisfy dynamic constraints deriving
from four sources: its internal structure, its goals and preferences, its external en-
vironment and the coupling between its internal and external worlds. The life of
any agent who does not respect those constraints will be out of balance. Based
on this framing of the problem of agent design, I shall give four perspectives on
the theme of living with constraints, beginning with a theory of constraint-based
agent design and a corresponding experiment in robot architecture. Second, I shall
touch briefly on a personal historical note, having lived with the evolving concept
of the pivotal role of constraints throughout my research life. Third, I shall out-
line our work on the design of two assistive technology prototypes for people with
physical and mental disabilities, who are living with significant additional con-
straints. Finally, I shall suggest our collective failure to recognize, satisfy and live
with various constraints could explain why many of the worlds we live in seem to
be out of kilter. This approach hints at ways to restore the balance. Some of the
work discussed is joint with Jim Little, Alex Mihailidis, Pinar Muyan-Ozçelik,
Robert St-Aubin, Pooja Viswanathan, Suling Yang, and Ying Zhang.

� Canada Research Chair in Artificial Intelligence.

Y. Gao and N. Japkowicz (Eds.): Canadian AI 2009, LNAI 5549, p. 2, 2009.



Computer (and Human) Perfection at Checkers

Jonathan Schaeffer

Department of Computing Science
University of Alberta

Abstract. In 1989 the Chinook project began with the goal of winning the human
World Checkers Championship. There was an imposing obstacle to success ?the
human champion, Marion Tinsley. Tinsley was as close to perfection at the game
as was humanly possible. To be better than Tinsley meant that the computer had
to be perfect. In effect, one had to solve checkers. Little did we know that our
quest would take 18 years to complete. What started out as a research project
quickly became a personal quest and an emotional roller coaster. In this talk, the
creator of Chinook tells the story of the quest for computer perfection at the game
of checkers.

Y. Gao and N. Japkowicz (Eds.): Canadian AI 2009, LNAI 5549, p. 3, 2009.



Decision Tree Learning Using a Bayesian
Approach at Each Node�

Mirela Andronescu1 and Mark Brodie2

1 University of Washington, Seattle WA 98195 USA
andrones@u.washington.edu

2 Simpson College, Indianola IA 50125 USA
mark.brodie@simpson.edu

Abstract. We explore the problem of learning decision trees using a
Bayesian approach, called TREBBLE (TREe Building by Bayesian LE-
arning), in which a population of decision trees is generated by con-
structing trees using probability distributions at each node. Predictions
are made either by using Bayesian Model Averaging to combine infor-
mation from all the trees (TREBBLE-BMA) or by using the single most
likely tree (TREBBLE-MAP), depending on what is appropriate for the
particular application domain. We show on benchmark data sets that
this method is more accurate than the traditional decision tree learning
algorithm C4.5 and is as accurate as the Bayesian method SimTree while
being much simpler to understand and implement.

In many application domains, such as help-desks and medical diag-
noses, a decision tree needs to be learned from a prior tree (provided by
an expert) and some (usually small) amount of training data. We show
how TREBBLE-MAP can be used to learn a single tree that performs
better than using either the prior tree or the training data alone.

1 Introduction

Decision tree learning is a well studied problem in machine learning, with ap-
plication to various domains, such as help desk systems and medical diagnoses.
In traditional decision tree learning, a training set is used to construct a deci-
sion tree [11]. However, in many applications it may be prohibitively expensive,
or even impossible, to obtain sufficient training data to learn a good tree, but
relatively easy for a human expert to provide an initial tree, based on their
knowledge and experience. In such situations the challenge is to learn a decision
tree using both the expert’s prior tree and the training data that is available,
since the expert may possess knowledge not reflected in the data (particularly if
the data set is small). In this work, we describe and test a new approach which
combines the prior tree with training data using a probabilistic (Bayesian) ap-
proach at each node to build decision trees that are more accurate than using
either the prior tree or the training data alone. If no prior tree exists, the method
� This paper is based on work at IBM T.J. Watson Research Center, Hawthorne NY

10532 USA.

Y. Gao and N. Japkowicz (Eds.): Canadian AI 2009, LNAI 5549, pp. 4–15, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



Decision Tree Learning Using a Bayesian Approach at Each Node 5

can be used to build decision trees from training data alone; it outperforms tra-
ditional algorithms such as C4.5 [11] and is as accurate as, and much simpler
than, Bayesian methods like SimTree [15,16].

Problem Statement

We define the problem of “decision tree learning with a prior tree” as follows.

– Given:
1. A set of n attributes A = {a1, a2, . . . , an}, each attribute ai having ni

possible values (or outcomes);
2. A set of m classes (or labels) C = {c1, c2, . . . , cm};
3. A set of N data points D = {d1, . . . , dN}, where each data point consists

of the values for all attributes in A and the class in C;
4. A decision tree T 0 provided by an expert, and an “expert level” param-

eter λ representing our level of confidence in this tree.
Each internal node of T 0 is an attribute in A, though all the attributes
need not appear in T 0. Each attribute node ai has ni child nodes, and
each leaf node contains a probability distribution over the classes in C.
(This distribution may be a single class with probability 1.) The expert
may also provide the branch probabilities at each internal node.

– Output either:
1. A single best decision tree, to be used for prediction (classification);
2. Multiple decision trees, each with an associated probability. Predictions

are made by averaging the predictions of the different trees.

If no prior tree is available, we obtain the traditional problem of learning a
decision tree from training data. This can be regarded as a degenerate case of
the above problem. By assuming a uniform prior the method we develop is also
applicable to this case.

2 Algorithm

The algorithm we propose starts from the empty tree and adds one node at a
time, deciding what to insert at each node by using a probability distribution
over the attributes and classes which could be inserted. We may either pick the
most probable attribute or class or sample from the distribution.

For each node L being added to the tree, we need a discrete probability
distribution {p1, . . . , pn+m}, where pi, i = 1, ..., n denotes the probability of
attribute ai being questioned at L and pi, i = n + 1, ..., n + m denotes the
probability of assigning label ci at L; thus pi ≥ 0 ∀i and

∑n+m
i=1 pi = 1.

Prior: We use the prior tree T 0 and the partial tree T constructed so far to
generate a prior distribution P (L|T, T 0) for the attribute or class to be inserted
at node L. The details of how this is done are described in Section 2.2.

Likelihood: The training data D provides us with another ‘opinion’ about what
should be inserted at node L. We use the information gain of the attributes
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Procedure TREBBLE (TREe Building by Bayesian LEarning)

Input: Data set D, prior tree T 0, expert level λ;
Output: Posterior tree T;
Algorithm:

T = Tree with one ‘undefined’ node;
For each ‘undefined’ node L of T:

Set A = {all attributes not appearing in the parent path in T, all classes};
Step 1: Prior = P(L|T, T 0)=Compute Prior(L, T 0, T,A, λ);
Step 2: Likelihood = P(D|L, T )=Compute Likelihood(L, D, T,A);
Step 3: Posterior = P (L|D, T, T 0) ∝ P (D|L, T )P (L|T, T 0);
Step 4: ‘Define’ node L: L ∼ Posterior (or pick MAP), where L ∈ A;
If L is an attribute node:

For each outcome of L, add branches and ’undefined’ leaf nodes to T;
Else: add a leaf node, containing posterior probabilities for each class;

Return T.

Procedure 1: Pseudocode for the TREBBLE algorithm. At each node, an attribute
or a probability distribution over classes is inserted in the tree. If Step 4 is performed
by picking the most likely element of A, the procedure generates a single tree and is
called TREBBLE-MAP. If Step 4 samples from the Posterior, the procedure generates
a family of trees whose predictions are averaged at classification time, and is called
TREBBLE-BMA.

and the frequencies of the classes in the data to define a likelihood distribution
P (D|L, T ) that reflects how likely we would be to see this data given the partial
tree T constructed so far and a choice for the attribute or class at L. The details
of how this is done are described in Section 2.3.

Posterior: Given these prior and likelihood distributions, we define the posterior
distribution for which attribute or class to insert at the current node in the
usual way, by Bayes rule: Posterior ∝ Likelihood × Prior, or P (L|D, T, T 0) ∝
P (D|L, T )P (L|T, T 0) (we assume the data D is independent of the prior tree T 0).
This posterior distribution is the desired probability distribution {p1, . . . , pn+m}
described above.

It is convenient to use a Dirichlet distribution Dirichlet(p|α) ∝
∏n+m

i=1 pαi−1
i

for the prior and a multinomial distribution Multinomial(k|p) ∝
∏n+m

i=1 pki

i

for the likelihood, since then the posterior can be obtained in closed form as a
Dirichlet distribution Dirichlet(p|α + k) ∝

∏n+m
i=1 pαi+ki−1

i .
We call the approach TREBBLE (TREe Building by Bayesian LEarning,

see Procedure 1). If the desired output is a single tree, we choose at each node
the attribute with the maximum-a-posteriori (MAP) value. If a class is chosen,
the leaf node is assigned probabilities for all classes. We call this algorithm
TREBBLE-MAP.

If a single tree is not necessary, a population of trees can be generated by
repeatedly sampling from this distribution. To classify a new example, we use
Bayesian Model Averaging, as follows: the probability of a tree T is given by:
P (T |D, T 0) = P (L0|D, T 0)

∏|T |
i=2 P (Li|parent(Li), D, T 0), where L0 is the root
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node of T , |T | is the number of nodes in T , and parent(Li) is the parent of node
Li in T .

For classification of a new data point x, we sample S independent trees in order
to approximate the posterior class probability P (y|x, D) ≈ 1

S

∑S
i=1 P (y|Ti, x, D)

and we choose the most likely class - we call this TREBBLE-BMA.

2.1 Example of Decision Tree Learning with a Prior Tree

As an example, we apply TREBBLE-MAP to the task of classifying contact-lens
type, based on Tear-rate, Sightedness, and Eye-shape. We are given a prior tree
and a training set of labelled data, some of which is shown in Figure 1.

Consider first which node should be inserted at the root (Iteration 1). The
expert’s prior tree has Tear-rate at the root, so the prior distribution should have
a strong preference for this choice. The likelihood distribution is computed using
the information gain of each attribute in the training data. In this example the
data set yields a strong preference for Eye-shape at the root; the expert’s choice
of Tear-rate is only weakly supported by the data. The relative weight of the
prior and likelihood depends on our confidence in the expert’s tree versus how
much data we have. In this example the strong prior preference for Tear-rate
outweighs the strong data preference for Eye-shape, and so Tear-rate is chosen
at the root. Branches for each outcome of Tear-rate are added to the tree, and
the process continues.

At Iteration 2, Eye-shape (suggested by the data) is inserted. As a conse-
quence, since the prior tree had Sightedness for that node, we need to restruc-
ture the prior tree at Iteration 3 (otherwise we would not know what the prior
tree preference is for the next nodes). Note that the restructuring step increases
the prior tree size. For this example, it takes seven iterations to obtain the final
posterior tree with TREBBLE-MAP.

2.2 The Prior Probability Distribution

We now explain in detail how the prior probability distribution P (L|T, T 0) for
the attribute or class which should be inserted at the current node L of the
tree is defined, as a function of the prior tree T 0 and the partial tree T con-
structed so far (see Procedure 2). Recall that pi, i = 1, ..., n + m, denotes
P (L = {a1, . . . , an, c1, . . . , cm}).

The prior distribution is defined using a Dirichlet distribution, given by
Dirichlet(p|α) ∝

∏n+m
i=1 pαi−1

i . To define the prior distribution we need to es-
timate αi for each attribute and class that could be chosen at L; αi represents
the ‘weight’ of attribute or class i, according to the prior tree, and therefore
depends on our level of confidence λ. Although we do not assume that the prior
tree was generated from training data, if this were the case we can think of λ as
representing the amount of such data.

If there is no prior tree, we assume a uniform prior; i.e. αi = 1 ∀i. If there is a
prior tree T 0, then computing the prior distribution at L requires that the partial
posterior tree T is the same as the prior tree T 0 up to the level of node L. If
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• Given T0 and training data, create a single tree T using TREBBLE-MAP

Tear-rate

reducednormal

No CLSightedness

far near

No CL Eye-shape

distortedround

Hard CLSoft CL

Prior tree T0 +
Expert level (23)

ClassEye-shapeSightednessTear-rate

…………

No CLDistortedNearReduced

Soft CLRoundFarReduced

Soft CLRoundNearNormal

Training data (26 points)

Step 1: Compute prior for root

Tear-rate 15
Sightedness 3
Eye-shape 1
No CL 2
Soft CL 1
Hard CL 1

=

Step 2: Compute likelihood for root

Tear-rate 3
Sightedness 4
Eye-shape 15
No CL 1
Soft CL 2
Hard CL 1

k =

Step 3: Compute posterior for root

Tear-rate 18
Sightedness 7
Eye-shape 16
No CL 3
Soft CL 3
Hard CL 2

+ k =

A = {Sightedness, Eye-shape, No CL, Soft CL, Hard CL} 

Steps 1 – 3 in the same way. Step 4: the MAP tree contains Eye-shape.       Then, T = 
Hence, the prior tree has to be restructured. 

Tear-rate

reducednormal

No CLEye-shape

round distorted

nearfar

Hard CLNo CL

Sightedness

far near

No CL Soft CL

Sightedness

Step 1: Prior tree  
needs restructuring: Tear rate

reducednormal

No CLEye shape

round distorted

Soft CL Sightedness

nearfar

Hard CLNo CL

Final MAP tree T =

• Iteration 1: 

T = undefined

A = {Tear-rate, Sightedness, Eye-shape, No CL, Soft CL, Hard CL}

P(L) ~ Dirichlet(p| ) P(D|L) ~ Multinomial(k|p) P(L|D) ~ Dirichlet(p| +k)

Step 4: L = the MAP node Tear-rate.    Then, T = 
Tear-rate

reducednormal

undefined undefined

• Iteration 2: 

Eye-shape

round distorted

Tear-rate

reducednormal

undefined

undefined

• Iteration 3: A = {Sightedness, No CL, Soft CL, Hard CL} • Iteration 7: 

undefined

Fig. 1. Example of applying TREBBLE-MAP to a contact lenses (CL) application
where a prior tree and training data are given. The possible attributes are Tear-rate,
Sightedness and Eye-shape. The possible classes are No Contact Lenses (No CL), Soft
Contact Lenses (Soft CL) and Hard Contact Lenses (Hard CL). The example shows
in detail our probabilistic approach at the root level. It also shows how the prior tree
gets restructured if a different node is selected.
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Procedure Compute Prior

Input: Current node L, prior tree T 0, partial posterior tree T ,
attributes and classes A, strength λ;

Output: Prior distribution for next node L to be added to posterior tree T ;
Algorithm:

Compute the expert level (prior strength) λ(L) at node L;
Restructure prior subtree if needed, and obtain T 0

s ;
For each attribute or class k in set A, compute α(k);
Normalize all α(k) values to sum up to λ(L);
Return Dirichlet(vector α).

Procedure 2: The prior distribution of the attributes and classes for the current node
is a Dirichlet distribution, with hyperparameters α. This procedure describes how we
obtain the parameters α. The λ value at node L is the given expert level if L is the root
node; otherwise it is the parent’s λ value multipled by the probability of the branch.
If the previous node was not the node suggested by the prior tree, then the prior tree
needs to be restructured.

this is not the case, T 0 has to be restructured so that the parent of the node L is
the same in T 0 as in T , as illustrated by the example in Figure 1. We adopt the
simple restructuring algorithm used by Utgoff [14]. A more efficient restructuring
algorithm could be implemented, as described by Kalles and Morris [10].

After restructuring, we have a subtree T 0
s of T 0 whose root node represents

the prior tree’s ‘opinion’ about which attribute or class should be inserted at
node L. Recall that λ represents the expert’s ‘level of expertise’ or experience.
Our confidence in the prior tree’s ‘opinion’ at node L, denoted by λ(L), reflects
the amount of “virtual” data at that level, and depends on the likelihood of
following the path from the root to L. Thus, λ(root) = λ and λ(L) = λ(p(L))
× P(branch from p(L) to L), where p(L) is the parent node of L. If the branch
probabilities are not provided by the expert, they can be computed from the
data used to generate the prior tree (if available), estimated from the training
data D, or assumed uniform.

2.3 The Likelihood Distribution

Wenow explain indetailhow the likelihooddistributionP (D|L, T ) is defined,using
the multinomial distribution Multinomial(k|p) ∝

∏n+m
i=1 pki

i (see Procedure 3).
Recall that pi, i = 1, ..., n + m, denotes P (L = {a1, . . . , an, c1, . . . , cm}). We can
think of ki as meaning the ‘weight’ of attribute or class i, according to the training
data D.

The partial tree T constructed so far defines a path from the root to L; this
path specifies particular values for some of the attributes. Let D(L) be the subset
of D whose attribute values match the values along the path from the root to L.

If D(L) is empty, we set ki = 0 ∀i. Otherwise, compute the information gain
G(ai) of each attribute, for i = 1 to n, and the frequency F (ci−n) of each class,
for i = n + 1 to n + m. The weights for each attribute and class are:



10 M. Andronescu and M. Brodie

Procedure Compute Likelihood

Input: Current node L, data D, partial posterior tree T , attributes and classes A;
Output: Likelihood for the next node to be inserted into T ;
Algorithm:

Select the data subset D(L), to satisfy the attribute values of the parent path;
Compute weight β of attributes versus classes, depending on class entropy;
For each attribute item ak from A:

Compute information gain G(ak);
Compute ’attribute number of occurences’ k(ak) = β × |D(L)| × G(ak)∑

G(ak)
;

For each class item ck from A:
Compute class frequency F (ck);
Compute ’class number of occurences’ k(ck) = (1 − β) × |D(L)| × F (ck)∑

F (ck)
;

Return Multinomial (vector k);

Procedure 3: The likelihood is a multinomial distribution whose parameters ’sim-
ulate’ the number of times each attribute or class is seen. This value is proportional
to the information gain for attributes, and to class frequency for each particular class.
The weight between attributes and classes is represented by a value β, which depends
on the class entropy (see text).

ki = β|D(L)|G(ai)∑
n
j=1 G(aj)

, i = {1, . . . , n},

ki = (1−β)|D(L)|F (ci−n)∑ m
j=1 F (cj)

, i = {n + 1, . . . , n + m}.

The ki values sum up to |D(L)|, the number of data points in D(L).
The parameter β ∈ [0, 1] controls the relative importance of attributes versus

classes. One choice for β is the class-entropy
∑m

j=1 F (cj) log F (cj), normalized
to be between 0 and 1. If β = 1 all the probability mass is assigned to the
attributes, in proportion to their information gain. If β = 0, then there is only
one class with non-zero frequency, so this class should be chosen. Note that β in
effect performs pruning, because even if some attribute has non-zero information
gain, it will not necessarily be chosen for the current node if its information gain
is outweighed by the relative frequency of a class.

3 Related Work

Traditional decision tree algorithms, such as C4.5 [11], use training data as
input and greedily construct a tree, which is then post-pruned to avoid overfitting
and to decrease the tree size. The greedy construction involves adding the most
informative attribute to the tree, such that the number of attributes tested is
minimized, while the classification accuracy is maximized. Such algorithms do
not deal with a prior tree given as input.

Incremental decision tree learning algorithms [14] use the training data
sequentially. Given some training data, a tree is constructed in the traditional
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way. Statistics about this first batch of training data are kept, although the
training data itself is not used again. When new training data becomes available,
the current tree and the statistics are updated. In our case we do not have any
statistics about the data from which the prior tree was constructed (other than,
perhaps, branch and class probabilities).

Random forest algorithms [5,9] are similar to our TREBBLE-BMA algo-
rithm in that they generate many decision trees and pick the class that is voted
by the most number of trees. However, there are several key differences: every
tree generated by a random forest uses a traning set obtained by bootstrapping
the original data set (therefore is not applicable to small training sets), whereas
our algorithm samples nodes according to distributions given by a fixed training
data set. Again, random forests do not deal with prior trees as input.

Bayesian decision tree learning methods [6,7,15,16] usually start from
some prior tree, chosen from some distribution. Random walks or sophisticated
Markov Chain Monte Carlo methods are used to obtain a family of trees that fits
the training data. Our approach starts from a fixed prior tree and, by adopting
a Bayesian approach at the node-level instead of at the tree level, avoids the
necessity of performing long Markov Chain Monte Carlo simulations.

4 Experimental Results

In this section, we present experimental results of our TREBBLE algorithms
(implemented in Java). We compare our results against results obtained with the
C4.5 program version 8.3 [11] and SimTree [15,16] (both with default options).

First, we present a detailed analysis of the Wisconsin Breast Cancer data
set [3] from the UCI machine learning repository [2]. At the end of this section,
we test our algorithms on five additional data sets (see Table 1. We report the
misclassification rate (i.e. the percentage of misclassified test data points), aver-
aged over 10 random partitionings of the data into the specified prior, training
and test set sizes.

4.1 Detailed Analysis of the Wisconsin Breast Cancer Data Set

Results when no prior tree is given. First, we assume no prior tree is given.
We ran TREBBLE-MAP and TREBBLE-BMA (averaging over 500 trees) with
uniform priors, C4.5 (the pruned version), and SimTree with default prior (av-
eraging over 500 trees, with 500 “burn-in” trees, i.e., trees before the SimTree’s
Markov Chain Monte Carlo algorithm converges). Figure 2 shows the results for
various training set sizes (the test set size is 250).

On these sets, TREBBLE-MAP obtains similar accuracy as C4.5, within 3%
either better or worse for different training set sizes. This result is expected,
since both algorithms construct the tree one node at a time by greedily picking
the attribute with the highest information gain. The difference consists in the
“pruning” method.

It has been previously shown [6,7,15,16] that Bayesian approaches give better
misclassification rate than “point estimate” approaches. Our Bayesian version
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Fig. 2. Misclassification rate measured on test sets of 250 points. Left: For TREBBLE-
BMA, we sampled 500 trees. For SimTree, we sampled 500 trees, and we considered
500 trees were “burn-in” trees. Right: A histogram of the misclassification rate for
the 500 TREBBLE-BMA trees, for one split with training set size 100.

TREBBLE-BMA (with uniform prior) also performs much better than C4.5
and TREBBLE-MAP (see the left plot of Figure 2). TREBBLE-BMA performs
comparably with SimTree (even slightly better), while being conceptually much
simpler, since there is no need for Markov Chain mixing and tree moves. The
right plot of Figure 2 shows that each sampled tree has high misclassification
rate, however the average prediction is very accurate, because the errors the
trees make are somewhat independent.

In addition, TREBBLE-BMA runs faster than SimTree: it took TREBBLE-
BMA 7.6 CPU minutes to sample 500 trees on a training set of 100 data points,
whereas SimTree took 17.6 minutes (we used an Intel Xeon CPU with 2.4GHz,
512 KB cache and 1GB RAM, running Linux 2.6.16).

Results when a prior tree is given, and the desired output is one single
tree. Next, we assume we have a prior decision tree, given by an expert, and
the desired output is one single tree. For example in help-desk applications, the
questions asked should follow one single tree.

In order to evaluate our algorithms when a prior tree is given by an expert,
we use C4.5 (with pruning) to create the prior tree from the prior data. This
allows us to set the expert level λ in accordance with the amount of prior data.
We also set the class and branch probabilities according to the data.

Figure 3 shows the results. TREBBLE-MAP with the expert prior is more
accurate than the prior tree alone and the C4.5 tree obtained from the training
data alone.

In addition, TREBBLE-MAP with the expert prior is slightly more accurate
than the naive approach where we artificially generate data from the prior tree,
we add the training data, and we use C4.5. This is expected, since sampling
artificial data from the prior tree adds a fair amount of noise to the data.

Using the naive approach may have other disadvantages as well. First, we
expect a large variation of accuracy for different samplings, especially when the
prior tree strength is small and the training set size is small. Second, the resulting
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Fig. 3. Performance of TREBBLE-MAP when a prior tree is given by an expert. Left:
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9%. Right: Training set size is fixed to 100 data points, while the prior tree strength
varies from 20 to 200. The misclassification rate of the training data, as given by the
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Fig. 4. Misclassification rates of the BMA approaches when a prior tree is given. Left:
Prior data set size is fixed at 200. Right: Training set size is fixed at 50.

trees may differ substantially from the prior tree, because the prior tree structure
is not used at all in this approach. In contrast, TREBBLE-MAP keeps consistent
with the prior tree unless there is strong evidence from the training data to use
a different attribute or class for a specific node.

These results show that TREBBLE-MAP improves accuracy as compared to
the prior tree alone or the training data alone, while being more robust than a
naive approach, and more consistent with the prior tree given.

Results when prior tree is given, and the desired output is many trees.
If the application domain permits averaging the prediction results given by many
trees, then it is interesting to see whether Bayesian Model Averaging also gives
better results when a prior tree is given.
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Table 1. Misclassification rates of our TREBBLE algorithms and C4.5 on six data
sets from the UC Irvine repository. The total number of instances (shown in column
2) was randomly split in three equal sizes, for the prior tree, training and testing. We
have performed ten splits, and averaged the results. Columns 3 and 4 give the number
of attributes and the average number of outcomes for each attribute. All data sets have
two classes. For TREBBLE-BMA we sampled 100 trees.

Data set #inst #attr avg #outc Training only Training + prior Prior
N n avg(ni) TREBBLE-BMA C4.5 TREBBLE-MAP only

Balance scale [13] 576 4 5 16.20 27.97 28.23 29.90
Breast cancer [3] 681 10 10 3.35 7.89 6.48 7.88
Car evaluation [4] 1593 6 3.5 6.74 8.83 7.66 8.36
Congressional votes [12] 231 16 2 5.32 4.68 3.25 4.03
Hayes-Roth [1] 129 4 3.75 27.67 34.88 31.63 33.95
Mushroom [8] 5643 22 5.68 0.46 0.58 1.89 0.97

We compare TREBBLE-BMA with the given prior tree, TREBBLE-BMA
with uniform prior and TREBBLE-BMA with uniform prior and where the
“training set” is composed of the original training set plus artificial data sampled
from the prior tree (alternatively, one can use SimTree to sample trees from this
data). Figure 4 shows the results. In the left plot, we keep the prior tree strength
fixed to 200, and vary the training set size. Surprisingly, TREBBLE-BMA with
the expert prior performs worse than when the prior tree is not used. The reason
is that, since the given prior is only one tree, it restricts the posterior sampled
trees to be similar to the prior tree. Thus, most of the posterior trees make the
same mistakes, while when no prior tree is used, posterior trees are wrong on
different test points (see the right plot of Figure 2).

What is interesting however is that, when the number of sampled trees is small
(e.g. five), TREBBLE-BMA with the expert prior has much better accuracy than
when a uniform prior is used (e.g. 7-8% versus 15-20% on a prior size of 200 and
training set size of 100).

TREBBLE-BMA with the naive approach always performs worse than when
no prior is used. In the left plot it performs similarly with TREBBLE-BMA with
the expert tree, because the prior strength is high, and so the induced noise is
high. The right plot also shows the misclassification rate of the naive approach
goes up when the prior strength increases, since the noise is higher.

4.2 Results on Other Data Sets

Table 1 shows the results of C4.5 and TREBBLE on six data sets (we could not
sucessfully run SimTree on any data sets other than the Wisconsin breast cancer
data set). In five out of six cases, TREBBLE-BMA performs better than C4.5
(see the bold values), and in four out of six cases, TREBBLE-MAP with prior
performs better than both C4.5 trained on the training data alone, and the prior
tree alone (see the italic values). These results demonstrate that our TREBBLE
algorithms are successful on data sets with various characteristics.
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5 Conclusions

In this work, we propose a probabilistic algorithm to solve the problem of decision
tree learning when a prior tree (or uniform prior) and training data are given.
Our strategy is to iteratively construct a tree by inserting one attribute or class
node at a time, picked from a probability distribution which is a combination of
two derived probability distributions: one coming from the prior tree, and one
coming from the training data. When no prior tree is available, our Bayesian
averaging approach TREBBLE-BMA performs slightly better than the state-of-
the-art Bayesian CART approach, while our approach is much simpler and faster
to run. When a prior expert tree is available, our algorithms typically perform
better than the prior tree alone and the training data alone.
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Abstract. We report preliminary empirical results on Generating Sat-
isfiable SAT instances using a variation of the Random Subgraph Iso-
morphism model. The experiments show that the model exhibits an
easy-hard-easy pattern of empirical hardness. For both complete and
incomplete solvers the hardness of the instances at the peak seems to in-
crease exponentially with the instance size. The hardness of the instances
generated by the model appears to be comparable with that of Quasi-
group with Holes instances, known to be hard for Satisfiability solvers.
A handful of state of the art SAT solvers we tested have different per-
formances with respect to each other, when applied to these instances.

1 Introduction

Satisfiability(SAT) is the prototypical problem for Artificial Intelligence. It has
practical applications such as formal verification of software and hardware -
which reduces to checking if a Boolean formula is satisfiable. Incomplete Satisfi-
ability solvers, which can not prove unsatisfiability, can be very useful for these
applications, as they can find a solution if one exists. There is a permanent com-
petition between finding new, challenging Satisfiability instances and designing
efficient Satisfiability solvers able to tackle the challenges. This competition has
resulted in many improvements of the Satisfiability solvers in the last decade.

While there are several models for generating hard SAT instances in general,
there are only a few such models for generating Satisfiable SAT instances -
instances guaranteed to have solutions. Generating hard satisfiable instances
has theoretical importance - related to problems in cryptography - as well as
practical importance - evaluating the performance of incomplete SAT solvers.

A natural strategy is to generate a random total assignment of the variables
and then add random clauses which do no contradict the initial assignment.
This approach, known as solution hiding, has resulted in easy satisfiable random
k-SAT instances, due to the clustering of many solutions around the initial as-
signment [1,2]. In order to disperse the solutions, a variation has been proposed
[3] in which the clauses are rejected if they contradict the original assignment or
its complement. It has been shown that this variation generates harder satisfiable
instances.

The RB and RD models for random Constraint Satisfaction Problem are
used in [4] to generate satisfiable instances of SAT. The solution is hidden in the
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natural way, but the properties of the models insure that the expected number
of solutions of the generated instances is the same as the expected number of
solutions in the random case. Therefore the instances must be hard.

Quasigroup with Holes (QGWH)[1] generates satisfiable SAT instances by
converting a satisfiable Quasigroup Completion instance to SAT. Quasigroup
Completion asks to fill a partial Latin square. In QGWH the partial Latin square
is generated by deleting some colors (“punching holes”) in a Latin square. An
easy-hard-easy pattern (depending on the fraction of holes) has been noticed [1]
for QGWH. This is surprising as the instances are guaranteed to be satisfiable.
On the other hand this offers the possibility of varying the hardness of the
satisfiable instances.

Given a pair of graphs, the Subgraph Isomorphism Problem(SGI) asks if one
graph is isomorphic to a subgraph of the other graph. It is an NP-complete
problem with many applications in areas like pattern recognition, computer aided
design and bioinformatics. Random Subgraph Isomorphism instances converted
to SAT are very hard (in terms of running time) for state of the art SAT solvers.
For example, none of the solvers which participated at the 2003 SAT competition
could solve the hardest SAT-translated SGI instances[5]. After four years and
three more competitions, the last two of these instances were eventually solved
at the 2007 SAT competition, by 4, respectively 2 solvers.

In this paper we report empirical results of complete and incomplete SAT
solvers on SAT translated random SGI instances generated such that the in-
stances are satisfiable. The main findings are:

– The variation of the empirical hardness of these instances, exhibits an easy-
hard-easy pattern.

– The hardness of the instances seems to increase exponentially with one of
the parameters of the model and with the instance size.

– When the comparison is made in terms of number of variables, the hard-
est instances of the model are empirically more difficult than the hardest
QGWH instances. If the number of literals is used as comparison criteria,
the empirical hardness of the former is comparable to that of the latter.

– The complete and incomplete solvers have different performances on these
instances. Some state of the art complete solvers which we tested on these
instances had different performance with respect to each other.

2 Definitions

We consider finite, undirected graphs without multiple edges. A graph G is
defined as a pair G = (VG, EG), with VG being the set of vertices of G, and
EG ⊂ VGXVG being the set of edges of G. The number of vertices of a graph
G is referred to as the order of the graph G and we will use nG to denote it.
The number of edges of a graph G is referred to as the size of the graph, and we
will use mG to denote it. A subgraph G of a graph H = (VH , EH), is a graph
(VG, EG) such that VG ⊆ VH , and EG ⊆ EH . If EG = EH ∩ VGXVG then G is
an induced subgraph of H .Two graphs G = (VG, EG) and H = (VH , EH) are
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isomorphic, if and only if there exists a bijective mapping f : VG → VH such that
for each v1, v2 ∈ VG, v1 	= v2, (v1, v2) ∈ EG if and only if (f(v1), f(v2)) ∈ EH .
Given two graphs G = (VG, EG), H = (VH , EH) the subgraph isomorphism
problem (SGI) asks if G is isomorphic to a subgraph of H . If the answer is
yes, then a subgraph(H1) of H to which G is isomorphic, as well as a bijective
mapping of G to H1 which defines the isomorphism, should be provided. The
induced subgraph isomorphism problem is similar to SGI but it asks for G to be
an induced subgraph of H . The subgraph isomorphism problem is empirically
harder than the induced subgraph isomorphism problem, as the extra constraints
of the latter - forcing non-edges of G to be matched into non-eges of H - helps
a search algorithm to find a solution in fewer steps.

For n ∈ N
∗, m ∈ {0 . . .

(
n
2

)
}, the G(n,m) random graph model generates

graphs of order n, and size m. The m edges are randomly chosen without re-
placement from the set of all possible

(
n
2

)
edges.

For n ≤ m ∈ N, q ∈ {0 . . .
(
m
2

)
}, p ∈ (0, 1) a satisfiable random (n, m, p, q)

SGI1 consists of a graph H and a subgraph G. H is a G(n,m) random graph
of order m and size q. G is obtained by the following two steps: (1)select at
random an order n induced subgraph G′ of H ; (2) randomly remove �pmG′�
distinct edges of G′. As SRSGI has 4 parameters, it is difficult to analyze it
when all parameters are allowed to vary. In most cases three parameters are fixed
and only one is allowed to vary. Usually n, m and q are fixed and p is varied,
from 0 to 1. If p=0 no edge is removed from G′ during the second phase of the
process, and thus G is an induced subgraph of H . If p = 1, G has no edges and
therefore it is isomorphic to any subgraph of H with order n and size 0. Hence it
is conceivable that the hardness of SRSGI varies with p, as for p=0, instances are
similar to induced subgraph isomorphism ones which are empirically easier, and
for p=1, the instances are trivial. Based on these assumptions it is expected that
the hardest instances of SRSGI will be obtained for values of p strictly between
0 and 1.

The direct encoding is used to convert SRSGI instances to SAT. For each
vi ∈ VG and each wj ∈ VH the direct encoding defines a Boolean variable bij .
The variable bij is assigned TRUE, if and only if vi will be mapped into wj .
The direct encoding will produce a SAT instance with nGnH variables. For each
vi ∈ VG, a clause of the form bi1 ∨ bi2 · · · ∨ binH is added, to make sure that
each vertex of G is mapped into some vertices of H . There are nG such clauses.
For each vi ∈ VG, and each pair (j < k) ∈ {1, . . . , nH}2 a clause of the form
¬bij ∨¬bik is added to insure that each vertex of G is mapped into at most one
vertex of H . For each i ∈ {1, . . . , nH}, and each pair (j < k) ∈ {1, . . . , nG}2 a
clause of the form ¬bji ∨ ¬bki, is added to guarantee that at most one vertex of
G is mapped into any vertex of H . For each pair (i < j) ∈ {1, . . . , nG}2 such
that (vi, vj) ∈ EG and each pair (k < l) ∈ {1, . . . , nH}2 such that (wk, wl) /∈ EH

the clauses ¬bik ∨ ¬bjl and ¬bil ∨ ¬bjk, are added to make sure that no edge of
the subgraph is mapped into a non-edge of the graph.

1 When no confusion arises we will use SRSGI to refer to satisfiable random (n, m, p, q)
SGI.
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Therefore, the direct conversion of an SGI creates a SAT instance which has
nGnH variables, nG clauses of size nH , containing only positive literals and
nGnH(nG +nH −2)/2+mG(nH(nH −1)−2mH) 2-clauses with negative literals.

A model similar to SRSGI was used in [6] for testing variations of the Survey
Propagation algorithm for the Constraint Satisfaction Problem. The main dif-
ferences between the two models reside in the way edges are added (removed) to
(from) H(G). In SRSGI a certain number of edges are randomly added/removed
while in the other model each edge is added/removed with a fix probability.

3 Empirical Results

We intended to investigate the main characteristics of SAT encoded SRSGI and
especially their empirical hardness. We chose 20, 21, 22, 23, 24, 26 and 28 as
values for m. For each value of m we varied n from m − 6 to m − 2. Previous
experiments with SRSGI indicated that for these values of m and n the hardest
instances are generated when q varies between

(
m
2

)
/2 and

(
m
2

)
and p varies

between 0 and 0.4. Based on these observations we varied q between 0.65
(
m
2

)
and

0.80
(
m
2

)
in increments of 0.05

(
m
2

)
2, and p between 0% and 40% in increments

of 5%. For each combination of values for m, n, q and p we generated 10 SAT
encoded SRSGI instances.

We used five complete solvers: BerkMin[7], minisat[8], picosat[9], Rsat[10] and
march-ks[11], and two incomplete solvers adaptg2wsat+ [12] and gnovelty+ [13].
Minisat, picosat, Rsat and march-ks, are winners of different categories at the
last Satisfiability Competition (2007). For our experiments we used their compe-
tition versions. Our previous experience indicates that BerkMin is very efficient
for SGI instances so we decided to use it in the experiment. Adaptg2wsat+
and gnovelty+ are winners of the random satisfiable category at the 2007 SAT
competition. For all solvers we set the cutoff time limit to 900 seconds. For the
incomplete solvers we set the runs parameter to 10.

3.1 Empirical Hardness; Easy-Hard-Easy Pattern

In this subsection we consider m, n and q fixed and let p vary. March-ks could
only solve a few difficult instances, and so, we decided not to report the results
of this solver. For minisat, RSat and picosat (in this order) some m = 24 in-
stances were very difficult (the solvers timed out). In several cases these solvers
solved none of the hardest instances. For this reason we could not use them for
instances with m larger than 24. Thus, we used only BerkMin, adaptg2wsat+
and gnovelty+ to complete the experiment as designed.

For all solvers and for all combinations of m, n and q with n ≥ m − 4, we
noticed an easy-hard-easy pattern in the variation of the empirical hardness
(estimated by the running time) with p. The same pattern occurred when the
number of visited nodes - for complete solvers, or steps - for incomplete solvers
were plotted against p. The pattern appears clearly for the complete solvers,
2 In some cases we used finer increments such as 0.01

(
m
2

)
.
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Fig. 1. Evolution of empirical hardness with p (m=22, n=18, q=161). Notice the dif-
ferent time scales.
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Fig. 2. Evolution of empirical hardness with p (m=24, n=18, q=193). Notice the dif-
ferent time scales.

while for the incomplete solvers in some cases it may appear as hard-harder-
easy. For small values of n, such as m−6, and large values of q, such as 0.80

(
m
2

)
,

RSat, minisat and picosat found the instances with p = 0 to be the hardest.
Hence, in these cases they did not exhibit the easy-hard-easy pattern. We believe
these “irregularities” are consequences of some form of preprocessing done by
the solvers. For all values of m and large n(n ≥ m− 4) the location of the peak
in empirical hardness is consistent among complete and incomplete solvers, see
Figs. 1 and 2. With a few exceptions, the location of the hardest instances
is the same for the three solvers used in the extended experiment (BerkMin,
adaptg2wsat+ and gnovelty+ ) - see Figs. 3 and 4. We consider this to be an
indication of the fact that the peak in hardness is a characteristic of the model
and not an artifact of the solvers.



Generating Satisfiable SAT Instances Using Random Subgraph Isomorphism 21

 10

 100

 1000

 10000

 100000

 1e+06

 0  5  10  15  20  25  30  35  40

M
ed

ia
n 

 T
im

e(
m

s)
 

p

Time(ms) VS p (logscale y)

 BerkMin
 adaptg2wsat+

 gnovelty+

Fig. 3. Location of the hardness peak (m=26, n=20, q=243). Notice the logarithmic
time scale.
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Fig. 4. Location of the hardness peak (m=28, n=22, q=264). Notice the logarithmic
time scale.

3.2 Location of the Hardness Peak

For m and n fixed we investigated how the location of the hardness peak varies
with q. The experiment shows that the location of the hardness peak is not the
same for complete and incomplete solvers; adaptg2wsat+ and gnovelty+ found
the same instances to be the hardest. RSat, picosat and minisat also agreed
on the location of the hardest instances, but it is different than the location
indicated by the incomplete solvers. For BerkMin, the hardest instances were
located between the ones found by incomplete solvers and the ones indicated by
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Table 1. Combinations of parameters for the hardest SRSGI instances

m q n p

20 152 18 5
21 168 19 10
22 173 20 20
23 189 21 25
24 193 22 30
26 243 24 30
28 302 26 25

RSat, minisat and picosat. This variation shows that the model can be used to
differentiate between SAT solvers. Despite this variation, for all pairs m and n
and for all solvers, the value of p at which the hardness peaks, decreases as q
increases. As q increases, H becomes denser; hence less edges need to be removed
from G for H to contain several copies of G, and this can be the reason for the
occurrence of the hardness peak.

A natural question is which combination of parameters produces the hardest
instances - the highest hardness peak. To answer this question we fixed m and
investigated the relationship between n and the value of q which produced the
hardest instances. For all values of m we noticed an inverse correlation between
n and the value of q which resulted in the highest peak. The correlation is almost
linear but this may be a consequence of the sample size. The positive correlation
between n and p is an immediate consequence of the two inverse correlations
presented above. In table 1 we present, for each value of m, the values of n,
q and p which produced the hardest instances3. It appears that the hardest
instances are generated when n=m-2.

3.3 Growth Rate of the Hardest Instances

The Subgraph Isomorphism Problem is NP-complete, and thus it is assumed that
it is exponentially hard for deterministic algorithms. This statement does not
immediately transfer to SRSGI, but the analogy with random models of other
NP-complete problems, such as, random satisfiable k-SAT or QGWH suggests
that the SAT encoded SRSGI instances may grow exponentially. To check this
hypothesis we fixed m and plotted the hardness of the instances from the peak
against n. The resulting curves look exponential - see Fig. 5 for both complete
and incomplete solvers. Due to the linear variation of the number of variables
with n, the previous observation implies that the empirical hardness of the in-
stances grows exponentially with their number of variables. For the incomplete
solvers we noticed a similar exponential growth when we plotted the hardness of
instances against their size (number of literals) - see Fig 6. In the case of complete
solvers the shape is essentially exponential, but it has some irregularities. The
3 The hardest instances are those for which most of the solvers had the largest running

time.
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difference between the performances of complete and incomplete solvers may be
a consequence of the difference between the perceived hardest instances noticed
in the previous subsection.

Due to the encoding scheme used, the SAT instances generated by SRSGI
are large. It is therefore possible that the empirical hardness of the instances is
solely a consequence of their size. To check this hypothesis we compared SRSGI
instances with QGWH4 instances having a comparable number of variables.

4 It is considered that QGWH generates hard satisfiable instances[1].
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Fig. 7. Empirical hardness of SRSGI (m=24, q=193, n=20) and QGWH(order 20) for
complete solvers. Size of the instances is used as comparison criteria. Some points are
missing from the SRSGI plots due to time out. Notice the logarithmic time scale.

At comparable number of variables, the hardest SRSGI instances are harder
than their QGWH counterparts; all solvers but gnovelty+ found the SRSGI
instances significantly harder. When the comparison is done in terms of number
of literals the results are different for complete and incomplete solvers. The
complete solvers still found the SRSGI instances harder then the QGWH ones
- see Fig. 7. Gnovelty+ timed out on almost all large QGWH instances and
therefore we must conclude that they are harder than the SRSGI ones. For
adaptg2wsat+ , the SRSGI instances are harder than the QGWH ones, but they
have significantly more literals than the latter. If we assume that the hardness of
the QGWH instances increases exponentially it follows that at comparable size
QGWH instances would be harder than the SRSGI ones - see Fig. 8.

The difference in size between the two models is caused be their encoding
schemes. QGWH uses a more compact SAT encoding than SRSGI. This encod-
ing scheme can not be immediately transferred to SRSGI. To compensate for
this difference, we compared the empirical hardness of SRSGI instances with
that of QGWH instances encoded to SAT by a method similar to the direct en-
coding used for SRSGI. Under these circumstances, at comparable size (number



Generating Satisfiable SAT Instances Using Random Subgraph Isomorphism 25

 10

 100

 1000

 10000

 100000

 1e+06

 0  20000  40000  60000  80000  100000  120000

M
ed

ia
n 

T
im

e(
m

s)

Median number of literals

Time(ms) VS Number of literals (logscale y)

SRSGI m=22 q=173 n=20
SRSGI m=24 q=193 n=22
SRSGI m=26 q=243 n=24
SRSGI m=28 q=302 n=26

 QGWH order 15
QGWH order 17
QGWH order 20

Fig. 8. Empirical hardness of SRSGI and QGWH for adaptg2wsat+ . Size of the in-
stances is used as comparison criteria. Notice the logarithmic time scale.

of literals), the SRSGI instances were more difficult than the QGWH ones for
all solvers. The comparison indicates that the hardness of SRSGI is comparable
with that of QGWH instances, which are considered to be “hard”. Therefore we
can say that the SRSGI instances are also hard.

4 Conclusion

We investigated the empirical hardness of a generator of satisfiable SAT in-
stances, based on subgraph isomorphism. We noticed an easy-hard-easy pattern
of the evolution of the empirical hardness of the instances, which allows for a
fine tuning of the hardness. The location of the hardest instances is consistent
among the set of complete and incomplete solvers used in the experiments. We
identified several correlations between the location of the hardness peak and
the parameters of the model. The experiments indicate an exponential growth
of the empirical hardness, and this is consistent for both complete and incom-
plete solvers. We noticed a difference in the performance of the complete and
incomplete solvers on SAT instances generated from SRSGI. Even within the
class of complete solvers, the performance of some state of the art solvers on
these instances varies significantly with respect to each other. All these features
recommend this model as an alternative for generating satisfiable SAT instances
and as a generator of Pseudo Boolean instances.

Acknowledgments. We want to thank to the members of the Intelligent Infor-
mation Systems Institute at Cornell University and especially to Carla Gomes
for making the QGWH generator available to us.



26 C. Anton and L. Olson

References

1. Achlioptas, D., Gomes, C., Kautz, H., Selman, B.: Generating satisfiable problem
instances. In: Proceedings of AAAI 2000, pp. 256–261 (2000)

2. Clark, D.A., Frank, J., Gent, I.P., MacIntyre, E., Tomov, N., Walsh, T.: Local
search and the number of solutions. In: Proceedings of CP 1996, pp. 119–133 (1996)

3. Achlioptas, D., Jia, H., Moore, C.: Hiding satisfying assignments: Two are better
than one. In: Proceedings of AAAI 2004, pp. 131–136 (2004)

4. Xu, K., Boussemart, F., Hemery, F., Lecoutre, C.: A simple model to generate hard
satisfiable instances. In: Proceedings of IJCAI 2005, pp. 337–342 (2005)

5. The international SAT competitions web page, http://www.satcompetition.org
6. Chieu, H.: Finite energy survey propagation for constraint satisfaction problems

(2007); Singapore MIT Alliance Symposium 2007
7. Goldberg, E., Novikov, Y.: Berkmin: A fast and robust SAT-solver. In: Proceedings

of DATE 2002, pp. 142–149 (2002)
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Abstract. Despite the impressive amount of recent studies devoted to
improving the state of the art of Machine Translation (MT), Computer
Assisted Translation (CAT) tools remain the preferred solution of hu-
man translators when publication quality is of concern. In this paper, we
present our perspectives on improving the commercial bilingual concor-
dancer TransSearch, a Web-based service whose core technology mainly
relies on sentence-level alignment. We report on experiments which show
that it can greatly benefit from statistical word-level alignment.

1 Introduction

Although the last decade has witnessed an impressive amount of effort devoted
to improving the current state of Machine Translation (MT), professional trans-
lators still prefer Computer Assisted Translation (CAT) tools, particularly trans-
lation memory (TM) systems. A TM is composed of a bitext, a set of pairs of
units that are in translation relation, plus a search engine. Given a new text
to translate, a TM system automatically segments the text into units that are
systematically searched for in the memory. If a match is found, the associated
target material is retrieved and output with possible modifications, in order to
account for small divergences between the unit to be translated and the one
retrieved. Thus, such systems avoid the need to re-translate previously trans-
lated units. Commercial solutions such as SDL Trados1, Deja Vu2, LogiTerm3

or MultiTrans4 are available; they mainly operate at the level of sentences,
which narrows down their usefulness to repetitive translation tasks.

Whereas a TM system is a translation device, a bilingual concordancer (BC) is
conceptually simpler, since its main purpose is to retrieve from a bitext, the pairs
of units that contain a query (typically a phrase) that a user manually submits.

1 http://www.trados.com
2 http://www.atril.com
3 http://www.terminotix.com
4 http://www.multicorpora.ca
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It is then left to the user to locate the relevant material in the retrieved target
units. As simple as it may appear, a bilingual concordancer is nevertheless a very
popular CAT tool. In [1], the authors report that TransSearch,5 the commercial
concordancer we focus on in this study, received an average of 177 000 queries a
month over a one-year period (2006–2007).

This study aims at improving the current TransSearch system by providing
it with robust word-level alignment technology. It was conducted within the
TS3 project, a partnership between the RALI and the Ottawa-based company
Terminotix.6 One important objective of the project is to automatically identify
(highlight) in the retrieved material the different translations of a user query, as
discussed initially in [2]. The authors of that paper also suggested that grouping
variants of the same “prototypical” translation would enhance the usability of a
bilingual concordancer. These are precisely the two problems we are addressing
in this study.

The remainder of this paper is organized as follows. We first describe in
Section 2 the translation spotting techniques we implemented and compared.
Since translation spotting is a notoriously difficult problem, we discuss in
Section 3 two novel issues that we think are essential to the success of a concor-
dancer such as TransSearch: the identification of erroneous alignments
(Section 3.1) and the grouping of translation variants (Section 3.2). We report
on experiments in Section 4 and conclude our discussion and propose further
research avenues in Section 5.

2 Transpotting

Translation spotting, or transpotting, is the task of identifying the word-tokens
in a target-language (TL) translation that correspond to the word-tokens of a
query in a source language (SL) [3]. It is therefore an essential part of the TS3
project. We call transpot the target word-tokens automatically associated with a
query in a given pair of units (sentences). The following example7 illustrates the
output of one of the transpotting algorithms we implemented. Both conformes
à and fidèles à are French transpots of the English query in keeping with.

S1 = These are important measures in keeping with our
international obligations.
T1 = Il s’agit d’importantes mesures conformes à nos obligations
internationales.

S2 = In keeping with their tradition, liberals did exactly the
opposite.
T2 = Fidèles à leur tradition, les libéraux ont fait exactement
l’inverse.

5 www.tsrali.com
6 www.terminotix.com
7 The data used in this study is described in Section 4.1.

www.tsrali.com
www.terminotix.com


Enhancing the Bilingual Concordancer TransSearch 29

As mentioned in [4], translation spotting can be seen as a by-product of word-
level alignment. Since the seminal work of [5], statistical word-based models are
still the core technology of today’s Statistical MT. This is therefore the alignment
technique we consider in this study.

Formally, given a SL sentence S = s1...sn and a TL sentence T = t1...tm in
translation relation, an IBM-style alignment a = a1...am connects each target
token to a source one (aj ∈ {1, ..., n}) or to the so-called null token which
accounts for untranslated target tokens, and which is arbitrarily set to the source
position 0 (aj = 0). This defines a word-level alignment space between S and T
whose size is in O(mn+1).

Several word-alignment models are introduced and discussed in [5]. They differ
by the expression of the joint probability of a target sentence and its alignment,
given the source sentence. We focus here on the simplest form, which corresponds
to IBM models 1 & 2:

p(tm1 , am
1 ) =

m∏
j=1

∑
i∈[0,n]

p(tj |si) × p(i|j, m, n)

where the first term inside the summation is the so-called transfer distribution
and the second one is the alignment distribution.

A transpotting algorithm comprises two stages: an alignment stage and a
decision stage. We describe in the following sections the algorithms we imple-
mented and tested, with the convention that si2

i1
stands for the source query (we

only considered contiguous queries in this study, since they are by far the most
frequent according to our user logfile).

2.1 Viterbi Transpotting

One straightforward strategy is to compute the so-called Viterbi alignment (â).
By applying Bayes’ rule and removing terms that do not affect the maximization,
we have:

â =argmax
am
1

p(am
1 |tm1 , sn

1 )=argmax
am
1

p(sn
1 ) × p(tm1 , am

1 |sn
1 )

p(sn
1 ) × p(tm1 |sn

1 )
= argmax

am
1

p(tm1 , am
1 |sn

1 ).

In the case of IBM models 1 & 2, this alignment is computed efficiently in
O(n × m). Our first transpotting implementation, called Viterbi-spotter,
simply gathers together the words aligned to each token of the query. Note that
with this strategy, nothing forces the transpot of the query to be a contiguous
phrase. In our first example above, the transpot of the query produced by this
formula for in keeping with is the French word conformes.

2.2 Contiguous Transpotting

This method, which was introduced by M. Simard in [4], forces the transpot
to be a contiguous sequence. This is accomplished by computing for each pair
〈j1, j2〉 ∈ [1, m]2, two Viterbi alignments: one between the phrase tj2j1 and the
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query si2
i1

, and one between the remaining material in those sentences, s̄i2
i1

≡
si1−1
1 sn

i2+1 and t̄j2j1 ≡ tj1−1
1 tmj2+1. The complexity of this algorithm is O(nm3):

t̂ĵ2
ĵ1

= argmax
(j1,j2)

{
max
a

j2
j1

p(aj2
j1
|si2

i1
, tj2j1) × max

ā
j2
j1

p(āj2
j1
|s̄i2

i1
, t̄j2j1)

}
.

This method, called ContigVit-spotter hereafter, returns the transpot con-
formes à for the query in keeping with in the first example above.

2.3 Maximum Contiguous Subsequence Transpotting

In this transpotting strategy, called MCSS-spotter, each token tj is associated
with a score computed such as:

score(tj) = score0(tj) − t̃

where score0(tj) =
∑i2

i=i1
p(tj |si)p(i|j, m, n) and t̃ = 1

m

∑m
j=1 score0(tj).

The score corresponds to the word alignment score of IBM model 2 minus the
average computed for each token tj . Because of t̃, the score associated with a
token tj is either positive or negative.

The Maximum Contiguous Subsequence Sum (MCSS) algorithm is then ap-
plied. Given this sequence of scores, it finds the contiguous subsequence whose
sum of scores is maximum over all subsequences. When processing the sequence,
the trick is that if a contiguous subsequence with a negative sum is encountered,
it cannot be a MCSS; therefore, either the MCSS occurred before this negative
sum subsequence or it will occur after. Our implementation runs in O(m). Fi-
nally, the MCSS corresponds to the transpot of the given query si2

i1
. In the first

example above, the unsatisfying transpot à is returned by this method.

2.4 Baseline

To challenge the transpotting algorithms we implemented, we also considered
a strategy which does not embed any statistical alignment. It consists in pro-
jecting the positions of the query si2

i1
by means of the length ratio between the

two sentences. The transpot is determined by tj1 . . . tj2 where j1 = �m
n i1� and

j2 = �m
n i2�. In our example, this method, called Baseline-spotter hereafter,

returns the transpot importantes mesures conformes à.

3 Post-Processing

Frequent queries in the translation memory receive numerous translations by the
previously described transpotting process. Figure 1 illustrates the many trans-
pots returned by ContigVit-spotter for the query in keeping with. As can
be observed, some transpots (those marked by a star) are clearly wrong (e.g.
à), while many others (in italics) are only partially correct (e.g. conformément).
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conforme à (45) conforme aux (18) conformes à (11)
conformément à (29) conforme (13) conformément (9)
à� (21) conformément aux (13) , conformément à (3)
dans� (20) conforme au (12) correspondant à (3)

Fig. 1. Subset of the transpots retrieved by ContigVit-spotter for the query in

keeping with with their frequency shown in parentheses

Also, it appears that many transpots are indeed very similar (e.g. conforme à
and conformes à).

Since in TS3 we want to offer the user a list of retrieved translations for a
query, strategies must be devised for overcoming alignment errors and delivering
the most salient information to the user. We investigated two avenues in this
study: detecting erroneous transpots (Section 3.1) and merging variants of the
same prototypical translation (Section 3.2).

3.1 Refining Transpotting

As detailed in Section 4.1 below, we analyzed 531 queries and their transpots,
as computed by ContigVit-spotter, and manually annotated the erroneous
transpots. This corpus served to train a classifier designed to distinguish good
transpots from bad ones. To this end, we applied the voted-perceptron algorithm
described in [6]. Online voted-perceptrons have been reported to work well in a
number of NLP tasks [7,8]. In a nutshell, a weighted pool of perceptrons is in-
crementally acquired during a batch training procedure, where each perceptron
is characterized by a real-valued vector (one component per feature on which we
train the classifier) and its associated weight, computed as the number of succes-
sive training examples it could correctly classify before it fails. When the current
perceptron misclassifies a training example, a new one is added to the pool, the
coefficients of which are initialized from the current perceptron according to a
simple delta-rule and kept fixed over the training procedure.

We computed three groups of features for each example of the annotated
corpus, that is, each query/transpot (q, t) pair. The first group is made up of
features related to the size (counted in words) of q and t, with the intuition
that they should be related. The second group gathers various alignment scores
computed with word-alignment models (min and max likelihood values, etc.).
The last group gathers clues that are more linguistically flavored, among them
the ratio of grammatical words in q and t, or the number of prepositions and
articles. In total, each example is represented by at most 40 numerical features.

3.2 Merging Variants

Once erroneous transpots have been filtered out, there usually remain many
translation variants for a given query. Some of them are very similar and are
therefore redundant for the user. For instance, returning the inflected forms of
nouns or verbs is often useless and may prevent more dissimilar and potentially
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more interesting variants from being shown to the user when the number of
displayed translations for a query is limited. This phenomenon is more acute for
the French language with its numerous verb conjugation forms. Another problem
that often shows up is that many transpots differ only by punctuation marks or
by a few grammatical words, e.g. conformément aux and , conformément à in
Figure 1.

Merging variants according to their closeness raises several difficulties. First,
the various transpots must be compared, which represents a costly process. Sec-
ond, we need to identify clusters of similar variants. Lastly, a prototype of the
selected clusters must be selected and output to the user. We now describe our
solution to these problems.

Comparing the transpots pairwise is an instance of multiple sequence align-
ment, a well studied problem in bioinformatics [9]. We adopt the approach of
progressive alignment construction. This method first computes the distance be-
tween each pair of transpots to align and progressively builds a tree that aims at
guiding the alignment of all pairs. At each step, the most similar pair is merged
and added to the tree, until no transpot remains unaligned. In order to build
this tree, we use a bottom up clustering method, called neighbor-joining [10].

The main interest of this approach is its computational efficiency, since pair-
wise aligning the transpots is carried out in polynomial time, which allows us to
use it even when a large set of transpots is returned. This property is obtained
thanks to the greedy nature of the algorithm. Indeed, it is based on a metrics
that can be straightforwardly computed between a new node —associated with
a joined pair of sequences— and the other sequences from the metrics previ-
ously computed for the sequences just joined. Although this clustering method
is greedy and may not build the optimal tree, it has been extensively tested and
usually finds a tree that is quite close to the optimal one.

The neighbor-joining algorithm requires computing a distance matrix between
each pair of transpots to align. A word-level specific edit-distance was empiri-
cally developed to meet the constraints of our application. Different substitution,
deletion or insertion costs are introduced according to the grammatical classes or
possible inflections of the words; it is therefore language dependent. We used an
in-house lexicon which lists for both French and English the lemmas of each word-
form and its possible part-of-speech. A minimal substitution cost was empirically
engineered between two inflected forms of the same lemma. An increasing edition
cost was set empirically to account respectively for punctuation marks, articles,
grammatical words (prepositions, conjunctions and pronouns), auxiliary verbs
and finally all the remaining words (verbs, nouns, adjectives and adverbs).

Thus, we obtain a tree whose leaves are transpots. The closest leaves in the
tree correspond to the closest variants, according to our edit-distance calculation.
Therefore, clusters of similar variants can be formed by traversing the tree in
a post-order manner. The transpots which are associated with two neighboring
leaves and which differ only by grammatical words or by inflectional variants
are considered as sufficiently similar to be merged into a cluster. This process is
repeated until all the leaves have been compared with their nearest neighbor and
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Fig. 2. Merging of close transpots by the process described in the text

no more similar variants are found. For each pair of merged leaves, a pattern is
built from the alignment of the two transpots and regular expressions are used
to represent the grouped variants.

Figure 2 illustrates this process with an extract from the output obtained for
the examples in Figure 1. conforme à and conformes à are neighboring transpots
in the tree which are grouped into the pattern [conforme] à and added to the
tree. Similarly, the prototype conforme [au] is built from the two neighboring
transpots conforme au and conforme aux. Once these merges are done, the two
new prototypes become close in the tree; their comparison in turn leads to the
decision to group them and to create the pattern [conforme] [à|au].

4 Experiments

4.1 Corpora

Translation Memory. The largest collections in TransSearch come from the
Canadian Hansards, that is, parallel texts in English and French drawn from
official records of the proceedings of the Canadian Parliament. This material
is aligned at the sentence-level by an in-house aligner. For our experiments,
we indexed with Lucene8 a translation memory comprising 3.3 million pairs of
French-English sentences. This was the maximum amount of material we could
train a statistical word-alignment model on, running the giza++ [11] toolkit on
a computer equipped with 16 gigabytes of memory.

Automatic Reference Corpus. In order to evaluate the quality of our ap-
proach, we developed a reference corpus called ref. In [4], the author manually
identified the transpots in 4 100 pairs of sentences produced by 41 queries, a slow
and difficult process. Indeed, the time spent analyzing one query with 30 pairs
of sentences to annotate was in the order of 5-10 minutes.

We devised a way to get a much larger reference corpus without manual
annotation. The 5 000 most frequent queries submitted by users to the system
were extracted from the logs of TransSearch. Besides, we used an in-house
bilingual phrase dictionary collected for the needs of various projects, which
includes 59 057 English phrases with an average of 1.4 French translations each.
Among the indexed pairs of sentences, only those that contain the phrases of
the dictionary and their translation are kept.

8 http://lucene.apache.org

http://lucene.apache.org
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According to this method, 4 526 of the 5 000 most frequent queries submitted
by users to the system actually occured in our translation memory; of these 2 130
had a translation either in the bilingual phrase dictionary (713) or in a classical
bilingual word dictionary (the remaining). From the memory, we retrieved a
maximum of 5 000 pairs of sentences for each of those 2 130 queries, leading to a
set of 1 102 357 pairs of sentences, with an average of 517 pairs of sentences per
query. Altogether, these examples contain 7 472 unique pairs of query/transpot;
each query received an average of 3.5 different transpots, and a maximum of 37.

Human Reference. In order to train the classifier described in Section 3.1,
four human annotators (a subset of the authors) were asked to identify bad
transpots among those proposed by the best of our transpotting algorithm. We
decided to annotate the query/transpot pairs without their contexts. This allows
a relatively fast annotation process, in the order of 40 seconds per query, but
leaves some cases difficult to annotate. To go back to the query in keeping
with, though some translations like conforme à are straightforward, other such
as suivant, dans le sens de or even tenir compte de can be the correct
transpots of this query according to its context of use.

We ended up with a set of 531 queries that have an average of 22.9 transpots
each, for a total of 12 144 annotated examples. We computed the inter-annotator
agreement and observed a 0.76 kappa score [12], which indicates a high degree
of agreement among annotators.

4.2 Translation Spotting

To compare our transpotting algorithms, we conducted two series of evaluation:
one at the sentence level, and one at the query level. In the former case, the
ability of each algorithm to identify the reference translation t̂ for a query q was
measured according to precision and recall ratios, computed as follows:

precision = |t ∩ t̂|/|t| recall = |t ∩ t̂|/|t̂| F-measure = 2 |t∩t̂|
|t|+|t̂|

where t is the transpot identified by the algorithm, and the intersection operation
is to be understood as the portion of words shared by t and t̂. A point of detail is
in order here: since several pairs of sentences can contain a given query/reference
transpot pair (q, t̂), we averaged the aforementioned ratios measured per unique
pairs (q, t̂).9 This avoids biasing our evaluation metrics toward frequent pairs in
ref. Those average ratios are then averaged over the set of different pairs (q, t̂)
in ref.

Table 1 shows the results obtained by the different methods. We observe that
MCSS-spotter and ContigVit-spotter obtain the best results. MCSS-

spotter has a higher recall than ContigVit-spotter, meaning that its trans-
pots t match more of the words of the references t̂, but it has also a lower
precision, meaning that its transpots are longer. A caricature of this strategy
9 Without this normalization, results would be increased by a range of 0.2 to 0.4

points.
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Table 1. Results of the different transpotting algorithms presented in Section 2 mea-
sured on the ref corpus

method precision recall F-measure
Baseline-spotter 0.127 0.222 0.149
Viterbi-spotter 0.139 0.349 0.190
MCSS-spotter 0.198 0.744 0.295
ContigVit-spotter 0.303 0.597 0.376

ContigVit-spotter + best voted-perceptron 0.372 0.757 0.470

Table 2. Performance of different algorithms for identifying bad transpots using the
test subset of the human reference

Bad
CCI precision recall F-measure

Baselines: all good 0.62 0.00 0.00 0.00
grammatical ratio > 0.75 0.81 0.91 0.56 0.69

Features: size 0.72 0.69 0.46 0.55
IBM 0.82 0.75 0.80 0.77
grammatical-ratio 0.80 0.90 0.55 0.68
all 0.84 0.80 0.77 0.78

would be to propose the whole sentence as a transpot. This is very undesirable
at the sentence level where transpotting must highlight with precision a transpot
in a sentence. Finally, the results of ContigVit-spotter are more balanced:
the behavior of this transpotter is more in keeping with what is expected. We
comment on the last line of Table 1 in Section 4.3.

While at the sentence-level evaluation, each pair of sentences containing a
query and a reference translation counts, at the query-level, we directly evaluate
the set of different transpots found for each query. On average, the ContigVit-

spotter transpotting algorithm identifies 40 different transpots per query, and
at least one reference translation was proposed for 91% of the queries.

4.3 Filtering Spurious Transpots

As described in Section 3.1, we trained various classifiers to identify spurious
transpots. For this, 90% of the human reference presented in Section 4.1 was used
as a training corpus and 10% as a test corpus. The examples (query/transpot
pairs) are represented by three kinds of feature sets. All the classifiers, plus a few
challenging baselines are evaluated according to the ratio of Correctly Classified
Instances (CCI). Since in our application, we are interested in filtering out bad
transpots, we also report precision, recall and F-measure rates related to this
class. These figures are shown in Table 2.

To begin with, the simplest baseline we built (line 1) classifies all instances
as good. This results in a CCI ratio of 0.62. A more sensible baseline that we
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engineered after we investigated the usefulness of different feature sets consists
in classifying as bad those transpots whose ratio of grammatical words is above
0.75. It receives a CCI ratio of 0.81.

Among all voted-perceptron configurations we tested, with the exception of
the one with all feature sets, the one making use of word alignment scores based
on an IBM model 1 obtains the best CCI ratio of 0.82. Although this is barely
better than the performance of the best baseline, the voted-perceptron shows a
much higher gain in F-measure for bad transpots: 0.77 compared to 0.69, which
is the task we are trying to optimize. Finally, the voted-perceptron trained using
all feature sets (last line) obtains a CCI ratio of 0.84 and a F-measure for bad
transpots of 0.78, which clearly surpasses the baseline. It should be noticed that
while the best baseline has a better precision than the best voted-perceptron,
precision and recall are more balanced for the latter. Because it is not clear
whether precision or recall should be favored for the task of bad transpot filtering,
we optimized the F-measure.

The last line of Table 1 presents the results of the best transpotter ContigVit-

spotter after filtering bad transpots with the best voted-perceptron. Significant
gains can be observed: the F-measure increases from 0.376 to 0.470. It outperforms
the MCSS-spotter recall score and has a higher precision of nearly 0.17. This
demonstrates the interest of filtering bad transpots.

4.4 Merging Variants

The second post-processing stage, which merges variants, was evaluated on the
pairs of sentences collected from the same 5 000 queries as those of the ref cor-
pus. Contrary to the evaluation of transpot filtering, which requires a dictionary
to build the reference, the retrieved pairs of sentences were not discarded here if
the translations did not occur in our in-house bilingual phrase dictionary. This
allowed us to obtain a more important number of unique (q, t) pairs (389 989
after filtering spurious transpots).

The reduction of the variants to display for each query was quantitatively
evaluated with two versions of our merge process, which differ only in the edit
distance used to compare various forms. The first version merges only transpots
that are inflected forms of the same lemmatized sequence or that only varies
by punctuation marks; it leads to a significant decrease in the number of forms
to display since we get 1.22 variants per pattern. The second version merges
not only the transpots that would be clustered by the previous one, but also
variants of word sequences that differ by the use of grammatical words; this
method results in a higher number of variants per pattern (1.88 on average).

From these numbers, it can be seen that merging grammatical words dra-
matically decreases the number of outputs of our system, thereby allowing for
the display of more different translations. It often leads to patterns that are
easily understandable. For example, our system merges the sequences manière
générale, de manière générale, une manière générale and d’une manière
générale into the pattern [de]? (une)? manière générale where (.)? or
[.]? notes optional words and [w] indicates that w is a word lemmatized from
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several merged words inflected from w. Our algorithm also builds patterns such
as (avec|sur|durant) (des|les|plusieurs) années that succeed in group-
ing similar variants.

Sometimes, merging grammatical words generates patterns from expressions
that are not synonymous, which requires a refinement of our method. For
instance, (tout)? [faire] (tout)? (ce)? was built, whereas two different
patterns would have been better: tout [faire] and [faire] tout (ce)?. In
another example, the pattern (qui)? (s’)? (en|à)? [venir] made from the
variants à venir, qui vient, qui viennent or qui s’en viennent is difficult
to understand. We are counting on the input of end-users to help us decide on
the optimum manner of displaying variant translations.

5 Discussion

In this study, we have investigated the use of statistical word-alignment within
TransSearch, a bilingual concordancer. Overall, we found that our best trans-
potting algorithm ContigVit-spotter, a Viterbi aligner with a contiguity
constraint, combined with a filter to remove spurious transpots, significantly
outperforms other transpotting methods, with a F-measure of 0.470. We have
demonstrated that it is possible to detect erroneous transpots better than a fair
baseline, and that merging variants of a prototypical translation can be done
efficiently.

For the time being, it is difficult to compare our results to others in the
community. This is principally due to the uniqueness of the TransSearch system,
which archives a huge translation memory. To give a point of comparison, in [13]
the authors report alignment results they obtained for 120 selected queries and
a TM of 50 000 pairs of sentences. This is several orders of magnitude smaller
than the experiments we conducted in this study.

There are several issues we are currently investigating. First, we only con-
sidered simple word-alignment models in this study. Higher-level IBM models
can potentially improve the quality of the word alignments produced. At the
very least, HMM models [14], for which Viterbi alignments can be computed
efficiently, should be considered. The alignment method used in current phrase-
based SMT is another alternative we are considering.
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Abstract. Two novel Natural Language Processing (NLP) classifica-
tion techniques are applied to the analysis of corporate annual reports
in the task of financial forecasting. The hypothesis is that textual con-
tent of annual reports contain vital information for assessing the per-
formance of the stock over the next year. The first method is based on
character n-gram profiles, which are generated for each annual report,
and then labeled based on the CNG classification. The second method
draws on a more traditional approach, where readability scores are com-
bined with performance inputs and then supplied to a support vector ma-
chine (SVM) for classification. Both methods consistently outperformed
a benchmark portfolio, and their combination proved to be even more
effective and efficient as the combined models yielded the highest returns
with the fewest trades.

Keywords: automatic financial forecasting, n-grams, CNG, readability
scores, support vector machines.

1 Introduction

The Securities and Exchange Commission (SEC) requires that each year all
publicly-traded companies supply a third-party audited financial report, which
states the company’s financial position and performance over the previous year.
Contained in these annual reports, inter alia, are financial statements, a letter to
the share-holders, and management discussion and analysis. Over the years sev-
eral research endeavours have been focused on the numbers contained in the fi-
nancial statements, computing a variety of ratios and price projections without
considering textual components of the reports. Peter Lynch, a famous investment
“guru,” once said that “charts are great for predicting the past,” pointing out that
there is more to making good investments than just processing the numbers. The
textual components give insight into the opinions of the senior management team
and provide a direction of where they feel the company is going. This information
should not be trivialized or overlooked; it should be processed in a similar way to
processing quantitative information, to extract meaningful information to aid in
the forecasting process. Up until recently an analyst would have to read an annual

Y. Gao and N. Japkowicz (Eds.): Canadian AI 2009, LNAI 5549, pp. 39–51, 2009.
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report and use their expertise to determine if the company is going to continue to
do well or if there is trouble ahead. They would apply their skill and judgment to
interpret what the Chief Executive Officer (CEO) is saying about the company
and its direction for the future. This process can be very time consuming and it is
a somewhat heuristic approach, considering that two experienced analysts could
read the same report and have a different feeling about what it is saying. If an
analyst has several companies to consider and even more annual reports to read
it could be difficult to take in all the relevant information when it is most likely
surrounded by noise and other erroneous information that has no effect on the
stock price. Most numeric calculations can be automated to remove human er-
ror, and complex data mining and machine learning algorithms can be applied
to extract meaningful relationships from them. It would be extremely valuable if
the same could be done for the textual components, having a quick, efficient and
accurate tool to analyze an annual report and make recommendations on its im-
plications for the stock price over some given time period. This could erase some
of the subjective judgments that arise from an individual’s interpretation of the
report, which could change from person to person. Also, given the sheer amount of
annual reports that are produced each year, one would be able to analyze a larger
number of companies and have a greater opportunity to find good investments.

In this paper an attempt is made at achieving this goal: two novel approaches
to analyzing the text are put forward and then a combined model is also analyzed
to see if a union of these approaches is more robust. The first novel technique is to
convert the textual components to n-gram profiles and use the CNG distance mea-
sure [1] as proposed by Kešelj et al. to classify reports. The second is to generate
three readability scores (Flesch, Flesch-Kincaid and Fog Index) for each report,
and after combining with the previous year’s performance, make class predictions
using a support vector machine (SVM) method. The combined model will only
make a recommendation on a particular annual report when the two models are
in agreement; otherwise, the model outputs no decision. The models make pre-
dictions whether a company will over- or under-perform S&P 500 index over the
coming year. This is an appropriate benchmark as all the companies being ana-
lyzed are components of this index. We believe that this is a very meaningful com-
parison. In some published results, performance of an algorithm was evaluated by
measuring how accurately one can predict increase or decrease of a stock price.
This evaluation approach may lead us to believe that an algorithm has a good
performance, while it may be worse than the index performance. Hence it would
be useless to an investor, who could simply invest in the index, achieve higher re-
turn, and be exposed to lower risk.

2 Related Work

As text processing techniques become more sophisticated its ability to work in the
financial domain becomes more attractive. There has been a few publications in
which textual information was analyzed in relation to financial performance. In
comparison, the novelty of our approach is in applying character n-gram analy-
sis and readability scores with the SVM method to the annual reports in making
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long-term predictions. Pushing the time-horizon for making predictions creates a
more practical model, and thus it has a wider appeal in the investment industry.
In [2], the effects of news articles on intra-day stock prices are analyzed. The anal-
ysis was conducted using vector space modeling and tfidf term weighting scheme,
then the relationship between news stories and stock prices was defined with a
support vector machine [2]. The experiments produced results with accuracy as
high as 83% which translated to 1.6 times the prediction ability when compared
to random sampling. Similarly, Chen and Schumaker (2006) [3] compared three
text processing representations combined with support vector machines to test
which was the most reliable in predicting stock prices. They analyzed the rep-
resentations based on bag-of-words, noun phrases and named entities, and all of
the models produced better results than linear regression; however named entities
proved to be the most robust[3]. Other intra-day predictions facilitated through
text mining were done by Mittermayer (2004) [4], where he created NewsCATS—
an automated system that could day-trade the major American stock indexes. The
model was created to automate the trading decisions based on news articles imme-
diately after they are released. Kloptchenko et al. (2002) [5] focused on clustering
quarterly financial reports in the telecom industry. They were not making pre-
dictions on future performance but attempting to use prototype-matching text
clustering and collocational networks to visualize the reports. The collocational
networks cut down the time required by an analyst to read the report and iden-
tify important developments [5]. This work was improved upon for making predic-
tions and the new results (Kloptchenko et al. 2004) [6] were released new results, in
which prototype-matching text clustering for textual information was combined
with self-organizing maps for quantitative analysis. Their analysis was performed
on quarterly and annual financial reports from three companies in the telecom in-
dustry. The results implied that some indication about the financial performance
of the company can be gained from the textual component of the reports; however,
it was also noted that the clusters from quantitative and qualitative analysis did
not coincide. They explained this phenomenon by stating that the quantitative
analysis reflects past performance and the text holds information about future
performance and managerial expectations. Before complex text mining methods
were developed, the work done by Subramanian, Insley, and Blackwell [7] in 1992
showed that there was a clear distinction between the readability scores of prof-
itable and unprofitable companies. In more recent work by Li [8], he examined
the relationship between annual report readability combined with current earn-
ings and earnings persistence, with a firm’s earnings. His conclusion was that firms
with lower earnings had reports which were more difficult to read and longer.

3 Data Pre-processing

3.1 Data Collection

There are no known publicly available data sets that would contain a pre-
processed sample of annual reports to analyze, so the data set was created from
scratch. To facilitate this, the website of each company considered was visited
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and the relevant annual reports were downloaded from the investor relations
section. Prior to downloading, every report’s security features were checked to
ensure the PDF was not protected; if it was, then it was discarded as the file
could not be converted to text (text format is required to apply n-gram and read-
ability programs). Once a sufficient sample size of annual reports was collected,
they were converted to text using a Perl script with program pdftotext.

3.2 Data Labeling

The most sensitive and time consuming process of the experiment was class la-
beling of the training and testing data. It is not mandated by the SEC that
companies file their annual reports at the same time, so as a result, each per-
formance measure has to be individually calculated for each company, based
on different months. To expedite this process, a matrix of relative returns was
created based on monthly closing prices for each stock from data obtained from
Yahoo! Finance [9]. The returns for each month were calculated as a numeric
figure, and introduced as a class attribute as either over or under performing the
S&P 500 over the trailing 12 month period. Next, the filling date for the reports
was captured from the SEC website and the appropriate text file is labeled. This
was done manually for each report.

3.3 Generating N-Gram Profiles

The n-gram profiles were created as defined by the CNG method [1] using the
Perl n-gram module Text::Ngrams developed by Keselj [10]. The character six-
grams and word tri-grams were used, and various profile lengths up to 5000
unique, normalized, most-frequent n-grams from an annual report were used.

3.4 Generating Readability Scores

A Perl script was created that generated the three readability scores from source
code developed by Kim Ryan [11] and made publicly at CPAN [12]. The scores
for each annual report are combined with the underlying securities’ 1-year past
performance to form the input attribute set for the SVM. The previous year’s
performance was represented in two ways: first by its relative performance to
the S&P 500, and by an indicator whether or not it decreased or increased in
value over the last year. To make the data appropriate for the SVM it was
scaled between 0 and 1 to cut down on computation size and transformed into
the required format. The three readability scores considered where the Gunning
Fog Index, Flesch Reading Ease, and Flesch-Kincaid Grade Level. The Gunning
Fog Index developed by Robert Gunning in 1952 is a measure of readability of
an English sample of writing, the output is a reading level that indicates the
number of years of formal education required to understand the text, and the
equation is as follows:

Gunning Fog Index = 0.4 ·
(

#words
#sentences

+ 100 · #complex words
#words

)
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where #words is the number of words in text, #sentences number of sentences,
and #complex words number of words that are not proper nouns and have three
or more syllables. The Flesch Reading Ease (FRE) and Flesch-Kincaid Grade
Level (FKL) were both created by Rudolph Flesch. The higher the FRE score
the simpler the text and the output for the FKL is similar to the Gunning
Fog Index, where it generates a Grade Level that reflects the number of years
of formal education required to understand it. The two scores are imperfectly
correlated and therefore it is meaningful to consider them both. Their respective
equations are given below:

Flesch Reading Ease = 206.835− 1.015 · #words
#sentences

− 84.6 · #syllables
#words

Flesch-Kinkaid Grade Level = 0.39 · #words
#sentences

+ 11.8 · #syllables
#words

− 15.59

The algorithm for syllable count was implemented as the Perl module Lin-
gua::EN::Syllable [13], with estimated accuracy of 85–90%.

4 CNG Classification of N-Gram Profiles

The n-gram classification technique was inspired by work done by Kešelj, Peng,
Cercone and Thomas [1], where n-gram profiles were used, with a high degree of
accuracy, to predict author attribution for a given unlabeled sample of writing.
A generalized profile for a given author was generated and then used to gauge a
distance calculation from new testing documents. For financial forecasting a gen-
eral n-gram profile was created from all of the company annual reports for a given
class. The classifier would concatenate all the files from one class or another and
then generate one overall n-gram profile with the same settings as discussed in
the data pre-processing subsection. For each testing year x the training profiles
would be generated from years x − 1 and x − 2. Once the two generalized pro-
files are created, one for over-preforming and one for under-performing stocks,
the profiles of documents from the testing year are compared with the training
profiles using the CNG distance measure:

Σs∈profiles

(
f1(s) − f2(s)

f1(s)+f2(s)
2

)2

where s is any n-gram from one of the two profiles, f1(s) is the frequency of the
n-gram in one profile, or 0 if the n-gram does not exist in the profile, and f2(s)
is the frequency of the n-gram in the other profile.

5 SVM Classification with Readability Scores

The input attributes to the SVM method where vector representations of the
annual reports that contained the three readability scores and the stock’s per-
formance over the previous year. An SVM is a very robust classifier that has
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proven effective when dealing with highly complex and non-linear data, which
is indicative of data found in the financial domain. SVM’s had been widely ex-
perimented with financial forecasting in both classification [14,15,16] and level
estimation or regression [17] domains. Because the scores are not time sensitive
and the SVM does not take into account any time dependencies when evaluating
the data, all of the vector representations were used to train the system, except
for the particular year it was tested on at any given time. The Support Vec-
tor Machine environment utilized was LIBSVM [18]—a very powerful integrated
software for support vector classification and regression. It utilizes an SMO-type
algorithm[14] for solving the Karush-Kuhn-Tucker (KKT) conditions. A polyno-
mial kernel of degree 3 was used, with the c-SVM approach; i.e., the use of slack
variables to allow for “soft” margin optimization.

Five input attributes are used in SVM classification: three readability scores
from annual reports, and two performance measures in the previous year: one
whether the stock over or under performed, and the second whether the stock
price increased or decreased in the previous year.

6 Experimental Results

In general all three individual models and the two combinations preformed well
and overall, they each outperformed the benchmark return in the testing period.
To display the results, a special attention is given to the three criteria: overall
accuracy, overperform precision, rate and investment return. Over-performing
precision is a point of interest on its own as positive predictions classify a stock
as a future over-performer, and therefore would initiate an investment in the
market. This opens the portfolio up to potential losses since an actual position
has been taken. However, when the model predicts an under-performing stock, it
passes it over for investing and when the prediction is wrong it is only penalized
by missing out on a return—an opportunity cost and not an actual dollar loss.
Next, we look at each model’s performance individually, and then on some com-
parisons between them and the benchmark. The benchmark portfolio consists
of an equal investment in all available stocks in each of the testing periods. The
S&P 500 was not used as the experiment sample did not include all underlying
assets in the S&P 500 index.

Table 1 displays comparative models’ performance year over year for per-
centage return, cumulative dollar returns and accuracy, and over- and under-
performance precision of the model.

Character N-grams with CNG (C-grams) method outperformed the
benchmark portfolio return overall and in five of the six years.

Word N-grams with CNG Classification (W-grams) model had supe-
rior accuracy and over-performance precision to that of the character n-gram
model, and it also outperformed the benchmark return.

Readability Scores with SVM (Read) performed well, and in all but one
year outperformed the benchmark and the n-gram model.

Combined Readability-scores with Character N-grams (Combo-
char) makes a recommendation only when there is an agreement between the
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Table 1. Detailed Experimental Results

Character N-gram Model

Year Return (% and $) Accuracy Over-perf. Under-perf. No Decision

2003 -6.59% $9341.18 61.91% 70.59% 25.00%
2004 47.80% $13806.26 60.87% 65.00% 33.33%
2005 20.32% $16611.11 53.12% 52.63% 53.85%
2006 31.48% $21839.65 51.28% 52.38% 50.00%
2007 34.67% $29410.73 63.41% 75.00% 58.62%
2008 -10.33% $26371.62 41.02% 26.67% 50.00%

Overall 163.72% $26371.62 55.27% 57.04% 45.13%
Word N-gram Model

2003 -3.00% $9700.00 71.43% 80.00% 50.00%
2004 50.53% $14601.35 56.52% 64.71% 33.33%
2005 15.82% $16911.02 50.00% 50.00% 50.00%
2006 27.94% $21636.71 53.85% 55.56% 47.62%
2007 36.60% $29555.75 70.73% 80.00% 65.38%
2008 -9.29% $26808.80 51.28% 41.18% 59.09%

Overall 168.09% $26808.80 58.97% 61.91% 50.90%
Readability Model with SVM

2003 -2.42% $9758.33 66.67% 81.82% 44.44%
2004 30.07% $12692.34 56.52% 66.67% 37.50%
2005 25.23% $15894.71 59.38% 61.54% 57.89%
2006 48.06% $23534.11 69.23% 75.00% 65.22%
2007 19.33% $28084.04 60.98% 59.26% 64.29%
2008 -3.13% $27206.41 64.10% 62.50% 64.52%

Overall 172.06% $27206.41 62.81% 67.80% 55.64%
Combined Readability and Character N-grams

2003 -2.42% $9,758.33 68.75% 83.33% 5.88% 5.60%
2004 27.69% $12,460.64 64.29% 61.54% 25.49% 9.97%
2005 35.22% $16,849.56 61.11% 66.67% 9.80% 7.72%
2006 73.50% $29,233.98 78.57% 83.33% 8.82% 7.54%
2007 41.50% $41,366.08 72.73% 90.00% 11.44% 9.09%
2008 39.00% $57,498.85 55.56% 100.00% 1.04% 1.06%

Overall 474.99% $57,498.85 66.83% 76.47% 62.48% 6.83%
Combined Readability and Word N-grams

2003 -3.55% 9,645.4545 72.22% 83.33% 50.00% 14.29%
2004 26.30% 12,182.2091 63.64% 60.00% 100.00% 52.17%
2005 32.50% 16,141.4270 58.82% 70.00% 42.86% 46.88%
2006 40.50% 22,678.7050 76.47% 66.67% 81.82% 75.86%
2007 43.08% 32,449.4471 78.26% 91.67% 63.64% 43.90%
2008 4.00% 33,747.4250 68.75% 100.00% 66.67% 58.97%

Overall 237.47% 33,747.4250 69.69% 76.47% 65.68% 48.68%

two combined methods. In addition to previously mentioned measures, for the
combined models we also consider the percentage of cases with no decision due
to the disagreement of the models.
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Fig. 1. Year over year accuracy

Fig. 2. Year over year % returns

Combined Readability-scores with Word N-grams (Combo-word)
performed better than the benchmark, but significantly worse than the Combo-
char model.

6.1 Model Results Comparison

To adequately compare the models we present in this subsection performances
graphically on a combined plot. Figure 1 plots the year over year percentage
accuracy of the five models. We can see that the word-combo model had better
accuracy in all six years including 2008 when the market experienced a major
trend shift. It is worth noting that the character-gram model slipped below the
50% margin in the last year during the trend change in 2007–2008. This was the
only occurrence of any of the models performing below 50% accuracy.

Figures 2 and 3 chart the percentage return and overall dollar return respec-
tively for the five models and the benchmark portfolio.

Comparing the plots between the models and the benchmark portfolio it ap-
pears that their trends all match a general shape, only that in the majority of
the years the benchmark is the poorest performer. In 2008 the only models to
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Fig. 3. Cumulative investment returns (in dollars, with initial investment $10,000)

produce a positive return were the combined models and this was achieved when
the benchmark lost nearly 10%.

By a large margin the character n-gram combination model had the superior
investment strategy. For the first three years all 4 portfolios were quite close but
in 2006 the character n-gram combination model pulled away and in 2008 picked
up its most significant relative gain. This 2008 return is a direct result from the
benefit of having a perfect overperformance precision rate.

7 Discussion and Conclusions

In general, the endeavour put forth here is an attempt to automate the analysis
of annual reports. The expected benefit is that one could quickly evaluate the
textual component and remove some of the uncertainty that arises from ana-
lysts having different opinions. More specifically, two novel NLP techniques are
applied to solving the aforementioned problem. This section details the results,
and gives some explanations as to what worked and what did not.

7.1 N-Grams with CNG Classification

It has been shown that this methodology can be effective the problem of author-
ship attribution. In changing from the authorship attribution task to recognizing
language indicative to one type of behaviour to another is a bit of a stretch. The
belief is that certain language and phrases are used when the outlook is bleak and
is measurably different than that when the outlook is positive. Overall, both the
n-gram models were the weakest of the five models constructed, however they were
still superior to the benchmark portfolio and that fact alone makes the experiment
a success. The two n-gram based models had similar results, with the word-grams
performing slightly better in overall accuracy and investment return. Although
neither n-gram approach could capture all the information in the report, it was
able to model a portion of it, such that, sufficient enough to give above average re-
turns. The n-grams proved to be least effective when the market trend drastically
shifted in 2007–2008. This may not necessarily be a short-coming of the n-grams
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themselves but the classification approach applied to them. It would be interest-
ing to use a SVM for the n-gram profiles as a comparison to the CNG method.
The overall accuracy of the models were about 55% and 59% for character-grams
and word-grams respectively which is quite typical of investment models and is
good evidence that it is better that random guessing.

7.2 Readability-Scores with SVM

As noted earlier, SVM’s have proven very effective at producing robust invest-
ment models and dealing with the highly complex and non-linear data that is
inherent in financial forecasting. Part of the success of this model could be at-
tributed to the SVM choice of the classifier. Based on our preliminary tests, some
other algorithms such as Artificial Neural Networks or Näıve Bayes could not
achieve the same accuracy. Readability scores and their relation to stock perfor-
mance have been well documented and the favourable results of this method are
not unexpected as this model combined a proven linguistic analysis technique
with a powerful classification algorithm. This model outperformed the n-grams
technique and the benchmark portfolio on investment return (percentage and
dollars) and in overperform precision, which made for more efficient trades. The
overall accuracy and over-performance precision was 62.81% and 67.80% respec-
tively, giving evidence that the model was more than just random guessing.
This technique also demonstrated an ability to partly understand the text in the
annual reports and learn what it indicated for future performance.

7.3 Combined Models

Choosing to only make decisions when the models agreed proved to be a valuable
approach. This approach could be characterized as an ad hoc ensemble approach.
It is evident that the three individual models were each able to explain part of the
relationship between performance and the textual components of the annual re-
ports and that what they learned was not completely overlapping. The combined
models consistently outperformed the individual models and the benchmark port-
folio. The combined models were also the most efficient as they made only about
half the number of trades as the other three. This fact is evident from the “no deci-
sion” figures in table 1, where on average 40% (character n-grams combo) and 48%
(word n-gram combo) of the time the two models did not agree and therefore no
position was taken. Having the two models agree introduced a further confidence
factor into the combined model which makes it more robust to noise in the market.
In the majority of the years and overall the combined models proved superior in
terms of investment return (dollar and percentage), overperformance precision,
accuracy, and efficiency of investments. The most significant difference came in
2008 when the other three portfolios posted negative returns and the combined
models made a positive gain of 39% (character n-gram combo) and 4% (word n-
gram combo). It is also interesting that in this year the character combined model
was not as accurate as the Readability model but it did, like the word n-gram
combo, have a perfect 100% for overperform precision and therefore made no poor
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choices when an actual position in the market was taken. This abnormal invest-
ment return in 2008 is a bit of an anomaly and is not entirely realistic and will be
discussed in the next section.

7.4 The 2008 Investment Anomaly

An overperformance precision of 1 and an investment return of 39% or 4% when
the market losses almost 10% seems very good, however the problem is the
models are suppose to build a portfolio of investments to spread the risk. Due
to the volatile nature of the markets in 2007-2008 the two models were only
able to agree once on an over-performer and therefore only made one investment
each in the market. In reality an investment manager would most likely not
have accepted this response and either moved some of the assets to the money
market or conducted further analysis on the companies to find other suitable
investments. The annual reports that the 2008 returns are calculated from are
the 2006 annual reports produced sometime in 2007. Figure 4 illustrates the
massive shift of market momentum in 2007.

The arrow labeled ‘1’ represents the time period when the 2006 annual reports
were being published and arrow ‘2’ represents the time period when the actual
performance was being evaluated. It is quite clear that the market environment
drastically changed between those two time periods and the increase volatility
is supported by the large increase in market volume highlighted by the circle
labeled ‘3’.

8 Drawbacks, Limitations, and Future Work

Although the results are persuasive that the techniques presented are effective
at analyzing annual reports, there still is a need for more thorough testing with
an expanded data set that contains more of the companies in the S&P 500
index. The n-gram profiles were set size 6 and 3 for the character grams and
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word grams respectively taking up to the top 5000, these settings are most likely
a local optimum and require fine tuning to optimize the model. With all the
recent turmoil and volatility in the financial markets it will be worth applying
the models to the newly released annual reports over the coming year to see
how the models hold up under such extreme conditions. There is also a lot
of information that is generated and can be learned from the experiment and
deeper drilling down through the data could reveal more interesting information.
For example, it would be interesting to know if there are some companies that
produce more easily read annual reports making them more transparent, and
therefore a safer investment, or if the distance score that the CNG classifier
reports is an indication of how sure the model is and could a threshold be
introduced to improve overall accuracy and overperform precision. Finally the
labeling process should be automated to cut down on pre-processing time and
human error.
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Abstract. Statistical parsers that simultaneously generate both phrase-
structure and lexical dependency trees have been limited to date in two
important ways: detecting non-projective dependencies has not been in-
tegrated with other parsing decisions, and/or the constraints between
phrase-structure and dependency structure have been overly strict. We
introduce context-free filtering grammar as a generalization of a lexi-
calized factored parsing model, and develop a scoring model to resolve
parsing ambiguities for this new grammar formalism. We demonstrate
the new model’s flexibility by implementing a statistical parser for Ger-
man, a freer-word-order language exhibiting a mixture of projective and
non-projective syntax, using the TüBa-D/Z treebank [1].

1 Context-Free Filtering Grammar

The factored parsing model of Klein & Manning [2] is an interesting framework in
which phrase structure and dependency parsing are interleaved. Unfortunately,
the framework as presented therein does not permit the use of linguistically
plausible dependency trees for free word-order languages: the dependency trees
are constrained to match the phrase structure very closely, one consequence of
which is that the dependency trees must be projective.

Context-free filtering grammar (CFiG) provides more flexibility by permitting
more than one token of a constituent to behave like a head in the sense that it
may govern any token within the constituent and depend on tokens outside the
constituent. The parsing model of [2] is a special case of CFiG.

Our model uses a PCFG to score phrase structure trees and McDonald’s [3]
linear model to score dependency trees. Combined trees are scored by summing
the log PCFG score and the dependency score. Like [2], we use an A* search to
find the model-optimal combined parse. A* requires an admissible and monotonic
scoring heuristic to predict the optimal score of any full solution incorporating
some partial result. We use outside scores to build a heuristic for the PCFG
model and a maximum-weight incident edge heuristic for the dependency model.

There are, of course, a multitude of linguistic formalisms that effectively gener-
ate dependency representations while accommodating unbounded dependencies
and non-projective structures, e.g., CCG, HPSG and LFG. When the mapping
to dependencies is left suitably non-deterministic, these can serve as the basis
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for statistical parsers, e.g., as by [4]. These formalisms are much more ambitious,
however, in their rejection of classical context-free phrase structure as the goal
representation of parsing. While this rejection is not without merit, the question
nevertheless remains whether there might be a more conservative extension of
CFGs that can cope with freer word order. The search for and experimentation
with such extensions, including CFiG, allows us to investigate the shortcomings
of CFGs in a more controlled fashion, which in turn may inform these more
ambitious attempts.

1.1 Definitions

Formally, a CFiG G is a 4-tuple 〈N , T ,P , S〉, where N is a set of non-terminals,
T is a set of pre-terminals (parts of speech), P is a set of production rules, S ∈ N
is the start symbol. Each production rule in P has the form: L ← Re0

0 Re1
1 ...Ren

n ,
where L ∈ N , Ri ∈ N ∪T and ei ∈ {Hidden, Exposed, Unlinked}, ∀i from 0..n.
At least one of e0, e1, ..., en must have the value Exposed or Unlinked.

Informally, (L ← Re0
0 Re1

1 ...Ren
n ) is the same as a context-free production,

except that each right-hand-side symbol is marked as either exposing or hiding
its tokens. In a corresponding dependency tree, tokens inside Exposed children
may govern tokens of their siblings and may depend on tokens outside the parent
constituent. Tokens inside Hidden children may govern tokens only within the
same child and may depend only on tokens within the parent constituent. As we
will see in Section 1.4, the label Exposed can be thought of as a generalization
of the label Head from more traditional lexicalized phrase structure formalisms.
Dependency trees can be thought of here as ‘skeletons’ and phrase structure
trees as ‘shells’ containing these skeletons, restricting their possible attachments.
Hidden is discussed in Section 1.2, and Unlinked, in Section 1.3.

Figure 1 shows an example of the TüBa-D/Z annotation. A small fragment
of the CFiG stripped from TüBa-D/Z is shown in Figure 2, and will be used
for some motivational examples. We will adopt the familiar notation for phrase
structure derivations: (D : S →∗

G σ) of the string σ from S according to G.
Restricting ourselves to left-most depth-first derivations, we can also speak of
(labeled) phrase structure trees produced by CFiGs.

Constituent C2 strictly dominates C1 (C2 � C1) iff C1 is contained within
C2 (and C1 	= C2). Abusing notation, we say that a pre-terminal constituent

EN-ADD

NXVXFIN

LK

hd
VXFINhd

on

VF

NX

ADJX

$.VVINFNNARTNNARTADV
.klärenKinderbetreuungderFrage

MF

SIMPX

ov

VC

VXINF
hd

hdhd

MF

oa
NX

NXNX
modmod
ADVXADVX

SIMPX

on

hd

LK

dienur
PTKNEG$,NENEVVFIN

nicht,WinklerKlaudiasagt
$,
,

VMFINNNADJAART
müsseAlkoholismustherapiefrauenspezifischeeine

Fig. 1. A disconnected phrase structure tree from TüBa-D/Z
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T = {NN, PRELS,PIDAT, V MFIN,V AFIN,ADV, PIS, V V INF, PPER,V V FIN}
N = {NX, V F, SIMPX, MF, C, V XFIN, LK, ADV X, V XINF, R SIMPX, V C, NF}
S = SIMPX

P = {SIMPX ← V F HLKEMF EV CENF H , R SIMPX ← CHMF HV CE ,

C ← NXE , V F ← NXE , LK ← V XFINE , MF ← NXE , MF ← ADV XENXE ,

MF ← NXENXE , V C ← V XFINE , V C ← V XINF E , NF ← R SIMPXE,

NX ← NXER SIMPXH , NX ← NNE , NX ← PRELSE , NX ← PPERE,

NX ← PIDAT HNNE , V XFIN ← V MFINE , V XFIN ← V AFINE,

V XFIN ← V V FINE, V XINF ← V V INF E, ADV X ← ADV E}

Fig. 2. German CFiG fragment (TüBa-D/Z )

dominates its matching terminal, although G (as a CFG) only generates pre-
terminals. If two constituents C1 and C2 are in P , then we refer to their lowest
common ancestor C∗ as their join (C∗ = C1 �P C2). If p is a phrase structure
tree with terminal x in its yield, then envelopep(x) refers to the smallest Hidden
constituent in p that dominates x, or the root constituent if x is not contained
in any Hidden constituent.

1.2 Constraining Dependency Structure with Constituent Hiding

We will represent dependency trees as connected DAGs. Each vertex is labeled
with a terminal (word token), pre-terminal and linear position (from string σ).
Each edge represents a dependency, pointing from the governor to the dependent.
One vertex, the root, has no incoming edges; all others have exactly one incoming
edge. In figures, we denote the root by an incoming edge from outside the graph.

Let σ be a string, G be a CFiG, and p be the parse tree induced by D : S →∗
G

σ, and g = {V , E} be a dependency tree of σ. Then, together, p and g are a parse
of σ iff: (1) (u, v) ∈ E ⇒ envelopep(u) � v (i.e., tokens in Hidden constituents
may only govern tokens within the same constituent, since dependency edges
may not leave a constituent marked Hidden); and (2) (u, v) ∈ E ⇒	 ∃i.u�p v � i�
envelopep(v) (i.e., a token in a Hidden constituent may only depend on a token
within its immediate parent, since dependency edges may not enter a Hidden
constituent from anywhere other than within the parent).

1.3 Unlinking

The experiment described in Section 4 is conducted on a modified version of the
TüBa-D/Z treebank. TüBa-D/Z is a phrase structure treebank, in which some
trees contain disconnected constituents (Figure 1). We factor these into pairs of
phrase structure and dependency trees, and re-connect the phrase structure with
some simple heuristics. Connecting the dependency trees is considerably more
difficult, in general, so we left these disconnected. In other words, there may
be multiple root governors in the dependency structure. To allow for these dis-
connected dependency structures, we need the third exposure value, Unlinked.
Each token exposed within an unlinked child must either be governed by another
token exposed within the child, or must be ungoverned (a root). Tokens from
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an Unlinked constituent may not take part in dependency relations with tokens
from sibling constituents.

To simplify parsing, we will want that only tokens of Unlinked constituents
be allowed as roots. The easiest way to achieve this is to add a new start symbol
S′, and the rule S′ ← SUnlinked.

1.4 Factored Lexicalized PCFG as a Special Case

The CFiG approach is best seen as a generalization of the factored parsing
model of Klein & Manning [2]. They propose this model in order to disentangle
statistical models of phrase structure and lexical headedness within a lexicalized
phrase structure parser. They recommend simultaneously searching for a phrase
structure tree and a compatible dependency tree using A* search. Because their
starting point is lexicalized PCFG parsing, their notions of ‘dependency tree’ and
‘compatibility’ are fairly limited. In particular, each phrase structure constituent
must have exactly one head child, the lexical head of the constituent is the lexical
head of that child, and the lexical heads of all other children of a constituent
must be immediately governed by the head child’s lexical head.

Consider the grammar in Figure 3, in which head symbols are marked with an
asterisk. With this grammar, we can find a lexicalized parse tree for “John/NP
drove/V Alana/NP To/TO School/NP” as shown in Figure 4(a). We can trivially
express this grammar, and any context-free grammar with one marked head child
per rule, as a CFiG, as shown in Figure 3, for which the corresponding parse tree
for “John/NP drove/V Alana/NP To/TO School/NP” is shown in Figure 4(b).
Thin arrows indicate dependency edges. Attached subconstituents are enclosed
either with a solid line to indicate that their contents have been hidden by their
parent, or a dashed line to indicate that their contents have been exposed by their
parent. Unattached subconstituents are drawn with a dotted line: a constituent’s
exposure is only defined in relation to its parent constituent.

In fact, the factored grammars of [2] are precisely the subset of CFiGs in
which only one child is exposed in each constituent. In particular, the one ex-
posed child in each constituent is the head child of the factored model, only one
token is exposed within each constituent (provable by induction on the height of
the phrase structure) — this token is the lexical head of the constituent under the
factored model — and since only one token is exposed within a constituent, that
one token is the only candidate governor for the lexical heads of the other chil-
dren. It follows that the lexical heads of the other children will all be immediate
dependents of that token (the head child’s lexical head).

T = {V, NP, TO} N = {S, VP, PP} T = {V, NP, TO} N = {S, V P, PP}
P = {S ← NP VP∗, PP ← TO∗ NP, P = {S ← NP HV P E, PP ← TOENP H ,

VP ← V∗ NP PP} V P ← V ENP HPP H}
(a) (b)

Fig. 3. (a) A lexicalized grammar and (b) its equivalent CFiG
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NP(school)TO(to)

PP(to)NP(Alana)

NP(John) VP(drove)

V(drove)

S(drove)

John drove Alana to school

VP

S

V

NP

NP PP

TO NP

(a) (b)

Fig. 4. (a) A simple lexicalized parse tree and (b) its factored representation

sie ihnen gebe.jemanden

SIMPX

VF LK MF VC NF

R-SIMPX

C MF VC

derFrauen, die solche Pillen wollten, würden immer finden,

NX

ADVX

ADV PIS

NX

VVINF

VXINF

NX

PRELS

NX NX

PPER PPER

VXFIN

VVFINVAFIN

NX

NN

R-SIMPX

C

NX

PRELS

MF VC

NX

PIDAT NN

VXFIN

VMFIN

VXFIN

Fig. 5. A phrase structure / dependency structure pair à la Klein & Manning [2]

PIS VVINF PRELS PPER PPER VVFIN
die solche Pillen wollten, würden. immer jemanden finden, der sie ihnen gebe.

ADVNN
Frauen,

PRELS PIDAT NN VMFIN VAFIN

Fig. 6. A better dependency tree

As to how this difference bears on German, Figure 5 shows an example phrase
structure annotation under the Klein & Manning factored model, which does not
admit a linguistically plausible dependency structure (such as Figure 6). Three
problems are evident. First, German topological fields do not always have lexical
heads. The Mittelfeld (MF) constituent in particular contains two tokens properly
in dependency relations with tokens from other fields. Second, although the main
clause can be said to have a head (‘würden’), not all tokens exposed within the
clause are proper dependents of it, e.g. ‘jemanden’, which should be governed by
‘finden’. Third, a good dependency tree for this sentence is not projective: the
relative clause is governed by the token ‘jemanden,’ and this dependency must
cross the relation between ‘würden’ and ‘finden.’

All of these problems can be overcome with a CFiG. The parse tree shown in
Figure 7 is derived from the grammar of Figure 2.
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sie ihnen gebe.jemanden

SIMPX

VF LK MF VC
NF

NX
NX

NN PRELS
derFrauen, die solche Pillen wollten, würden immer finden,

NX

VXINF

VVINF

R-SIMPX

VCMFC

NX NX NX VXFIN

PRELS PPER PPER VVFINPIS

C

R-SIMPX

MF

NX

PIDAT NN

VC

VXFIN

VMFIN

VXFIN

VAFIN

ADVX NX

ADV

Fig. 7. A better phrase-filtered dependency tree licensed by a CFiG

2 Parsing

As with traditional lexicalized grammars we can use a bottom-up chart parser
for CFiGs. The additional flexibility of the new formalism comes at the cost
of greater interconnectedness within its parse trees, however. In a traditional
lexicalized phrase structure tree, each constituent is characterized by a phrase
category label and a single exposed token. Constituents with the same category
and head are interchangeable syntactically. This interchangeability permits the
development of an efficient chart parser.

In CFiGs,1 passive arc signatures consist of a phrase-label and a set of tokens
exposed within the constituent spanned by the arc. Passive arcs store both the
internal phrase structure of the constituent and all of the dependency relations
involving hidden tokens spanned by the arc. Constituents are interchangeable
syntactically only if their category and entire set of exposed tokens match. If a
grammar permits the creation of constituents with arbitrarily large exposed sets,
then dynamic programming alone may not guarantee efficient parsing. Active
arcs match lists of passive arcs to prefixes of production rule right-hand-sides.
This matching includes an assignment of exposure to each passive arc.

Fortunately it is possible, within the framework, to limit this production of
arbitrarily large exposed sets to a small group of phrase categories. A phrase of
category L can expose more than one token only if either a rule with L in its
left-hand-side marks more than one right-hand-side symbol as exposed, or a rule
with L in its left-hand-side marks as exposed a symbol of another category that
can expose more than one token.

We can therefore construct a grammar for which many phrase categories are
as well-behaved in complexity as they would be in a stricter lexicalized grammar
— only a small number of categories have the greater freedom required to license
plausible linguistic structures. In the case of TüBa-D/Z , German treebank used
in our experiment, phrase constituents like noun-phrases will only ever expose a
single head-token, whereas some topological constituents, notably the Mittelfeld,

1 The complete details of the parser and its chart actions can be found in XXX (2007).
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Table 1. Dependency edge scoring features — c-w: child (dependent) word type, c-p:
child POS, p-w, p-p: parent (governor) word and POS, dist: position of child minus
position of parent, dir: sign of dist, b-p: POS of a token between parent and child,
p-p+1, p-p-1, c-p+1, c-p-1: POSs of tokens (immediately) after parent, before par-
ent, after child and before child

base features

dist, p-w, p-p, c-w, c-p dist, p-w, c-w

dist, p-w, p-p, c-w dist, p-w, c-p

dist, p-w, p-p, c-p dist, p-p, c-w

dist, p-w, p-p, dist, p-p, c-p

dist, p-w between features
dist, p-p dir, p-p, b-p, c-p

dist, p-p, c-w, c-p context features
dist, p-w, c-w, c-p dir, p-p, p-p+1, c-p, c-p+1

dist, c-w, c-p dir, p-p-1, p-p, c-p, c-p+1

dist, c-w dir, p-p, p-p+1, c-p-1, c-p

dist, c-p dir, p-p-1, p-p, c-p-1, c-p

will expose multiple tokens. Clauses also need to expose multiple tokens, so
that tokens from more than one field can act as governors within the clause,
but the clauses themselves will normally be Hidden when embedded in other
constituents. This limits the proliferation of exposed tokens.

3 Statistical Parametrization

Following [2], we use a factored scoring model for CFiG parses: a function gp

numerically scores each possible phrase structure tree, another function gd scores
each possible dependency tree, and the score of a pair of trees is defined as gp+gd.

For this factored model to be of any use, we need a search method that
will find the best combined score over all allowed pairs of phrase structure and
dependency trees, but as mentioned in Section 2, the search space of our chart
parser is potentially exponential in size, so an exhaustive search is not feasible.
Fortunately, factored parsing models can be amenable to A* search.

Following McDonald et al. [3,5], we take gd to be the sum of the independent
scores of the individual dependency edges in the tree. For the sake of uniformity,
root tokens will be scored as if they were dependent on a special hidden ‘ROOT’
node. The score of an individual edge e is given by: scoree = fe · w, where fe is
a vector of binary feature values (each value is 1 if the dependency has the fea-
ture, 0 if not) and w is a vector of feature weights. Every combination of values
seen in the training data that matches the fields of one of the feature patterns
in Table 1 is considered one feature. (p w = haben, c p = PPER, dist = −1),
for example, could be a feature matching the pattern (p w, c p, dist), as could
be (p w = Mai, c p = APPRAT, dist = −2). These are only a subset of Mc-
Donald’s [3,5] features, however; they use not only word-based fields (pw, cw) in
pattern construction, but also 5-character-prefix-based fields.
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Observe that every input token is the destination of one edge. So, an admissi-
ble heuristic for gd on some chart arc is the sum the scores of dependency edges
over all tokens for which an edge has been chosen, plus the maximum score over
all possible edges that could be chosen for the remaining tokens.

For gp, like [2], we use the log joint probability of the production rules from
the chart arc’s derivation, plus the outside score of the arc’s constituent. To
improve the function’s granularity, we use parent encoding and Markovize the
resulting PCFG so that children are generated individually, conditioned on their
head and (if distinct) inwardly adjacent sibling. Unlike [2], we also condition
on the inwardly adjacent sibling’s exposure value. In any rule with exactly one
exposed child, that child is chosen as the head for scoring; otherwise the leftmost
exposed or (for top-level rules) unlinked child is selected.

3.1 Factored Training

As with regular PCFGs, we count the number of occurrences of each rule (keep-
ing in mind that rules may be distinguished by differing exposures, even if the
right-hand-side symbols are otherwise identical), and use the counts to compute
estimates for all Markovized rule generation probabilities.

TüBa-D/Z is not annotated with constituent exposure settings, however, so
these must be inferred during grammar extraction. TüBa-D/Z also includes topo-
logical field constituents; all children of each topological field were marked as
Exposed. Considering all tokens in the yield of any other constituent c, if no
token is dependent on a token outside c, then c must be Unlinked. If any to-
ken governs a dependent outside c or any token is the dependent of another
token not in the immediate parent of c, then c must be Exposed. Otherwise
c is Hidden. In some cases, it may be preferable to assign exposures based on
linguistic knowledge about the category of c instead.

To train the dependency factor, we must keep in mind that factored parsing
must train a model to select among dependency trees licensed by high-scoring
phrase structure trees, not among all dependency trees. This is reflected in both
the selection of the training tree T and the update procedure used in training
to achieve this. Rather use an MST dependency parser, we must choose T using
A* search over the full factored scoring model.

In the case where the phrase structure (call it P ) returned with T licenses the
correct dependency tree T ∗, or is outscored by a phrase structure P ∗ that does,
then we follow McDonald et al. [3,5] by using MIRA [6] to estimate the vector
of weights, modified to average the weight vector’s values over a full course of
training [7]. Otherwise, we find the highest scoring phrase structure (call it Ph)
that does license the tree T ∗ and we update by minimizing | w′ − w | subject
to the constraint: w′ · fT∗ −w′ · fT ≥ 1.0 + gp(P )− gp(Ph). In the first case, the
phrase structure found by the factored parse is correct — gp has contributed
as much as it can. In the second case, gp predicts the wrong phrase structure,
and gd must be modified to compensate for the error. The constant factor of 1.0
ensures that the new classifier will give a better score to the correct tree than
the found tree, rather than simply an equal score.
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4 Experiment

CFiG is of interest for future research because: (1) it permits a parser to reliably
generate more useful syntactic analyses than was previously possible; and (2) it
improves parsing reliability on tasks of which already-existing systems are capa-
ble. So far, we have dwelt on (1) — context-free filtering grammar does allow a
simultaneous and complementary phrase structure and dependency analysis that
is not possible in previous statistical parsing systems. The experiment described
here aims to establish (2). As this section demonstrates, the new system provides
this enhanced output without compromising accuracy compared to either pure
phrase structure or pure dependency parsers.

Before development of the parsers began, TüBa-D/Z was split into three sub-
sets: a training set comprising roughly 90% of sentences (19,856 of them), a
development set comprising roughly 5% of sentences (1,109 of them) and an test
set comprising roughly 5% of sentences (1,126 of them). Because of computing
resource (memory) limitations, only sentences with 40 or fewer tokens, including
punctuation, were used (1,070 in the development set and 1,086 in the test set).
The split was done randomly, each sentence being assigned to one of the three
subsets independently of all other sentences.

The dependency treebank used in this experiment was extracted from TüBa-
D/Z by a rule-based script. In designing this script, we tried as much as possible
to rely directly on phrase structure and the edge-labels from the original data.

In addition to the proper dependency trees used in the experiment, we also
need trees of linked phrase heads. These phrase-head trees are required to train
the Markovized PCFG, against which the experimental model is compared.

The parsing system used was written specifically for this experiment. In to-
tal, three parsing modes are supported: a pure phrase structure parser, a pure
dependency parser, and a factored parser. In order to limit as much as possible
the differences between the algorithms, the factored mode re-uses as many of
the components of the two pure modes as possible.

The factored system does not use a pure A* algorithm: the system prunes arcs
to avoid running out of memory on difficult sentences. In training, we limit to 500
the number of arcs considered for each possible span and for each left-hand-side
category; in evaluation we relax the limit to 1600.2

All of the parsers require POS-annotated input; in this experiment we pro-
vided gold-standard parts of speech in the input. None of the parsing systems
employ parameter smoothing.

4.1 Experimental Hypothesis

We would expect the experimental model to outperform a pure phrase based
parser or a pure dependency parser, based upon the original finding of [2] that

2 Increasing the pruning limit beyond 1600 had no impact on the parser output against
development data. It would appear that at this level only arcs that will never be
part of an optimal solution are pruned.
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Table 2. Final results: perfect parse scores, non-root governor precision and recall,
and labeled constituent precision/recall with mean crossing brackets per sentence

parser dependency perfect phrase perfect

PCFG parser – 0.361
dependency parser 0.355 –

KM’02 parser – 0.371
experimental parser 0.368 0.381

parser NRG precision NRG recall

dependency parser 0.885 0.884
experimental parser 0.884 0.885

parser LC precision / recall x-brackets

PCFG parser 0.909 / 0.900 0.963
KM’02 parser 0.914 / 0.906 0.861

experimental parser 0.917 / 0.909 0.804

their factored model outperforms its component phrase and dependency models
on the Penn treebank, and upon the finding by Kuebler et al. [8] that the same
factored model outperforms its phrase structure component on TüBa-D/Z .

Having conducted some preliminary tests to tune the parameters of the model
on the development set, we ran tuned versions of (1) a pure phrase structure
parser, (2) a pure dependency parser, (3) a factored parser à la [2], and a factored
parser with our experimental model, on the test set.

4.2 Experimental Results

Tuning determined that the best pure phrase structure parser uses a grammar
including grandparent encoding and two siblings worth of horizontal context.
This result is consistent with the findings of Klein & Manning [9] on the En-
glish Penn treebank. Also, the best dependency parser makes 5 training passes
using all features seen at least once in the corpus. It is a bit surprising that
restricting features to those seen a minimum number of times does not pro-
duce better results. With many learning methods, a glut of rare features could
be expected to lead to overfitting; but with the averaged-perceptron-style al-
gorithm we use, the extra features may be reducing overfitting by introducing
slack into the model. On the other hand, the best parser à la [2] simply com-
bines the best phrase-structure model with a lexical heads dependency model
trained over 8 passes with all available features. No additional training needs
to be done after the two models are combined. The best parser using our ex-
perimental model is achieved by combining the best phrase structure model
with the best dependency model, and then performing an additional 3 training
passes.

The final results on evaluation data for these four systems are shown in
Table 2. The phrase structure parsing metrics are from Parseval [10]. The
experimental model’s accuracy does not differ significantly from that of the
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Table 3. Comparison with Kuebler et al. [8]

Kübler et al. PCFG experimental

unlabeled precision 0.923 0.931 0.936
unlabeled recall 0.909 0.923 0.926
labeled precision 0.899 0.914 0.917
labeled recall 0.885 0.906 0.909

pure dependency parser. Both the Klein & Manning model and the exper-
imental model produce significantly (p > 0.01) better results than the un-
lexicalized PCFG model with respect to the Parseval metrics.3 There is no
significant difference between the experimental model and the Klein & Manning
model.

How do the parsers of this experiment compare with similar studies on this
corpus? Unfortunately, there have been almost no publications on full statistical
parsing with TüBa-D/Z . The most comparable we know of is Kuebler et al.
[8]. Table 3 compares their best results with ours, according to precision and
recall on labeled and unlabeled constituents. Naturally, no definite conclusions
can be drawn because of the large differences in experimental setups. The depen-
dency results cannot be compared with other studies, because the heuristically
extracted trees have only ever been used for this experiment.

5 Future Work

This first serious attempt to put context-free filtering grammar into large-scale
practice has shed light on several very interesting directions of future research.
The first would be to apply online large-margin learning to a phrase structure
parser. Taskar et al. [11] have already shown that features can be chosen for such
a model, but they did not use a computationally efficient learning approach to
learn the model weights. McDonald et al. [3] did. A homogeneous linear large-
margin factored model for dependency and phrase structure would then be im-
mediately feasible. The training of such a model would be far less awkward than
that of the model used in this paper.

Investigation subsequent to the experiment presented here suggests that prun-
ing arcs during A* search has a significant impact on parsing accuracy. It would
be beneficial to reduce the memory requirements of the parser, both by optimiz-
ing the CKY outside-score precomputation and by using a tighter dependency
scoring heuristic.

Finally, it would be valuable to extend the error analysis made here by differ-
entiating among errors made because of flaws in the models, because of pruning
and because of inconsistencies in the corpus annotation.

3 As determined by a Monte-Carlo estimate of an exact paired permutation test.
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Abstract. This paper presents the machine translation system known as TransLI 
(Translation of Legal Information) developed by the authors for automatic trans-
lation of Canadian Court judgments from English to French and from French to 
English. Normally, a certified translation of a legal judgment takes several months 
to complete.  The authors attempted to shorten this time significantly using a 
unique statistical machine translation system which has attracted the attention of 
the federal courts in Canada for its accuracy and speed. This paper also describes 
the results of a human evaluation of the output of the system in the context of a pi-
lot project in collaboration with the federal courts of Canada. 

1   Context of the Work 

NLP Technologies1 is an enterprise devoted to the use of advanced information 
technologies in the judicial domain. Its main focus is DecisionExpress™  a service 
utilizing  automatic summarization technology with respect to legal information. De-
cisionExpress is a weekly bulletin of recent decisions of Canadian federal courts and 
tribunals. It is an tool that processes judicial decisions automatically and makes the 
daily information used by jurists more accessible by presenting the legal record of the 
proceedings of federal courts in Canada as a table-style summary (Farzindar et al., 
2004, Chieze et al. 2008). NLP Technologies in collaboration with researchers from 
the RALI2 at Université de Montréal have developed TransLI to translate automati-
cally the judgments from the Canadian Federal Courts. As it happens, for the new 
weekly published judgments, 75% of decisions are originally written in English and 
25% in French. By law, the Federal Courts have to provide a translation in the other 
official language of Canada.   

The legal domain has continuous publishing and translation cycles, large volumes 
of digital content and growing demand to distribute more multilingual information. It 
is necessary to handle a high volume of translations quickly. 
                                                           
1 http://www.nlptechnologies.ca 
2 http://rali.iro.umontreal.ca 
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Currently, a certified translation of a legal judgment takes several months to com-
plete. Afterwards, there is a significant delay between the publication of a judgment in 
the original language and the availability of its human translation into the other offi-
cial language.  

Initially, the goal of this work was to allow the court, during the few months when 
the official translation is pending, to publish automatically translated judgments and 
summaries with the appropriate caveat. Once the official translation would become 
available, the Court would replace the machine translations by the official ones.  
However, the high quality of the machine translation system obtained, developed and 
trained specifically on the Federal Courts corpora, opens further opportunities which 
are currently being investigated: machine translations could be considered as first 
drafts for official translations that would only need to be revised before their publica-
tion. This procedure would thus reduce the delay between the publication of the 
decision in the original language and its official translation. It would also provide 
opportunities for saving on the cost of translation. 

We evaluated the French and English output and performed a more detailed analy-
sis of the modifications made to the translations by the evaluators in the context of a 
pilot study to be conducted in cooperation with the Federal Courts. 

This paper describes our statistical machine translation system, whose performance 
has been assessed with the usual automatic evaluation metrics. We also present the 
results of a manual evaluation of the translations and the result of a completed transla-
tion pilot project in a real context of publication of the federal courts of Canada. To 
our knowledge, this is the first attempt to build a large-scale translation system of 
complete judgments for eventual publication. 

2   Methodology 

NLP Technologies’ methodology for machine translation of legal content consists of 
the following steps: 

• Translated judgments are gathered; 
• The HTML markup is removed from the judgments, which are then aligned 

at the level of the sentence; 
• a translation model is created using the pairs of translated sentences; 
• The court tests the usability of the Statistical Machine Translation (SMT) in 

the context of a pilot project; 
• The SMT is then deployed. 

In the context of our project, NLP Technologies in collaboration with RALI used 
the existing translated judgments from the Federal Court of Canada as a training corpus 
for our SMT system. The next section provides more details on the translation system: 

3   Overview of the System 

We have built a phrase-based statistical translation system, called TransLI (Translation 
of Legal Information), that takes as input judgments published (in HTML) on the 
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Federal Courts web site and produces an HTML file of the same judgment in the other 
official language of Canada. The architecture of the system is shown in Figure 1. 

The first phase (semantic analysis) consists in identifying various key elements 
pertaining to a decision, for instance the parties involved, the topics covered, the leg-
islation referenced, whether the decision was in favor of the applicant, etc. This step 
also attempts to identify the thematic segments of a decision: Introduction, Context, 
Reasoning and Conclusion (see section Evaluation in a pilot project). During this 
phase, the original HTML file is transformed into XML for internal use within NLP 
Technologies in order to produce DecisionExpress™ fact sheets and summaries. We 
extract the source text from these structured XML files in which sentence boundaries 
have already been identified. This is essential, since the translation engine works 
sentence by sentence. 

The second phase translates the source sentences into the target language using 
SMT. The SMT module makes use of open source modules GIZA++ (Och and Ney, 
2003) for creating the translation models and SRILM for the language models. We 
considered a few phrase-based translation engines such as Phramer (Olteanu et al, 
2006), Moses (Koehn et al., 2007), Pharaoh (Koehn, 2004), Ramses (Patry et al., 2006) 
and Portage (Sadat et al., 2005). Moses was selected because we found it to be a state-
of-the-art package with a convenient open source license for our testing purposes. 

The last phase is devoted to the rendering of the translated decisions in HTML. 
Since the appropriate bookkeeping of information has been maintained, it is possible 
to merge the translation with the original XML file in order to yield a second XML 
file containing a bilingual version of each segment of text. This bilingual file can then 
be used to produce an HTML version of the translation, or for other types of process-
ing, like summarization.  

Indeed, since summaries of judgments produced by NLP Technologies are built by 
extracting the most salient sentences from the original text, producing summaries in 
both languages should be as simple as selecting the translation of every sentence re-
tained in the source-language summary. 

Gotti et al. (2008) describe the development and the testing of the TransLI statisti-
cal machine translation system. The final configuration is a compromise between 
quality, ease of deployment and maintenance and speed of translation with the follow-
ing features: a distance based reordering strategy, a tuning corpus based on recent 
decisions; a large training corpus and the integration of specialized lexicons. 

Although these types of texts employ a specialized terminology and a specific cast 
of sentences, the availability of large amounts of high quality bilingual texts made it 
possible to develop a state-of-the-art SMT engine. These excellent results prompted 
us to perform a human evaluation also described in (Gotti et al. 2008) on 24 randomly 
selected sentences from our test set.  This evaluation centered on the quality of the 
produced translation and on its fidelity, i.e. to what extent the SMT conveys all the 
semantic content of the original.  

A key element in the success of an SMT system lies in the availability of large cor-
pora of good quality. In the Canadian judicial domain, we are fortunate enough to 
have access to public web sites providing translations of excellent quality for almost 
all judgments of the most important Canadian courts. For our work, we built a set of 
corpora, the characteristics of which are shown in Table 1. 
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Fig. 1. The translation pipeline translates an HTML court decision written in English into a 
French decision (also in HTML). A similar pipeline performs translations from French to 
English. 
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Table 1. Corpora used for developing TransLI 

Corpus name # sent pairs # en words  # fr words  
principal 245,000 6,510,000 7,510,000 
train 244,000 6,500,000 7,500,000 
tune-1 300 8,000 9,000 
test 1300 28,000 33,000 
tune-recent 400 8,000 10,000 
train-lexum 1,000,000 22,340,000 25,720,000 

principal: we downloaded 14,400 decisions in HTML from the Federal Court of 
Canada web site3 from which we extracted the text. Because many judgments did 
not have a translation or could not be parsed automatically with our tools because 
of inconsistent original formatting, we ignored them and we were left with 4500 
valid judgment pairs. From these pairs, we extracted the sentences and aligned 
them to produce a bi-text of around 260,000 sentence pairs. A number of them 
had English citations in the French text and vice-versa. Once these cases were fil-
tered out, we were left with 245,000 sentence pairs.  

train: 99% of the sentences from principal, used to train the SMT system. 

tune-1: 1% of principal used to adjust the parameters of the system. There is 
no overlap with train. 

test: 13 recent decisions that were published after the decisions occurring in prin-
cipal. This better simulates the application context for our system, which will 
be used for translating recent decisions. 

tune-recent: 6 recent decisions that were published after the decisions in prin-
cipal.  

train-lexum: Since the RALI has a long experience in dealing with judicial texts 
in collaboration with the Lexum4 at the Université de Montréal in the context of 
the TransSearch5 system, we decided to add 750,000 bilingual sentence pairs 
from our existing bilingual text database. These sentences are taken from deci-
sions by the Supreme Court, the Federal Court, the Tax Court and the Federal 
Court of Appeal of Canada.  

For the quality of language, we asked three evaluators to assign each of the 24 pas-
sages a score: 1 (unacceptable), 2 (bad), 3 (fair), and 4 (perfect), according to whether 
they found it to be in a correct and readable target language, independently of the 
source language. This would correspond to the case where a non-French speaking 
person wanted to consult an English translation of a French text. Our evaluators  
 
                                                           
3 decisions.fct-cf.gc.ca/en/index.html  
4 www.lexum.ca  
5 www.tsrali.com  



 Machine Translation of Legal Information and Its Evaluation 69 

did not know which translations had been produced by a human or which were pro-
duced by a machine. 

The same three evaluators were given groups of two or three sentences containing 
the source French text and the English translation produced either by TransLI or by a 
human translator (the reference text). The evaluators were asked to modify them in 
order to make them good enough for publication. Overall they took an average of 
27 minutes to revise 8 TransLI texts (475 words), which corresponds to 
1070 words/hour. That would amount to 8000 words per day compared to the average 
of about 6000 often used in the industry for revision (4 times the productivity of 1500 
words translated per day per translator). 

4   Evaluation in a Pilot Project 

Although still not of publishable quality, the translations of the TransLI system that 
we developed in this project can be readily used for human revision, with promising 
productivity gains.  Following those encouraging results on a small sample of a few 
sentences, we conducted a pilot study with the Federal Courts of Canada in which we 
translated a certain number of complete judgments from French to English and from 
English to French. We herein set out the more detailed evaluation of the revision 
process that we performed on a randomly selected set of 10 decisions (6 from French 
to English and 4 from English to French). 

We also describe how we evaluate the quality of our current automatic judgment 
translations and the effort needed to revise them so that they can be published. As the 
summarization system of NLP Technologies already divides a judgment into four 
main thematic segments: Introduction, Context, Reasoning and Conclusion, we 
describe the evaluation using those divisions. In order to give an idea of the source 
text, of the raw SMT translation produced and of the revised output judged acceptable 
for publication, Table 2 shows a few sentences from each division. 

The thematic segmentation is based on specific knowledge of the legal field.  Ac-
cording to our analysis, legal texts have a thematic structure independent of the cate-
gory of the judgment (Farzindar and Lapalme, 2004) Textual units dealing with the 
same subject form a thematic segment set. In this context, we distinguish four themes, 
which divide the legal decisions into thematic segments, based on the work of judge 
Mailhot (1998):  

• Introduction describes the situation before the court and answers these ques-
tions: who did what to whom? 

• Context explains the facts in chronological order: it describes the story includ-
ing the facts and events related to the parties and it presents findings of credibil-
ity related to the disputed facts.  

• Reasoning describes the comments of the judge and the finding of facts, and the 
application of the law to the found facts. This section of the judgment is the most 
important part for legal experts because it presents the solution to the problem 
between the parties and leads the judgment to a conclusion.  

• Conclusion expresses the disposition, which is the final part of a decision con-
taining the information about what is decided by the court. 
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Table 2. Sentences from a decision (2008fc1224 from http://decisions.fct-cf.gc.ca/fr/2008/ 
2008cf1224/2008cf1224.html). The first column indicates the theme in which the summarization 
system has classified the source sentence of the fourth column; the second column indicates the 
Levenshtein edit distance in terms of space separated tokens between the original SMT output 
(fifth column) and the revised output (sixth column). Replacement of tokens is shown in bold in 
the original and revised. Insertion in the revision is underlined and the insertion point is shown 
with a bullet in the original. Deletion of original is indicated by a strike-through the deleted text 
in the original. Because the sentences are tokenized at blank spaces, some indications may not 
reflect accurately the minimum distance or the sequence of editing operations performed by the 
revisor: for example, in paragraph [8] «officer» and «officer,» were considered as distinct 
tokens so the editing sequence is reported as an insertion of «officer,» and a replacement of 
«officer» by «i.e.». 

di
st

 
o p

s French original  SMT Fr->En output Post edited version 

In
tr

od
uc

tio
n 1 1 

visant à obtenir un sursis 

de déportation émise contre 
le demandeur prévue pour le 
3 novembre 2008 à 18 h 30. 

[1] This is a motion for a stay 
of execution of the 
deportation order issued 
against the applicant 
scheduled for November 3, 
2008 at 6:30.

[1] This is a motion for a stay 
of execution of the 
deportation order issued 
against the applicant 
scheduled for November 3, 
2008 at 6:30p.m.

C
on

te
xt

 

5 5 [8] Le 13 avril 2007, le 
de
Examen des risques avant 
renvoi (« ERAR ») et, le 16 
mai 2007, il présentait une 
deuxième demande de 
résidence permanente pour 
raisons humanitaires. Ces 
deux dernières demandes 
furent entendues par le même 
agent i.e. Patricia Rousseau, 
laquelle, par décision du 31 
juillet 2008, rejetait les deux 
demandes. 

[8] On April 13, 2007, the 
-

removal risk assessment 
("PRRA") and, on May 16, 
2007, he submitted a second 
application for permanent 
residence on humanitarian 
and compassionate grounds. 
These last two applications 

officer Patricia Rousseau, i.e.
that, by decision dated July 
31, 2008, dismissed both 
applications. 

[8] On April 13, 2007, the 
Applicant availed himself of a 
pre-removal risk assessment 
("PRRA") and, on May 16, 
2007, he submitted a second 
application for permanent 
residence on humanitarian 
and compassionate grounds. 
These last two applications 
were heard by the same 
officer, i.e. Patricia 
Rousseau, who, by decision 
dated July 31, 2008, 
dismissed both applications. 

R
ea

so
ni

ng
 

5 3 [16] Quant au préjudice 
allé

[16 alleged

subject to a removal order. 

[16] As to the harm alleged,
it is that which is experienced
by all those who are subject 
to a removal order. 

4 3 [17] En conséquence, les 
t

la demande de sursis ne peut 
être accueillie. 

[17] Accordingly, the 
condi
is
for a stay cannot be allowed 

[17] Accordingly, the 
conditions required by the
Toth case not having been
met, the application for a stay 
cannot be allowed. 

C
on

cl
us

io
n [18] Pour ces motifs la Cour 

ordonne que la demande de 
sursis de la mesure de renvoi 
soit rejetée. 

[18] For these reasons, the 
Court orders that the 

removal is dismissed. 

[18] For these reasons, the 
Court orders that the 
application for a stay of 
removal is dismissed. 

 

In order to evaluate the results of the automatic translation, we computed two 
automatic measures over the space-separated tokens of a sentence. A token is thus a 
word plus any accompanying punctuation or symbols. A token can also be any se-
quence of contiguous non-space characters: 
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• Edit distance: the number of tokens that differ in the source and revised text as 
computed by the classical Levenshtein distance algorithm (Levenshtein, 1966). 

• Number of operations: the number of consecutive insertion, deletion and re-
placement operations to transform the source into the revised text. For example, 
replacing 5 consecutive words would count as 5 in the edit distance but for only 
one operation. This measure approximates the number of cut and paste opera-
tions needed to revise an SMT translation.  

Table 3. Number and percentage of editing operations and tokens in each division over ten 
judgments 

 

Table 4. Edit distance in tokens for each division, the percentages are taken over the number of 
tokens given in the fourth and eighth column of Table 3 

 

Table 2 shows examples of values of these measures on a few sentences. Even 
though, the exact values of the number of operations might differ from what a careful 
reviewer might do, we think this value is a good approximation of the work needed 
for revision. 

Table 3 shows that for both translation directions, the number of editing operations 
is roughly equivalent to the number of tokens in each division. Table 4 shows that the 
global proportion of differences is similar for both directions of translation. The results 
are slightly better on the French to English direction, which is expected due to the 
complexity of the French language (with the accents and exceptions) bringing more 
complications to the machine translations. When we compare the different themes, we 
see that the Introduction and Conclusion themes require significantly less editing than 
the Context or the Reasoning themes.  The type of text used in these themes in part 
explains these differences.  In the legal field, the sentences used for the Introduction 
and Conclusion of the judgments often use the same expressions while the Context and 
Reasoning contain more sentences which are seldom seen in multiple judgment. Sen-
tences from the Context that explain the litigation events are more variable. 
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5   Conclusion 

The volume of legal content is growing rapidly. In Canada it is even more problem-
atic because it is created in two languages and different formats.  As a result, the 
amount of data that must be translated in short time has grown tremendously, making 
it difficult to translate and manage.  

Legal organizations need solutions that enable them to handle quickly a high vol-
ume of translations.  Our goal was to study the ability to train translation systems on a 
specific domain or subject area like the legal field so as to radically increase transla-
tion accuracy.  This process recycles existing translated content to train the machine 
on the terminology and style of the requested domain. 

To our knowledge this is one of the first times that an SMT engine has been devel-
oped specifically for judicial texts and evaluated in a pilot study. We managed to 
establish that an SMT engine trained on an appropriate corpus can produce a cost-
effective revisable text. 

6   Future Work 

An interesting aspect of our findings is that review and post-editing of judicial transla-
tions are an important part of an SMT-integrated work flow. Reviewers with subject 
knowledge need to have direct access to the translation process in order to provide a 
feedback loop to the SMT training process. 

We will therefore continue further investigation into an optimization of the post-
editing and reviewing process, specifically with a focus on quantifying the distance, 
measured in number of operations and edits, to arrive at a fully acceptable translation. 

As part of an ongoing collaboration with Palomino System Innovations Inc., a Ca-
nadian web content management system provider, we will evaluate integration of 
TransLI SMT into a translation work flow system – with a view to apply SMT to 
generic web content in the future. 
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Abstract. The manipulation of large-scale document data sets often
involves the processing of a wealth of features that correspond with the
available terms in the document space. The employment of all these
features in the learning machine of interest is time consuming and at
times reduces the performance of the learning machine. The feature space
may consist of many redundant or non-discriminant features; therefore,
feature selection techniques have been widely used. In this paper, we
introduce a hybrid feature selection algorithm that selects features by
applying both filter and wrapper methods in a hybrid manner, and it-
eratively selects the most competent set of features with an expectation
maximization based algorithm. The proposed method employs a greedy
algorithm for feature selection in each step. The method has been tested
on various data sets whose results have been reported in this paper. The
performance of the method both in terms of accuracy and Normalized
Mutual Information is promising.

1 Introduction

Research on feature selection has recently gained considerable amount of atten-
tion due to the increasing complexity of objects within the target domains of
interest whose data sets consist of hundreds of thousands of features. These tar-
get domains cover areas such as the analysis and understanding of corporate and
publicly available documents, the detection of the most influential genes based
on DNA micro-array experiments, and experiments in combinatorial chemistry,
among others [8]. Document clustering has specially been a fertile area for the
employment of feature selection techniques due to its wide variety of emerging
applications including automatic email spam detection, News article categoriza-
tion, document summarization, and others. In these domains, documents are
usually represented by ‘bag-of-words’, which is a vector equal in dimension to
the number of existing vocabulary in the domain of discourse [4]. Studies have
revealed that document collections whose vocabulary domain size are between
5,000 and 800,000 are common, whose categorization would hence require scal-
able techniques that are able to operate over a feature size of this magnitude
[13]. It is clear that this representation scheme possesses two main characteris-
tics: 1) high dimensionality of the feature space; and 2) inherent sparsity of each
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vector over all terms, which are detrimental to the achievement of the optimal
performance for many learning techniques.

Despite these problems, the bag-of-words representation usually performs well
with small enhancements on textual data sets due to some of their inherent traits:
First, since the bag-of-words representation is oblivious to the word appearance
sequence in a document, neighboring terms do not have to necessarily co-exist
in the bag-of-words vector. Second, investigations have shown that the large fea-
ture space developed by the bag-of-words representation typically follows the
Zipf-like distribution, i.e., there are a few very common frequently seen terms in
the document set along with many very unfrequent terms [5]. Third, even among
the very common frequent terms, most of them do not possess a high discrim-
ination power (frequent-but-non-discriminant terms). This may be due to the
fact that such terms have a similar occurrence pattern in all existing document
classes. Stop words and auxiliary verbs are examples of such terms. This can
also be analyzed within the context of relevant but redundant terms. Therefore,
feature selection techniques can be applied on features of the bag-of-words rep-
resentation in document categorization in order to select a highly discriminant
subset such that 1) the prediction performance of the classifiers/clusterers are
enhanced; 2) classifiers/clusterers are learnt faster and more cost effectively; and
3) the underlying concepts behind the available corpus of data are revealed and
understood.

In this paper, we propose an iterative feature selection scheme, which greed-
ily selects the best feature subset from the bag-of-words that best classify the
document set in each step. The method employs an Expectation Maximization
(EM) approach to feature selection and document clustering due to the restric-
tion that supervised feature selection techniques cannot be directly applied to
textual data because of the the unavailability of the required class labels. Briefly
explained, our method initially labels the documents with random labels. Based
on these labels, it then greedily chooses the best representative subset from the
feature space. The selected features are then employed for clustering the docu-
ments using the k-Means algorithm. This iterative process of feature selection
and document clustering is repeated until the satisfaction of a certain stopping
criterion. It is important to mention that the proposed greedy algorithm evalu-
ates the suitability of the features locally within the context of each individual
cluster. This local computation allows the greedy algorithm to find the most
discriminative features. Our approach in combining the EM algorithm with a
greedy feature selection method shows improved performance with regards to
accuracy and Normalized Mutual Information (NMI) compared with some ex-
isting techniques for document clustering.

The paper is organized as follows: the next section, reviews some of the exist-
ing techniques for feature selection and document clustering. Section 3 introduces
our proposed iterative feature selection and document clustering technique. The
results of the evaluation of the performance of the proposed technique is given
in Section 4. The paper is then concluded in Section 5.
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2 Related Work

The work on the manipulation of the feature space for text categorization has
been three-fold: 1) feature generation; 2) feature selection; and 3) feature ex-
traction [13]. In feature generation, researchers have focused on employing the
base features available in the initial feature space to create suitable discriminant
features that best reflect the nature of the document classes. For instance, some
approaches consider different word forms originating from the same root as one
term in the feature space and employ stemming techniques to extract such fea-
tures. Here, all of the terms such as fishing, fished, fishy, and fisher would be
represented by their root word, fish, in the feature space. Along the same lines,
some other techniques have gone further in exploring similarity between words
by using thesaurus and ontologies to create groups of features, which would
be considered as a single feature in the feature space. In this approach, terms
such as office, bureau, and workplace would be all grouped into one feature in
the feature space [2]. Furthermore, as was mentioned earlier, the bag-of-words
approach fundamentally neglects the sequence of word occurrences in the docu-
ment. To alleviate this, some researchers have made the observation that the use
of word n-grams1 for creating word phrase features can provide more specificity.
In this approach, n-grams are mined from the documents (2-word phrases are
most popular) and are used as representative features in the feature space. It
is important to notice that although the number of potential n-grams increases
exponentially with the value of n, there are only a small fraction of phrases that
receive considerable probability mass and are found to be predictive; therefore,
the size of the feature space would not grow very large. Other methods such
as using unsupervised techniques for clustering the terms in the feature space
can be used to create classes of similar features. These classes can themselves be
used as a complex features in the new feature space.

There are three main approaches within the realm of feature selection [10]
that have been introduced in the following:

1. Filter methods assess each feature independently, and develop a ranking be-
tween the members of the feature space, from which a set of top-ranked
features are selected. The evaluation of each feature is performed on their
individual predictive power. This can be done for instance using a classifier
built using that single feature, where the accuracy of the classifier can be
considered as the fitness of the feature. Here, a limitation for such an evalu-
ation is the absence of the required class labels in document categorization
data sets; therefore, unsupervised methods need to be employed to evaluate
the features. Some filter methods assess each feature according to a function
of its Document Frequency (DF) [11], which is the number of documents in
which a term occurs in the data set. Other unsupervised measures have been
defined on this basis such as Term Strength (TS) [11], which is based on the
conditional probability that a feature occurs in the second half of a pair of

1 Or character n-grams for languages such as Chinese and Japanese that do not have
a space character.
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related documents given that it appeared earlier, Entropy-based Ranking [3]
that is measured by the amount of entropy reduction as a result of feature
elimination, and Term Contribution (TC), which is a direct extension of DF
that takes term weights in to account. In addition, Liu et al [11]. have shown
how several supervised measures like Information Gain and χ2 statistic can
be used for the purpose of feature ranking in document clustering. However,
the computation time of this method is still under question. Filtering meth-
ods are computationally and statistically scalable since they only require the
computation of n scores for n features, and also they are robust to overfitting,
since although they increase bias, they may have less variance; however at
the same time, they may be exposed to the selection of redundant features.

2. Wrapper methods employ AI search techniques such as greedy hill climb-
ing or simulated annealing in order to find the best subset of features from
the feature space. Different feature subsets are evaluated repeatedly through
cross-validation with a certain learning machine of interest. One can criticize
wrapper methods for being brute-force methods that need great amount of
computation in order to cover all of the search space. Conceptually this is
true, but greedy search strategies have been devised that are computationally
wise and robust against overfitting. For instance, two popular greedy search
strategies are forward selection, which incrementally incorporates features
into larger subsets, and backward elimination that starts with the set of all
features and iteratively eliminates the least promising ones. Actual instan-
tiations of these two strategies have been proposed in the related literature.
For instance, the Gram-Schmidt orthogonolization procedure provides the
basis for forward feature selection by allowing the addition of the feature
that reduced the mean-squared error the most at each step [6].

3. Embedded methods try to build a prediction model that attempts to maxi-
mize the goodness of fit of the developed model and minimize the number of
input features of the model. Such methods are reliant on the specifics of the
utilized learning machine used in the prediction model. Embedded methods
that incorporate feature selection as a part of their training process possess
some interesting advantages such as reaching a solution faster by avoiding
the retrain of the model for each feature subset and also making better use
of the available data by not needing to split the data into training and val-
idation subsets. Decision tree learning algorithms such as CART inherently
include an embedded feature selection method [1].

Finally, feature extraction methods are a subclass of the general dimensionality
reduction algorithms. These methods attempt to construct some form of combi-
nation of all or a subset of the initial features in order to develop a reduced-size
feature space that represents the initial data with sufficient amount of accuracy.
emphPrinciple Component Analysis (PCA), emphLatent Semantic Analysis
(LSA), and non-linear dimensionality reduction methods are some of the repre-
sentatives of these methods [9]. One of the drawbacks of this approach is that the
developed features of the new feature space are not easily interpretable since they
may not have an obvious or straightforwardhuman understandable interpretation.
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3 Proposed Method

In practice, wrapper methods employ the prediction performance of the learning
machine to assess the relative usefulness of the selected features. Therefore, a
wrapper method needs to provide three main decisions with regards to the fol-
lowing concerns: First, a search strategy, such as the greedy forward selection
and backward elimination strategies introduced earlier, needs to be created that
would guide the process of searching all of the possible feature space efficiently.
Second, methods for the assessment of the prediction performance of the learning
machine need to be defined in order to guide the search strategy, and Third, the
choice for the appropriate learning machine needs to be made. As it can be seen
wrapper methods rely on the prediction performance of the learning machine,
which is not a viable strategy since they require the class labels that are not
present in document clustering. However, filter methods use other unsupervised
measures such as DF, TS and others to evaluate the usefulness of the selected
features and hence rank the available features accordingly and select the most
competent, which makes them suitable for the task of document clustering.

As was discussed earlier, filter methods have been criticized for selecting re-
dundant or locally optimum features from the feature space [15]. This is due to
the fact that they tend to select the top best features based on a given measure
without considering the different possibilities of feature composition available in
the feature space. It seems enticing to create a hybrid strategy based on filter
methods and wrapper methods to overcome their limitations and reap their indi-
vidual capabilities. An efficient hybrid strategy would provide two main benefits
for document clustering: 1) it decreases the chance of being trapped by a local
optimum feature sets through the use of an iterative greedy search strategy; 2)
both supervised and unsupervised measures can be used to evaluate the discrim-
inative ability of the selected features in each iteration of the process. Here, we
propose such a hybrid strategy.

Our proposed method for feature selection and document clustering employs
a greedy algorithm, which iteratively chooses the most suitable subset of features
locally in each round. The chosen features are used to create corresponding doc-
ument clusters using the k-Means algorithm. The resulting document clusters
are then employed as local contexts for the greedy algorithm to choose a new
subset of features from each cluster. The representative features of each cluster
are chosen such that they could maximally discriminate the documents within
that cluster. The union set of all local features of clusters is developed, which
would serve as the newly selected feature subset. Formally said, our approach
is a combination of the expectation maximization algorithm accompanied by a
greedy search algorithm for traversing the feature space, and an unsupervised
feature ranking technique. Expectation maximization algorithms are employed
for maximum likelihood estimation in domains with incomplete information.
A typical EM algorithm estimates the expectation of the missing information
based on the current observable features in its E-step. In the M-step, the miss-
ing information are replaced by the expected value estimates computed in the
E-step in order to develop a new estimation that can maximize the complete
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data likelihood function. These steps are iterated until a certain stopping crite-
rion is satisfied.

Liu et al. [11] have proposed a general framework for the employment of EM
for text clustering and feature selection. We employ their formulation of the
problem statement within their framework and provide our own instantiation of
the provided skeleton. Here, the basic assumption is that a document is created
by a finite mixture model between whose components and the clusters there
exists a one-to-one correspondence. Therefore, the probability of all documents
given the model parameters can be formulated as follows:

p(D|θ) =
N∏

i=1

|C|∑
j=1

p(cj |θ)p(di|cj , θ) (1)

where D denotes the document set, N the number of documents in the data set,
cj the jth cluster, |C| the number of clusters, p(cj |θ) the prior distribution of clus-
ter cj , and p(di|cj , θ) the distribution of document di in cluster cj . Further, since
we use the bag-of-words representation, we can assume that document features
(terms) are independent of each other given the document class label. Hence, the
likelihood function developed in the above equation can be re-written as

p(D|θ) =
N∏

i=1

|C|∑
j=1

p(cj |θ)
∏
t∈di

p(t|cj , θ) (2)

where t represents the terms in di, and p(t|cj , θ) the distribution of term t in
cluster cj . Since not all of the terms in a document are equally relevant to the
main concept of that document, p(t|cj , θ) can be regarded as treated as the sum
of relevant and irrelevant distributions:

p(t|cj , θ) = z(t)p(t is relevant|cj , θ) + (1 − z(t))p(t is irrelevant|θ) (3)

where z(t) = p(t is relevant), which is the probability that term t is relevant.
Therefore, the likelihood function can be reformulated as below:

p(D|θ) =
N∏

i=1

|C|∑
j=1

p(cj |θ)
∏
t∈di

[
z(t)p(t is relevant|cj , θ)

+ (1 − z(t))p(t is irrelevant|θ)
]

(4)

Now, the expectation maximization algorithm can be used to maximize the like-
lihood function by iterating over the following two step:

E-step: ẑ(k+1) = E(z|D, θ̂(k)) (5)

M-step: θ̂(k+1) = argmaxθ p(D|θ, ẑ(k)) (6)

In the following, we provide details of each of the two steps of the customized
EM algorithm for our hybrid feature selection and document clustering method.
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It should be noted that in our proposed method we assume that the number of
correct document classes is known a priori, denoted k.

Lets assume that the vector Y represents the class labels for each of the N
documents; therefore, |Y| = N , and Yi would denote the class label of the ith

document. In the first iteration of the process, the values for Y are unknown
for which we assign randomly picked values to the class labels; hence, each doc-
ument is randomly classified into one of the k clusters. Now, we would like to
suppose that the clusters developed based on random label assignments are the
best classification representatives of the available documents. Therefore, it is
desirable to find the set of features locally within each cluster that provide the
best approximation of the available data in that cluster. For this purpose, let us
proceed with some definitions.

Definition 1. Let Di be the set of documents in cluster i, Dj
i be the jth docu-

ment in Di, and t be a given term in the feature space. Local Document Frequency
of t (in Di), denoted LDF(Di, t), is defined as follows:

LDF(Di, t) =
|Di|∑
j=1

(t ∈ Dj
i ?1 : 0) (7)

which is the number of documents in which the term t has appeared.

Definition 2. Let Ci be the ith cluster, and Di be the set of documents in Ci.
A feature such as t is assumed to be a competent feature of Ci iff:

∀j 	= i ∈ k : LDF(Di, t) > LDF(Dj , t) (8)

Informally stated, a feature is only a competent feature of a given cluster if it’s
local document frequency is highest in that given cluster compared to all other
clusters.

Definition 3. Let Ci be the ith cluster. A competent set for Ci, denoted
COMP(Ci), is defined as follows:

COMP(Ci) = {t |t is a competent feature of Ci} (9)

The competent set of features for each cluster possess the highest occurrence
rate locally over all of the available clusters; therefore, they have a high chance
of being a discriminant feature. This is because their local document frequency
measure behavior is quite distinct from the same feature in the other clusters.

With the above definitions, we are able to locally identify those features that are
competent. The competent set of features for cluster is hence identified. The union
of all these features over all of the clusters is generated, which would represent the
new feature space. Once the new feature space is developed, they are employed
to cluster all of the documents once more using the k-Means algorithm. The k-
Means algorithm would provide new values for Y. The values of this vector are
employed in order to identify the new competent set of features for each cluster,
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which would consequently be used to re-cluster the documents. This process is
iteratively repeated until a relatively stable cluster setting is reached.

The stopping criterion of the iterative process is based on the distance of the
clusterings in the last two iterations. In other words, when the distance of these
clustering is less than a threshold τ . The distance between two clusterings is
computed by considering one of these clustering as the natural class labels and
calculating the accuracy the other clustering.

4 Performance Evaluation

In the following, configurations of the running environment, data sets, and mea-
suring methods for the experiments is explained. Results and corresponding an-
alyzes are presented afterwards.

4.1 Experimental Settings

The proposed algorithm and the rivals have been implemented in Java. All ex-
periments has been performed on an Intel Xeon 1.83GHz with 4GB of RAM.

Four data sets has been used to conduct the experiments. Table 1 shows the
properties of the data sets. In this table, nd, nw, k, and n̂c represent the total
number of documents, the total number of terms, the number of natural classes,
and the average number of documents per class respectively. Balance, in the
last column, is the ratio of the number of documents in the smallest class to
the number of documents in the largest one. The distance metric used for the
k-means algorithm is Cosine similarity.

The k1b data set is prepared by the WebACE project [7]. In this data set,
each document is a web page from the subject hierarchy of Yahoo!. NG17-19 is a
subset of a collection of messages obtained from 20 different newsgroups known
as NG20. All three classes of the NG17-19 data set are related to political sub-
jects; hence, difficult to separate the documents by the clustering algorithms.
The hitech and reviews data sets contain San Jose Mercury newspaper articles.

Fig. 1. Results for the k1b Data Set
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Table 1. Data Sets

Data Source nd nw k n̂c Balance

k1b WebACE 2340 21839 6 390 0.043
NG17-19 3 overlapping groups from NG20 2998 15810 3 999 0.998
hitech San Jose Mercury(TREC) 2301 10080 6 384 0.192
reviews San Jose Mercury(TREC) 4063 18483 5 814 0.098

Fig. 2. Results for the NG17-19 Data Set

The former is about computers, electronics, health, medicine, research, and tech-
nology. Topics of the latter are food, movies, music, radio, and restaurants.

Two preprocessing steps including stemming and removal of the words ap-
pearing in less than three documents has been applied to all data sets.

In order to evaluate the efficiency of the proposed algorithm, the results has
been compared to the DF method [14,11] which is a straightforward but effi-
cient feature selection algorithm. In addition, the original k-Means algorithm
has been applied to the data sets with all words in the feature space. The TS
algorithm [14,11] is another possible rival method. However, the computing time
of this algorithm is not comparable neither with IHFW2 nor with DF. Since
feature weighting schemes such as tf − idf obscures/improves the efficiency of
any dimensionality reduction method, comparison with TC or any other method
which takes advantage of these schemes is unfair.

In addition to the accuracy of the clusterings (according to the class labels),
the NMI [12] is reported due to its growing popularity.

NMI formula is presented here in Equation 10, where l is a cluster and h is a
class of documents, nh and nl are the number of their corresponding documents,
nh,l is the number of documents in class h as well as cluster l, and n is the size of
the data set. Higher NMI values indicate high similarity between the clustering
and the class labels.

2 We refer to our proposed method as IHFW, hereafter.
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Fig. 3. Results for the hitech Data Set

NMI =

∑
h,l nh,l log n·nh,l

nhnl√
(
∑

h nh log nh

n )(
∑

l nl log nl

n )
(10)

Since k-Means is a randomized algorithm, the methods have been performed
10 times for each size of the feature space and the average is reported. The
threshold used for the stopping criterion (maximum distance of the last two
clusterings) is equal to 0.1. Smaller values may increase both the clustering
performance and computation time.

4.2 Results and Discussions

Figures 1, 2, 3, and 4 illustrate the experimental results for all data sets. The
x-axis is logarithmically scaled in all figures. The two line charts for each data
set depict the evaluation metrics described in Section 4.1.

In almost all cases, the NMI value obtained by the proposed algorithm out-
performs the DF method. There are only rare cases (feature sizes of 2, 4, 5, and
10 in Figure 1) that DF outperformed the proposed algorithm. The distance
between DF and the proposed algorithm NMI values is higher when the number
of features is reduced aggressively in particular. The difference between the NMI
values is decreased as the number of selected features increases.

The NMI values for the proposed algorithm tend to reach that of k-Means
as the number of selected features grows to 10% of the total number of words.
For the hitech data set, the NMI value given by our algorithm outperforms the
original k-Means even for very small feature sizes as illustrated in Figure 3.

Table 2. Comparing the Running Time (in Seconds) of IHFW with k-Means

a k1b NG17-19 hitech reviews

IHFWmax 542.27 619.73 619.75 619.72
IHFWaverage 246.69 383.16 288.87 295.77
k-Means 383.96 173.93 233.0 443.51
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Fig. 4. Results for the reviews Data Set

The accuracy of the proposed algorithm also exceeds that of DF in most cases.
For all feature sizes greater than 65 over all data sets except the NG17-19, the
accuracy of the proposed algorithm is either higher than the accuracy of k-Means
or there is at most 1% loss of accuracy. With regard to the NG17-19 data set,
at most 6% loss of accuracy for feature sizes greater than 65 is observed. It is
notable that 65 features is 0.29%, 0.41%, 0.64%, 0.34% for the k1b, NG17-19,
hitech, and reviews data sets respectively. Therefore, one can state that this
algorithm is capable of aggressively reducing the size of the feature space with
either negligible loss of accuracy or boosted accuracy.

The computation time of the DF algorithm is obviously dramatically lower
than IHFW due to its simplicity. Table 2 shows the average and maximum
running time for IHFW and k-Means. The average values have been computed
over all feature sizes.

5 Concluding Remarks

In this paper, we have proposed a feature selection method that benefits from
the advantages of both filter and wrapper methods. The method is conceptually
based on the expectation maximization algorithm. It uses a greedy strategy for
locally selecting the most competent set of features from the feature space. The
method is advantageous over filter methods since it uses an iterative EM based
feature selection strategy, which is more likely to reach the globally optimum
feature set. In addition, it augments the capability of wrapper methods by al-
lowing them to be used in the document clustering field where class labels are
not available. The proposed method has been evaluated on various data sets
whose results show promising improvement in terms of accuracy and normalized
mutual information compared with several existing methods.

For the future, other clustering algorithms such as Bisecting k-Means and
Spectral Clustering can be incorporated to the algorithm and experiments con-
ducted. An interesting study regarding clustering algorithms is the study of
dynamic clustering algorithms such as X-means in which the number of clusters
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is not determined beforehand. Moreover, other feature ranking measures can be
localized (as it was the case for DF in this paper) and applied to see how the
algorithm can improve the performance of clustering.

References

1. Breiman, L.: Classification and Regression Trees. Chapman & Hall/CRC, Boca
Raton (1998)

2. Chua, S., Kulathuramaiyer, N.: Semantic feature selection using wordnet. In: WI
2004: Proceedings of the IEEE/WIC/ACM International Conference on Web Intel-
ligence, Washington, DC, USA, pp. 166–172. IEEE Computer Society, Los Alamitos
(2004)

3. Dash, M., Choi, K., Scheuermann, P., Liu, H.: Feature selection for clustering - a
filter solution. In: ICDM, pp. 115–122 (2002)

4. Dhillon, I., Kogan, J., Nicholas, C.: Feature Selection and Document Clustering,
Survey of Text Mining: Clustering, Classification, and Retrieval (2004)

5. Forman, G.: An extensive empirical study of feature selection metrics for text
classification. The Journal of Machine Learning Research 3, 1289–1305 (2003)

6. Guyon, I., Elisseeff, A.: An introduction to variable and feature selection. The
Journal of Machine Learning Research 3, 1157–1182 (2003)

7. sam Han, E.h., Boley, D., Gini, M., Gross, R., Hastings, K., Karypis, G., Kumar,
V., Mobasher, B., Moore, J.: Webace: a web agent for document categorization and
exploration. In: Proc. of the 2nd International Conference on Autonomous Agents,
pp. 408–415. ACM Press, New York (1998)

8. Jain, A., Zongker, D.: Feature selection: evaluation, application, and small sam-
pleperformance. IEEE Transactions on Pattern Analysis and Machine Intelli-
gence 19(2), 153–158 (1997)

9. Jolliffe, I.T.: Principal component analysis. Springer, New York (2002)
10. Kohavi, R., John, G.H.: Wrappers for feature subset selection. Artificial Intelli-

gence 97(1-2), 273–324 (1997)
11. Liu, T., Liu, S., Chen, Z., Ma, W.-Y.: An evaluation on feature selection for text

clustering. In: ICML, pp. 488–495 (2003)
12. Strehl, A., Ghosh, J.: Cluster Ensembles-A Knowledge Reuse Framework for Com-

bining Partitionings. In: Proceedings of the National Conference on Artificial Intel-
ligence, pp. 93–99. AAAI Press, MIT Press, Menlo Park, Cambridge (1999) (2002)

13. Wolf, L., Shashua, A.: Feature selection for unsupervised and supervised inference:
The emergence of sparsity in a weight-based approach. J. Mach. Learn. Res. 6,
1855–1887 (2005)

14. Yang, Y.: Noise reduction in a statistical approach to text categorization. In: Pro-
ceedings of the 18th Ann Int ACM SIGIR Conference on Research and Develop-
ment in Information Retrieval (SIGIR 1995), pp. 256–263. ACM Press, New York
(1995)

15. Zhao, Z., Liu, H.: Spectral feature selection for supervised and unsupervised learn-
ing. In: ICML, pp. 1151–1157 (2007)



Cost-Based Sampling of Individual Instances

William Klement1, Peter Flach2, Nathalie Japkowicz1, and Stan Matwin1,3

1 School of Information Technology and Engineering
University of Ottawa, K1N 6N5 Ottawa, Ontario, Canada

{klement,nat,stan}@site.uottawa.ca
2 Department of Computer Science, University of Bristol

Bristol BS8 1UB, United Kingdom
Peter.Flach@bristol.ac.uk

3 Institute of Computer Science, Polish Academy of Sciences, Poland

Abstract. In many practical domains, misclassification costs can differ
greatly and may be represented by class ratios, however, most learning
algorithms struggle with skewed class distributions. The difficulty is at-
tributed to designing classifiers to maximize the accuracy. Researchers
call for using several techniques to address this problem including; under-
sampling the majority class, employing a probabilistic algorithm, and ad-
justing the classification threshold. In this paper, we propose a general
sampling approach that assigns weights to individual instances according
to the cost function. This approach helps reveal the relationship between
classification performance and class ratios and allows the identification of
an appropriate class distribution for which, the learning method achieves
a reasonable performance on the data. Our results show that combining
an ensemble of Naive Bayes classifiers with threshold selection and under-
sampling techniques works well for imbalanced data.

Keywords: Class Imbalance, Sampling, Cost-Based Learning.

1 Introduction

In many practical domains, machine learning methods encounter difficulties
when the class distribution is highly skewed. In fact, when misclassification costs
differ greatly among classes, most machine learning methods face a demanding
task to achieve acceptable performance. For instance, classifying patients with
head injuries, whether they require a CT scan or not, results in highly skewed
data. Often, the size of the positive class is significantly smaller than that of
the negative class. This may be attributed to a low frequency of serious head in-
juries, or, may be due to physicians being over cautious in treating head injuries.
Regardless of the reason, this is a real-life example of the natural existence of
the skewed class distribution problem. The same problem presents itself in many
other domains. Examples of such include: fraud detection [9], anomaly detection,
information retrieval [14], thyroid disease [1], and detection of oil spills [13]. To
make matters worse, data insufficiency, a very small size of the minority class,
is another problem that commonly co-occurs with skewed class distributions.
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Both can be viewed as related to the cost of obtaining examples in the minority
class. Machine learning researchers emphasize the need to distinguish between
the problem of skewed class distribution and that of the small minority class
[3]. In dealing with the presence of both problems, most machine learning meth-
ods struggle to achieve less-than-desired levels of performance. In recent years,
machine learning researchers made several recommendations to deal with such
data [3]. In this paper we base our implementations on several such recommen-
dations including; using a probabilistic, rather than tree-based, classifier [17,3],
adjusting the decision threshold [17,3], and adopting an under-sampling, rather
than over-sampling, strategy to balance the training data [6]. In the quest of an
appropriate sampling strategy, our investigation focuses on the question; what
is the correct distribution for a learning algorithm? [17].

In this paper, we propose a cost-based sampling technique that assigns weights
to individual training instances based on their individual misclassification costs.
This novel approach allows us to answer the questions: (1)what is the cost as-
sociated with the performance of a learning algorithm?, and (2)what is an ap-
propriate class distribution for a learning method to perform well on the data
set?. Our sampling approach reveals the relationship between the minority class
ratio in the training data and the performance of the learning method. We mea-
sure the performance by the average sensitivity (true positive rate), the average
specificity (true negative rate), and the area under the ROC curve (AUC). Our
experiments compare the performance of two classification models. The first is
a standard Naive Bayes classifier trained on several data samples containing
various class distributions including the original distribution. The second classi-
fication model is an ensemble of Naive Bayes classifiers, each of which is trained
on a balanced data sample. The balanced data is obtained by means of randomly
under-sampling the majority class without replacement. Further, each classifier
in the ensemble employs classification threshold selection for a maximized value
of the F-measure. Our results show that combining random under-sampling and
decision threshold selection into an ensemble of Naive Bayes learners is an effec-
tive approach to achieve a balanced classification performance on both classes
simultaneously. Finally, our results indicate that our sampling approach does
not affect the performance measured by the AUC metric.

In his paper, we review classification with a skewed class distribution, describe
the random under-sampling strategy, and present our novel cost-based sampling.
Further, we present our experiment design and results followed by a discussion
and future work.

2 Classification with a Skewed Class Distribution

Machine learning researchers have taken interest in the problem of skewed class
distributions and unequal misclassification costs [7,3,17,19]. Provost [17] suggests
that machine learning classifiers struggle when dealing with imbalanced data due
to making two assumptions, the first is that the goal is to maximize accuracy,
and the second is that the classifier will operate on data drawn from the same
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distribution as the training set. Consequently, common machine learning algo-
rithms appear to predict the majority class [7]. Intuitively, we want the classifier
to perform better on the minority class. To this extent, many researchers have
considered taking separate error rates for positive and negative classes [2], raised
concerns about maximizing the accuracy [18], and studied the relationship be-
tween accuracy and AUC, the latter is based on the trade off between the rates
of true positives and false positives [15].

Proposed solutions follow two approaches. The first is based on modifying the
distribution in the data and, the second, on adjusting the learning algorithm to
adapt to the skewness in the class distribution. Sampling methods modify the
class distribution by increasing or decreasing the frequency of one class. These
are known as over-sampling and under-sampling respectively. Sampling is to ar-
tificially balance the training set by duplicating instances in the minority class
(over-sampling the minority class) or by removing instances in the majority class
(under-sampling the majority class). It has been shown that under-sampling out-
performs over-sampling [7] and over-sampling can lead to over-fitting [3]. The
use of sampling techniques gives rise to the question: what is the correct distri-
bution for a learning algorithm?. Furthermore, what is the appropriate sampling
strategy for a given data set? [17]. Alternatively, the learning algorithm can be
adjusted to adapt for class imbalance. Cost-based learning is another such tech-
nique where instances in the minority class are assigned higher misclassification
costs than those in the majority class. Cost-based learning can be divided into
three categories; making a specific learning algorithm sensitive to cost [5,8], as-
signing examples to their lowest risk class [4,16,21], and converting an arbitrary
learning algorithm to become cost sensitive [4,22]. Adjusting the probability
estimation or adjusting the classification threshold can also help counter the
problem [17]. Finally, building classifiers that learn each class separately can
also be used to counter the problem of imbalance. Most of these solutions have
been discussed in [12,3].

3 Random Under-Sampling

Our random under-sampling keeps the entire minority class and randomly sam-
ples, without replacement, an equal proportion of the majority class. This results
in a balanced data set which we use for training. The testing set, however, re-
tains the original class distribution of the data. Our choice of under-sampling, as
opposed to over-sampling, is based on the finding that under-sampling performs
better [7]. The main disadvantage of under-sampling is the loss of potentially use-
ful instances in the majority class [19]. To limit this possible loss, we combine an
ensemble of Naive Bayes classifiers trained on multiple randomly under-sampled
balanced training sets, then, we average their predicted probabilities. The next
section describes a cost-based sampling to help identify the appropriate class
distribution for which the learning method performs well, therefore, identifies a
suitable sampling strategy.
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4 Cost-Based Sampling

This section proposes a cost-based sampling strategy that modifies the class
distribution according to a misclassification cost function. Altering the class
distribution in the training data is formally introduced in [11] and is designed
to assist the learning with highly skewed data by imposing non-uniform class
misclassification costs [19]. It has been shown that altering the class distribution
in the training data and altering misclassification costs are equivalent [19,11].

Let X be a set of n instances where the ith instance is a vector xi of values for
attributes A1, · · · , An. Let C ∈ {+,−} be the class labels for a binary classifica-
tion problem. It is important to point out that this model is not limited to a bi-
nary class representation, however, we assume binary classification for simplicity.
Let f be a misclassification cost function whose values are si ∈ {0, 1, 2, · · · , S},
i.e. f is an ordinal function between 0 and S. In general, we represent costs
as weights assigned to individual instances and modify the ratio of positive to
negative instances according to these weights. In particular, we duplicate each
instance as positive or negative according to the ratio of its corresponding weight.
The algorithm of duplicating instances follows that, for each instance xi; if xi

is positive, then, we duplicate si instances of xi and label them as positives,
further, we duplicate S − si instances of xi and label them as negatives. If xi is
negative, we duplicate S − si instances of xi and label them as positives, as well
as, we duplicate si instances of xi and label them as negatives.

To illustrate this process, consider examples (a) and (b) listed in table 1. The
tables show instance number i, its corresponding label, its misclassification cost
si, the final number of positive instances n+, and the final number of negative
instances n− in the data. For these examples, let s1 ∈ {1, 2, 3, · · · , 10} with a
maximum value S = 10. In table 1.a, when s1 = s2 = 8, our approach produces
the same ratio of positives to negatives of 10 instances each. Instance x1 is
duplicated as s1 = 8 positive instances and as S − s1 = 10 − 8 = 2 negative
instances. Similarly, x2 is duplicated as S−s1 = 10−8 = 2 positive instances and
as s1 = 8 negative instances. The resulting class ratio remains equal because s1 =
s2 = 8. In example 1.b, s1 = 3 and s2 = 6 and instance x1 is duplicated three
times as a positive instance and seven times as a negative instance. Similarly, x2
is duplicated as four negative instances and as six positive instances. In this case,
the resulting class distribution is 7 : 13 = 53.9% proportional to the specified
cost weights of 3 : 6 = 50%. The representation of the function f used in the

Table 1. Examples of cost-based sampling

(a)

i Label si n+ n−

1 + 8 8 2
2 - 8 2 8
Total: 10 10

(b)

i Label si n+ n−

1 + 3 3 7
2 - 6 4 6
Total: 7 13
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above examples, naturally, corresponds to assigning weights of importance to
each instance in the data set. In particular, a weight assignment of 10 indicates
“most important” assignment, a weight of 1 is “least important”, and a weight of
0 is “not important”. Instances with 0 weight (not important) are removed from
the data set. If we let n+ and n− be the number of positives and negatives in
the original data respectively, then, the number of positives n

′+ and negatives
n

′− duplicates, respectively, can be calculated by:

n
′+ =

n−∑
i=1

(S − si) +
n+∑
j=1

sj and n
′− =

n−∑
j=1

sj +
n+∑
i=1

(S − si)

5 Experiment Design

In this work, we use our cost-based sampling method to determine an appropri-
ate cost (class distribution) for which the performance of a single Naive Bayes
classifier is improved on selected data sets. In order to obtain a benchmark
performance, we use an additional classifier built using a combination of sev-
eral techniques. Collectively, these techniques improve the performance of the
Naive Bayes learning on data with highly skewed class distribution. This classi-
fier combines an ensemble of ten Naive Bayes classifiers, each of which is trained
on a balanced data by means of random under-sampling without replacement.
Each of these 10 classifiers is tuned with classification threshold selection for a
maximized F-measure. The F-measure is a combination of precision and recall.
When maximized for the minority class, the F-measure maximizes both precision
and recall. This process of optimizing the F-measure is performed by a 3-fold
cross-validation on the training set. In the Weka software [20], this is an option
listed for the ThresholdSelectormeta-classifier. Finally, these 10 classifiers are
combined by averaging their predicted probabilities.

5.1 The Data Sets

We select various data sets from the UCI Machine Learning Repository [1] as
listed in table 2. These data sets have various degrees of imbalance. The table
shows the number of instances n, n+ of which are positives and n− are negatives.
The ratio of the minority class n+

n is a percentage and s is a sampling percentage
by which we randomly under-sample the training set for balancing. For example,
the discordant patient data from the thyroid database, contains 3772 instances,
58 of which are discordant and 3714 are negatives instances. The minority class
in this set is 1.54% of the total size. When we under-sample the training set,
we randomly select 3% of the training set without replacement to balance it.
Effectively, we select 1.5% positive instances (i.e. all the positive instances) and
1.5% from the negatives. The minority class remains complete while the negative
class is under-sampled to the same size of the minority class. The data sets in
table 2 have minority class sizes of less than 25%. The most imbalanced is the
discordant data with a mere 1.5% positives. The spect, the hepatitis, and the
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Table 2. Details of the selected UCI data sets [1]

Data Set n n+ n− n+

n
s Description

discordant 3772 58 3714 1.54 3.0 Thyroid disease records
ozone-onehr 2536 73 2463 2.88 5.7 Ozone Level Detection
hypothyroid 3163 151 3012 4.77 9.5 Thyroid disease
sick 3772 231 3541 6.12 12.2 Thyroid disease
ozone-eithhr 2534 160 2374 6.31 12.6 Ozone Level Detection
sick-euthyroid 3163 293 2870 9.26 18.5 Thyroid disease
spect 267 55 212 20.60 41.0 SPECT images.
hepatitis 155 32 123 20.65 41.2 Hepatitis Domain.
adult 40498 9640 30858 23.80 47.61 Adult income census

adult data have the highest proportion of positive instances of approximately
20%. The sampling ratio s is associated with the size of the minority class. The
idea is that when we randomly sample the training set, we obtain s = 2 × n+

n
to balance the data. One half of the sampled instances is obtained from the
minority class and the other half is randomly obtained form the majority class.
This under-sampling strategy is only applied to the training set. The test set
retains the original class distribution. Finally, these data sets vary in two ways,
the percentage of the minority class and the size of the positive instances. The
discordant, the ozone-onehr, the spect, and the hepatitis data have fewer
positives than 100.

5.2 Testing and Evaluation

For the purpose of evaluation, we randomly select (without replacement) 66% of
the data for training and 33% for testing. This random sampling preserves the
original class distribution which is important, at least, for testing. This sampling
is repeated 10 times, i.e. 10 different random seeds of sampling. The result is
10 pairs of training and testing sets for each data set. Our experiment proceeds
with training a single Naive Bayes classifier on the original training samples,
randomly under-sampling these training sets and training an ensemble of 10
Naive Bayes classifiers, and applying our cost-based sampling to these training
sets, then training a single Naive Bayes classifier. For the latter, we repeat our
sampling method for cost values of 1, 2, 3, · · · , 10 applied to the negative class
only. The positive class (the minority class) always gets a fixed cost ratio of
10. The end result is 12 classifiers for each pair of training/testing sets (one
Naive Bayes classifier trained on the original class distribution, one ensemble
of classifiers trained on balanced under-samples, and 10 Naive Bayes classifier
trained on our cost-based sampling, one for each cost value). Each of these 12
classifiers is tested on the corresponding holdout test set which contains the
original class distribution. This process of constructing classifiers is repeated 10
times for each data set because we have 10 pairs of training/testing sets.
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To measure the performance of our 12 classifiers, we average three metrics
for all 10 pairs of training/testing data. Therefore, for each data set, we obtain
the average sensitivity (the average true positive rate), the average specificity
(the average true negative rate), and the average AUC (or the average area
under the ROC curve). We omit the use of accuracy due to its well-known
deficiency in measuring performance for highly skewed class distribution [18].
Instead, we measure the AUC. Furthermore, the idea of performance, in the
case of highly skewed class distribution, is to obtain good performance on both
classes simultaneously. The sensitivity and specificity depict just that. We plot
the average values for the above three metrics against the size of the positive
class to show how cost ratios affect the performance. These results are presented
in the following section.

6 Results

We begin with results obtained on the adult data. Figure 1 shows the average
sensitivity and the average specificity (recorded for testing data) plotted against
the positive class ratio (in the training data) on the y-axis and on the x-axis
respectively. All values are normalized between 0 and 1. The performance of the
Naive Bayes classifier, trained with the original class distribution, is indicated
by the � and by the © symbols. In figure 1, this classifier achieves an average
specificity (©) above 90% (on the y-axis) and an average sensitivity (�) just over
50% (also on the y-axis) for the original positive class ratio of just over 20%.
The lower average sensitivity is consistent with the detrimental effect of the
majority negative class in the training data. The performance of our ensemble of
Naive Bayes classifiers, trained on the balanced under-sampled data, is indicated
by the � and by the � symbols. The ensemble achieves an average sensitivity
(�) of 89% and an average specificity (�) of 72% (both are on the y-axis)
for a positive class ratio of 50% (on the x-axis). The dotted line shows the
average sensitivity obtained from testing a single Naive Bayes classifier trained
on sampled data of positive class ratios shown on the x-axis. The solid line

0 0.2 0.4 0.6 0.8 1
0.4

0.5

0.6

0.7

0.8

0.9

1

positive class ratio

se
ns

iti
vi

ty
 o

r 
sp

ec
ifi

ci
ty

Adult

Fig. 1. Naive Bayes requires a positive class ratio of 80% to do well
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Fig. 2. Naive Bayes achieves higher specificity than sensitivity with the original class
distribution. A positive class ratio between 40-50% produces best average performance.

represents the average specificity achieved by this classifier. The sampling, in
this case, is based on our cost-based sampling approach presented in this paper.
These two lines show that the single Naive Bayes classifier achieves a much
higher average specificity than average sensitivity when trained on data of less
than 80% positive instances. At the 80% positive class ratio, the two lines cross
and the average sensitivity increases higher than the average specificity. This
suggests that this classifier performs much better on the negative class for a
positive class ratio less than 80%. Above that, this classifier performs better on
the positive class with higher sensitivity than specificity. Thus, over-sampling
the positive class to a ratio of 85%, in this case, produces a reasonable average
sensitivity of 84% and an acceptable average specificity of 75%. This performance
is balanced on both classes and is similar to that of our ensemble with under-
sampling. Therefore, we can conclude that both strategies of balancing with
under-sampling or over-sampling to 85% positives can offset the devastating
effects of class imbalance.

The next set of observations are focused on data sets: hepatitis, sick,
hypothyroid, and discordant. Their results are shown in figure 2. These results
represent the classic expected performance on data with skewed class distribu-
tions. In these four data sets, the Naive Bayes classifier, trained on the original
class distribution, achieves higher average specificity (©) than average sensitiv-
ity (�) with a significant gap between them. For the hepatitis and the sick
data, the ensemble of classifiers (�,�), using random under-sampling, performs
reasonably well and comes close to achieving a balanced performance on both
classes (a small gap between the two lines). For the hepatitis data, sampling
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Fig. 3. Naive Bayes (with original class distribution or with under-sampling) performs
well except on the eighthr where cost-based sampling performs significantly better

the positive instances to be 45% of the training data performs best. This value
is very close to 50% where the positives have the same cost as the negatives.
In this case, the ensemble performs really well in achieving an average sensitiv-
ity of 78% and an average specificity of 80%. The situation is very similar in
the results for the sick data. However, the point at which the sensitivity curve
(the dotted line) intersects with the specificity line (the solid line) occurs at the
35% positive class ratio. The ensemble also performs well and close to the point
of intersection. In the case of hypothyroid and discordant data, the ensem-
ble of classifiers produces slightly better performance than that of our sampling
method. The sensitivity � and the specificity � are both vertically higher than
the point where the two curves intersect. The results in figure 2 suggest that
the random under-sampling is very appropriate for this data. Furthermore, in
all these four data sets, the intersection point occurs close to the 50% positive
class ratio indicating that a Naive Bayes performs best with equal costs on these
data sets.

The final set of results are shown in figure 3. For sets sick-euthyroid, SPECT,
and onehr data, Training a Naive Bayes classifier on these data sets with the
original class distribution or training an ensemble of Naive Bayes classifier on
randomly under-sampled data produce equal results. Our cost-based sampling
shows that the meeting point of sensitivity and specificity occur very close to
the original class distribution, at a very low positive class ratio. For the eighthr
data set, however, the situation is reversed. The best performance occurs closer
to positive class ratio of 1. Sampling the positive class ratio to be over 90%
results in the Naive Bayes achieving an average sensitivity of 100% and an
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Fig. 4. Naive Bayes (with original class distribution or with under-sampling) performs
well except on the Eighthr where cost-based sampling performs significantly better

average specificity of 84%. The ensemble of classifiers remains unable to achieve
such performance. In fact, the ensemble performs no better than a Naive Bayes
trained with the original class distribution (� and � are equal, © and � are
also almost level). In this case, our cost-based sampling results in the Naive
Bayes classifier achieving a significantly better performance than other meth-
ods. The gap between the sensitivity and the specificity curves is large, however,
the highest performance occurs for a positive class ratio of 90%.

Now, consider the AUC values shown in Figure 4. The figure shows that the
AUC exhibits little to no change (less than 2%) when the class ratio changes.
This is expected because changing the cost effectively selects a different point
along the same ROC curve. When the ratio of the positive class is very small,
the segment of interest lies on the bottom-left corner of the ROC curve. As the
cost changes, this point of interest slides higher along the ROC curve towards
the decreasing diagonal where the costs of positives and negatives are equal. The
mostly flat lines of AUC values in figure 4 suggest that the ROC curve does not
change dramatically. One can argue that our cost-based sampling strategy may
produce noise by duplicating instances of positive and negative labels, however,
the little to no change of the AUC suggests that the learning method, the Naive
Bayes learning, remains unaffected by this noise. Hence, the added noise does
not severely corrupt the data, however, this may be attributed to our choice
of the learning method, the Naive Bayes learning which estimates probabilities
based on the relative frequencies of attribute values, relative to the class prior.
A different learning method may be more susceptible to the added noise.

7 Discussion and Future Work

This paper presents a novel cost-based sampling method that counters the detri-
mental effects of class imbalance to reveal the relationship between performance
and class ratio. Understanding this relationship allows for the identification of
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an appropriate class distribution for a particular learning method applied to the
given data, effectively, assisting the selection of a suitable sampling strategy.

When dealing with a skewed class distribution, we propose the use of an
ensemble of classifiers, in this case, multiple Naive Bayes classifiers, and combine
them with threshold selection and random under-sampling techniques. To our
knowledge, combining these three techniques is a novel contribution to tackle
imbalanced data. Our experiments show that this combination strategy is a
reasonable approach that works well. Our results confirm that a Naive Bayes
classifier suffers from the devastating effects of class imbalance, however, for some
data sets, it can perform reasonably well despite the skewed class distribution.
Our cost-based sampling method reveals that this performance is attributed to
the original class distribution being the appropriate class ratio for Naive Bayes
learning on these data sets.

An advantage of our cost-based sampling strategy lies in assigning cost weights
to instances individually. Consequently, we can represent imbalance within a
single class as well. In this work, we only use equal costs for instances in the
same class. Future studies can address such issues. Furthermore, an anonymous
reviewer suggests that our approach allows the representation of a variety of cost
functions that may better reflect the problem domain, however, a disadvantage
may arise. Our sampling approach is based on duplicating instances then setting
their labels to positives or negatives according to their cost weights. One can
argue that this may add noise to the data. In this paper, the AUC values of
the classifier show little to no change when we change the class ratio suggesting
that our method, in this case, is safe. This may be due to our selected learning
method, the Naive Bayes method. Other learning methods, possibly less robust
to noise, may be affected by this potential side-effect. To avoid such effects, our
weighting strategy may be applied to the testing set to produce cost-sensitive
evaluation. Finally, our approach may be extended to one-class learning (when
the minority class is missing) and to multi-class learning. These are few of the
many issues subject to further investigations.
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Abstract. We use a hierarchical Bayesian approach to model user
preferences in different contexts or settings. Unlike many previous recom-
menders, our approach is content-based. We assume that for each con-
text, a user has a different set of preference weights which are linked by a
common, “generic context” set of weights. The approach uses Expectation
Maximization (EM) to estimate both the generic context weights and the
context specific weights. This improves upon many current recommender
systems that do not incorporate context into the recommendations they
provide. In this paper, we show that by considering contextual informa-
tion, we can improve our recommendations, demonstrating that it is useful
to consider context in giving ratings. Because the approach does not rely
on connecting users via collaborative filtering, users are able to interpret
contexts in different ways and invent their own contexts.

Keywords: recommender system, Expectation Maximization, hierarchi-
cal Bayesian model, context, content-based.

1 Introduction

Recommender systems are becoming more and more widespread with many web-
sites such as Amazon.comTMable to provide personalized recommendations as
to what products a customer will like. If the customer likes the product that has
been recommended, then she is more likely to both buy the specific product and
continue shopping there in the future.

One problem with many current recommender systems is that they fail to
take into account any contextual information. That is, they do not consider
important questions such as when, where, and with whom you will use the item.
For example, a couple looking to see a movie on a date is recommended movies
such as Finding Nemo and Shrek because they previously watched similar movies
with their kids and enjoyed them. Those systems that do incorporate contextual
information do so in a way that does not allow users to define their own contexts.

Traditional recommender systems can only answer the question, “What item
should I use?” In this paper, we focus on the movie domain, but the ideas can
be generalized to other domains such as books or online blogs. We will demon-
strate the usefulness of storing contextual information and adapt the hierarchical
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Bayesian model described in [13] and [11] in order to answer two questions: “In
setting X, what movie should I watch?” and “Given that I gave movie M a
score of S in context C, what would I think about it in a different context?”
Throughout this paper, we will refer to these two problems as “Standard Con-
text Recommendation” and “Different Context Evaluation.”

One way to model a user in different contexts is to create separate movie
accounts for each context. This is not ideal, however, as it very often happens
that some of the user’s tastes do not change in different contexts. Without
sharing information between contexts, users would have to rate many movies in
each context in order to get a good prediction. However, if we can share the
similarities between contexts, we will not require users to rate as many movies.
The hierarchical Bayesian model is ideal for our purposes as it allows us to share
information between contexts, but at the same time, it allows the preferences in
different contexts to be entirely different. In this way, we avoid forcing each user
to rate an excessive number of movies. These techniques can then be extended
to other domains in addition to movies such as books or online blogs.

2 Background Information and Related Work

To make a recommendation, we need to predict a rating rp or usefulness of
an item or movie m for a user u. We can then select the products that have
the highest usefulness to the user. This paper will discuss ways to improve the
predicted rating of a product, since once we calculate this, we can easily make
a recommendation by sorting.

The two most common techniques to predict the usefulness of a movie are
collaborative-filtering algorithms and content-based models. In each case, we nor-
mally represent each movie as a vector with each entry in the vector representing
the amount of one particular feature (e.g.humor, Brad Pitt, bad acting, etc).
Collaborative-filtering based techniques determine a set of similar users. Once
the system has determined similar neighbors, it can make a recommendation
based on assuming that similar users will like similar movies.

Content-based approaches model a user by determining the important features
to each user based on previous ratings that the same user has made. Using the
model, they will recommend items that are similar to other items that the user
has rated highly. This paper will focus on the content-based technique. There are
several ways to model a user. One model is based on a linear approach. Alspector
[2] suggests that the recommender system should store a set of weight vectors
corresponding with the user’s preference of each feature. Another commonly
used approach is to predict the same rating as the nearest item or the average
of the k nearest items (nearest neighbor) [10]. Here we briefly summarize these
approaches.

2.1 Representing Users

One approach to modeling users is a linear model which proposes that every user
can be modelled as a vector of real numbers. This vector relates to the movie
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vector in that each element represents how much the user likes the presence of
the corresponding feature. Once we learn these weights, denoted by wu, we can
make a prediction rp as to whether a user u will like a movie m based on:

rp(u, m) = −→wu
−→m . (1)

We can use machine learning algorithms to learn the weights given a set of
training data. One method is to compute a least squares linear regression [12].
This corresponds with assuming that every actual rating ra differs from the
predicted rating by adding Gaussian noise. For space considerations, we refer
the reader to [12] for more details of this method as well as other approaches to
learning the weights such as Support Vector Machines and Naive Bayes models.

Another content-based approach that has been used is the nearest neighbor
approach or nearest k-neighbors approach. In this non-linear method, we calcu-
late the similarity of a previously rated item to the item in question and then
take a weighted (by the similarity) average of the ratings in the training data.
One measure used to find similarity is the cosine similarity measure [7]. An-
other possibility is to use the inverse Euclidean distance to calculate similarity.
Once this is calculated for all rated movies, we select the k-most similar previ-
ously rated movies and calculate a weighted average of the k movies to make a
prediction.

2.2 Dimensionality Reduction

One common problem with recommender systems is that the dimensionality of
the feature space is very large. This often causes the problem to be ill-posed. The
dimensionality can often be lowered because many features are redundant and
others are useless. For example, there is a large correlation between the features
Keanu Reaves and bad acting, meaning these features redundant. Other features
appear in only a few movies, and can be dropped without much information
loss. There are several ways to reduce the dimensionality of the space. Goldberg
et al. [4] suggest using a gauge set of movies. The idea here is to find an ideal set of
movies which all users should be asked about. Similarly, one could create a gauge
set of features. Some other possibilities are to reduce the dimensionality based
on approaches using information gain or mutual information or Independent
Component Analysis (ICA). We use Principal Component Analysis (PCA), a
technique that is geared towards storing only the most useful data. For a further
comparison on dimensionality results, see [9].

2.3 Connecting Users

One of the downsides of looking at users separately is a user has to rate several
movies before being able to be given a useful prediction on a new movie. This is
referred to as the “new user” problem. Zhang and Koren propose a hierarchical
Bayesian model to solve this by relating each user’s preference weights to each
other. The model assumes that, as in Section 2.1, for any given user, there
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Fig. 1. Hierarchical model: First a mu and sigma are “chosen” for the entire “popu-
lation.” Then based on this, each user’s weight vector is a Gaussian random vector.
Finally, given the user’s preference weights, the rating given to each movie can be
determined, but it is not entirely deterministic due to noise. Note that Ri is observed.

is a linear relationship between the movie vector and the rating. The model
relates each user’s weights to each other. See Figure 1. It assumes that there is
a mean vector μ and covariance matrix Σ2 that exist for all users as the mean
and covariance respectively of all user preferences. Each user’s weight vector is
then a Gaussian random vector with mean and covariance matrix μ and Σ2

respectively. In other words, each user is merely a random sampling from the
normal distribution. After determining the weight vector −→wu for each user u,
the rating for a movie with features −→m is a normal random variable with mean
−→wu

−→m and variance σu where σu is a noise factor that is calculated for each user.
They use Expectation Maximization to estimate the unknown weights wu. This
solution is good for dealing with the new user problem because a new user is
initially given a set of weights (that of the average user) and the model gradually
adjusts these weights to fit the user. Since each user’s weights are generated from
a normal distribution, any particular set of weights is allowed so that after rating
enough movies, the user’s weights under this algorithm will converge with the
weights from a standard linear regression.

2.4 Context-Based Recommendations

Adomavicius and Sankaranarayanan [1] explore using context to find similar users
and similar items. They start with standard collaborative filtering algorithms,
which use a similarity measure between two items, and extend the measure to
include additional context dimensions. Ono et. al. [6] use a Bayesian network in
which contexts, users, and items all combine together to form “impressions” (e.g.
funny, depressing, etc. ) of the movie, which in turn leads to ratings. They estimate
the probability of a rating given the user, context, and item.
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The downside of these approaches is they require sharing information about
contexts between users. We would like to build a model for every user that is
not dependent on other users. This allows each user to have his own definition of
a context. For example, while the majority of users may like watching romantic
movies on a date, there may be some users that prefer not. While it is theoreti-
cally possible to design an algorithm that determines which users treat contexts
in one way, these are difficult parameters to estimate. Additionally, by designing
a content-based model, we can easily allow users to add their own contexts.

3 Content-Based Context-Dependent Recommendations

Naively, one might think that modeling a user’s preferences in different situ-
ations could be handled simply by considering each user as several different
people. That is, for each user we maintain a different profile for every different
possible context that they have rated movies in. However, the user’s preferences
in different contexts are possibly correlated even if they are not exactly the
same. Since gathering enough data to accurately model every context separately
is quite difficult, it is beneficial to use the ratings from one context to learn
ratings in another. Otherwise every time a new context is added for a specific
user, there would be no information about the ratings in that context. Thus you
would suffer from a “new context problem.”

The Hierarchical Bayesian model is well suited for our situation because it
can give a prediction for a context without requiring as many movies to be
rated. In order to give a context-dependent recommendation, we adapt the model
proposed by Zhang and Koren in [13]. Rather than each branch of the tree
corresponding to a user, we design one tree for every user and let each branch
correspond to a specific context. By incorporating an average weight and variance
into our model, we help avoid the problem of over-fitting or ill-posed problems
that otherwise would occur frequently in context ratings. Often while there are
more movies rated than the number of dimensions of the feature space, there
are not more movies rated in a specific context than the number of dimensions.

3.1 Estimating the Weights

We need to estimate the weights for each context. If we know the generative
μ and Σ2, then we can estimate the weights Wc of each branch using a linear
regression with a prior. If we know the weights Wc of each branch, then we can
estimate μ and Σ2 using maximum likelihood. These situations are typically
solved by expectation maximization. After making an initial guess for μ and Σ2,
we estimate the weights. Then using these new weights, we adjust our guess of
μ and Σ2. We repeat this until the variables all stabilize. For spatial reasons,
we do not present the derivation of the formulas here but merely present the
resulting algorithm. See [13] and [11] for further information.
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1. Make an initial guess for μ and Σ2.
2. E step: For each context c, estimate P (wc|R, μ, Σ2) where R is the set of

ratings given by the user.
3. M step: Reestimate μ and Σ2 using the new user weights.
4. Repeat steps 2 and 3 until all variables stabilize.

In step 2, in order to estimate P (wu|R, μ, Σ2), for each context we keep track
of the variance of the weights, denoted by Σc as well. By keeping track of the
variance or certainty of our approximation to each weight vector, we can better
estimate the covariance Σ2 of the entire setup. The formulas for estimating
P (wc|R, μ, Σ2) are:

wc =
((

Σ2)−1
+

Sxx,c

σ2
ε

)−1 (
Sxy,c

σ2
ε

+ (Σ2)−1μ

)
. (2)

Σ2
c =

(
(Σ2)−1 +

Sxx,c

σ2
ε

)−1

. (3)

where σ2
ε is the variance of the noise once the weights are determined (assumed

to be known), Sxx,c is the sample covariance for the specific user (i.e. Take the
matrix composed of all the different feature vectors of movies that the user rated
and multiply it by its transpose.) and Sxy,c is the matrix created by taking the
vector of movies rated and multiplying it by the actual ratings given.

In step 3, the mean and covariance matrices are estimated by:

μ =
1
C

∑
c

wc , Σ2 =
1
C

Σ2
c + (wc − μ)(wc − μ)T . (4)

where C is the number of contexts for the user.
Looking at equation 2, we see that as the number of movies rated in a given

context goes to infinite, the weights converge to the standard linear model because
the overall mean and sigma become very small compared to the other terms.

3.2 Estimating the Noise Per User: σε

In [13], it is assumed that σε is given. In [11], they propose solving for σε during
the EM process as well during the M step by measuring the error on the training
data. However, since we are assuming that the number of ratings in a given
context is often less than the number of dimensions of the feature space, this
spread is often quite low and is not a useful measurement. Since σε represents
the amount of noise added to the linear model, we estimate σε heuristically by
setting it equal to the variance of the error on the training data using non-
context linear weights, which is the noise in the non-context linear model. This
is done using the least-squares linear regression outlined in [12]. We then leave
it constant throughout the EM algorithm.
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3.3 Reducing the Dimensionality

By allowing users to have different weight vectors for each context we increase
the dimensionality of the solution. If we normally had d weights to solve for,
we now have to solve for cd weights where c is the number of contexts for the
user. If a movie is represented as a vector of size n where n is the number of
features, then we will now have a dimensionality of cn, which is in general much
larger than the size of the training set. Thus it is often necessary to reduce the
dimensionality of the space.

We chose to solve this problem using Principal Component Analysis (PCA) for
two reasons. The first is that it is a relatively efficient model. We can pre-compute
the eigenvalues and eigenvectors over the entire movie database thus allowing
us to quickly give a rating at run time. The other benefit of the algorithm is we
can judge the amount of precision lost by the reduction and adjust the number
of eigenvalues used accordingly.

4 Experiments

We gathered data using the online website Recommendz. This site is accessible
at http://www.recommendz.com and has been used in previous papers [3]. The
site has over 3000 users and has been running for several years. Unfortunately,
most of the ratings previously given are in context-independent settings and are
not useful to these experiments. However, we did gather context-dependent data
from fifteen users who rated on average about thirty movies. This is a small num-
ber of movies compared with other algorithms, but is useful for demonstrating
the effectiveness of the algorithm on a small sample.

When a user rates a movie on the Recommendz system, they are required
to give a numerical rating (on a scale of 1-10) along with a feature that they
thought was important in the movie and the amount of it (on a scale of 1-10).
These are used to estimate the movie feature vector. There are approximately
1500 movie features in the database. To reduce the dimensionality, we ran PCA
on the movie features.

We compared our Hierarchical Bayesian algorithm to four different algorithms
under the context ratings, each of which were tested on all fifteen users. The first
algorithm ignores context dependency and predicts user ratings using the weight
vector computed by a least squares regression on non-context dependent ratings
as described in Section 2.1. This is what would happen if you do not consider
contexts at all and share all the information between contexts.

The second algorithm we used involved separating the data completely from
one context to another and then performing a linear regression. This would be
the same as a user creating a different account for each different context. We
expect that this approach will not work well in practice because given the small
number of ratings given in each context, the model does not have enough data to
learn the parameters. The third algorithm is the k-nearest neighbor algorithm
described in Section 2.1. Finally, we ran a “hybrid” algorithm which simply
averages the k-nearest neighbor algorithm and the new EM algorithm.

http://www.recommendz.com
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For each of these algorithms, we ran the data twice. In the first run, while
performing cross-validation, we left out all the ratings from the movie we were
leaving out, and not just the one from that context. That is, if a user rated the
same movie several times but in different contexts, we left out each rating. This
tests whether we can solve the “Standard Context Recommendation” problem. In
the second run, we left out only that specific rating, potentially keeping ratings
of the same movie in a different context. This tests the algorithm’s ability to
solve the “Different Context Evaluation” problem.

5 Experimental Results

We performed leave one out cross-validation on all data in the set. We first
determined the ideal number of eigenvalues to use. The mean absolute error is
presented in Figure 2. Based on the cross-validation results, we determined the
optimal number of eigenvalues to use was eleven because all of the graphs other
than the “separate users” graphs have smallest error with approximately eleven
eigenvalues. When we use too few eigenvalues, too much data is lost. When we
use too many eigenvalues, over-fitting occurs because the training set is small.

We evaluated the mean absolute error (MAE), the median absolute error, and
the F-Score of each algorithm. While MAE is an intuitive error measure, F-Score,
which depends on both the precision and recall of the algorithm, is considered
a more accurate measure of error in recommender systems because the most
important criterion for a recommender system is that it recommends the top
movies [5]. In evaluating the F-Score, we divided our rankings into percentiles.
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Fig. 2. From left to right: A graph showing the amount of error of the various algo-
rithms as a function of how many eigenvalues were used. Note that each algorithm
except for “separate users” (the top line) performs best with approximately eleven
eigenvalues, which has very high error regardless. Next, the relative performance of the
various algorithms under mean, median, and F-Score. The Hierarchical Bayesian and
hybrid models perform best on the most users.
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Table 1. The results of the recommender when using cross validation. The first set of
results are in solving the “Standard Context Recommendation” (SCR) problem. The
second set of results are in the “Different Context Evaluation” problem (DCE). For
F-Score M, F-Score Q, and F-Score O, we calculate the success of the algorithms in
selecting the top 50%, 25%, and 12.5% respectively. Bold items mean optimal rela-
tive performance. Note that both the Bayesian model and Hybrid model are original
contributions of this paper.

Algorithm (SCR) Mean Error Median F-Score M F-Score Q F-Score O

Linear Regression 2.9378 2.4045 .676 .449 .263
Separate Users 6.5767 4.9286 .545 .406 .259
Bayesian Model 2.8411 2.000 .668 .469 .296
Item Similarity 2.3444 2.1772 .383 .117 .018

Hybrid (Item + Bayes) 2.2508 1.7958 .591 .389 .182

Algorithm (DCE) Mean Error Median F-Score M F-Score Q F-Score O

Linear Regression 2.0565 1.655 .696 .554 .418
Separate Users 6.5767 4.9286 .545 .406 .259
Bayesian Model 1.9109 1.1569 .681 .557 .351
Item Similarity 2.0847 1.8709 .643 .479 .447

Hybrid (Item + Bayes) 1.8188 1.4633 .708 .389 .408

We compared how successful each algorithm was at putting movies in various
quantiles. For the numerical performance of the various algorithms, see Table 1.

When all contexts are left out of the training set for a specific movie, the hybrid
algorithm, combining item similarity and the Bayesian model, has the smallest
mean and median error. The Bayesian model performs better under this measure
than the linear regression and separate users approach, but worse than the item
similarity on its own. In measuring the F-Score, the linear regression model
is best at determining which elements belong in the top half with the Bayesian
model a close second. When considering the algorithms success at putting movies
into the top quarter, the results are flipped, with the Bayesian model slightly
outperforming the linear regression model. In the top eighth, the Bayesian model
maintains the highest score again, this time with a larger gap.

When we leave only the one rating out, but leave all the others from different
contexts in, as expected, the predicted ratings are closer to the actual ratings.
This shows that ratings in one context are indeed correlated with ratings in
another context. We aim to show that while they are correlated, they are not
determinative. In this case the hybrid algorithm has the best results in mean
error, and the Bayesian model has smallest error for median error. The hybrid
algorithm has the strongest F-score for the median, but the Bayesian algorithm
is strongest for the quarter F-score. Interestingly, the item similarity, which has
a very low score in giving context ratings in the first run, has the highest score
in the F-score when considering a successful match of the top 8th.

We wanted to consider the percentage of users the Bayesian algorithm worked
best on. To do this, we broke our results down by user to rank the various
algorithms. The data is shown in Figure 2. Along the x-axis is the relative rank
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Table 2. Examples of predictions given by the hierarchical Bayesian network in dif-
ferent contexts. Some of the movies are the same, but the list varies.

Generic Guys Night Out Romantic Evening

The Net Ace Ventura A Simple Twist of Fate
The Transporter Die Hard Mona Lisa Smile

Star Trek Highlander The Terminal
Fantastic Four Mortal Kombat The Net

The Mask Billy Madison Mean Girls

of the algorithm (i.e. 1st, 2nd, 3rd, 4th, and 5th). On the y-axis is the number
of users for which each algorithm has that rank. The hybrid and hierarchical
Bayesian algorithm each have the largest number of users for which they rank
first or second. An example of some of the movie recommendations given by the
algorithm in different contexts is given in Table 2.

6 Discussion

An important factor in contrasting our results with others is that in our data
set, the average user rated approximately 30 movies. Other studies have shown
smaller errors using larger training sets (75-100 ratings per user) [13], but that
was not the main goal of this work. Unfortunately, it is difficult to collect data
as standard data sets such as the NetflixTMset do not keep track of context in-
formation and are thus not applicable to our work. Additionally, we wanted to
demonstrate the effectiveness of the Hierarchical Bayesian algorithm on a small
sample size points. Given enough ratings, it would even be reasonable to treat
each context as a different user. However, our algorithm does not require a user
to rate dozens of movies in each context. The algorithm gives a good approxi-
mation for each separate context even when only four or five movies have been
rated in that context, thus dealing with the “new context” problem. With a
smaller mean and median error than baseline linear algorithms, the Hierarchical
Bayesian model accomplishes what we want: it shares information between con-
texts without requiring that all information be shared. Even on users for which
the Bayesian model does not work best (i.e. those who the nearest neighbor
model works well for), we can still improve the nearest neighbor recommenda-
tion by averaging it with the Bayesian prediction.

In answering the “Standard Context Recommendation” question, the mean
and median error are lowest on the hybrid algorithm. The baseline linear al-
gorithm works as well as the Bayesian model at selecting the top 50 % of the
movies, but not as well at selecting the top 12 % of the movies. Thus we conclude
that the baseline algorithm is good at giving a coarse guess of “good or bad”
for a movie in a context, but the Hierarchical Bayesian model is best at distin-
guishing movies in a finer manner. This makes sense, since it is very often the
case that in a different context, a user would still have the same general feeling
for a movie (e.g. good vs. bad), but would have variations within this category
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(e.g. excellent vs. good). In this situation, the F-Score is more appropriate to
use as a measure of error than mean or median because this question resembles
more closely the traditional question of “What movie should I watch?”

The Bayesian model has the lowest median error in answering the “Different
Context Evaluation” problem, showing that it is best able to use ratings from
different contexts without automatically assigning the same value. While the
results in the F-score are unclear, we consider the mean and median error a more
appropriate measure to answering the second question. In the first question, it
did not matter how poor movies are ranked as they are not presented to the
user anyway. In this case, however, it does matter. The user will ask about a
specific movie in a specific context, and we want to give as accurate an answer as
possible. Additionally, looking at only the top movies can be very misleading. If a
user rates a few movies very highly in all contexts (a very reasonable assumption
since many users enjoy their favorite movie in almost every setting), then the
item similarity algorithm is almost guaranteed to give the correct answer since
the closest item to a movie is always itself. Since we only look at the top 12.5% of
movies, many movies fit into this category, causing the item similarity algorithm
to have an exceptionally strong score. The other algorithms do not have this
benefit because they are parametric. In summary, the very top movies are often
the same in various contexts, but after that there is diversity.

In answering both questions, the mean and median error were smallest in the
Hierarchical Bayesian model or the hybrid algorithm. The hybrid model per-
forms better than the item similarity algorithm, showing that even if we do not
assume a linear model, the Hierarchical Bayesian model can be useful. The Hier-
archical Bayesian model performs much better than other linear models. While
the raw error is relatively high, the size of the training set is quite small and the
results show that the Hierarchical Bayesian model (or in some cases a hybrid
form of it) is better than baseline algorithms in making context-dependent rec-
ommendations. The Hierarchical Bayesian model is strongest at recommending
the top movies when they are previously unrated. The Bayesian model is best at
predicting a score of a movie when given a previous rating in a different context.

7 Conclusions

We designed a Hierarchical Bayesian model [13] to learn different weights in
different contexts. This algorithm answers two questions: “What movie should I
watch in context X?” and “Given that I gave a rating to movie M in context X,
what would I think of movie M in context Y?” We compared our algorithm to
several other techniques, some of which share all information between contexts
and some of which share none of the information between contexts. We found
that our algorithm or a hybrid algorithm performed at least as well in most
forms of measurement. Because the approach is content-based, the algorithm
does not assume that the preferences of every user change in the same way
depending on the context. This allows users to have personal interpretations of
contexts or even to add their own new contexts. This work demonstrates that it
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is useful to store contextual information. Naive approaches do not incorporate
contexts as effectively as the Hierarchical Bayesian model. A potential area to
explore is creating a hybrid of the content-based approach discussed here with
a context-dependent collaborative filtering approach.
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Abstract. We present a method for automatic extraction of frames from a 
dependency graph. Our method uses machine learning applied to a dependency 
tree to identify frames and assign frame elements. The system is evaluated by 
cross-validation on FrameNet sentences, and also on the test data from the 
SemEval 2007 task 19. Our system is intended for use in natural language 
processing applications such as summarization, entailment, and novelty 
detection. 

1   Introduction 

Many natural language processing tasks could benefit from new algorithms which use 
enhanced semantic structures and relations. Researchers have been successfully 
applying semantic role labeling (SRL) to tasks such as question answering [1], 
machine translation [2], and summarization [3]. The next step is a deeper semantic 
representation; but before such as representation can be used, a method for 
automatically creating this representation is needed. The goal of this paper is to 
describe a new method for this task. 

Our semantic representation is based on frames [4] which represent events, objects, 
and situations. The specific variations and roles of a frame are defined as frame 
elements. This has the benefit of representing a particular situation independent of 
how it is expressed or phrased. Consider purchasing something; some common 
parameters (frame elements) are the buyer, the seller, the object in question (theme), 
and the price. The following three sentences represent the same situation but use 
different words and structures: 

1. Bob bought a red car from Mary. 
2. Mary’s red car was sold to Bob. 
3. Bob purchased a car from Mary, that was red. 

Our system relies on Berkeley FrameNet [5] for frame definitions. FrameNet is a 
resource that provides definitions of about 800 frames, spanning about 10000 lexical 
units (words that evoke a particular frame). FrameNet also provides annotated 
examples of the frames and lexical units being used in English. FrameNet is currently 
the most comprehensive resource for frame definitions and one of the few resources 
for semantic role labeling. 
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Fig. 1. Frame representation of the sentence “Bob bought a red car from Mary” 

Figure 11 shows the result of our system for the first of the above sentences (the 
other sentences would have nearly identical representations)2. The rectangles 
represent frames from FrameNet, the octagons represent people, while the ovals 
represent words which are functioning as values for frame elements. Each edge 
(arrow) represents a frame element and it is labeled. The text in the top of each node 
represents the type (frame name, person, or value) while the text below indicates the 
word which the node was derived from. 

1.1   Semantic Role Labeling 

Semantic role labeling is the operation of identifying the semantic relation between 
words. Usually roles are labeled for predicates of verbs; some general-purpose roles 
are as follows: agent, patient, instrument, time, location, and frequency. 

The set of semantic roles can differ from resource to resource. FrameNet uses role 
labels (called frame elements) that are specific to the frame being annotated, while 
resources like PropBank [6] and VerbNet [7] provide only a small set of general-
purpose roles. 

The first statistical SRL system was developed by Gildea and Jurafsky [8] using 
FrameNet; subsequent research lead to the development of VerbNet and PropBank. 

1.2   SemEval 2007 Task 19: Frame Semantic Structure Extraction 

At SemEval 2007, task 19 [9] was dedicated to frame extraction. The task relied on 
FrameNet but provided additional training data for systems. The competition involved 
identifying in each sentence, which frames from the training data and FrameNet were 
evoked by the given lexical units, and subsequently identifying and labeling frame 
elements. 

                                                           
1 We used Graphviz to visualize the xml output of our system. http://www.graphviz.org/ 
2 FrameNet represents buying and selling as different frames though they inherit from a 

common super frame. 
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The resulting labeled texts from each system were evaluated based on precision 
and recall of detecting all the expected frames in each of the three texts. Our system 
was not implemented at the time of the competition, but it can be compared, for 
evaluation purposes, to the two participating systems, using the same data. 

The UTD system [10] applies Support Vector Machines (SVM) and Maximum 
Entropy (ME) to the tasks of frame disambiguation and frame element labeling. Their 
system uses established methods for disambiguation [11] and when an inadequate 
amount training data is available (less than 5 sentences) the system randomly chooses 
the sense. The system uses established features and methods for identifying 
grammatical functions, frame element boundaries, and frame element labels. 

The LTH system [12] uses a dependency parser for its initial representation. Before 
doing frame disambiguation, the system applies a small set of rules to filter out words 
which tend to cause performance degradation (in particular prepositions). Frame 
disambiguation is done using a SVM classifier on the resulting words. The authors 
extended the collection of lexical units for various frames by using WordNet [13]. 
Frame element labeling is done in the dependency tree using features from the target 
word, and some immediate related words (parent and children of the node). 

The CLR system participated only in the frame identification task. Its method of 
identifying the frames was based on heuristic rules [14]. 

Our system is very different from UTD and CLR, and it is similar to LTH in some 
aspects, including the fact that our initial data structure is a dependency parse, except 
that our dependency trees are augmented with shallow semantic information. Unique 
to our system is the idea of using the completely annotated texts from SemEval 2007 
and FrameNet to train classifiers with negative frame identification (identifying when 
a word does not evoke a frame) instead of using special rules to remove unlikely 
frames or words. Our method’s frame identification features differ from the LTH and 
UTD features, in particular the use of a boolean list of evokable3 frames and the 
boolean list of child nodes. Also, we tested several machine-learning models for the 
frame element labeling task (one model per lexical unit, one model per frame, and one 
model per location per frame) which are described below. 

2   Method Description 

Like most SRL methods, our method relies on machine learning for most of the 
decisions4. Our method accomplishes the following sub-tasks, each of which is 
described in more detail in the following subsections: 

1. Initial sentence parsing; 
2. Frame assignment; 
3. Identification of people, entities, locations and other special types; 
4. Role recognition (identification of frame elements). 

                                                           
3 Frames, which may possibly be evoked, based on matching lexical units from a given text. 
4 Our system is implemented in Java so that it can easily interface with Weka [15]. FrameNet 

provides no particular API, only xml files containing the data, so we implemented our own 
Java interface. 
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2.1   Initial Sentence Parsing 

Typically SRL systems use a syntactic parser for the initial parsing; our method’s 
initial parse is obtained with the Machinese Semantic parser by Connexor Oy5 [16], 
which produces a dependency tree augmented with identification of named entities 
and their classes, and shallow semantic types for a variety of nouns. 

The semantic parser provides about 30 dependency relations, which form a good 
foundation for our frame element labeling. Additionally, the parser does an effective 
job of identifying named entities, and their semantic classes (location, person, 
country, etc.). 

2.2   Identification of Frames 

Our frame identification method uses machine learning classifiers from Weka 
(Waikato Environment for Knowledge Analysis) [15] applied to features extracted 
from the parse tree. We tried Naïve Bayes (NB), Decision Trees (J48) and SVM 
(SMO) from Weka, using default parameter settings, and found all results to be very 
close for this task, as shown in Table 1. We chose these three classifiers in order to 
test a classifier that is known to work well with text (NB), a classifier whose output is 
understandable to human readers (J48), and one that is known to produce good 
classification results for many tasks (SVM).  

The semantic parser lemmatizes each word, then a machine learning model specific 
to that lemma is used to classify what frame, if any, the word evokes. 

The training data for the models is extracted from FrameNet’s annotated examples 
and from SemEval 2007 task 19. Because the SemEval 2007 training was completely 
annotated, including words that were not frame evoking words or frame elements, we 
used it to extract negative examples (examples of lexical units that did not evoke any 
frames) for training. 

Models were produced for each lemmatized head word of all lexical units. Each 
model determined if particular word should evoke a frame and if so which frame. 

Some of the lexical units in FrameNet have very few or no training examples, thus 
we choose to train frame identification models on examples from all lexical units 
which could evoke the given frame. This approach showed no decline in precision 
and recall, and allows the system to operate on lexical units which would not have 
had enough training data. 

Table 1. 10-fold cross-validation results for frame identification. A baseline classifier that 
always chooses the most frequent frame produces results of 74%; therefore our results are a 
significant improvement. 

 Precision Recall F-Measure 
Naïve Bayes 96% 99% 97.5% 
Decision Trees 96% 99% 97.5% 
SVM 97% 99% 98% 

                                                           
5 http://www.connexor.eu 
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The features used for the frame identification are as follows: 

1. A boolean list for each possibly relevant frame for this lemma. The value defaults 
to false, unless the lexical unit in its entirety (all lexemes) for a given frame 
matches in the given example. Models are selected by simply matching a single 
word (the head word) though any lexical units containing the given head word may 
not fully match, thus this feature should assist the classifier in filtering 
inappropriate lexical units and thus inappropriate frames. This feature increased 
both precision and recall. 

2. The dependency relation (as assigned by Machinese Semantics) of the word in 
question. This feature alone provides good results for assigning frames. 

3. A boolean list of all child dependency relations, with the value being true if that 
dependency relation is present in the given sentence, otherwise false. This feature 
is motivated by the idea that neighboring words could help disambiguate frames. 
This feature provided a 10% increase in recall. 

2.3   Identification of Entities 

Although there are various techniques and systems available for identifying named 
entities, our system relies on the semantic parser’s ability to identify entities. When a 
word is tagged as an entity, special rules convert the words into a final representation. 
The rules are as follows: 

• If a word is tagged as a named entity and specifically a location, then a special 
location object is made; the tagging will also indicates the type of location, i.e., 
city, country, continent. 

• If a word is tagged as a named entity and specifically a person, male or female, 
then a special person object is created. The word that was tagged as named entity is 
labeled as a “name” associated with the person. Any immediately adjacent words 
which are also named entities are added to the person frame as “name” labels. 
Future work is needed to determine how to combine our representation of people 
and entities with those from FrameNet. 

• If a word is tagged as named entity but is not of a human type, we create a special 
general-purpose entity object. This object may represent an organization, person, 
location or other named entity. Like with the person object, a “name” is associated 
with the object and any adjacent words that are named entities. 

• If a word is tagged as a human (but not a named entity) we still create a person 
object for the word. This often occurs with words like, “he”, “she”, and “you”. The 
parser can recognize a variety of words as being people without them being a 
named entity. This does not provide any special benefits during evaluation, though 
it is our belief that this will keep the representation uniform and be more useful 
during future processing. 

2.4   Assigning Frame Elements 

Assigning labels to frame elements is effectively the SRL task, a topic that has been 
extensively researched in recent years. 
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Table 2. Distribution of frame elements by location relative to the frame word. Positive class 
are actually frame elements, while negative class are not frame elements. 

 Grandparents Parents Siblings Children Grandchildren Total 
Positive 1,763 16,323 50,484 146,405 10,555 225,529 
Negative 49,633 77,863 224,606 148,929 251,620 752,651 

Our system assigns frame elements using machine learning classifiers trained on 
the FrameNet annotated corpus. Gildea and Jurafsky were the first to implement 
semantic role labeling for FrameNet [8], and the task has since been studied 
frequently. Our system assigns frame elements from a dependency tree provided by 
the Machinese Semantic parser. Our method is significantly distinct from other 
researchers because our system starts with a dependency tree, which provides 
guidance for semantic role labeling. 

To assign frame elements for a particular frame the system applies a classifier to 
each of the words surrounding the frame evoking word. Each word is classified with 
either a frame element or “none”, indicating no frame element and no association. 
50% of all frame elements are immediate children of the frame evoking word in the 
dependency tree. Of all child relations about 50% are themselves frame elements. 

Our method considers any word within two edges in dependency graph; thus 
grandparents, parents, siblings, children and grandchildren are all considered possible 
frame element. 

From the FrameNet annotated data and the SemEval 2007 task 19 data, 978,180 
training examples were extracted; among them, 225,529 of the examples were 
positive (of actual frame elements), while the remainder were negative examples (not 
frame elements). Table 2 shows the distribution of frame elements and negative 
examples by location in the dependency tree relative to a frame word. 

About 1000 examples of frame elements could not be found within 2 edges of the 
frame. All the missing frame elements were in incomplete parse trees (cases when the 
parser had problems parsing the sentences, which resulted in a fragmented parse tree). 
We believe that, had the parse been complete, then most frame elements in those 
examples would have been found within two edges of a frame word. 

The classifier is configured so that one word may only act as a single frame 
element, though on rare occasions a single word may actually represent two frame 
elements. 

A frame evoking word may also be a frame element of it’s own frame. This is 
common of general-purpose frames, such as food, where the word may specify a 
specific sub-type of frame, such as spaghetti, or sandwich. 

When training our classifier, we experimented with several machine-learning 
configurations, but our best results were found by training one model per frame, 
which is then applied to each word being classified. The other configurations that we 
tried are one model per lexical unit and one model per location per frame. One model 
per lexical unit was meant to address the possible reversal of subject and object in 
some frames, but may have suffered from less training data than one model per frame. 
One model per location per frame involved sub-dividing the task of labeling frame 
elements by their location relative to the frame evoking word in the dependency tree: 
grandparent, parent, sibling, child, grandchild. It was thought that locations carried 
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consistent classification properties, but this configuration performed worse than one 
model per frame, which is more general. 

During development, we tested several features including the lexical unit that 
evoked the frame, part of speech, voice of the verb, location of the word in question 
(relative to frame word in the parse tree), general purpose semantic role label of frame 
word and frame element word, leading prepositions, semantic classes of words, and if 
the frame element word is an animate object. 

The features that provided the best balance between precision and recall were the 
dependency relation of the frame evoking word, the dependency relation of the 
classified word and the dependency relation of the intermediate word, if one existed. 
Intermediate words exist for locations such as grandchildren which have an 
intermediate word that is a child of the frame evoking word; grandparent which has 
an intermediate word that is the parent word; and siblings words which have an 
intermediate word that is the parent word. 

We were surprised to find that using different classifiers did not provide large 
differences in our results. There are small trade-offs between precision and recall, as 
shown in Table 3. Perhaps small improvements can be obtained in future work by 
combining them in an ensemble, but our focus was of finding the best features and 
generic models for classification. 

Table 3. 10-fold cross validation results for frame element classification 

 Precision Recall F-measure 
Naïve Bayes 74% 52% 61.0% 
Decision Trees 82% 45% 58.1% 
SVM 82% 43% 56.8% 

3   Evaluation on Additional Test Data 

The cross-validated results are very good, as is often the case when the validation data 
is similar in nature to the training data. Therefore, we decided that further evaluation 
was needed. The SemEval 2007 task 19 was a frame extraction task and could provide 
data for evaluation. Plain text was provided to the competing systems; each system 
was required to identify all frames, tag various entities, and label frame elements in a 
specific output format. 

Three systems entered the task for the frame identification and entity-tagging 
component. Only two of the systems completed the entire task of labeling frame 
elements. 

3.1   Evaluation Issues 

Our system was not directly intended to support the required output for the SemEval 
2007 task 19 and thus some adjustments to our system and to the evaluation script 
were required. 

While developing our system we found that the FrameNet annotated data contained 
various inconsistencies in the frame elements names (capitalization, use of space and 
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underscores, and even name mismatches). For consistency our system adjusts all 
frame element names to use spaces and lower case letters. The evaluation script used 
a case sensitive comparison of frame element names. Since the case of our frame 
elements did not necessarily match that of the gold standard, we matched all the frame 
elements in lower case.  

The evaluation of results was founded on the assumption that tokenization would 
be consistent between the gold standard and the system. Our system’s tokenization 
was significantly different from the expected tokenization and a method for 
conversion between tokens was required. This conversion is not exact, and 
occasionally leads to correct frames and frame elements being considered incorrect. 

Unlike FrameNet and the expected output of SemEval 2007 task 19, our system does 
not select frame elements as sequences of text but selects an object (frame, entity or 
word representing a value) from the final representation as frame elements; this is best 
show in Figure 1. When the results of our system are evaluated on the task data, some of 
the correct frame elements are considered incorrect for having differing boundaries. 

The training texts contained new frames and frame elements that were not 
available in FrameNet. This was intended to test a systems ability to include new 
frames from annotated examples. Our system easily added the new frames from the 
training data into the frame identification models, but the frame element labeling 
models were not updated to work for these new frames, therefore our system could 
not get correct labels in these cases. 

All the difficulties above are estimated to cause no more than 3% discrepancy in 
precision and recall. 

Table 4. Frame identification results on the SemEval 2007 Task 19 test data, which consisted 
in three texts, entitled Dublin, China and Work. The results of the three participating systems 
are shown, plus our results for the method that we present in this paper. Our system did not 
participate in the SemEval task because it was developed afterwards. Our system missed some 
frames due to low-level tokenization and format issues, since our system was not designed 
specifically for the SemEval task. 

Text System Precision Recall F-measure 
Dublin    
 * Our system 0.7070 0.3162 0.4370 
 CLR 0.6469 0.3984 0.4931 
 LTH 0.7156 0.5184 0.6012 
 UTD 0.7716 0.4188 0.5430 
China    
 * Our system 0.6401 0.4261 0.5116 
 CLR 0.6302 0.4621 0.5332 
 LTH 0.7731 0.6261 0.6918 
 UTD 0.8009 0.5498 0.6457 
Work    
 * Our system 0.7336 0.4132 0.5286 
 CLR 0.7452 0.5054 0.6023 
 LTH 0.8642 0.6606 0.7488 
 UTD 0.8382 0.5251 0.6457 
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Table 5. Frame element labeling results on the SemEval 2007 Task 19 test data. Only two of 
the participating systems worked on this task (CLR worked only on the previous task, frame 
identification). Our system had the highest precision on the task of frame element labeling. 

Text System Precision Recall F-measure 
Dublin    
 * Our system 0.63507 0.22027 0.32710 
 LTH 0.54857 0.36345 0.43722 
 UTD 0.53432 0.26238 0.35194 
China    
 * Our system 0.56323 0.26245 0.35806 
 LTH 0.57410 0.40995 0.47833 
 UTD 0.53145 0.31489 0.39546 
Work    
 * Our system 0.71053 0.28000 0.40170 
 LTH 0.67352 0.30641 0.54644 
 UTD 0.61842 0.45970 0.40978 

3.2   Results 

The SemEval task was evaluated on three texts, each having a different topic and 
different frequencies of frames. The task proved to be much more difficult than the 
task of extracting frames from FrameNet examples, which contain annotations only 
for one frame for each example. 

Our final results for frame identification compared to the other systems are shown 
in Table 4. Our system’s recall and F-measure are significantly lower than that of the 
other two systems, but our precision is comparable. 

The combined results of frame identification and frame element labeling are shown 
in Table 5. Our system’s recall and F-measure still tend to be the weakest, but our 
precision is the best in two of the three evaluations. 

This evaluation has shown that our system is a good foundation for our future 
work. Since our final goal is not simply to extract frames, but to apply the 
representation to other tasks, we can now focus on optimizing and improving our 
system for those tasks. 

4   Conclusions and Future Work 

We have developed a method for frame element extraction that has good precision 
and should be usable for future research. We plan many improvements in future work. 

Cross-validation was an inadequate quality measure for the machine learning 
models. For future evaluations we are considering using more held-out texts, such as 
the 3 texts from SemEval 2007 and any completely annotated texts from FrameNet. 
Using hold-out texts seems to provide a better evaluation of how the system will work 
on new domains and texts with varying distributional patterns of frames and frame 
elements. 
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The use of dependency relations as foundation for SRL (frame element labeling in 
our system) has produced excellent precision. Although numerous feature 
combinations were tested the most important features were the dependency relations 
provided by the initial parser, when used in conjunction with the features of the 
neighboring words. 

Future work on the system includes evaluating new features for frame element 
labeling, such as a frame evoked by a frame element word (if one exists) and 
considerations for any intermediate frame elements. Also semantic type checking 
using WordNet is a possibility. 

Extending FrameNet with information from other sources, to increase its coverage 
[17], is another direction for future work. We are particularly concerned with adding 
more training data for the frames that have too few manually annotated examples. 

We plan to focus on how to use the extracted frame-based representations in tasks 
such as summarization, novelty detection, and entailment, exploiting the fact that our 
representations have high precision. When recall is insufficient, we can fall back of 
the shallow methods based on syntactic dependencies that we used before for the 
three mentioned tasks. 
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Autonomous Camera
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Abstract. This paper addresses the problem of deducing and adjusting
constraint weights at run time to guide the movement of the camera in
an informed and controlled way in response to the requirements of the
shot. This enables the control of weights at the frame level. We analyze
the mathematical representation of the cost structure of the search do-
main so that the constraint solver can search the domain efficiently. Here
we consider a simple tracking shot of a single target without occlusion or
other environment elements. In this paper we consider only the distance,
orientation, frame coherence distance and frame coherence rotation con-
straints in 2D. The cost structure for 2D suggests the use of a binary
search to find the solution camera position.

Keywords: camera control, virtual camera, virtual environment, graph-
ical environment, computer game, video game, animation, constraint sat-
isfaction.

1 Introduction

A general approach to camera control is to use a constraint satisfaction based
technique. Complex properties can be easily represented as constraints. But
conflicting requirements make it an over-constrained problem. Often constraint
weighting is used to give each constraint a priority order and the weighted sum
of the costs of violation for all the constraints is used as the objective function.
Constraint satisfaction optimization is used to solve it.

Bares et al. [2, 3] and Bourne and Sattar [5] use user specified constraint
weights based on the relative importance of the constraints in a particular type
of shot. Bourne and Sattar [5, 6] and Bourne [7] use an example animation trace
to deduce the desired values and weights for all the constraints. The resulting
constraint weights and desired values are coupled together, and they are appro-
priate for a particular type of shot that is equivalent to the example animation
trace.

Offline generation of constraint values and weights is not appropriate for in-
teractive applications. Since there are numerous variations in types of shot, their
visual effects, staging of players, motion of camera, etc., it is quite impossible to
generate desired values and weights of constraints for all of them. Moreover, if
there is a particular set of constraint values and weights for particular situation,
there must be a relation between them. For that we need to consider the physical
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significance of adding any weighted constraint cost to the objective function for
the problem. For an autonomous camera it is necessary to find a relation between
the requirements of a shot and its weighted constraint representation so that the
constraints and their weights can be deduced automatically for any situation.
This will make the camera control system modular which can be used in any
environment without modification. Our approach is a starting point toward that
goal. In our approach the physical significance of the weights are used to deduce
them automatically from the requirements of the shot.

Bares et al. [2] and Pickering [13] find valid region of space before applying
search in that volume. It is further extended by Christie and Normand [9] to give
semantic meaning to each volume of valid region in terms of its corresponding
cinematographic properties. It seems that Bourne [7] and Bourne and Sattar [8]
are the first to identify the higher cost regions of the search domain for different
weights. But they use only height, distance and orientation constraints, and their
work is limited to either equal weights or only one constraint having a higher
weight. To take advantage of this information about the search space they use a
specialized constraint solver called a sliding octree solver to search the domain
quickly. It prunes the regions with poor solutions quickly. But, until now math-
ematical modeling of the domain of search has not been studied. Consequently,
the information about the structure of the domain could not be utilized to arrive
at an exact solution or direct the search using that information. We use the cost
structure of the domain to search it. This ensures an effective and informed way
of pruning the domain, and no local minima problems. A complete description
of the search can be found in Alam [1].

According to Halper et al. [10] one of the main challenges of the camera con-
trol problem is to find a balance between optimal camera positions and frame
coherence. They do not use a constraint to enforce frame coherence. On the basis
of the prediction about the future target positions they evaluate future camera
positions and move the camera toward those positions. Bourne and Sattar [4]
say that this does not ensure frame coherence and the method is fully dependent
on the algorithm used to predict the movement of the target. Bourne and Sattar
[5] and Bourne [7] introduce a frame coherence constraint in the weighted con-
straint representation of camera control problem. Since the properties of frame
coherence constraints are different from those of visual constraints, we decouple
the two types of constraints and use their relative priority to influence the search
of the solution camera position.

We begin by describing our camera control system in Section 2. Section 3
describes how to use the constraints and their weights. Section 4 outlines the
solution for the camera control system. This is followed by conclusions and di-
rections for future research in Section 5.

2 The Camera Control System

In this paper, we shall consider a simple 2D tracking shot of a single target without
any occluder. The most important visual properties are represented by the size of
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the subject’s image in relation to the frame and viewpoint [Katz 11; Mascelli 12].
The viewpoint is determined by the orientation and the camera height or the an-
gle of view. The image size is determined by the distance of the camera from the
subject and the focal length of the camera. So, we can use a relatively larger range
for the domain of distance and adjust the focal length after determining the most
appropriate distance. The visual requirements of the distance and orientation can
be expressed as constraints on the distance and azimuth angle of the polar coordi-
nate system whose pole is at the position of the subject in the current frame and
polar axis is along the horizontal projection of the direction of line of action (e.g.,
along the direction of facing or the direction of movement of the subject). These
coordinates determine the desired position of the camera according to the visual
requirements. Let the coordinates be (ρd, θd) with respect to the polar coordinate
system (ρ, θ) mentioned before. The above mentioned visual requirements are ap-
plicable to static shots also. We shall call their respective constraints as visual
constraints.

If the potential position of the camera is at (ρp, θp), the costs for the most
important visual constraints are given by: ρ1 = |ρp − ρd|, θ1 = |θp − θd|. If
k1 and l1 are the corresponding weights, then the weighted cost for the visual
constraints is: k1ρ1 + l1θ1.

Similarly, since the frame coherence constraints of the camera are measured
with respect to the past motion of the camera [Halper et al. 10; Bourne and
Sattar 6, 8; Bourne 7] we specify them using the polar coordinate system (ρ′, θ′)
with the pole at the position of the camera in the previous frame and horizontal
projection of the direction of movement of the camera in the previous frame
as the polar axis. Frame coherence constraints are related only to the smooth
movement of the camera. So, we shall call them motion constraints. Let the
desired position of the camera according to the motion constraints be (ρ′d, θ′d). If
the potential position of the camera is at (ρ′p, θ′p) with respect to this coordinate
system, then the costs for motion constraints are given by: ρ2 = |ρ′p − ρ′d|,
θ2 = |θ′p −θ′d|. If k2 and l2 are the corresponding weights, then the weighted cost
for the motion constraints is: k2ρ2 + l2θ2.

The total weighted cost for the problem is given by:

k1ρ1 + l1θ1 + k2ρ2 + l2θ2 (1)

2.1 Determination of the Solution

The system of isocurves Γ1 of visual constraints (Figure 1 shows a member γ1
of the family Γ1) are given by

k1ρ1 + l1θ1 = c

where c is a constant. The cost on an isocurve is proportional to the distance
cost when θ1 = 0. It is also proportional to the orientation cost when ρ1 = 0.
Let ρ10 and θ10 be the ranges of acceptable values for ρ1 and θ1 respectively.
Since A and B are acceptable solutions lying at the edges of the two constraint
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Fig. 1. An isocurve γ1 of visual constraints

ranges keeping the other constraint’s cost to zero, they must have the same total
cost. Thus, the isocurve γ1 passing through A will also pass through B, C, and
D, and its equation is given by

ρ1/ρ10 + θ1/θ10 = 1

and the weights for distance and orientation are inversely proportional to ρ10
and θ10 respectively. Thus, the isocurves of total constant cost are given by

ρ1/ρ10 + θ1/θ10 = constant

If the total cost is greater than 1 the potential position for the camera is
outside the domain of visual constraints and hence of less than acceptable quality.
Here the constraint costs are normalized costs with equal weights, viz., 1.0.

Similarly, we can find the isocurves and the weights for the linear and angular
frame coherence constraints from their desired values and the ranges of accept-
able values. The results will be similar. The weights here will act as linear and
angular acceleration / deceleration.

The following theorem reveals the cost structure of the domain for visual and
motion constraints. We prove the theorem for visual distance and orientation
constraints. It also holds for frame coherence distance and rotation constraints.

Theorem 1. Isocurves of less cost are contained within isocurves of higher cost.

Proof. Let γ1 be an isocurve (Fig. 2) with total cost c given by: ρ1/ρ10+θ1/θ10 =
c. Let P be a point inside γ1. Let TP meets with γ1 at R (ρd + ρ1, θd + θ1) and
intersects with BD at Q. Then R has the total constraint cost of c. Since P is
inside γ1, QP < QR = ρ1. Since the points P and R have the same angle RTC =
θ1, the total cost at P is less than that at R. So, any point inside γ1 has less cost
than that on γ1. Similarly, we can show that any point outside γ1 has higher
cost than that on γ1. ��
Now, let the total weighted cost of visual and frame coherence constraints for a
potential position of the camera be c. From (1) we have

k1ρ1 + l1θ1 + k2ρ2 + l2θ2 = c (2)

We have to find the point where c is the minimum.
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Fig. 2. Isocurves of less cost are contained within isocurves of higher cost

Frame coherence is necessary to keep a viewer’s attention to the action in the
image and to nothing else. Without it, the viewer’s attention will be drawn to
the camera [Thompson 14]. On the other hand, adequate coverage is the mini-
mum requirement for the visual effect of a scene [Katz 11]. So, frame coherence
must be given higher priority than the visual constraints. Frame coherence con-
straint cannot be relaxed beyond its acceptable range, but visual constraint can
be relaxed as much as the situation demands provided there is adequate cover-
age. Consequently, frame coherence constraint will limit the search domain to
promising regions of space. Within this region the frame coherence constraint
can be relaxed more readily than other constraints. So, once we identify this re-
gion we can ignore frame coherence constraints. Also the nature of their effect on
the cost potential is different from that of the visual constraints. So, we need to
decouple the cost potential for frame coherence constraints from that for visual
constraints to analyze the cost structure of the search space and take advantage
of that to control the camera in an informed way.

To that end we decompose the above problem (2) into two - one for the frame
coherence constraints and the other for the visual constraints:

k1ρ1 + l1θ1 = c1

k2ρ2 + l2θ2 = c2

where c1 + c2 = c. We have to find c1 and c2 such that c is the minimum. These
two equations define two systems of isocurves for their respective constraints. All
the points on a particular isocurve have the same cost with respect to the cost
potential of the isocurve given on the left hand side of their respective equation.

Now, we can specify the visual and the motion weights separately by con-
sidering the acceptable domains of visual and motion constraints respectively.
The weights are determined automatically once we identify the respective ac-
ceptable domains. Moreover, the solution will always be within their common
domain if they have an acceptable common region. Thus, one need not consider
the weights. Only the most appropriate desired positions and range of accept-
able positions of camera with respect to visual constraints and frame coherence
constraints need to be determined.



126 M.S. Alam and S.D. Goodwin

The points of intersection of the two families of isocurves will have the cost
that is the total of the costs of the two isocurves. So, if we find the point of
intersection of the two systems of isocurves that has the total minimum cost,
that point will be the solution for the total problem. Obviously the locus of the
point of contact of the two families of isocurves will contain the minimum cost
point. The following theorem helps us find this point.

Theorem 2. If within a certain region of space one of the visual or motion
constraints has higher priority, then the total least cost for all of the visual and
motion constraints will be at the end point of the locus of the point of contact
within that region of the two systems of isocurves for visual and motion con-
straints that has the lowest cost for the higher priority constraints.

Proof. Let the total weighted cost be given by (1). The points with constant
weighted cost are given by

m1(ρ1 + n1θ1) + ρ2 + n2θ2 = c

where c is a constant for the particular locus of the point of total constant cost.
The systems of isocurves Γ1 and Γ2 with constant cost for visual and motion
constraints respectively are given by:

m1(ρ1 + n1θ1) = c1 (3)

ρ2 + n2θ2 = c2 (4)

where c1 + c2 = c.
Let P be the point of contact of the isocurve γ1

2 of motion constraints with
isocurve γ1

1 of visual constraints and UPV be the locus of the point of contact
(Fig. 3). The other curves from Γ1 intersecting with γ1

2 will contain P and hence
by Theorem 1 they will have more visual cost than that on γ1

1 . Since all the
points of γ1

2 have the same motion cost, those other intersecting points will have
more total cost for combined visual and motion constraints than that at P.

Let the isocurves γ1
1 and γ1

2 intersect with their respective polar axes at radial
distances ρ′1 and ρ′2 respectively from their origins. Then, from (3) and (4) we
see that the cost for their respective isocurves will be m1ρ

′
1 and ρ′2 respectively.

So, the total cost at the point of contact will be

m1ρ
′
1 + ρ′2 (5)

Successive interior curves of one family will be in contact with the successive
exterior curves of the other family. So, if the costs m1ρ

′
1 of successive interior

curves of Γ1 decrease, the costs ρ′2 of the corresponding tangential successive
exterior curves of Γ2 increase, and similarly the other way around.

So, in the total cost expression given by (5), if ρ′1 increases then ρ′2 decreases,
and vice versa. Since (5) is linear in ρ′1 and ρ′2, and since ρ′1 and ρ′2 are non-
negative and bounded, we can select m1 sufficiently large within a certain region
bounded by the isocurve γ0

2 of motion constraints to make the visual constraints
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Fig. 3. Points of contact of the isocurves of visual and motion constraints

higher priority than the motion constraints within that region which will make
the total cost in (5) minimum when ρ′1 is the minimum. So, the minimum cost
point will be at the end point N of the locus VMPN of the point of contact within
that region and N has the lowest cost for the higher priority visual constraints.

Similarly, by making m1 sufficiently small we can make the motion constraints
higher priority than the visual constraints within a certain region bounded by
the isocurve γ0

1 of visual constraints, for which case the minimum cost solution
will be at the end point M of the locus UNPM of the point of contact within that
region where M has the lowest cost for the motion constraints within that region.
Similarly, it can be shown that the theorem also holds for the other alignment
of the isocurves of visual and motion constraints. ��

2.2 Effect of Weights

Depending upon the requirements of the shot there are many choices for the con-
trol of constraint weights. In Fig. 3 suppose we can relax the motion constraints
readily within a certain region bounded by the isocurve γ1

2 of motion constraints.
Then Theorem 2 shows that the minimum cost solution will be at P. We can
use this property of the constraints to better control the motion or the visual
effect of the camera. For example, we can move the camera most vigorously (of
course, frame coherently) by giving lower priority to the motion constraints for
the whole domain of frame coherent motion. For this case the visual quality will



128 M.S. Alam and S.D. Goodwin

be the maximum for the problem. To further increase the visual quality we can
even further increase the region of lower priority of the motion constraints. But
that will make the camera motion unsmooth. Or, we can give lower priority to
the motion constraints for only a part of their maximum acceptable ranges of
relaxation to move the camera very smoothly.

In the extreme cases, if the motion constraints cannot be relaxed at all (i.e., if
it has higher priority than the visual constraints throughout the whole domain)
then the solution will be at the desired position of the camera according to the
motion constraints and the camera will be moving at the same speed in the
same direction. On the other hand, if the visual constraint cannot be relaxed at
all then the camera solution point will be at the desired position of the camera
according to the visual constraints, and the camera will be moving erratically -
always going to the best possible viewing position.

If only one of the motion constraints, say linear motion of the camera, can be
relaxed and the other can not be relaxed at all then the camera will be moving
in the same direction with variable speed. The solution camera position will be
at any point on the straight line along the motion direction within the range of
acceptable values for linear motion. Similar will be the case if only the rotation
speed of the camera can be relaxed but its linear speed can not be relaxed.

If the visual constraints have higher priority than the motion constraints
within a region bounded by an isocurve of motion constraints the weights for
visual distance and orientation constraints that have isocurves with equal length
axes will attract the camera solution point toward the desired position according
to the visual constraints in a uniform manner from the desired position of cam-
era according to the motion constraints. A higher weight for the visual distance
constraint attracts the camera more rapidly towards the positions of desired dis-
tance than the positions of desired orientation, and a higher weight for the visual
orientation constraint attracts the camera more rapidly towards the positions of
desired orientation than the positions of desired distance.

The case will be similar for giving higher priority to the motion constraints
within a region bounded by an isocurve of visual constraints. In this case the
role of those two groups of constraints will be interchanged.

3 Using Constraints and Their Weights

3.1 Control of Weights at Frame Level

In Bares et al. [2, 3], Bourne and Sattar [5, 8] and Bourne [7] constraint weights
are determined and applied at the level of a simple shot (i.e., for the whole
length of a simple shot). They cannot be determined or specified at the frame
level. During the transition the camera profiles are interpolated by Bourne and
Sattar [5, 8] and Bourne [7]. In our approach, weights can be determined and
applied at all levels including simple shot level and frame level. Application of
weights at frame level is necessary if some constraints are affecting only portions
of a simple shot.



Control of Constraint Weights for a 2D Autonomous Camera 129

Hierarchical control of weights is necessary to have finer control on the visual
effect or camera movement. Depending on the situation they are controlled down
to the frame level. Frame level weights will have the highest precedence, devel-
oping shot level weights will have the lowest precedence, and the simple shot
level weights will have the precedence in between. For example, at the simple
shot level if we can afford to have less control for visual quality within a region,
we can apply stricter frame coherence weight within that region and the camera
motion becomes very smooth. For portions of the simple shot it may be neces-
sary to increase the frame coherence domain to its maximum possible extent to
have a common domain to position the camera, thus reducing the weights for
frame coherence constraints at the frame level.

Once new desired values and weights are assigned to the constraints, the
camera will automatically be guided toward the desired position smoothly. No
interpolation is necessary. The camera may be accelerated or decelerated radially
or angularly at the frame level by higher level adjustment of the weights of
camera motion and the relative priority of the motion constraints with respect
to the visual constraints.

3.2 Strategy for Using the Constraints

The effect of all the requirements and hence the constraints of a shot on camera
parameters and its motion are not similar. To control the camera intelligently,
we need to have prior information about the effect of each constraint and the
resultant effect of all the constraints before their application. Since decomposing
the problem helps us to know and precisely control the effect of each constraint
in the overall problem involving all the constraints of the camera, it is desirable
to classify the constraints as visual constraints and motion constraints. Their
combined effect will determine the position of the camera. The centre of view
and view up vector determine the other three parameters of the camera. Finally,
determining the field of view fixes the focal length. Thus all the seven parameters
of the camera are determined.

For that we need to group the constraints in relation to the type of camera
parameters or camera motion they are interacting with. The classification is
given below:

1. Camera Motion Constraints: These are related to the frame coherent
motion of the camera. They include frame coherent constraints, and all other
constraints related to the movement of the camera, viz., slow or fast moving
camera, jerky camera, ascending or descending camera, tracking camera, etc.
This group will also include the constraints that will guide the camera to
move to a desired region of space in the future frames by using prediction
to avoid collision of the camera with the environment elements, or to avoid
occlusion of, say, dramatic circle of interest by environment elements, or to
transition to another shot within the same developing shot. Each of them
will have the most appropriate value and a domain of acceptable values, the
range of which determines the weight for it.



130 M.S. Alam and S.D. Goodwin

2. Visual Constraints: This group includes all other constraints. All these
constraints are related to the quality of the image. They include, for example,
distance, orientation, camera height, depth order, etc.

3. Centre of View Constraints: They include location of subject / subjects
of the shot on the image, etc.

4. Field of View Constraints: These include such constraints as dramatic
circle of interest, shot size on the image, object inclusion constraint, etc.

Some of the constraints may be hard constraints, e.g., frame coherence
constraints and avoiding occlusion of eyes in extreme close up. These must be
satisfied, however, most of the constraints are soft constraints. Each of the soft
constraints in each group are satisfied in the best possible way with respect to
other constraints in their respective groups using the weighted constraint method
or any other method appropriate for that particular constraint. In this way,
camera motion constraints and visual constraints will produce two acceptable
domains with the most appropriate desired position in their respective centres.
The position having the least total cost for these two groups of constraints will
be the position of the camera.

Once the camera is positioned there, the centre of view is determined by con-
sidering the related constraints. Finally, the field of view is adjusted by using
its related constraints. These two are also adjusted smoothly. The strategy de-
scribed here is very similar to that of the real cameraman as he moves the camera
smoothly to the best possible position and adjusts the centre of view and field
of view accordingly.

3.3 Strategy for Using the Weights

Knowing the behaviour of the camera position (corresponding to visual con-
straints) and motion (corresponding to motion constraints) in relation to their
respective weights, the camera module can control the camera in an informed
way. Different strategies can be used for different types of shots to determine
the appropriate weights for that type of shot. An example strategy would be to
use a very restrictive domain (maybe a one point domain in the extreme case)
for the camera motion constraints in the first attempt. More weight is given to
visual constraints so that the solution lies on the outer isocurve of the restrictive
domain of camera motion.

If there is no common region in the first attempt, the camera motion domain
can be relaxed to its maximum acceptable range, but more weight can be given to
it so that the solution lies within its domain. This can be achieved by searching
along the bounding isocurve of visual constraints that bounds the acceptable
region of visual constraints. If the second attempt fails, the domain for the visual
constraints can be relaxed and the visual constraints can be given higher priority
than the motion constraints. If the third attempt fails but still then we need a
solution, the domain for the visual constraints can be relaxed to its maximum
extent and the higher weight is maintained. The visual quality of the image may
be very poor. This option can be used in such cases as during the computation
of the next shot for which it is not possible to cut in the current frame.
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This hierarchy of decision is based on the relative importance of frame co-
herent movement of the camera versus the visual effect of the scene. The above
hierarchy may be modified if the shot demands differently.

4 Solving for Camera Position

We consider only one scenario where the visual constraints have higher prefer-
ence than the motion constraints within the domain of motion constraints and
lower preference outside that. We also assume that all the weights are constant.
So, both the systems of isocurves will be either convex or concave in each quad-
rant. According to Theorem 2, if the desired position of camera according to
the visual constraints is inside the domain of the motion constraints then the
solution camera position is at that desired position, otherwise the solution cam-
era position will be at one of the points of contact of the outermost isocurve for
motion constraints with an isocurve for visual constraints where the cost of the
visual constraints is the minimum.

But there is no known exact solution for it. So, we need to search the outermost
isocurve for motion constraints to find the point where the total weighted cost of
the visual constraints is the minimum. We use a binary search in which the search
domain is successively refined into one half of its previous size and the search con-
tinues in the region which is known to contain the point with the minimum to-
tal weighted cost for the visual constraints. The search is described extensively in
Alam [1]. It finds the solution in real-time.

5 Conclusion

We have described our approach to automatic camera control in a virtual en-
vironment using a simple tracking shot of a single target in 2D without any
occluder. We use a weighted constraint representation for the camera control
problem. Here we consider only four constraints (visual distance, visual orien-
tation, motion distance and motion rotation), and apply them purely reactively
to enable their use in a dynamic environment. Each of these constraints has an
optimal value and a range of acceptable values. They give rise to the weights for
the constraints. This relieves the user of specifying the weights. The linear and
angular speed of the camera can be controlled by increasing or decreasing the
range of acceptable values of their respective constraints. Also the relative pri-
ority between the groups of visual and motion constraints can be used to guide
the motion of the camera. For this we do not need any specific value. There are
only three cases such as higher, lower or equal priority.

The camera control system has been implemented in a simple tracking shot
without occlusion. The result is satisfactory for different values of constraints
and their weights. In all the cases the camera motion is found to be very smooth
and there is no jerking in the camera.

We have already extended the method to 3D, and included occlusion and
collision avoidance constraints [Alam 1]. Other constraints can be investigated
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for inclusion in this framework. Determination of the maximum limits of the
radial and angular acceleration and deceleration of the camera in relation to its
radial and angular speed and visual requirements can be investigated.
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Abstract. This paper examines how one can obtain state of the art
Chinese word segmentation using global linear models. We provide ex-
perimental comparisons that give a detailed road-map for obtaining state
of the art accuracy on various datasets. In particular, we compare the
use of reranking with full beam search; we compare various methods for
learning weights for features that are full sentence features, such as lan-
guage model features; and, we compare an Averaged Perceptron global
linear model with the Exponentiated Gradient max-margin algorithm.

1 Introduction

The written form of many languages, including Chinese, do not have marks iden-
tifying words. Given the Chinese text “�������”, a plausible segmenta-
tion would be “��(Beijing)/���(university students)/��(competition)”
(Competition among university students in Beijing). However, if “����”
is taken to mean Beijing University, the segmentation for the above charac-
ter sequence might become “����(Beijing University)/�(give birth to)/�
�(competition)” (Beijing University gives birth to competition), which is less
plausible. Chinese word segmentation has a large community of researchers, and
has resulted in three shared tasks: the SIGHAN bakeoffs [1,2,3]. Word segmen-
tation can be treated as a supervised sequence learning (or tagging) task. As in
other tagging tasks, the most accurate models are discriminative models such
as conditional random fields (CRFs) [4], perceptron [5], or various max-margin
sequence models, such as [6,7]. [5] provides a common framework collectively
called global linear models to describe these approaches.

In this paper we show that using features that have been commonly used
for Chinese word segmentation, plus adding a few additional global features,
such as language model features, we can provide state of the art accuracy on
several standard datasets using global linear models. In particular, the accuracy
numbers obtained by our approach do not use any post-processing heuristics.
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Several types of ad-hoc post-processing heuristics are commonly used by other
systems to obtain high accuracy on certain data sets but not others. The main
contribution of this paper is to motivate the various choices that need to be made
while training global linear models. We provide experimental evidence for choices
made that provide state of the art accuracy for Chinese word segmentation.

2 Global Linear Models

Michael Collins [5] provides a common framework called global linear models for
the sequence learning task (also called tagging): Let x be a set of inputs, and
y be a set of possible outputs. In our experiments, x are unsegmented Chinese
sentences, and y are the possible word segmentations for x.

– Each x ∈ x and y ∈ y is mapped to a d -dimensional feature vector Φ(x,y),
with each dimension being a real number, summarizing partial information
contained in (x,y).

– A weight parameter vector w ∈ �d assigns a weight to each feature in Φ(x,y),
representing the importance of that feature. The value of Φ(x,y) · w is the
score of (x,y). The higher the score, the more plausible it is that y is the
output for x.

– The function GEN (x ) generates the set of possible outputs y for a given x.

Having Φ(x,y), w, and GEN (x ) specified, we would like to choose the highest
scoring candidate y∗ from GEN (x ) as the most plausible output. That is,

F (x) = argmax
y∈GEN(x)

p(y | x,w)

where F (x ) returns the highest scoring output y∗ from GEN (x ). A conditional
random field (CRF) [4] defines the conditional probability as a linear score for
each candidate y and a global normalization term:

log p(y | x,w) = Φ(x, y) ·w − log
∑

y′∈GEN(x)

exp(Φ(x, y′) · w)

In our experiments we find that a simpler global linear model that ignores the
normalization term is faster to train and provides comparable accuracy.

F (x) = argmax
y∈GEN(x)

Φ(x, y) · w

For this model, we learn the weight vector from labeled data using the perceptron
algorithm [5]. A global linear model is global is two ways: it uses features that
are defined over the entire sequence, and the parameter estimation methods are
explicitly related to errors over the entire sequence.



Training Global Linear Models for Chinese Word Segmentation 135

Table 1. Feature templates for (a) local features and (b) global features

1 word w
2 word bigram w1w2

3 single character word w
4 space-separated characters c1 and c2

5 character bigram c1c2 in any word
6 word starting with character c with length l
7 word ending with character c with length l
8 first and last characters c1 and c2 of any word
9 word w immediately before character c
10 character c immediately before word w
11 starting chars c1, c2 for 2 consecutive words
12 ending chars c1, c2 for 2 consecutive words
13 a word of length l and the previous word w
14 a word of length l and the next word w

(a)

15 sentence confidence score
16 sentence language model score

(b)

3 Feature Templates and Experimental Setup

In this section, we look at the choices to be made in defining the feature vec-
tor Φ(x, y). In our experiments the feature vector is defined using local feature
templates and global feature templates. For local features, the 14 feature types
from [8] are used, shown in Table 1a. The local features for the entire sequence
are summed up to provide global features.

In our experiments we also use global features previously used by [9,10] that
are not simply a sum of local features over the sequence. These features cannot
be decomposed into a sequence of local features, which we will henceforth refer
to as global features (the italics are important!), are listed in Table 1b.

Sentence confidence scores are calculated by a model that is also used as the
GEN function for the global linear model (for instance, in our experiments the
sentence confidence score is provided by a baseline character-based CRF tagger
and GEN is the n-best list it produces). Sentence language model scores are
produced using the SRILM [11] toolkit1. They indicate how likely a sentence
can be generated given the training data, and they help capture the usefulness
of features extracted from the training data. We use a trigram language model
trained on the entire training corpus. We normalize the sentence LM proba-
bility: P1/L, where P is the probability-based language model score and L is
the length of the sentence in words (not in characters). Using logs the value is
| log(P)/L |. We explore different methods for learning the weights for these global
features2.
1 http://www.speech.sri.com/projects/srilm/
2 Our global features are different from commonly used “global” features in the liter-

ature, which either enforce consistency in a sequence (e.g. ensuring that the same
word type is labeled consistently in the token sequence) or examine the use of a
feature in the entire training or testing corpus.
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We build a baseline system which is a character based tagger using only the
character features from Table 1a. We use the ’IOB’ tagset where each character
is tagged as ’B’ (first character of multi-character word), or ’I’ (character inside a
multi-character word), or ’O’ (indicating a single character word). The baseline
system is built using the CRF++ toolkit by Taku Kudo3. It is also used in
our reranking experiments as the source of possible segmentations for the GEN
function in our global linear models.

The experimental results are reported on datasets from the first and third
SIGHAN bakeoff shared task datasets [1,3]. From the 1st SIGHAN bakeoff we
use the Peking University (PU) dataset. From the 3rd SIGHAN bakeoff we use
the CityU (City University of Hong Kong), the MSRA (Microsoft Research Asia)
and UPUC (University of Pennsylvania and University of Colorado) datasets.
We strictly follow the closed track rules, where no external knowledge is used4.

4 Reranking vs. Beam Search

There are two choices for the definition of GEN in a global linear model:

– GEN(x) enumerates all possible segmentations of the input x. In this case,
search is organized either using dynamic programming or using beam search.

– GEN(x) is the n-best output of another auxiliary model and the global linear
model is used as a reranking model.

In this section we compare beam search with reranking across many different
corpora to test the strength and weakness of both methods.

Reranking. To produce a reranking system, we produce a 10-fold split of the
training data: in each fold, 90% of the corpus is used for training and 10% is used
to produce an n-best list of candidates. The n-best list is produced using the
character-based CRF tagger described earlier. The true segmentation can now
be compared with the n-best list in order to train using an averaged perceptron
algorithm [5] shown in Figure 1. This system is then used to predict the best
word segmentation from an n-best list for each sentence in the test data.

We used the development set of the UPUC corpus to find a suitable value
for the parameter n, the maximum number of n-best candidates. This oracle
procedure proceeds as follows: 80% of the training corpus is used to train the
CRF model, which is used to produce the n-best outputs for each sentence on
the remaining 20% of the corpus. Then, these n candidates are compared with
the true segmentation, and for each training sentence, the candidate closest to
the truth is chosen as the final output. As we increase the value of n, for some
sentences, its n-best candidate list is more likely to contain a segmentation that
will improve the overall F-score (Figure 2). To balance accuracy and speed, we
choose n = 20 in all our reranking experiments.
3 http://crfpp.sourceforge.net/
4 We do not even use the encoding of the dataset (dates and non-Chinese characters

are used in encoding-specific heuristics to improve performance, we do not do this).
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Inputs: Training Data 〈(x1, y1), . . . , (xm, ym)〉; number of iterations T
Initialization: Set w = 0, γ = 0, σ = 0
Algorithm:

for t = 1, . . . , T do
for i = 1, . . . , m do

y
′
i = argmax

y∈n-best list
Φ(xi, y) · w

yb is closest to yi in terms of f-score and yb ∈ n-best list
if y

′
i �= yb then

w = w + Φ(xi, y
b) − Φ(xi, y

′
i)

end if
σ = σ + w

end for
end for

Output: Avg. weight parameter vector γ = σ/(mT)

Fig. 1. Averaged perceptron learning algorithm using an n-best list
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Fig. 2. F-score on the UPUC development set with different n

We do not use the algorithm in Figure 1 to train the weights for the global
features defined in Table 1. The sentence confidence score feature weight and the
language model feature weight is chosen to be 15 for the CityU corpus, to be 15
for the MSRA corpus, and to be 20 for the UPUC corpus. The reason for this
choice is provided in Section 5.

Beam Search Decoding. In [8], instead of applying the n-best reranking
method, their word segmentation system uses beam search decoding [12], where
the global features are only those that are the sum of the local features.

In beam search, the decoder generates segmentation candidates incrementally.
It reads one character at a time from the input sentence, and combines it with each
existing candidate in two ways, either appending this new character to the last
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word, or considering it as the beginning of a new word. This combination process
generates segmentations exhaustively; that is, for a sentence with k characters, all
2k−1 possible segmentations are generated. In global linear models which contain
a normalization term it is common to use dynamic programming. However, for
mistake-driven training such as the perceptron, beam search is more effective. We
implemented the decoding algorithm following the pseudo-code described in [8]
which is based on the algorithm in [12]. The beam size B is used to limit the num-
ber of candidates preserved after processing each character. The performance of
the beam search system is compared with that of the n-best reranking system on
the PU corpus from the first SIGHAN bakeoff, and on the CityU, MSRA, UPUC
corpora from the third SIGHAN bakeoff (closed track). In the n-best reranking
system, 20 is chosen to be the maximum number of n-best candidates. Using the
approach described in Section 5 the weight for sentence confidence score and that
for language model score are determined to be 15 for the CityU and MSRA cor-
pora, 20 for the UPUC corpus, and 40 for the PU corpus. Similarly, using the dev
set, the training iterations were set to 7 for the CityU and MSRA corpora, 9 for
the UPUC corpus, and 6 for the PU corpus. In the beam search method, the beam
size was set to be 16 for all corpora, and the number of iterations was set to be 7,
7 and 9 for the CityU, MSRA and UPUC corpora, respectively, corresponding to
the iteration values we applied on each corpus in the reranking system. Table 2
shows the comparison between the averaged perceptron training using the beam
search method v.s. the reranking method. For each corpus, the bold number rep-
resents the highest F-score. From the result, we see that on the CityU, MSRA
and UPUC corpora, the beam search decoding based system outperforms the
reranking using only local features. However, reranking based with global features
is more accurate than the beam search decoding based system, except on the
PU corpus.

For the PU corpus from the first SIGHAN bakeoff, the reranking does worse
than beam search (and no better than the baseline). To see why we examine
how many sentences in the gold standard also appear within the 20-best can-
didate list. For each corpus test set, the results are: CityU (88.2%), MSRA
(88.3%), UPUC (68.4%), and PU (54.8%). For the PU test set, almost half of
the true segmentations are not seen in the 20-best list, which seriously affects
the reranking approach. While for the CityU and MSRA corpora, nearly 90%
of the gold standard segmentations appear in the 20-best candidate list. Beam
search has the advantage of not requiring a separate model to produce n-best
candidates, but training and testing are much slower than reranking5 and fur-
ther research is required to make it competitive with reranking for Chinese word
segmentation6.

5 We added the language model (LM) global feature as part of beam search, but could
not use it in our experiments as training was prohibitively slow. Rescoring the final
output using the LM probability led to lower accuracy.

6 In general, in this paper we are not making general claims about algorithms, but
rather what works and does not work for typical Chinese word segmentation datasets.
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Table 2. Performance (in percentage) comparing averaged perceptron with beam
search with reranking. F is F-score, P is precision, R is recall, RIV is in-vocabulary
(words in training) recall, and ROOV is out of vocabulary recall. CRF with subword
tagging is our implementation of [13]. Boldface is statistically significant improvement
over all other methods (see [14] for detailed results).

Corpus Setting F P R RIV ROOV

PU
Avg. perc. with beam search 94.1 94.5 93.6 69.3 95.1
Avg. perc. with reranking, global & local features 93.1 93.9 92.3 94.2 61.8
Avg. perc. with reranking, local features 92.2 92.8 91.7 93.4 62.3
Baseline character based CRF 93.1 94.0 92.3 94.1 61.5
CRF with subword tagging 91.9 91.7 92.2 94.5 53.5

CityU

Avg. perc. with beam search 96.8 96.8 96.8 97.6 77.8
Avg. perc. with reranking, global & local features 97.1 97.1 97.1 97.9 78.3
Avg. perc. with reranking, local features 96.7 96.7 96.6 97.5 77.4
Baseline character based CRF 95.7 95.7 95.7 96.5 78.3
CRF with subword tagging 95.9 95.8 96.0 96.9 75.2

MSRA

Avg. perc. with beam search 95.8 96.0 95.6 96.6 66.2
Avg. perc. with reranking, global & local features 95.8 95.9 95.7 96.9 62.0
Avg. perc. with reranking, local features 95.5 95.6 95.3 96.3 65.4
Baseline character based CRF 94.7 95.2 94.3 95.3 66.9
CRF with subword tagging 94.8 94.9 94.6 95.7 64.9

UPUC

Avg. perc. with beam search 92.6 92.0 93.3 95.8 67.3
Avg. perc. with reranking, global & local features 93.1 92.5 93.8 96.1 69.4
Avg. perc. with reranking, local features 92.5 91.8 93.1 95.5 68.8
Baseline character based CRF 92.8 92.2 93.3 95.5 70.9
CRF with subword tagging 91.8 91.0 92.7 95.2 66.6

5 Learning Global Feature Weights

In this section we explore how to learn the weights for those features that are
not simply the sum of local features. These so-called global features have an
important property: they are real numbers that correspond to the quality of the
entire segmentation, and cannot be identified with any portion of it. Algorithm 1
updates features for a segmentation but is restricted to local features collected
over the entire segmentation (see line 6 of Algorithm 1 where the weight vector
w is updated). For this reason, alternative strategies to obtain weights for global
features need to be explored.

Learning Weights from Development Data. We use development data to
determine the weight for the sentence confidence score Scrf and for the language
model score Slm.7 In this step, each training corpus is separated into a training
set, which contains 80% of the training corpus, and a development set containing
the remaining 20% of the training corpus. Then, the perceptron algorithm is
applied on the training set with different Scrf and Slm weight values, and for
various number of iterations. The weight values we test include 2, 4, 6, 8, 10,
7 This process is the same for all datasets. Heuristics are tuned per dataset.
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Fig. 3. F-scores on the (a) CityU, (b) MSRA, (c) UPUC development set for the avg.
perceptron algorithm, and (d) UPUC development set for the EG algorithm

15, 20, 30, 40, 50, 100 and 200, across a wide range of scales. The reason for
these discrete values is because we are simply looking for a confidence threshold
over which the sum of local features can override global features such as the
confidence score (cf. Figure 3). As we can see, there will be a significant number
of testing scenarios (i.e. 12×12 = 144 testing scenarios) in order to pick the most
suitable weight values for each corpus. To simplify the process, we assume that
the weights for both Scrf and Slm are equal – this assumption is based on the fact
that weights for these global features simply provide an importance factor so only
a threshold value is needed rather than a finely tuned value that interacts with
other feature weights for features based on local feature templates. Figure 3
shows the F-scores on each of the three corpora using different Scrf and Slm

weight values with different number of iterations t. From the tables, we observe
that when the weight for Scrf and Slm increases, F-score improves; however, if
the weight for Scrf and Slm becomes too large to overrule the effect of weight
learning on local features, F-score suffers. For our experiments, the weight for
Scrf and Slm is chosen to be 15 for the CityU corpus, 15 for the MSRA corpus,
and 20 for the UPUC corpus. Iterations over the development set also allow us
to find the optimal number of iterations of training for the perceptron algorithm
which is then used on the test set.
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Table 3. F-scores (in percentage) obtained by using various ways to transform global
feature weights and by updating their weights in averaged perceptron learning. The
experiments are done on the UPUC and CityU corpora.

Method F-score (UPUC corpus) F-score (CityU corpus)
held-out set test set held-out set test set

Without global features 95.5 92.5 97.3 96.7
Fixed global feature weights 96.0 93.1 97.7 97.1

Threshold at mean to 0,1 95.0 92.0 96.7 96.0
Threshold at mean to -1,1 95.0 92.0 96.6 95.9
Normalize to [0,1] 95.2 92.1 96.8 96.0
Normalize to [-1,1] 95.1 92.0 96.8 95.9
Normalize to [-3,3] 95.1 92.1 96.8 96.0
Z-score 95.4 92.5 97.1 96.3

Learning Weights from Training Data. The word segmentation system,
designed by Liang in [15], incorporated and learned the weights for real-valued
mutual information (MI) features by transforming them into alternative forms:

– Scale the values from [0,∞) into some fixed range [a, b], where the smallest
value observed maps to a, and the largest value observed maps to b.

– Apply z-scores instead of the original values. The z-score of value x from
[0,∞) is defined as x−μ

σ where μ and σ represent the mean and standard
deviation of the distribution of x values.

– Map any value x to a if x < μ, the mean value from the distribution of x
values, or to b if x ≥ μ.

We use Liang’s methods to learn weights for our two global features during
perceptron training, instead of manually fixing their weight using the develop-
ment set. We experiment with the transformations on the two global features
defined previously with the UPUC and CityU corpora8. Table 3 provides the per-
formance on their development and test sets. Z-scores perform well but do not
out-perform fixing global feature weights using the development set. The likely
reason is that the two global features have different properties than the MI fea-
ture. They do not have shared components across different training sentences
and they describe the entire sentence unlike the MI features.

6 Exponentiated Gradient

In this section, we explore the use of max-margin methods for global linear
models. In many tasks, the use of large margin or max-margin methods provides
better generalization error over unseen data. We would like to know if Chinese
word segmentation can benefit from a max-margin approach. We implement the
8 Due to the large number of experimental settings, we do not test on the CityU and

PU corpora due to their size.
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batch exponentiated gradient (EG) algorithm [6,7] with the same feature set as
the perceptron experiments, including the two global features defined previously,
and compare the performance on the UPUC corpus in the reranking setting.9

In EG, a set of dual variables αi,y is assigned to data points x. Specifically, to
every point xi ∈ x, there corresponds a distribution αi,y such that αi,y ≥ 0 and∑

y αi,y = 1. The algorithm attempts to optimize these dual variables αi,y for
each i separately. In the word segmentation case, xi is a training example, and
αi,y is the dual variable corresponding to each possible segmented output y for
xi. EG is also expressed as a global linear model:

F (x) = argmax
y∈GEN(x)

Φ(x, y) · w

The weight parameter vector w is expressed in terms of the dual variables αi,y :

w =
∑
i,y

αi,y [Φ(xi, yi) − Φ(xi, y)]

Given a training set {(xi, yi)}m
i=1 and the weight parameter vector w, the margin

on the segmentation candidate y for the ith training example is defined as the
difference in score between the true segmentation and the candidate y. That is,

Mi,y = Φ(xi, yi) ·w − Φ(xi, y) · w

For each dual variable αi,y, a new α
′
i,y is obtained as

α
′
i,y ← αi,yeη∇i,y∑

y αi,yeη∇i,y
where ∇i,y =

{
0 for y = yi

1 − Mi,y for y 	= yi

and η is the learning rate which is positive and controls the magnitude of the up-
date. In implementing the batch EG algorithm, during the initialization phase, the
initial values of αi,y are set to be 1/(number of n-best candidates for xi). In order to
get α

′
i,y, we need to calculate eη∇i,y . When each∇ in the n-best list is positively or

negatively too large, numerical underflow occurs. To avoid this, ∇ is normalized:

α
′
i,y ← αi,yeη∇i,y/

∑
y|∇i,y|∑

y αi,yeη∇i,y/
∑

y|∇i,y|

As before, the weight for global features is pre-determined using the develop-
ment set and is fixed during the learning process. Considering the difference in
training time between online update for perceptron learning and batch update
for EG method, the maximum number of iterations is set to be larger (T = 25) in
the latter case during parameter pruning. The weight for the global features are
9 Because EG is computationally expensive we test only on UPUC. We obtain F-score

of 93.1% on UPUC (lower than other corpora) so there is room for improvement
using max-margin methods, however the baseline CRF model performs quite well
on UPUC at F-score of 92.8%. This section is about comparing perceptron and EG.
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Table 4. Performance (percentage) of the EG algorithms, compared to the perceptron
learning methods. All are in the reranking setting. Cf. UPUC results in Table 2.

Setting F P R RIV ROOV

EG algorithm, global & local features 93.0 92.3 93.7 96.1 68.2
EG algorithm, local features 90.4 90.6 90.2 92.2 69.7
EG algorithm, global & local features, 9 iterations 92.4 91.7 93.1 95.5 67.6
Avg. perc. global & local features 93.1 92.5 93.8 96.1 69.4

tested with 2, 5, 10, 30, 50, 70, and 90. Figure 3(d) shows the performance on the
UPUC held-out set with various parameters. We select the number of iterations
to be 22 and the weight for global features to be 90, and apply these parameters
on the UPUC test set. Table 4 lists the resulting performance. Performance of
the EG method with 22 iterations and with the same number of iterations (9
iterations) as the averaged perceptron method is provided, along with the use
of different feature sets. The bold number represents the highest F-score.
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Fig. 4. EG algorithm convergence on UPUC

From Table 4, we see that
the averaged perceptron with
global features provides the
highest F-score. Continuing
to run the EG algorithm for
more iterations (T = 120)
with the weight of global
features being fixed at 90,
Figure 4 shows the conver-
gence in terms of the pri-
mal and dual objective func-
tions. From the figure, we can
see that the algorithm does
in fact converge to the max-
imum margin solution on this
data set. However, at itera-
tion 120, the F-score remains
0.930, which is the same as the F-score produced in the 22nd iteration.

7 Accuracy

In this section, we compare the accuracy we obtain with the best known accu-
racy (to our knowledge) on each dataset from the first and third SIGHAN bake-
off [1,3]. On the PU corpus, we replicate the result in [8] and obtain F = 0.941
which is the best accuracy on that dataset. On the UPUC corpus the best result
is obtained by Site 2010. They use date and non-Chinese character information
in their features (this depends on the encoding). Plus one local feature they use
10 Due to lack of space, we omit full references and ask that the reader refer to [1,3].
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is the tone of the character which we do not use. They do not report results with-
out the date and non-Chinese character features (they created these features for
the training data using clustering). Their overall result using a log-linear tagger
is F = 0.933 which is better than our result of F = 0.931. On the MSRA corpus
the best result is obtained by Site 32. They use three different kinds of post-
processing: dictionary based heuristics, date specific heuristics, and knowledge
about named entities that is added to the training data. Without any post-
processing, using a log-linear tagger with n-gram features the result obtained is
F = 0.958 which matches our score of F = 0.958. On the CityU corpus, the best
result is obtained by Site 15. They build a specialized tagger for non-Chinese
characters using clustering, plus template-based post-processing. Without these
steps the accuracy is F = 0.966 compared to our score of F = 0.971. Our system
(avg. perceptron with global & local features) is the only one that consistently
obtains good performance across all these datasets except for the Peking Uni-
versity (PU) dataset11.

8 Summary

In this paper, we explore several choices in building a Chinese word segmentation
system. We explore the choice between using global features or not, and the
choices involved in training their feature weights. In our experiments we find that
using a development dataset to fix these global feature weights is better than
learning them from data directly. We compare reranking versus the use of full
beam search decoding, and find that further research is required to make beam
search competitive in all datasets. We explore the choice between max-margin
methods and an averaged perceptron, and find that the averaged perceptron is
typically faster and as accurate for our datasets. We show that our methods lead
to state of the art accuracy and provide a transparent, easy to replicate design
for highly accurate Chinese word segmentation.
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Abstract. This paper extends the logic of Knowledge, Belief and Certainty 
from one agent to multi-agent systems, and gives a good combination between 
logic of knowledge, belief, certainty in multi-agent systems and actions that 
have concurrent and dynamic properties. Based on it, we present a concurrent 
dynamic logic of knowledge, belief and certainty for MAS, which is called 
CDKBC logic. Furthermore, a CDKBC model is given for interpreting this 
logic. We construct a CDKBC proof system for the logic and show the proof 
system is sound and complete, and prove the validity problem for the system is 
EXPTIME-complete. 

1   Introduction 

Modal logic has been proved to be a good tool for the formal representation of proper-
ties in systems or programs, such as knowledge, belief and many other mental atti-
tudes. Since 1962, a special kind of modal logics called epistemic logic (or the logic 
of knowledge) and belief logic were introduced [1] and have been investigated widely 
in philosophy [2], computer science [3], artificial intelligence [4], and game theory 
[5].  However, these logics can not describe the change of knowledge and of beliefs 
although their static counterparts provide wonderful ways to formalize systems. 

In 1979, Fisher and Ladner proposed the idea of dynamic logic [6]. Following this 
idea, researchers proposed and investigated the propositional dynamic logic, the first-
order dynamic logic [7], dynamic epistemic logic [8-12], concurrent dynamic logic 
[13,14], and concurrent dynamic epistemic logic [15]. Though these logics can 
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express the dynamic properties of knowledge, belief and certainty, they just consider 
the combination of dynamic logic and one-dimension modal logics instead of multi-
dimension modal ones, which has more expressive power.  

The notion of knowledge, belief and certainty was first introduced by Lenzen [2]. 
Lenzen listed many syntactic properties of the notion for knowledge, belief and cer-
tainty, but he did not give any of their semantics. Kaile Su presented a computation-
ally grounded logic of knowledge, belief and certainty [16]. Lamarre and Shoham 
provided a model theory of knowledge, belief and certainty, but they rejected S5 [17]. 
However the above logics are just for one agent and did not consider the concurrent 
and dynamic properties of knowledge, belief and certainty. 

The aim of this paper is to develop a concurrent dynamic logic of knowledge, belief 
and certainty for MAS (Multi-Agent System). And we will also present the proof sys-
tem and then show its soundness and completeness. Our logic has the following signifi-
cance. Firstly, it extends the logic of knowledge, belief, and certainty with concurrent 
dynamic modality [α]. Secondly, the knowledge operator and common knowledge 
operator satisfy the S5n

C axioms, but the belief operators Bi and certainty operator Ci 
need not satisfy the S5n. Thirdly, the modality [α] has concurrent properties and we 
consider also the loop execution of action in order to express some statements such as 
“ϕ is true in every state that is reached after executing α an even number of times”, 
which can not be expressed in the logic of [15]. 

2    A Concurrent Dynamic CDKBC Model for MAS 

In order to present a concurrent dynamic model, we see first an example. 

Example 1. Let us consider the scenario depicted in Figure1: There are four squares 
in a 2×2 square, the bottom right one is dirty. Suppose that there are two robots and 
robot 1 stands at the top left one and robot 2 stands at the top right one. The robots 
can move up or down or left or right and can move from one square to another 
neighboring square. But the robots’ moving-direction sensors are broken. And so they 
may get incorrect perception about its location. For instance, if a robot moves down 
from square (0,0) into square (0,1), it may think it moved right into square (1,0); thus 
the robot may confuse square (0,1) with (1,0). In the same way, the robot cannot cor-
rectly distinguish square (0,0) from square (1,1). Therefore, what a robot perceive of 
the environment maybe is different from the environment.  

An action is robot’s moving from one square into another square. For example, ro-
bot 1 moving left is an action. Thus, the action set ACT1 of the first robot consists of 
four actions, and robot 1 moving left and right and up and down are denoted respec-
tively by a11 and a12 and a13 and a14. The action set ACT2 of the second robot consists 
of four actions too, and robot 2 moving left and right and up and down are denoted 
respectively by a21 and a22 and a23 and a24. So the action set ACT consists of eight 
actions. We assume the goal of system (or say the task of two robots) is that two ro-
bots (one with a broom and one with a dustpan) move into the same square where is 
dirty so that they can clean the square. To say in detail, in every step, two robots con-
currently excute the actions chosen nondeterministicly from four actions respectively, 
and after some steps like this, they stand in the same dirty square and all feel certainty 
that they are standing in the same square and believe the square is dirty. 
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(0,0), clean (1,0), clean 

(0,1), clean (1,1), dirty 

Fig. 1. The scenario with four squares where three squares are clean and the other is dirty 

The example is related to “certainty’ , ‘belief’ and concurrent actions. In order to 
solve situations like example above, we present a model, called Concurrent Dynamic 
model of knowledge, certainty, and belief, which consists of an environment and n 
agents.  

We denote these n agents by the set {1,2,…,n}. Assume that every agent may not 
perceive of the environment completely and correctly, because of the device, network 
and etc. So what an agent perceives of environment maybe is different from environ-
ment. We divide a system state into two parts which one is environment state part 
(external state) and the other is agent state part (internal state) .An environment state is 
divided into n parts, which the i-th part is visible to agent i and is denoted as sen

i. The 
environment state is denoted by sen. It is obvious that sen=( sen

1, sen
2,…, sen

n). Notice that 
sen

i  and sen
j are overlapping partly, where i,j =1,2,…n. After perceiving the i-th part of 

environment, agent i gets its local state which is denoted as sin
i  (i=1,2,…,n). We call sin 

as an internal state and sen as an external state or environment state. A global state s is a 
pair of an environment state and an internal state. Namely s=(sen, sin)=(sen

1, sen
2,…, sen

n, 
sin

1, sin
2,…, sin

n). We denote the set of all global states of system by S. 
Given a global state s=(sen, sin)= (sen

1, sen
2,…, sen

n, sin
1, sin

2,…, sin
n), we denote sen

i 
and sin

i  by envi(s), inti(s) (i=1,2,…,n). Next we define three kinds of relations ki, Bi 
and Ci . 

Let s and t be two global states. For every agent i, if inti(s) = inti(t), then we say that 
s and t are indistinguishable to agent i from the view point of knowledge and write 
s～i

k t. Define relation ki={(s, t)| s∈S, t∈S, s～i
k t }(i=1,2,…,n). We denote the set of 

all relations ki ( i=1,2,…,n ) by k.  
For every agent i, if inti(t)=envi(t)=envi(s), then we say that s and t are indistin-

guishable to agent i from the view point of belief and write s～i
Bt. Define relation 

Bi={(s, t)| s∈S, t∈S, s～ i
B t }(i=1,2,…,n). We denote the set of all relations Bi 

( i=1,2,…,n ) by B.   
For every agent i, if inti(t)=envi(s), then we say that s and t are indistinguishable to 

agent i from the view point of certainty and write s�i
C t. Define relation Ci={(s, t)| s∈S, 

t∈S, s～i
C t }(i=1,2,…,n). We denote the set of all relations Ci ( i=1,2,…,n ) by C. 

In our model, we assume that knowledge, belief and certainty can change. Namely, 
our model is dynamic. The change in knowledge, belief and certainty results from 
actions performed by agents. We denote the set of all actions of all agents by Act. For 
every action α∈Act, we introduce a binary relation [α] between a state and a set of 
states, which is associated with action α. (s,W)∈[α] iff executing the action α in state s 
leads to the set W of states. We denote the set of all binary relations [α] (α∈Act) by Λ.  

Now we define concurrent dynamic model. Let Φ is a set of atomic propositions, 
used to describe basic facts about the system. Formally, a concurrent dynamic model 
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CDKBC of knowledge, belief and certainty for n agents over Φ and Act is a tuple 
M=(S, V, K, B, C, Λ) such that: 

S is the set of all global states of system. Every element of S can be denoted by 
s=(sen, sin)= (sen

1, sen
2,…, sen

n, sin
1, sin

2,…, sin
n). 

V: Φ→2S is a function, which to every atomic proposition, gives the set of all states 
in which the atomic proposition is true. We define a valuation function π, which as-
signs truth values to atomic propositions at every environment state. Thus, for every 
atomic proposition p and a global state s, we have π(s)(p)= π(sen)(p)∈{true, false}, 
which sen= (sen

1, sen
2,…, sen

n) is the environment state. Therefore, two different states 
that have the same environment states have the same truth valuation. Obviously, we 
can get V from π, and also get π from V. Thus, sometimes, we write M=(S, V, K, B, C, 
Λ) as M=(S, π, K, B, C, Λ). 
K is the set of all relations Ki associated with agent i 
B is the set of all relations Bi associated with agent i 
C is the set of all relations Ci associated with agent i 
Λ is the set of all binary relations [α] associated with the action α (α ∈Act) 

Let Mn(Φ, Act) be the class of all CDKBC models for n agents over Φ and Act. For 
notational convenience, we write Mn instead of Mn(Φ, Act).      

Proposition 1. The relations Ki is an equivalent relation. 
It is easy to prove the proposition by their definitions.  
Let RK

i (s)={t | (s ,t) ∈ Ki }, RB
i (s)= {t | (s ,t) ∈ Bi } and RC

i (s)= {t | (s ,t) ∈ Ci }.  

Proposition 2. For any model M∈ Mn and any state s∈S, we have RB
i (s) ⊆ RC

i (s). 
It is not difficult to prove the proposition by the definitions of RC

i (s) and RB
i (s).   

3   Concurrent Dynamic Logic of Knowledge, Belief and Certainty 

In this section, we introduce a Concurrent Dynamic Logic of Knowledge, Belief and 
Certainty, which is called CDKBC logic. The semantics of CDKBC logic is given in 
terms of CDKBC model above. 

3.1   Syntax  

Given a set P of atomic propositions, the language Ln of CDKBC logic is defined by 
the following BNF grammar: 

<wff>::= any element of P | ¬<wff>| <wff>∧<wff>| Ki<wff>| Bi<wff> | Ci<wff> | 
EG<wff>|CG<wff> | [α]<wff> 

The actions are defined as follows: 
α::=?α | (α;β) | (α||β) | (α∪β)| α*  

The modality Ki allows us to represent the information that is instantaneously know-
able or perceivable about  the environment. Thus, the formula Kiϕ means ϕ is know-
able or perceivable about environment to agent i. Biϕ means that the agent i believes 
the property ϕ. Ciϕ means that the agent i feels certainty of the fact ϕ. Here we assume 
that every agent may not perceive of the environment completely and correctly, be-
cause of the device, network and etc. So the agent who believes a proposition may be 
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not aware that the proposition might be false. G be a nonempty subset of {1,2,…,n}. 
EGϕ means that every agent in G knows ϕ, CGϕ means that ϕ is common knowledge of 
all agents in G.. The formula [α]ϕ, where ϕ is a formula and α is an action in Act, is 
interpreted to mean that ϕ is true after action α.  

The action ?α is a test, action (α;β) is a sequential execution, (α||β) is a concurrent 
execution, action (α∪β) is a nondeterministic choice, and action α* is loop execution 
(meaning repeating 0 or more times, nondeterministically ). 

3.2   Semantics 

In order to define the semantics of CDKBC logic (on CDKBC model), we introduce 
two operators between relations. Assume that R , R1 and R2 are binary relations, we 
define the composition R1 ο R2 of two relations R1 and R2  as a binary relation {(u, W) | 
∃W1 such that (u, W1) ∈ R1 and ∀v∈ W1, ∃W2 such that (v, W2) ∈ R2, W =∪v∈W1{ W2 | 
(v, W2) ∈ R2}, and define R1 • R2  as a binary relation {(u, W) | ∃W1 such that (u, W1) 
∈R1, ∃W2 such that (u, W2) ∈R2, W = W1∪W2}[15]. Rn is defined inductively: R1 =R 
and Rn+1 =Rn ο R [7].  

According to the definitions above, the binary relation [α] can be extended to all 
actions as follows: 
  [α;β] =[α] ο[β]  
  [α||β]= [α] • [β]  
  [α∪β] = [α]∪[β] 
  [α*] = ∪n≥0 [α]n  

Let G be a nonempty subset of {1,2,…,n}. Define a state to be G-reachable from 
state s in k steps (k≥1) if there exist states s0,s1,…,sk such that s0=s, sk= t and for all j 
with 0≤j≤ k-1, there exists i∈G such that sj～

i
K sj+1.  We say t is G-reachable from s if 

t is G-reachable from s in k steps for some k≥1. 
Now given M=(S, π, K, B, C, Λ) , we define the interpretation of CDKBC logic 

formula ϕ by induction on the structure of ϕ as follows: 

(M, s)|= p iff π(s)(p)=true 
(M, s)|= ¬ ϕ iff (M, s)|≠ ϕ 
(M, s)|= ϕ∧ψ iff (M, s)|= ϕ and (M, s)|= ψ 
(M, s)|= Kiϕ iff (M, t)|= ϕ for all t such that s～i

Kt 
(M, s)|= Biϕ iff (M, t)|=ϕ for all t such that s～i

B t 
(M, s)|= Ciϕ iff (M, t)|= ϕ for all t such that s～i

C t 
(M, s)|= EGϕ iff (M, s)|= Kiϕ for all i∈G . 
(M, s)|= CGϕ iff (M, t)|= ϕ for all t that are G-reachable from s. 
(M, s)|= [α]ϕ iff for all W such that (s, W)∈[α]: ∃t∈W, (M, t)|=ϕ 
(M, s)|= [?ψ]ϕ iff (M, s)|= ψ⇒ϕ 

Now we explicate some intuitions about knowledge, certainty, and belief. The se-
mantic of Kiϕ means that not only ϕ is true of the environment, but also agent i per-
ceive correctly the environment. The semantic of Ciϕ captures the intuition behind 
‘certainty’ that, to agent i, the facts of which it feels certain appear to knowledge. 
Thus ‘John is certain that’ is equivalent to ‘John is certain that John knows that’. The 
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intuition behind ‘belief’ is that, agent i believes property ϕ but ϕ may be false of  
environment. For example, a robot believes that there is an obstacle in front of it, but 
maybe there is none. 

3.3   A Case Study 

We take still the example above. In the example, a global state can be represented as 
((x1e, y1e), z1, (x2e, y2e), z2, (x1, y1), Z1, (x2, y2), Z2), Where x1e, y1e, z1, x2e, y2e, z2, x1, y1, 
Z1, x2, y2, Z2 are Boolean value, (x1e, y1e) and (x2e, y2e) indicate the locations that the 
first robot and the second robot are at respectively. z1 expresses whether the square of 
the robot 1 is dirty, z2 expresses whether the square of the robot 2 is dirty, (x1, y1) and 
(x2, y2) are used for what the first robot and the second robot perceive about their 
locations respectively. 

Z1 is the first robot’s conjecture about the invisible part z1 of the environment. Z2 is 
the second robot’s conjecture about the invisible part z2 of environment. 
According to the discussion above, we have several constraints on these variables: 
x1e∧y1e⇔z1 and x2e∧y2e⇔z2 hold, which indicates that only square (1,1) is dirty; 
(x1e⇔y1e)⇔ (x1⇔y1) and (x2e⇔y2e)⇔ (x2⇔y2) hold, which means that robots can 
distinguish two neighboring squares; 

Assume that we have a set Φ of primitive propositions, which we can think of as 
describing basic facts about the system. We may here take {p, q} as the set Φ of 
primitive propositions, which p represents if two robots stand in the same room and q 
represents if the square where the first robot is standing is dirty. So, for the environ-
ment state senv=((1,0), 0, (1,0), 0), we may naturally define π(senv)(p)=true and 
π(senv)(q)=false. We assume the goal of system is that two robots (one with a broom 
and one with a dustpan) move into the same square where is dirty so that they can 
clean the square. To say in detail, in every step, two robots execute concurrently the 
actions chose nondeterministicly from four actions respectively, after some steps like 
this, they stand in the same dirty square and two robots feel certainty that they are 
standing in the same square, and believe the square is dirty. Thus the goal can be 
represented as ((a11∪a12∪a13∪a14)||(a21∪a22∪a23∪a24))*(p∧q∧C1(p∧q)∧C2(p∧q) 
∧B1(p∧q)∧B2(p∧ q)). 

4   The CDKBC Proof System 

In this section, we discuss the CDKBC proof system. It is mainly based on the dy-
namic logic [7], the dynamic epistemic logic [8], the concurrent logic [15] and the 
logic of knowledge, belief and certainty [16]. 

The CDKBC proof system consists of following axioms and inference rules: 

A1.  All tautologies of propositional calculus 
A2.  (Kiϕ ∧ Ki(ϕ⇒ψ)) ⇒ Ki(ψ) , i=1,2,…,n  
A3.  Kiϕ ⇒ ϕ , i=1,2,…,n  
A4.  Kiϕ ⇒ KiKiϕ , i=1,2,…,n  
A5.  ¬Kiϕ ⇒ Ki¬Kiϕ , i=1,2,…,n  
A6.  EGϕ⇔∧i∈GKiϕ 
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A7.  CGϕ ⇒ (ϕ∧EGCGϕ) 
A8.  (Biϕ∧Bi(ϕ⇒ψ)) ⇒ Bi(ψ), i=1,2,…,n  
A9.  (Ciϕ∧Ci(ϕ⇒ψ)) ⇒ Ci(ψ), i=1,2,…,n 
A10.  Ci ϕ ⇒ Ci Ki ϕ, i=1,2,…,n  
A11.  Ci ϕ ⇒ Biϕ, i=1,2,…,n 
A12. [α](ϕ ⇒ψ) ⇒ ([α]ϕ ⇒ [α]ψ) 
A13. [α](ϕ∧ψ) ⇔ ([α]ϕ∧[α]ψ) 
A14. [?ϕ]ψ ⇔ (ϕ ⇒ψ) 
A15. [α;β]ϕ ⇔ [α][β]ϕ 
A16. [α||β]ϕ ⇔ ([α]ϕ∨[β]ϕ) 
A17. [α∪β]ϕ ⇔ ([α]ϕ∧[β]ϕ)  
A18. ϕ∧[α][α*]ϕ ⇔[α*]ϕ 
A19. ϕ∧[α*](ϕ ⇒ [α]ϕ)⇒ [α*]ϕ 
A20. Ki[α]ϕ ⇒ [α]Kiϕ , i=1,2,…,n 
R1.  From ϕ and ϕ ⇒ψ infer ϕ ⇒ψ  
R2.  From ϕ infer Kiϕ∧Ciϕ  
R3.  Form ϕ⇒ EG(ψ∧ϕ) infer ϕ⇒ CGψ 
R4.  From ϕ infer [α]ϕ 

Note that because we have that |−Ciϕ ⇒ Biϕ, the proof system doesn’t need to in-
clude the inference rule: from ϕ infer Biϕ. 

Proposition 3. For any ϕ, ψ∈Ln , any structure M∈ Mn, and any agent i, 
  (a) M |= Ciϕ ⇒ Biϕ. 
  (b) M |= Ciϕ ⇒ CiKiϕ. 
  (c) M |= [α](ϕ∧ψ) ⇔ ([α]ϕ∧[α]ψ) . 
  (d) M |= [α||β]ϕ ⇔ ([α]ϕ∨[β]ϕ). 
  (e) M |= ϕ∧[α][α*]ϕ ⇔[α*]ϕ. 

Proof.  
(a) Assume that (M,s)|=Ciϕ , then ∀t∈RB

i(s), by Proposition 2, we have t∈ RC
i (s). 

According to the assumption, it follows that (M,t)|=ϕ. By the semantics of Biϕ, it 
follows that (M,s)|= Biϕ. Using the same way as above, we have that if (M,s)|= Kiϕ 
then (M,s)|=Ciϕ. 
(b). Suppose that (M,s)|=Ciϕ, then for every state t with inti(t)= envi(s), we have that 
(M,t)|=ϕ. To prove (M,s)|=CiKiϕ, we must prove that ,for every state u with inti(u)= 
envi(s), we have that (M,u)|=Kiϕ. It suffices to prove that, for every state v with 
inti(v)= inti(u), (M,v)|=ϕ. However, we can get inti(v)= envi(s) from inti(u)= envi(s) and 
inti(v)= inti(u). Thus, from (M,s)|=Ciϕ, we have that (M,v)|=ϕ. This proves that M 
|=Ciϕ ⇒CiKiϕ.  
(c) We first prove M |= [α](ϕ∧ψ) ⇒ ([α]ϕ∧[α]ψ). If M |= [α](ϕ∧ψ), then for all 
s∈S, (M, s) |= [α](ϕ∧ψ), and so (M,t)|= ϕ and (M,t)|=ψ for all t such that (s, W)∈[α] 
and t∈W. Hence, (M, s)|= [α]ϕ and (M, s)|= [α]ψ. So M |=([α]ϕ∧[α]ψ), and it fol-
lows that M |= [α](ϕ ∧ψ) ⇒ ([α]ϕ∧[α]ψ). We can similarly prove M |= 
([α]ϕ∧[α]ψ) ⇒ [α](ϕ ∧ψ). Therefore, M |=[α](ϕ ∧ψ) ⇔ ([α]ϕ∧[α]ψ).  
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(d) Let M|= [α||β]ϕ, then for all s∈S, (M, s)|=[α||β]ϕ. Hence for all W such that (s, 
W)∈ [α||β], we have that ∃t∈W, (M, t)|= ϕ, where (s, W1) ∈[α]and (s, W2) ∈ [β] and 
W = W1∪W2. Hence, if t∈ W1, then (M, s)|= [α]ϕ, and if t∈ W2, then (M, s)|= [β]ϕ. 
Namely, (M, s)|= ([α]ϕ∨[β]ϕ). Therefore, M |=[α||β]ϕ⇒([α]ϕ∨[β]ϕ). In a similar 
way, by semantics of action, we can also prove M |=([α]ϕ∨[β]ϕ)⇒ [α||β]ϕ.   
(e) Let M|= ϕ∧[α][α*]ϕ, then for all s∈S, we have that (M, s)|= ϕ∧[α][α*]ϕ. It fol-
lows that (M, s)|= ϕ and (M, s)|=[α][α*]ϕ. By the definition of [α*], (M, s)|= [α*]ϕ. 
Therefore, (M, s)|= ϕ∧[α][α*]ϕ⇒ [α*]ϕ and M|=ϕ∧[α][α*]ϕ⇒ [α*]ϕ. The proof of 
other direction is easy.                                                                                                     

Theorem 1. The CDKBC proof system is sound with respect to Mn. 

By the Proposition 3 and the theorem 3.3.1 in [3], the proof of the soundness is 
straightforward. 

5   Completeness and Complexity 

In this section, we prove some fundamental results about the CDKBC proof system. 

5.1   Completeness 

One of our important results is the completeness of the CDKBC proof system. The 
proof of completeness is based on [7,15,18]. We first extend Fischer-Ladner closure. 
5.1.1  The extended Fischer-Ladner closure.  
We start by defining two functions: 
EFL: Φ→2Φ 

EFL1:{[α]ϕ|α ∈Act, ϕ∈Φ}→2Φ 
The function EFL is defined inductively as follows: 
EFL(p)={p}    p is an atomic proposition 
EFL(¬ϕ)={¬ϕ}∪EFL(ϕ) 
EFL(ϕ∧ψ)={ϕ∧ψ}∪EFL(ϕ)∪EFL(ψ) 
EFL(Kiϕ)={Kiϕ}∪EFL(ϕ)∪EFL(Ciϕ)  
EFL(Biϕ)={Biϕ}∪EFL(ϕ) 
EFL(Ciϕ)={Ciϕ}∪EFL(ϕ)∪EFL(Biϕ) 
EFL(CGϕ)={ CGϕ}∪EFL(ϕ)∪{KiCGϕ:i∈G}  
EFL([α]ϕ)=EFL1([α]ϕ)∪EFL(ϕ) 
The function EFL1 is defined inductively as follows: 
(a)  EFL1([α]ϕ)={[α]ϕ}   α is an atomic program (or action) 
 EFL1([α∪β]ϕ)={[α∪β]ϕ}∪EFL1([α]ϕ)∪EFL1([β]ϕ) 
EFL1([α∩β]ϕ)={[α∩β]ϕ}∪EFL1([α]ϕ)∪EFL1([β]ϕ) 
EFL1([α;β]ϕ)={[α;β]ϕ}∪EFL1([α][β]ϕ)∪EFL1([β]ϕ) 
EFL1([α*]ϕ)={[α*]ϕ}∪EFL1([α][α*]ϕ) 
EFL1([?ψ]ϕ)={[?ψ]ϕ}∪EFL1(ψ) 
To any formula ϕ , we call EFL(ϕ) as the extended Fischer-Ladner closure of ϕ.  
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Proposition 4. If ϕ∈Ln, then ϕ∈ EFL(ϕ).  
5.1.2  Filtration 
Let Kripke structure M=(S, V, K, B, C, Λ), to prove the completeness, we first con-
struct the structure M’=(S’, V’, K’, B’, C’, Λ’) from M, where  
S’={Γ | Γis maximal consistent set}; 
V’(ϕ)={Γ | ϕ∈Γ }； 
Ki’is defined as follows：Γ～i

K Δ iff { w | Kiw ∈Γ}={ w | Kiw ∈Δ}, Bi’and Ci’are 
defined simillarly； 
m’(α)={(Γ, W)| [α]ϕ∈Γ, and W ={Δ|ϕ∈Δ}}。 

Given a formula and a Kripke structure M’, according to the section 5.1.1, we de-
fine a binary relation ≡ on states M’of by: 
u ≡ v iff ∀ψ∈ EFL(ϕ)(u∈ V’(ψ)⇔v∈V’(ψ))。 
Let  
[u]= u/EFL(ϕ)={v | v ≡ u };  
E([u])={ v | v ∈ S’,[v]=[u]}; 
[W]={[t]| t∈W}; 
E([W])={ v | v∈E([t]), t∈W }; 
By EFL(ϕ), we have a new structure M’/EFL(ϕ)=(S’/EFL(ϕ),V’/EFL(ϕ), K’EFL(ϕ), B’/ 

EFL(ϕ),C’/EFL(ϕ), Λ’/EFL(ϕ)), where: 
S’/EFL(ϕ)={[u] | u ∈S’}； 
V’/EFL(ϕ) (ψ)={[u] | u ∈V’(ψ)}； 
Ki’/EFL(ϕ) is defined：[u]～i

K / EFL(ϕ) [v] iff u～i
K v； 

Bi’/EFL(ϕ), Ci’/EFL(ϕ) are defined similarly； 
m’/EFL(ϕ)(α)={([u], [W])| (v, W)∈m’(α)}。 

To be similar to [7]，we have following propositions： 

Proposition 5.  For all ψ∈ EFL(ϕ), u∈V’(ψ) iff [u]∈V’/EFL(ϕ)(ψ)。 

Proposition 6.  For all [α]ψ∈ EFL(ϕ) 
If (u, W)∈m’(α) then ([u], [W])∈ m’/EFL(ϕ) (α)； 
If ([u], [W])∈ m’/EFL(ϕ) (α), and u∈V’/EFL(ϕ) ([α]ψ)，then W ⊆V’/EFL(ϕ)(ψ)。 

5.1.3  Completeness. 
We can prove the following small model theorem easily. 

Theorem 2 (Small Model Theorem). If ϕ is satisfied in Mn, thenϕ is satisfied in a 
CDKBC model with no more than 2|ϕ| states. 

By [18], in order to prove the completeness, we only need to prove the truth lemma 
for M’/EFL(ϕ) , which difficulty is to prove the case <α>CGψ of ϕ. To ensure that the 
true lemma holds for sentences of the form <α>CGψ, we need the definition of good 
path: a good path from Γ∈M’/EFL(ϕ) for <α>CGψ is a path Γ=Γ0～K1’Γ1～K2’Γ2…～

Kn’Γn  (Ki’∈G, i=1,2…,n) which is satisfied with three following conditions: 
(1)  There are n actions αi(i=1,2…,n) such that α=α0～K1’ α1～K2’ α2…～Kn’ αn  

(Ki’∈G, i=1,2…,n); 
(2)  <αi>Τ∈Γi(i=1,2…,n); 
(3)  <αn>ψ∈Γn。 
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For a good path, we have two similar propositions in [18] 

Proposition 7. Suppose [α]CGψ∈EFL(ϕ), if there is a good path from Γ∈M’/EFL(ϕ) for 
<α>CGψ then <α>CGψ∈Γ0. 

Proposition 8. If Γ0∧<α>CGψ is a consistent formula then there is a good path from 
Γ∈M’/EFL(ϕ) for <α>CGψ. 

This ensures that the truth lemma holds. 

Proposition 9. (Truth Lemma) If ϕ is a consistent formula of Ln, then for all 
ψ∈EFL(ϕ) and [Γ]∈M’/EFL(ϕ) then it holds that (M’/EFL(ϕ),[Γ])|=ψ iff ψ∈[Γ]. 

Theorem 3.  For any ϕ∈Ln, if |=ϕ then |-ϕ. 
Proof. Suppose it does not hold that |-ϕ , then ¬ϕ is a consistent formula and so must 
be in some maximal consistent formula of Ln. By proposition 4, it follows that 
¬ϕ∈EFL(¬ϕ), so ¬ϕ∈[Γ] .By proposition 9, it holds that (M’/EFL(ϕ),[Γ])|=¬ϕ, this 
contradicts with |=ϕ. Therefore it holds that |-ϕ. 

5.2   Complexity 

Proposition 10.  A formula ϕ is satisfiable with respect to CDKBC Mn iff ϕ is Mn-
consistent. 

Proof.  Let ϕ be satisfiable with respect to Mn. If ϕ is not Mn-consistent, then ¬ϕ is 
provable in Mn. By the Theorem 1, ¬ϕ is valid with respect to Mn, and so ϕ is not 
satisfiable with respect to Mn. Hence ϕ is Mn-consistent. For the other direction, if ϕ is 
Mn-consistent, then using the same method in section 5.1, we can prove that ϕ is satis-
fiable with respect to Mn..                                                                                                 

Proposition 11. If ϕ is Mn-consistent, then ϕ is satisfiable in some CDKBC model M 
with at most 2|ϕ|  states.  

Proof. Let sub(ϕ) be the set of all subformulas of ϕ and 
sub+(ϕ)=sub(ϕ)∪{¬ψ|ψ∈sub(ϕ)}. And let Acon(ϕ) be the set of maximal CDKBC 
Mn-consistent subsets of sub+(ϕ). Being similar to Lemma 3.1.2 of [3], we can show 
that every CDKBC Mn-consistent subsets of sub+(ϕ) can be extend to a maximal 
CDKBC Mn-consistent subset of sub+(ϕ), which is an element of Acon(ϕ). Because ψ 
is Mn-consistent, a member of Acon(ϕ) contains only ψ or ¬ψ for every formula 
ψ∈sub(ϕ). So |Acon(ϕ)| is at most 2|sub(ϕ)|. Because |sub(ϕ)|<=|ϕ|, |Acon(ϕ)|<=2|ϕ|. 

We now construct a model Mϕ=(Sϕ, V, K, B, C, Λ), which is almost the same as that 
of section 5.1, except that we take Sϕ={sv|v∈Acon(ϕ)}. It is obvious that 
|Sϕ|=|Acon(ϕ)|<=2|ϕ|. Like the proposition 6, we can show that if v∈Acon(ϕ), then for 
all ψ∈sub+(ϕ), we have (Mϕ, sv)|=ψ iff ψ∈v. From proposition 6, we have ϕ is satisfi-
able in Mϕ. The proposition has been proved.                                                                

Proposition 12. A formula ϕ is satisfiable with respect to CDKBC Mn iff ϕ is satisfi-
able in some CDKBC model with at most 2|ϕ| states. 

€

€
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Proof. If ϕ is satisfiable with respect to CDKBC Mn, by proposition 10, then ϕ is Mn 
-consistent. And by proposition 11, ϕ is satisfiable in some CDKBC model M with 
at most 2|ϕ|  states. For the other direction, if ϕ is satisfiable in some CDKBC model 
M with at most 2|ϕ|  states, then obviously ϕ is also satisfiable with respect to 
CDKBC Mn.                                                                                                                

Now we discuss the validity problem for Mn (or the provability problem for CDKBC 
proof system). 

Theorem 4. The validity problem for CDKBC Mn and provability problem for 
CDKBC system are decidable. 

Proof. To decide if ϕ is provable in CDKBC proof system needs only to check if ¬ϕ 
is CDKBC consistent. We now discuss how to check if ¬ϕ is CDKBC consistent. 

By the Propositions 10, 11, 12, we have that ¬ϕ  is CDKBC consistent iff ¬ϕ is satis-
fiable with respect to some CDKBC model M with at most 2|ϕ| states. So we can simple 
construct every model with at most 2|ϕ| states. Note that the number of these models is 
finite. Then we can check if ¬ϕ is true at some state in one of these models.                   

Theorem 5. The complexity of provability problem for CDKBC system is 
EXPTIME-complete. 

Proof. Because Propositional Dynamic Logic (PDL) is part of CDKBC logic, Fisher 
and Ladner has proved that provability problem of proof system for PDL is 
EXPTIME-complete [6], which implies that the complexity of provability problem for 
CDKBC system is EXPTIME-complete.   

6   Conclusions 

The paper extends logic of Knowledge, Belief and Certainty from one agent to multi-
agent systems, and gives a good combination between logic of knowledge, belief and 
certainty in multi-agent system and actions that have concurrent and dynamic proper-
ties. Based on it, we present a concurrent dynamic logic of knowledge, belief and 
certainty for MAS, which is called CDKBC logic. A CDKBC model is given for in-
terpreting this logic. The relations between Knowledge, Belief and Certainty are also 
discussed, which certainty appears to knowledge and certainty entails belief. We con-
struct a CDKBC proof system for the logic and show the proof system is sound and 
complete. We also prove the validity problem for the system is EXPTIME-complete 
and give an application of the logic. 
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Enumerating Unlabeled and Root Labeled Trees
for Causal Model Acquisition

Yang Xiang, Zoe Jingyu Zhu, and Yu Li
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Abstract. To specify a Bayes net (BN), a conditional probability table
(CPT), often of an effect conditioned on its n causes, needs to be as-
sessed for each node. It generally has the complexity exponential on n.
The non-impeding noisy-AND (NIN-AND) tree is a recently developed
causal model that reduces the complexity to linear, while modeling both
reinforcing and undermining interactions among causes. Acquisition of
an NIN-AND tree model involves elicitation of a linear number of prob-
ability parameters and a tree structure. Instead of asking the human
expert to describe the structure from scratch, in this work, we develop a
two-step menu selection technique that aids structure acquisition.

1 Introduction

To specify a BN, a CPT needs to be assessed for each non-root node. It is often
advantageous to construct BNs along the causal direction, in which case a CPT is
the distribution of an effect conditioned on its n causes. In general, assessment of
a CPT has the complexity exponential on n. Noisy-OR [7] is the most well known
causal model that reduces this complexity to linear. A number of extensions have
also been proposed such as [4,3,5]. However, noisy-OR, as well as related causal
models, can only represent reinforcing interactions among causes [9]. The NIN-
AND tree [9] is a recently proposed causal model. As noisy-OR, the number
of probability parameters to be elicited is linear on n. Furthermore, it allows
modeling of both reinforcing and undermining interactions among causes. The
structure of causal interactions is encoded as a tree of a linear number of nodes
which must be elicited in addition.

An NIN-AND tree can be acquired by asking the expert to describe the tree
structure from scratch. When the number of causes is more than 3, describing the
target NIN-AND tree accurately may be challenging. In this work, we develop a
menu selection technique that aids the structure acquisition. We propose a com-
pact representation through which an NIN-AND tree structure is depicted as a
partially labeled tree of multiple roots and a single leaf, called a root-labeled tree.
As there are too many root-labeled trees for a given number of causes, we divide
the menu selection into 2 steps. In the first step, the human expert is presented
with an enumeration of unlabeled trees for the given number of causes, and is
asked to select one. In the second step, the expert is presented with an enumera-
tion of root-labeled trees that are isomorphic to the selected unlabeled tree. The

Y. Gao and N. Japkowicz (Eds.): Canadian AI 2009, LNAI 5549, pp. 158–170, 2009.
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two-step menu selection reduces significantly the total number of alternatives to
be presented. It lowers the overall cognitive load to the expert and is expected
to improve the accuracy and efficiency of NIN-AND tree model acquisition.

To implement the two-step menu selection, a proper set of tree structures
must be enumerated at each step. For the first step, we draw from a technique
from phylogenetics [2] for counting evolutionary tree shapes, which are unlabeled
trees of a single root and multiple leaves. We extend the technique for counting
to an algorithm for enumeration (generation) of unlabeled trees of multiple roots
and a single leaf. For the second step, we develop a new algorithm to enumerate
root-labeled trees isomorphic to a given unlabeled tree.

2 Background

This section is mostly based on [9]. An uncertain cause is a cause that can pro-
duce an effect but does not always do so. Denote a set of binary cause variables
as X = {c1, ..., cn} and their effect variable (binary) as e. For each ci, denote
ci = true by c+

i and ci = false by c−i . Similarly, denote e = true by e+ and
e = false by e−.

A causal event refers to an event that a cause ci caused an effect e to occur
successfully. Denote this causal event by e+ ← c+

i and its probability by P (e+ ←
c+
i ). The causal failure event, where e is false when ci is true, is denoted as

e+ 	← c+
i . Denote the causal event that a set X = {c1, ..., cn} of causes caused e

by e+ ← c+
1 , ..., c+

n or e+ ← x+. Denote the set of all causes of e by C. The CPT
P (e|C) relates to probabilities of causal events as follows: If C = {c1, c2, c3},
then P (e+|c+

1 , c−2 , c+
3 ) = P (e+ ← c+

1 , c+
3 ).

Causes reinforce each other if collectively they are at least as effective in
causing the effect as some acting by themselves. If collectively they are less
effective, then they undermine each other. The following defines the 2 types of
causal interactions generally.

Definition 1. Let R = {W1, W2, ...} be a partition of a set X of causes, R′ ⊂ R,
and Y = ∪Wi∈R′Wi. Sets of causes in R reinforce each other, iff ∀R′ P (e+ ←
y+) ≤ P (e+ ← x+). Sets of causes in R undermine each other, iff
∀R′ P (e+ ← y+) > P (e+ ← x+).

Disjoint sets of causes W1, ..., Wm satisfy failure conjunction iff

(e+ 	← w+
1 , ..., w+

m) = (e+ 	← w+
1 ) ∧ ... ∧ (e+ 	← w+

m).

That is, collective failure is attributed to individual failures. They also sat-
isfy failure independence iff P ((e+ 	← w+

1 ) ∧ ... ∧ (e+ 	← w+
m)) = P (e+ 	←

w+
1 ) ... P (e+ 	← w+

m). Disjoint sets of causes W1, ..., Wm satisfy success con-
junction iff e+ ← w+

1 , ..., w+
m = (e+ ← w+

1 )∧ ...∧ (e+ ← w+
m). That is, collective

success requires individual effectiveness. They also satisfy success independence
iff P ((e+ ← w+

1 ) ∧ ... ∧ (e+ ← w+
m)) = P (e+ ← w+

1 ) ... P (e+ ← w+
m). It has

been shown that causes are reinforcing when they satisfy failure conjunction and
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Fig. 1. (Left) Direct NIN-AND gate. (Middle) Dual NIN-AND gate. (Right) The
structure of a NIN-AND tree causal model.

independence, and they are undermining when they satisfy success conjunction
and independence. Hence, undermining can be modeled by a direct NIN-AND
gate (Fig. 1, left), and reinforcement by a dual NIN-AND gate (middle).

As per Def. 1, a set of causes can be reinforcing (undermining), but the set
is undermining (reinforcing) with another set. Such causal interaction can be
modeled by a NIN-AND tree. As shown in Fig. 1 (right), causes c1 through c3
are undermining, and they are collectively reinforcing c4. The following defines
NIN-AND tree models in general:

Definition 2. The structure of an NIN-AND tree is a directed tree for effect e
and a set X = {c1, ..., cn} of occurring causes.

1. There are 2 types of nodes. An event node (a black oval) has an in-degree
≤ 1 and an out-degree ≤ 1. A gate node (a NIN-AND gate) has an in-degree
≥ 2 and an out-degree 1.

2. There are 2 types of links, each connecting an event and a gate along input-
to-output direction of gates. A forward link (a line) is implicitly directed. A
negation link (with a white oval at one end) is explicitly directed.

3. Each terminal node is an event labeled by a causal event e+ ← y+ or e+ 	←
y+. There is a single leaf (no child) with y+ = x+, and the gate it connects
to is the leaf gate. For each root (no parent; indexed by i), y+

i
⊂ x+,

y+
j
∩ y+

k
= ∅ for j 	= k, and

⋃
i y+

i
= x+.

4. Inputs to a gate g are in one of 2 cases:
(a) Each is either connected by a forward link to a node labeled e+ ← y+,

or by a negation link to a node labeled e+ 	← y+. The output of g is
connected by a forward link to a node labeled e+ ← ∪iy

+
i
.

(b) Each is either connected by a forward link to a node labeled e+ 	← y+,
or by a negation link to a node labeled e+ ← y+. The output of g is
connected by a forward link to a node labeled e+ 	← ∪iy

+
i
.

An NIN-AND tree model for effect e and its causes C can be obtained by eliciting
its structure (with |C| roots) and |C| single-cause probabilities P (e+ ← c+

i ) one
for each root event in the structure. The CPT P (e|C) can then be derived using
the model.
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By default, each root event in a NIN-AND tree is a single-cause event, and all
causal interactions satisfy failure (or success) conjunction and independence. If
a subset of causes do not satisfy these assumptions, suitable multi-cause prob-
abilities P (e+ ← x+), where X ⊂ C, can be directly elicited and incorporated
into the NIN-AND tree model. The default is assumed in this paper.

Some additional notations used in the paper are introduced below. The num-
ber of combinations of n objects taken k at a time without repetition is denoted
C(n, k). We assume that the n objects are integers 0 through n − 1. Each com-
bination is referred to as a k-combination of n objects. We assume n < 10 and
k-combinations can be stored in an array, say, cb. Thus we refer to the i’th k-
combination by cb[i]. We denote the number of k-combinations of n objects with
repetition by C′(n, k). Note C′(n, k) = C(n + k − 1, k).

A partition of a positive integer n is a set of positive integers which sum to
n. Each integer in the set is a part. A base of m units is a tuple of m positive
integers s = (sm−1, ..., s0). A mixed base number associated with a base s is a
tuple x = (xm−1, ..., x0) where 0 ≤ xi < si. Each xi (i > 0) has the weight
wi = si−1 ∗ ... ∗ s0 and the weight of x0 is 1. Each integer k in the range 0
through sm−1∗ ...∗s0−1 can be represented as a mixed base number x such that
k =

∑m−1
i=0 xi ∗ wi. For base b = (3, 2), integers 0 through 5 can be represented

in that order as (0, 0), (0, 1), (1, 0), (1, 1), (2, 0), (2, 1). We denote an array z of k
elements by z[0..k − 1].

3 Compact Representation of NIN-AND Tree Structure

NIN-AND tree models allow a CPT of generally exponential complexity to be
obtained by eliciting a tree structure and a linear number of probabilities of
single-cause events. [9] relies on the human expert to describe the tree topol-
ogy. When the number of causes is more than 3, accurate description may be
cognitively demanding. As we will show, for 4 causes, there are 52 alternative
NIN-AND tree structures.

A better alternative is to show the expert a menu of all possible structures
from which one can be selected. To construct the menu, we need to enumerate
alternative structures. To facilitate the enumeration, we seek a compact repre-
sentation of NIN-AND tree structure.

First, we observe that the NIN-AND tree structure in Fig. 2 and that in
Fig. 1 (right) correspond to the same causal model. In both structures, causes
c1 through c3 are undermining, and they are collectively reinforcing c4. We re-
gard the structure in Fig. 2 as superfluous and that in Fig. 1 (right) as minimal,
according to Def. 3 below. Our first step towards a compact structure represen-
tation is to adopt minimal structures.

Definition 3. Let τ be an NIN-AND tree structure. If τ contains a gate t that
outputs to another gate g of the same type (direct or dual), delete t and connect
its inputs to g. If such deletion is possible, τ is superfluous. Apply such dele-
tions until no longer possible. The resultant NIN-AND tree structure is minimal.
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Fig. 2. An NIN-AND tree structure corresponding to the same causal model as that
in Fig. 1 (right)

In a minimal NIN-AND tree structure, if the leaf gate g is a direct gate, then
all gates outputting to g are dual, and their inputs are all from direct gates.
That is, from the leaf towards root nodes, gates alternate in types.

This alternation implies that, for every minimal NIN-AND tree structure τ
with a direct leaf gate, there exists a minimal NIN-AND tree τ ′ replacing each
gate in τ with its opposite type, and vice versa. Therefore, if we know how to
enumerate NIN-AND tree structures for a given number of causes and with a
direct leaf gate, we also know how to enumerate structures with a dual leaf gate.
Hence, our second step towards a compact structure representation is to focus
only on minimal structures with direct leaf gates.

In a minimal structure with a direct leaf gate, types of all other gates are
uniquely determined. If all root events are specified (i.e., root nodes labeled),
then the causal event for every non-root node is uniquely determined. Note,
however, specification of root events is partially constrained. For example, in
Fig. 1 (right), since the leaf gate is dual, every root event connected to the top
gate must be a causal success (rather than failure). Hence, our third step towards
a compact structure representation is to omit labels for all non-root nodes.

In an NIN-AND tree structure, each gate node is connected to its unique
output event. Hence, out final step towards a compact structure representa-
tion is to omit each gate node and connect its input event nodes to its output
node.

As the result, our compact representation of the structure of each NIN-AND
tree model is a minimal tree consisting of event nodes with only root nodes
labeled. Its (implicit) leaf gate is a direct gate. Fig. 3 (a) shows the resultant
representation for the NIN-AND tree in Fig. 1 (right). Following the convention
in Def. 2, all links are implicitly directed (downwards away from labeled nodes).
We refer to the graphical representation as root-labeled tree. Note that left-right
order of parents makes no difference. For instance, Fig. 3 (b) is the same root-
labeled tree as (a), whereas (c) is a different root-labeled tree from (a).

Theorem 1 establishes the relation between enumeration of root-labeled trees
and enumeration of NIN-AND tree model structures.
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Fig. 3. Compact representations of NIN-AND tree structures

Theorem 1. Let Ψ be the collection of NIN-AND tree models for n causes and
Ψ ′ be the collection of root-labeled trees with n roots. The following hold:

1. |Ψ | = 2 |Ψ ′|.
2. For each NIN-AND tree model in Ψ , a unique tree in Ψ ′ can be obtained by

minimizing the structure of the model, removing its gate nodes, and removing
labels of non-root nodes.

3. For each tree in Ψ ′, minimal structures of 2 NIN-AND tree models in Ψ can
be obtained by adding gate nodes to the tree, labeling the leaf gate as direct
or dual, and labeling other non-root nodes accordingly.

4 Enumeration of Unlabeled NIN-AND Tree Structures

Due to Theorem 1, we can enumerate NIN-AND tree model structures for n
causes by enumerating root-labeled trees with n roots. The list of structures can
then be presented to the expert for menu selection. However, when n > 3, there
are too many root-labeled trees (and twice as many minimal model structures).
With 4 roots, there are 26 root-labeled trees corresponding to 52 minimal NIN-
AND tree model structures. With 5 roots, the numbers are 236 and 472.

To reduce the cognitive load to the expert, we divide the menu selection
into 2 steps. In the first step, only unlabeled trees will be presented. With 4
roots, the menu size is 5. After the expert selects an unlabeled tree, either root-
labeled trees or minimal NIN-AND tree structures corresponding to the choice
will be presented for the second selection. For instance, if the unlabeled tree
corresponding to Fig. 3 (a) is selected in the first step, a total of 4 root-labeled
trees (or 8 NIN-AND tree structures) will be presented for second selection: at
most 5+8 = 13 items (rather than 52) presented in both steps. The two-step
selection can be repeated until the expert is satisfied with the final selection.
The advantage is the much reduced total number of menu items presented.

To realize the two-step menu selection, we first need to enumerate unlabeled
trees (of a single leaf) given the number of roots. Many methods of tree enumera-
tion in the literature, e.g., [1,8,6], do not address this problem. One exception is a
technique from phylogenetics [2] for counting evolutionary tree shapes. The tech-
nique is closely related to our task butneeds tobe extendedbefore being applicable:

First, [2] considers unlabeled directed trees with a single root and multiple
leaves (called tips). Those trees of a given number of tips are counted. What we
need to consider are unlabeled directed trees with a single leaf and multiple roots.
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This difference can be easily dealt with, which amounts to reversal of directions
for all links. Second, [2] represents these trees with a format incompatible with
the standard notion of graph, where some link is connected to a single node
instead of two (see, for example, Fig. 3.5 in [2]). Third, [2] considers only counting
of these trees, while we need to enumerate (generate) them.

Nevertheless, the idea in [2] for counting so called rooted multifurcating tree
shapes is an elegant one. Algorithm EnumerateUnlabeledTree(n) extends it to
enumerate unlabeled trees with a single leaf and a given number n of roots.

Algorithm 1. EnumerateUnlabeledTree(n)
Input: the number of roots n.
1 initialize list T1 to include a single unlabeled tree of one leaf and one root;
2 for i = 2 to n,
3 enumerate partitions of i with at least 2 parts;
4 for each partition ptn of t distinct parts (p0, ..., pt−1),
5 create arrays z[0..t− 1], s[0..t − 1] and cbr[0..t − 1][][];
6 for j = 0 to t − 1,
7 z[j] = number of occurrences of pj in ptn;
8 m = |Tpj |;
9 s[j] = C′(m, z[j]);
10 cbr[j] stores z[j]-combinations of m objects with repetition;
11 count = 1;
12 for j = 0 to t − 1, count = count ∗ s[j];
13 for q = 0 to count − 1,
14 convert q to a mixed base number b[0..t − 1] using base s[0..t − 1];
15 subtree set S = ∅;
16 for j = 0 to t − 1,
17 if z[j] = 1, add tree Tpj [b[j]] to S;
18 else get combination cb = cbr[j][b[j]];
19 for each number x in cb, add tree Tpj [x] to S;
20 T ′ = MergeUnlabeledT ree(S);
21 add T ′ to Ti;
22 return Tn;

Line 1 creates T1 = (T1[0]) with T1[0] shown in Fig. 4 (a). The first iteration
(i = 2) of for loop started at line 2 creates T2 = (T2[0]) with T2[0] shown in
Fig. 4 (b). The next iteration (i = 3) creates T3 = (T3[0], T3[1]) shown in (c) and

(b)

T  [0]2T  [0]1

(a) T  [2]4
T  [6]5 T  [17]6(c)

T  [0]3

(d)

T  [1]3

(e) (f) T  [9](g) 5 (h) T  [27]6(i)

Fig. 4. (a), (b) The only unlabeled tree of one and 2 roots, respectively. (c), (d) The
only trees of 3 roots. (e) A tree of 4 roots. (f), (g) Trees of 5 roots. (h), (i) Trees of 6
roots. Links are implicitly directed downwards.
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(d). The loop continues to build each tree list of an increasing number of roots,
until the list for i = n roots is obtained.

In line 3, the set of partitions of i with 2 or more parts is obtained. For in-
stance, for i = 4, the set is {{3, 1}, {2, 2}, {2, 1, 1}, {1, 1, 1, 1}}. For i = 5, the set
is {{4, 1}, {3, 2}, {3, 1, 1}, {2, 2, 1}, {2, 1, 1, 1}, {1, 1, 1, 1, 1}}. Each partition sig-
nifies how a tree of 4 roots can be assembled from subtrees. For example, {3, 2}
means that a tree of 5 roots can be assembled by merging a subtree of 3 roots
(an element of T3) with a subtree of 2 root (an element of T2). The for loop
started at line 4 iterates through each partition to enumerate the corresponding
trees. Lines 5 through 12 count the number of trees from the given partition
and specify indexes of subtrees to be merged in cbr[]. For each new tree, lines 13
through 21 retrieve relevant subtrees and merge them.

If a part p appears in a partition once (counted by z[j] in line 7), then list Tp

contributes one subtree to each new tree. This can be done in m = |Tp| ways
(line 8). It is counted by s[j] in line 9, where C′(m, 1) = C(m, 1) = m. The
cbr[j] in line 10 will be (cbr[j][0], ..., cbr[j][m − 1]) where each cbr[j][k] = (k)
is a 1-combination that indexes the m elements in Tp. For example, consider
the iteration of the for loop started at line 4 with ptn = {3, 2} and hence
(p0, p1) = (3, 2). After line 10, we have occurrence counting (z[0], z[1]) = (1, 1).
It is used to produce s[0] = C′(2, 1) = 2, s[1] = C′(1, 1) = 1, and combinations
(cbr[0][0], cbr[0][1]) = ((0), (1)) and cbr[1][0] = (0).

The total number of distinct trees due to the partition is counted by the
product of s[j]. For instance, line 12 produces count = 2, which says that there
are 2 unlabeled trees in T5 due to partition {3, 2}.

If a part p appears in a partition z[j] > 1 times, then list Tp contributes
z[j] subtrees to each new tree. This can be done in C′(m, z[j]) ways (line 8).
It is counted by s[j] in line 9. For example, consider the iteration of the for
loop started at line 4 with ptn = {3, 3} and hence p0 = 3 and z[0] = 2. Now
s[0] = C′(2, 2) = 3 and (cbr[0][0], cbr[0][1], cbr[0][2]) = ((0, 0), (1, 0), (1, 1)).

Each iteration of the for loop started at line 13 obtains a new tree in Ti. The
relevant subtrees from earlier tree lists are retrieved and then merged into a new
tree. Consider ptn = {3, 2}, (s[0], s[1]) = (2, 1), (cbr[0][0], cbr[0][1]) = ((0), (1))
and cbr[1][0] = (0) mentioned above. For q = 1, line 14 produces (b[0], b[1]) =
(1, 0). Each iteration of the for loop started at line 16 adds one or more subtrees
to S based on the mixed base number b[]. Since (z[0], z[1]) = (1, 1), the first
iteration adds T3[1] to S and the next iteration adds T2[0]. They are merged
into unlabeled tree T5[6] shown in Fig. 4 (f).

Next, consider ptn = {3, 3}, s[0] = 3, and (cbr[0][0], cbr[0][1], cbr[0][2]) =
((0, 0), (1, 0), (1, 1)). The loop started at line 13 iterates 3 times. For q = 2, we
have b[0] = 2. At line 18, cb = cbr[0][2] = (1, 1). At line 19, 2 copies of T3[1] (see
Fig. 4) are added to S.

Next, consider MergeUnlabeledTree(). Two unlabeled trees t and t′ of i and
j ≥ i roots respectively may be merged in 3 ways to produce a tree of i+j roots:

M1 Their leaf nodes are merged, which is how T2[0] is obtained from 2 copies of
T1[0] (see Fig. 4).
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M2 The leaf of t′ become the parent of the leaf of t, which is how T3[0] is obtained
from T1[0] and T2[0]. Note that roles of t and t′ cannot be switched.

M3 Both leaf nodes may become the parents of a new leaf node, which is how
T2[0] and T3[1] are merged to produce T5[6].

When k > 2 subtrees are merged into a new tree, 2 subtrees are merged first
and the remaining subtrees are merged into the intermediate tree one by one.
Which of the 3 ways of merging is used at each step is critical. Incorrect choice
produces some trees multiple times while omitting others. The resultant Ti will
not be an enumeration. MergeUnlabeledTree() is detailed below:

Algorithm 2. MergeUnlabeledTree(S)
Input: a set S of k ≥ 2 unlabeled (sub)trees.
1 sort trees in S in ascending order of number of roots as (t0, ..., tk−1);
2 if t0 has one root and t1 has one root, merge them to t by M1;
3 else if t0 has one root and t1 has 2 or more roots, merge them to t by M2;
4 else merge them to t by M3;
5 for i = 2 to k − 1,
6 if ti has one root, merge t and ti to t′ by M1;
7 else merge t and ti to t′ by M2;
8 t = t′;
9 return t;

EnumerateUnlabeledTree(n) correctly enumerates unlabeled trees of n roots.
A formal proof of correctness is beyond the space limit. Our implementation
generates list Tn whose cardinality is shown in Table 1 for n ≤ 10:

Table 1. Cardinality of Tn for n ≤ 10

n 1 2 3 4 5 6 7 8 9 10
|Tn| 1 1 2 5 12 33 90 261 766 2312

5 Enumerate Root-Labeled Trees Given Unlabeled Tree

To realize the second step of menu selection, we enumerate root-labeled trees
for a given unlabeled tree of n roots. Since left-right order of causal events into
the same NIN-AND gate does not matter, the number of root-labeled trees is
less than n!. We propose the following algorithm based on the idea of assigning
labels to each group of roots with mirror subtree (defined below) handling. It
enumerates root-labeled trees correctly, although a formal proof is beyond space
limit. The root-labeled trees are plotted as they are enumerated.

Algorithm 3. EnumerateRootLabeledTree(t)
Input: an unlabeled tree t of n roots.

1 if all root nodes have the same child;
2 label roots using n labels in arbitrary order;
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3 plot the root-labeled tree;
4 grp = grouping of roots with the same child nodes;
5 search for mirror subtrees using grp;
6 if no mirror subtrees are found, EnumerateNoMirrorRLT(t, grp);
7 else EnumerateMirrorRLT(t, grp);

Lines 1 to 3 handle cases such as T3[1] (Fig. 4). Otherwise, roots of the same
child nodes are grouped in line 4. For T5[6] (Fig. 4), we have 2 groups of sizes
2 and 3. Two labels out of 5 can be assigned to the left group of size 2 in
C(5, 2) = 10 ways and the right group can be labeled using remaining labels.
Hence, T5[6] has 10 root-labeled trees. It contains no mirror subtrees (which we
will explain later) and line 6 is executed, as detailed below:

Algorithm 4. EnumerateNoMirrorRLT(t, grp)
Input: an unlabeled tree t of r roots without mirror subtree; grouping grp of roots with
common child nodes.
1 n = r;
2 g = number of groups in grp;
3 for i = 0 to g − 2,
4 k = number of roots in group i;
5 s[i] = C(n, k);
6 cb[i] stores k-combinations of n objects without repetition;
7 n = n − k;
8 count = 1;
9 for i = 0 to g − 2, count = count ∗ s[i];
10 for i = 0 to count − 1,
11 initialize lab[0..r − 1] to r root labels;
12 convert i to a mixed base number b[0..g − 2] using base s[0..g − 2];
13 for j = 0 to g − 2,
14 get combination gcb = cb[j][b[j]];
15 for each number x in gcb, label a root in group j by lab[gcb[x]];
16 remove labels indexed by gcb from lab[];
17 label roots in group g − 1 using labels in lab[];
18 plot the root labeled tree;

In EnumerateNoMirrorRLT(), lines 3 to 7 process roots group by group. For
each group (except the last one) of size k, the number of ways that k labels can
be selected from n is recorded in s[i]. Here, n is initialized to the number of
roots (line 1), and is reduced by k after each group of size k is processed (line 7).
The labels in each selection are indexed by cb[i]. Lines 8 and 9 count the total
number of root labeled trees isomorphic to t.

Lines 10 and onwards enumerate and plot each root-labeled tree. Tree index
i is converted to a mixed base number b[]. Each b[j] is then used to retrieve the
label indexes in cb[i] (line 14). The label list lab[] is initialized in line 11, whose
elements are used to label a root group in line 15, and the list is updated in line
16. The first g − 1 groups are labeled in the for loop of lines 13 to 16. The last
group is labeled in line 17.

Next, we consider T4[2] in Fig. 4 (e). It has 2 root groups of size 2 and the left
group can be assigned 2 labels in C(4, 2) = 6 ways. However, half of them switch
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Table 2. Number of mirror subtrees that may be present in a tree of n roots

n 1 2 3 4 5 6 7
T2[0] 0 0 0 2 2 2 or 3 2 or 3
T3[0] 0 0 0 0 0 2 2
T3[1] 0 0 0 0 0 2 2

the labeling between left and right group in the other half. Hence, the number
of root-labeled trees for T4[2] is 3, not 6. Applying EnumerateNoMirrorRLT()
to T4[2] would be incorrect. We define mirror subtrees for such cases.

Definition 4. A subtree s in an unlabeled tree t is a subgraph consisting of a
non-root, non-leaf node of t (as the leaf of s) and all its ancestors in t.

Two subtrees s and s′ are mirror subtrees if they are isomorphic, each has
more than one root node, and the leaf of s and the leaf of s′ have the same path
length from the leaf of t in t.

T4[2] in Fig. 4 (e) has 2 mirror subtrees, each of which is a copy of T2[0], and
so does T5[9] in (g). T6[17] in (h) has 2 mirror subtrees, each of which is a copy
of T3[0]. T6[27] in (i) has 3 mirror subtrees, each of which is a copy of T2[0].
None of the other trees in Fig. 4 has mirror subtrees. In general, a tree of n ≥ 4
roots may have mirror subtrees from T[n/2], where [.] denotes the floor function.
Table 2 shows the possible number and type of mirror subtrees for n ≤ 7.

At line 5 of EnumerateRootLabeledTree(), mirror subtrees are searched. Most
trees are rejected based on their grp. Otherwise, if the grp of a tree is compatible
with a pattern in Table 2, its leaf is removed, splitting it into subtrees recursively,
and possible mirror subtrees are detected. If mirror subtrees are found, at line 7,
EnumerateMirrorRLT() is performed. We present its idea but not pseudocode.

Suppose an unlabeled tree t with mirror subtrees and n roots have k ≤ n
roots in mirror subtrees. If n − k > 0, remaining roots are labeled first in the
same way as EnumerateNoMirrorRLT(). Then, for each partially root-labeled
tree, mirror subtrees are root-labeled. For example, for T5[9] in Fig. 4 (g), the
left-most root can be labeled in 5 ways as usual, using up one label. The first
mirror subtree is labeled in C(4, 2)/2 = 3 ways, using up another 2 labels. The
second mirror subtree is then labeled using the remaining labels. For T6[27] in
(i), the first mirror subtree is labeled in C(6, 2)/3 = 5 ways, using up 2 labels.
The second mirror subtree is labeled in C(4, 2)/2 = 3 ways, using up another
2 labels. The third mirror subtree is then labeled using the remaining labels.
Table 3 shows the number of root-labeled trees given some unlabeled trees in
Fig. 4 as enumerated by our implementation of EnumerateRootLabeledTree().

Table 3. Number of root-labeled trees for some given unlabeled trees

Unlabeled tree T4[2] T5[6] T5[9] T6[17] T6[27]
No. root-labeled trees 3 10 15 90 15
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Table 4. Toal number of root-labeled trees with n roots

n 1 2 3 4 5 6 7
No. root-labeled trees 1 1 4 26 236 2752 39208

Table 4 shows the total number of root-labeled trees with n roots for n ≤ 7.
Since T7 contains 90 unlabeled trees (Table 1), each has on average 39208/90 ≈
435 root-labeled trees. Its implication is discussed in the next section.

6 Remarks

As learning from data is limited by missing values, small samples, and cost in
data collection, elicitation of CPT remains an alternative in constructing BNs
when the expert is available. Due to conditional independence encoded in BNs,
a CPT that involves more than 10 causes is normally not expected. Even so,
the task of eliciting up to 210 parameters is daunting. NIN-AND trees provide
a causal model that reduces the number of parameters to be elicited to linear
(10 for 10 binary causes), while capturing both reinforcing and undermining
interactions among causes. A tree-shaped causal structure of a linear number of
nodes (less than 20 for 10 causes), however, must be elicited in addition.

This contribution proposes the two-step menu selection for causal structure
elicitation. The technique reduces the cognitive load on the expert, compared
to structure elicitation from scratch or the single step menu selection. For the
first step, we extend an idea of counting from phylogenetics into an algorithm to
enumerate NIN-AND tree structures with unlabeled root nodes. For the second
step, we develop an algorithm to enumerate completely labeled NIN-AND tree
structures given a structure selected by the expert from the first step. Compared
to off-line enumeration, our online enumeration is interactive. Even though the
choice from the first step may be inaccurate, the two-step selection can be re-
peated easily (in seconds) until the expert’s satisfaction.

As the average number of root-labeled trees is beyond 400 when the number of
causes is beyond 7, we believe that the two-step menu selection is practical for
elicitation of NIN-AND tree (and thus CPT) with up to 7 causes. For CPTs
with 8 causes or beyond, we have developed an alternative technique to be
presented elsewhere. Empirical evaluation of our proposed elicitation techniques
with human experts is underway.
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Abstract. This paper sheds light on the lexicographic inference from
stratified belief bases which is known to have desirable properties from
theoretical, practical and psychological points of view. However, this in-
ference is expensive from the computational complexity side. Indeed, it
amounts to a Δp

2-complete problem. In order to tackle this hardness,
we propose in this work a new compilation of the lexicographic infer-
ence using the so-called Boolean cardinality constraints. This compilation
enables a polynomial time lexicographic inference and offers the possi-
bility to update the priority relation between the strata without any
re-compilation. Moreover, it can be efficiently extended to deal with the
lexicographical closure inference which takes an important place in de-
fault reasoning. Furthermore, unlike the existing compilation approaches
of the lexicographic inference, ours can be efficiently parametrized by any
target compilation language. In particular, it enables to take advantage
of the well-known prime implicates language which has been quite influ-
ential in artificial intelligence and computer science in general.

1 Introduction

Handling exceptions, information fusion and belief revision are fundamental
tasks for a common sense reasoning agent. These activities are related in the
sense that they all lead in general to reason with inconsistent pieces of informa-
tion.

Many approaches have been proposed in order to reason under inconsistency
such as the coherence-based approaches [17]. According to these approaches, the
inference is considered as a two step process consisting first in generating some
preferred consistent subbases and then using classical inference from some of
them. When priorities attached to pieces of knowledge are available, the task of
coping with inconsistency is simplified, because priorities give information about
how to solve conflicts.

Examples of prioritized coherence-based approaches which select one con-
sistent subbase are the possibilistic inference [11] and the linear order infer-
ence [15]. Examples of approaches which use several consistent subbases are the
inclusion-based inference [5] and the lexicographic inference [2,13].
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In this work, we focus our attention on the lexicographic inference which is
known to have expected theoretical properties. Indeed, in the case of default
reasoning for instance, it has been shown to be satisfactory from a psychological
side [4]. Besides, it has been used in several applications [21]. However, the
lexicographic inference is expensive from a computational point of view. In [7],
it has been shown to be a Δp

2-complete problem. Then, it requires a polynomial
number of calls to an NP oracle to be achieved.

In order to tackle this problem, we adhere to knowledge compilation [18,6,9].
Roughly speaking, compiling a knowledge base consists in turning it off-line into
a formula from which on-line query answering can be done more efficiently than
from the original knowledge base.

More precisely, we propose in this work a flexible compilation of the lexi-
cographic inference. This compilation permits a polynomial time lexicographic
inference and offers the opportunity to update the priority relation between the
strata of the belief base without requiring any re-compilation cost. This is helpful
when the stratification changes with queries for instance. Moreover, contrarily
to the existing approaches for compiling the lexicographic inference, ours can be
parametrized by any target compilation language. Especially, it enables to take
advantage of the well-known prime implicates language which takes an impor-
tant place in knowledge compilation and artificial intelligence in general. Fur-
thermore, our approach can be efficiently extended to handle the lexicographical
closure inference which is an interesting approach in reasoning tolerant excep-
tions. Indeed, actual human reasoning has been shown to manifest properties
which are similar to those of the lexicographical closure.

Our approach relies on the use of Boolean cardinality constraints which arise
in many practical situations. Boolean cardinality constraints impose upper and
lower bounds to the number of variables fixed to True in a set of propositional
variables. Among the CNF encodings of Boolean cardinality constraints that we
can find in the literature, we shed light on the one proposed in [1]. First, this
encoding is satisfactory from a spatial point of view and unit propagation restores
the generalized arc consistency property on the encoded constraints. Also, unlike
the other encodings, it gives too needed flexibility to our compilation.

The remainder of the paper is organized as follows. We start by recalling the
lexicographic inference from stratified belief bases and giving a brief background
on knowledge compilation. After that, we review the notion of Boolean cardi-
nality constraints and recall the UT-MGAC CNF encoding proposed in [1]. In
the following section, we introduce our compilation approach and give the corre-
sponding properties. Then, we extend it to deal with the lexicographical closure
inference. Finally, we compare the proposed compilation approach with other
related work before concluding.

2 A Refresher on the Lexicographic Inference

We consider a finite set of propositional variables V whose the elements are
denoted by lower case Roman letters a, b, . . . The symbols ! and ⊥ denote tau-
tology and contradiction respectively. Let PLV be the propositional language
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built up from V , {!,⊥} and the connectives ∧,∨,¬,⇒ in the usual way. For-
mulae, i.e, elements of PLV are denoted by Greek letters φ, ϕ, ψ, . . . |= denotes
classical inference relation. A clause is a disjunction of literals where a literal is
a propositional variable or its negation. A term is a conjunction of literals. A
conjunctive normal form (CNF) is a conjunction of clauses while a disjunctive
normal form (DNF) is a disjunction of terms.

A stratified belief base (SBB for short) is a set of formulae equipped with a
total preorder reflecting the priority relation that exists between its formulae.
An SBB Σ can be viewed as a finite sequence S1 � . . .�Sm (m ≥ 1) where each
Si is a stratum containing propositional formulae having the same priority level
i and which are more reliable than the formulae of stratum Sj for any j > i.

The lexicographic preference relation between consistent subbases of an SBB
is defined as follows:

Definition 1. Given an SBB Σ = S1 � . . .�Sm, let A and B be two consistent
subbases of Σ. Then, A is said to be lexicographically preferred to B, denoted by
A >Lex B, iff ∃i, 1 ≤ i ≤ m such that |Si ∩ A| > |Si ∩ B| and ∀ 1 ≤ j < i,
|Si ∩ A| = |Si ∩ B|.

Let Lex(Σ) denote the set of all the lexicographically preferred consistent sub-
bases of Σ, i.e, those which are maximal with respect to >Lex. Then, the lexi-
cographic inference from Σ is defined by:

Definition 2. Let Σ be an SBB and ψ be a classical propositional formula. ψ
is a lexicographic consequence of Σ, denoted by Σ #Lex ψ, iff ψ is a classical
consequence of any lexicographically preferred consistent subbase of Σ, namely

Σ #Lex ψ ⇔ ∀B ∈ Lex(Σ) : B |= ψ.

Note that every lexicographically preferred consistent subbase is maximal with
respect to set inclusion.

Example 1. Let us consider the following SBB Σ = S1 � S2 � S3 such that:

– S1 = {r ∧ q ∧ e}
– S2 = {¬r ∨ ¬p,¬q ∨ p}
– S3 = {¬e ∨ p}

Σ admits three maximal consistent subbases: A = {r ∧ q ∧ e,¬r ∨ ¬p}, B =
{r ∧ q ∧ e,¬q ∨ p,¬e ∨ p} and C = {¬r ∨ ¬p,¬q ∨ p,¬e ∨ p}.

One can easily see that:

– |A ∩ S1| = 1, |A ∩ S2| = 1 and |A ∩ S3| = 0,
– |B ∩ S1| = 1, |B ∩ S2| = 1 and |B ∩ S3| = 1,
– |C ∩ S1| = 0, |C ∩ S2| = 2 and |C ∩ S3| = 1.

So, B >Lex A >Lex C, i.e., Lex(Σ) = {B} and for instance, Σ #Lex p.
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In [7,12], the authors give an algorithm that answers the lexicographic inference
using the following idea: to check whether a stratified belief base Σ = S1�. . .�Sm

lexicographically entails a formula ψ, they first compute the profile of Σ. The
profile of Σ, denoted in the following by KΣ, is a vector of m elements where each
element KΣ [i] corresponds to the number of formulae from the stratum Si which
are satisfied by each lexicographically preferred consistent subbase (since all the
lexicographically preferred consistent subbases have always the same cardinality
at each stratum). So, they introduce an NP-complete oracle called Max-GSat-

Array which is defined as follows:

Definition 3. Max-GSat-Array is given by the following decision problem:

– Instance: The pair (Σ, K) where Σ is an SBB and K is an array of size
equal to the number of strata in Σ.

– Question: Is there an interpretation which satisfies at least K[i] formulae
for each stratum i in Σ?

Then, once the profile KΣ has been defined, Σ #Lex ψ if and only if there is
no an interpretation that satisfies at least KΣ[i] formulae from each stratum Si

and does not satisfy ψ. Hence, they define another NP-complete oracle denoted
by Ngsat-Lex as follows:

Definition 4. Ngsat-Lex is given by the following decision problem:

– Instance: The tuple (Σ, K, ψ) where Σ is an SBB, K is an array of size
equal to the number of strata in Σ and ψ is a formula.

– Question: Is there an interpretation which satisfies at least K[i] formulae
for each stratum i in Σ and does not satisfy ψ?

Algorithm 1.1 describes more formally this process. Then, it has been shown
in [7] that the decision problem associated with the lexicographic inference is
Δp

2-complete. Indeed, Algorithm 1.1 is deterministic polynomial and uses an NP
oracle. Hence, the lexicographic inference belongs to the class Δp

2. Moreover,
it has been proved to be complete for this class by exhibiting a polynomial
reduction from a known Δp

2-complete problem to it.

3 Knowledge Compilation

According to knowledge compilation, a knowledge base is compiled off-line into
a target language, which is then used on-line to answer a large number of queries
more efficiently than from the original knowledge base. Thus, the key motivation
behind knowledge compilation is to push as much of the computational overhead
into the off-line phase, which is amortized over all on-line queries.

A target compilation language is a class of formulae which is at least tractable
for clausal deduction. In [9], the authors provide a knowledge compilation map.
Indeed, they identify a relatively large number of target compilation languages
that have been presented in AI, formal verification and computer science in gen-
eral, and they analyze them according to their succinctness and their polynomial
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Algorithm 1.1. Lexicographic inference

Data. An SBB Σ = S1 � . . . � Sm

A classical formula ψ

Result: Does Σ 	Lex ψ?
begin

KΣ ←< 0, 0, . . . , 0 >
for i ← 1 to m do

k ← |Si|
Stop ← false
while k ≥ 0 and ¬Stop do

KΣ [i] ← k
if Max-GSat-Array(Σ, KΣ) then

Stop ← true

else
k ← k − 1

if Ngsat-Lex(Σ, KΣ , ψ) then
return false

else
return true

end

time queries and transformations. The succinctness of a target language mea-
sures its spatial efficiency. More formally, a language L is at least as succinct as
a language L′ iff for every formula α from L, there exists an equivalent formula
β from L′ such that the size of β is polynomial in the size of α.

Moreover, the authors show that these languages result from imposing some
properties (like decomposability, determinism, smoothness, decision, order, etc)
on the NNF (Negation Normal Form) language where an NNF formula is built
up from literals, ! and ⊥ using only the conjunction and disjunction operators.

Then, the target compilation languages considered in [9] are DNF (Disjunc-
tive Normal Form), DNNF (Decomposable NNF), d -DNNF (Deterministic
DNNF), sd -DNNF (smooth d-DNNF), FBDD (Free Binary Decision Dia-
grams), OBDD (Ordered Binary Decision Diagrams), MODS (for models), PI
(Prime Implicates) and IP (Prime Implicants).

For lack of space, we only briefly review PI and DNNF given their impor-
tance 1. So, PI is the subset of CNF in which each clause entailed by a formula
from this language is subsumed by a clause that appears in the formula, and
no clause in the formula is subsumed by another. Now, a DNNF formula is
an NNF formula satisfying the decomposability property which means that for
any conjunction

∧
i αi appearing in the formula, no variables are shared by the

conjuncts αi.
We stress here that DNNF and PI play an important role in terms of suc-

cinctness. On the one hand, with the exception of PI, DNNF is the most

1 The reader can be referred to [9] for a refresher on all these target languages.
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succinct among all the target compilation languages studied in [9]. On the other
hand, PI it is not more succinct than DNNF , but it is unknown whether
DNNF is more succinct than it or not.

4 Boolean Cardinality Constraints

Boolean cardinality constraints impose upper and lower bounds to the number of
variables fixed to True in a set of propositional variables. A Boolean cardinality
constraint, denoted by #(μ, λ, E), where μ and λ are positive integers and E is
a set of propositional variables, is satisfied iff at least μ and at most λ of the
variables in E can be assigned to True. The corresponding CNF encoding is
defined as follows.

Definition 5. Given a Boolean cardinality constraint #(μ, λ, E), its CNF en-
coding consists in giving a CNF formula Ψ#(μ,λ,E) over a set of variables includ-
ing E such that Ψ#(μ,λ,E) is satisfiable by an interpretation iff the values assigned
to the variables in E by this interpretation satisfy the cardinality constraint.

Among the approaches developed for this purpose, one can list [1,19,20]. In the
following, we will focus on the UT-MGAC (for Unit Totalizer Maintaining Gen-
eralized Arc Consistency) CNF encoding proposed in [1] for several reasons.
First, this latter is satisfactory from a spatial point of view. Indeed, it requires
O(|E|log([E|)) additional variables and O(|E|2) additional clauses of length at
most 3. This encoding is also efficient in the sense that unit propagation, which
is implemented in almost complete Sat solvers and compilers, restores the gen-
eralized arc consistency on the variables of E, i.e, if a constraint is violated by a
partial assignment, unit propagation generates an empty clause. Moreover, this
encoding is interesting from a compilation point of view. Indeed, the bounds μ
and λ can be modified without any recompilation cost.

The key feature of such encoding is a unary representation of integers: an
integer v such that 0 ≤ v ≤ n is represented by a set V = {v1, . . . , vn} of n
propositional variables. If the value of v is x then v1 = . . . = vx = True and
vx+1 = . . . = vn = False. The main advantage of this representation is that
the integer variable can be specified as belonging to an interval. Indeed, the
inequality x ≤ v ≤ y is specified by the partial instantiation of V that fixes to
True any vi such that i ≤ x and fixes to False any vj such that j ≥ y + 1.

An adder based on this representation can be used to deduce the interval
to which an integer c = a + b belongs given the intervals of a and b. So, a
cardinality constraint #(μ, λ, E) can be encoded as a totalizer structured as a
pyramidal adder network T (E) extended by a comparator C(μ, λ) which restricts
the possible output values. The totalizer T (E) is a CNF formula defined on 3
sets of variables: E = {e1, . . . , en}: the set of input variables, S = {s1, . . . , sn}:
the set of output variables and L: a set of linking variables. So, an adder with
inputs a1, . . . , am1 , b1, . . . , bm2 and output r1, . . . , rm is encoded as:∧

i,j,k(¬ai ∨ ¬bj ∨ rk) ∧ (ai+1 ∨ bj+1 ∨ ¬rk+1) for 0 ≤ i ≤ m1, 0 ≤ j ≤ m2,
0 ≤ k ≤ m and k = i + j using the following notations: a0 = b0 = r0 = ! and
am1+1 = bm2+1 = rm+1 = ⊥.



Compiling the Lexicographic Inference 177

As to the comparator C(μ, λ), it is given by the term C(μ, λ) ≡
∧

1≤i≤μ(si) ∧∧
λ+1≤j≤n(¬sj).

5 Compiling the Lexicographic Inference

Clearly enough, according to Algorithm 1.1, a possible compilation of the lexi-
cographic inference consists in computing the corresponding profile once for all.
Then, the problem falls down from the Δp

2-complete class to the NP-complete
one. However, the problem remains intractable. Moreover, the computation of
the profile KΣ requires a polynomial number of calls to an NP oracle. This last
point is critical when the priorities between the strata change or in the case of
the lexicographic closure since the profile changes.

The compilation we propose in this work enables a polynomial inference. In
addition, it is flexible in the sense that the profile can be computed in polynomial
time.

The first step consists in translating the oracles used in Algorithm 1.1 into a
classical satisfiability problem using cardinality constraints. In the following, we
need to handle Boolean cardinality constraints associated with classical propo-
sitional formulae. Thus, we start by giving the following definition.

Definition 6. A BCC-FRM formula is given by the pair (ψ, C) where ψ is a
propositional formula and C is a set of Boolean cardinality constraints. The BCC-
FRM formula (ψ, C) is satisfiable iff there exists a model of ψ that satisfies each
Boolean cardinality constraint from C.

Then, given an SBB Σ, we encode it under the form of a classical propositional
formula ΦΣ by introducing one new propositional variable per formula as follows.

Definition 7. Let Σ = S1 � . . . � Sm be an SBB. The propositional base ΦΣ

associated with Σ is given by: ΦΣ =
∧m

i=1(
∧

φij∈Si
(¬Newij ∨ φij))

In the following, we denote by Ni the set of Newij ’s associated with the for-
mulae of the stratum Si: Ni = {Newij/φij ∈ Si}.

This enables to translate the oracles max-gsat-array and Ngsat-Lex used
in Algorithm 1.1 into a BCC-FRM satisfiability problem as follows.

1. the instance Max-GSat-Array (Σ, K) is satisfiable iff the BCC-FRM for-
mula (ΦΣ , {#(K[i], |Ni|, Ni) : i = 1..m}) is satisfiable.

2. the instance Ngsat-Lex (Σ, K, ψ) is satisfiable iff the BCC-FRM formula
(ΦΣ ∧ ¬ψ, {#(K[i], |Ni|, Ni) : i = 1..m}) is satisfiable.

Since #(K[i], |Ni|, Ni) does not impose any upper bound on the number of
variables over Ni that can be assigned to True, it will be denoted in the following
by #(K[i], Ni) which simply means that the previous number is at least K[i].

Now, based on a CNF encoding of cardinality constraints, we obtain a trans-
lation into a classical satisfiability problem as shown by this proposition.
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Proposition 1. Let Σ = S1 � . . . � Sm be an SBB, K be an integers array of
size m and ψ be a formula. Let ΦΣ be the propositional formula associated with
Σ according to Definition 7. Then,

1. the instance Max-GSat-Array (Σ, K) is satisfiable if and only if the for-
mula ΦΣ ∧

∧m
i=1 Ψ#(K[i],Ni) is satisfiable 2,

2. the instance Ngsat-Lex (Σ, K, ψ) is satisfiable if and only if the formula
¬ψ ∧ ΦΣ ∧

∧m
i=1 Ψ#(K[i],Ni) is satisfiable.

Let us now apply the UT-MGAC CNF encoding recalled previously. So, in order
to compute the profile KΣ, we make a polynomial number of satisfiability tests
of the formula ΦΣ ∧

∧m
i=1(T (Ni) ∧ C(KΣ[i])).

On the other hand, we have

ΦΣ ∧
m∧

i=1

(T (Ni) ∧ C(KΣ[i]))

is satisfiable iff

ΦΣ ∧
m∧

i=1

T (Ni) �

m∨
i=1

¬C(KΣ[i]).

The good news is that the formula ΦΣ ∧
∧m

i=1 T (Ni) is independent from the
profile KΣ. Thus, it can be considered as a fixed part during the whole building
of KΣ .

Moreover, the formula
∨m

i=1 ¬C(KΣ [i]) is a clause (since a disjunction of nega-
tion of terms).

Consequently, in order to ensure a polynomial time computation of the KΣ, it
is sufficient to compile the formula ΦΣ ∧

∧m
i=1 T (Ni) into any target compilation

language L. Indeed, by definition, any target compilation language enables to
achieve clausal entailment in polynomial time.

As for the second point, we have ¬ψ∧ΦΣ ∧
∧m

i=1(T (Ni)∧C(K[i]) is satisfiable
iff ΦΣ ∧

∧m
i=1 T (Ni) 	|=

∨m
i=1 ¬C(K[i]) ∨ ψ. Thus, once again, if we compile

ΦΣ ∧
∧m

i=1 T (Ni) into any target compilation language L, then the previous
inference test can be accomplished in polynomial time. We stress here that the
formula

∨m
i=1 ¬C(K[i])∨ψ can be easily put in a CNF form in polynomial time

provided that ψ is given under a CNF form. Hence, the lexicographic inference
compilation we propose is defined as follows:

Definition 8. Let Σ be an SBB and L be a target compilation language. The
compilation of Σ with respect to L, denoted by Comp(Σ,L), is the compilation
of ΦΣ ∧

∧m
i=1 T (Ni) into L, namely

Comp(Σ,L) ≡ L(ΦΣ ∧
m∧

i=1

T (Ni))

2 We recall that Ψ#(K[i],Ni) denotes a CNF encoding of the constraint #(K[i], Ni).



Compiling the Lexicographic Inference 179

The corresponding properties are given by the following proposition.

Proposition 2. Let Comp(Σ,L) be the compilation of an SBB Σ with respect
to a target compilation language L and ψ be a CNF formula. Then,

1. computing the profile KΣ can be achieved in polynomial time,
2. the lexicographic inference of ψ can be checked in polynomial time too.

Consequently, the proposed compilation can be parametrized by any target com-
pilation language. Moreover, it enables to update the priority between strata
without any re-compilation cost since the profile is computed in polynomial
time.

6 Compiling the Lexicographical Closure

In this section, we extend the lexicographic inference compilation that we have
proposed in the previous section to the case of the lexicographical closure which
applies to default bases. By a default rule we mean a generic rule of the form
(generally, if α then β) having possibly some exceptions. These rules are denoted
by α → β. Then, a default base is a set Υ = {αi → βi : i = 1, n} of default
rules. The lexicographical closure represents an interesting way to define a non-
monotonic inference relation from a default base Υ . It starts from an SBB ΣΥ

generated using System Z [16]. This stratification basically consists in assigning
to each default rule a priority level: default rules with the lowest priority are
the most general ones. They are such that assigning their antecedent to be true
does not cause inconsistencies. Then, the lexicographical closure [14] is defined
as follows:

Definition 9. Let Υ be a default base and let ΣΥ be the associated SBB using
Pearl’s System Z. Then, a default rule α → β is said to be a lexicographic
consequence of Υ , denoted by Υ �Lex α → β, iff {α} � ΣΥ #Lex β.

One can see that in the case of the lexicographical closure and contrarily to
the classical lexicographic inference, the lexicographically preferred consistent
subbases vary with respect to the query at hand. Then, we must compute the
profile of Σ each time we want to check whether a new default rule α → β is
entailed. This requires a polynomial number of calls to an NP oracle as explained
previously.

So, we propose a more efficient way to compute the profile of {α} � ΣΥ . In
fact, testing the satisfiability of α∧ΦΣΥ ∧

∧m
i=1(T (Ni)∧C(KΣΥ [i]) is equivalent

to verify that

ΦΣΥ ∧
m∧

i=1

T (Ni) � ¬α ∨
m∨

i=1

¬C(KΣΥ [i]).

Thus, if we use again the compilation Comp(ΣΥ ,L) given by Definition 8, we
ensure a polynomial computation of KΣΥ and hence a polynomial lexicographical
closure inference under the assumption that ¬α is under a CNF form.
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Note that if the observation α is given under the form of a term which is
frequent, then putting its negation under a CNF form is polynomial. The same
result holds when α is given under the form of a DNF .

Example 2. Let us consider the following default base Υ = {b → f, p → ¬f, b →
w, p → s} which can be read as follows: “generally, birds fly, penguins do not
fly, birds have wings and penguins swim”.

The associated SBB using Pearl’s System Z is ΣΥ = S1 � S2 such that S1 =
{¬p∨¬f,¬p∨ s} and S2 = {¬b∨ f,¬b∨w} which reflects that the most specific
rules are preferred.

Now, let us check whether Υ �Lex α → β such that α ≡ p∧ b and β ≡ ¬f ∧w.
First, we give the propositional encoding ΦΣΥ associated with ΣΥ according to
Definition 7: ΦΣΥ ≡ (¬p∨¬f∨¬New11)∧(¬p∨s∨¬New12)∧(¬b∨f∨¬New21)∧
(¬b ∨ w ∨ ¬New22). So, N1 = {New11, New12} and N2 = {New21, New22}.

Then, the totalizer corresponding to N1 is given by:
T (N1) ≡ (¬New11∨s11)∧(New12∨¬s12)∧(¬New12∨s11)∧(New11∨¬s12)∧

(¬New11 ∨ ¬New12 ∨ s12) ∧ (New11 ∨ New12 ∨ ¬s11).
As to the totalizer associated with N2, it is given by:
T (N2) ≡ (¬New21∨s21)∧(New22∨¬s22)∧(¬New22∨s21)∧(New21∨¬s22)∧

(¬New21 ∨ ¬New22 ∨ s22) ∧ (New21 ∨ New22 ∨ ¬s21).

Now, let us compute the profile KΣΥ . Initially, KΣΥ = < 0, 0 >.

1. At the first iteration, we put KΣΥ [1] = |S1| = 2. So, C(KΣΥ [1]) ≡ s11 ∧ s12
and C(KΣΥ [2]) ≡ !. Then, we check whether ΦΣΥ ∧ T (N1) ∧ T (N2) 	|=
(¬p ∨¬b) ∨ (¬s11 ∨ ¬s12). This is the case, so we move to the next stratum.

2. Now, we put KΣΥ [2] = |S2| = 2. Thus, C(KΣΥ [2]) ≡ s21 ∧ s22. Then, we
verify if ΦΣΥ ∧ T (N1) ∧ T (N2) 	|= (¬p ∨ ¬b)∨ (¬s11 ∨¬s12) ∨ (¬s21 ∨¬s22).
This is not checked, hence we put KΣΥ [2] = 1 and we test whether ΦΣΥ ∧
T (N1) ∧ T (N2) 	|= (¬p ∨ ¬b) ∨ (¬s11 ∨ ¬s12) ∨ (¬s21). This is checked. So,
KΣΥ =< 2, 1 > .

Then we have ΦΣΥ ∧ T (N1) ∧ T (N2) |= (¬p ∨ ¬b) ∨ (¬s11 ∨ ¬s12) ∨ (¬s21) ∨
(¬f ∧ w). Consequently, Υ �Lex α → β.

Now, let us suppose compiling the formula ΦΣΥ ∧ T (N1) ∧ T (N2) into any
target compilation L. This corresponds to the compilation of ΣΥ with respect to
L, i.e., Comp(ΣΥ ,L). Clearly enough, based on Comp(ΣΥ ,L), all the previous
clausal entailment tests will be achieved in polynomial time since, by definition,
a target compilation language supports clausal entailment in polynomial time.

7 Related Work

A basic way to compile the lexicographic inference consists in computing all the
lexicographically preferred consistent subbases and then compiling their disjunc-
tion into a target compilation language. However, unlike our approach, when the
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priority relation between the strata changes, we have to recompile the base from
scratch. Moreover, this basic way is not convenient with respect to the lexico-
graphical closure since the corresponding lexicographically preferred consistent
subbases vary on-line with respect to the query at hand.

Another approach for compiling the lexicographic inference has been proposed
in [3]. However, the corresponding objective is to make the lexicographic infer-
ence coNP and not polynomial like our approach. Also, this approach suffers
from the same drawback as the basic way. Indeed, it is not possible to update
the priority without recompiling the base, and it is not suitable to compile the
lexicographical closure.

Now, the closest compilation approaches to ours are those proposed in [7,8,10].
Like our approach, they introduce a new variable per formula and offer the pos-
sibility to change priorities between the strata without any re-compilation. More
precisely, the compilation developed in [7] is based on the OBDD language and
the approach proposed in [8] is efficient with respect to the DNF language.
As for the one given in [10], it takes advantage of both DNF and DNNF
languages. However, our approach can be efficiently parametrized by any tar-
get compilation language while the previous approaches are not. In particu-
lar, contrarily to them, our compilation is efficient with respect to the prime
implicates language PI. Indeed, PI and OBDD are incomparable when it
comes to succinctness. Hence, some propositional formulas have OBDD rep-
resentations which are exponentially larger than some of their PI representa-
tions, and the converse also holds. Similarly, PI and DNF are incomparable.
Moreover, PI is not more succinct than DNNF but we do not know whether
DNNF is more succinct than it. Furthermore, note that until today, we can
not satisfy the decomposability property of DNNF without enforcing other
properties like determinism or structured decomposability which reduces the
succinctness of DNNF . Consequently, our approach completes those proposed
in [7,8,10].

In addition, contrarily to the previous related work, we have efficiently ex-
tended our approach to deal with the lexicographical closure inference.

8 Conclusion

In this paper, we have proposed a new compilation for the lexicographic inference
from stratified belief bases. This approach relies on an efficient CNF encoding of
Boolean cardinality constraints. This encoding makes our compilation flexible.
Indeed, it does not imply any re-compilation whenever the priority relation be-
tween strata changes. Moreover, we have shown that it can be extended in order
to enable an efficient lexicographical closure inference. Furthermore, it completes
existing approaches in the sense that it offers the possibility to take advantage of
any target compilation language. This work calls for several perspectives. For in-
stance, we aim at extending this approach to handle the lexicographic inference
from partially preordered belief bases introduced in [22].
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Abstract. During the last decade, the use of community-based tech-
niques has emerged in various data mining and search systems. Nowa-
days, many web search engines use social networking analysis to improve
the search results. The present work incorporates one of the popular col-
laborative tools, called Social Bookmarking, into search. In the present
paper, a technique, which utilizes Social Bookmarking information into
search, is discussed.

1 Introduction

By the growth of the Semantic Web and Web 2.0, there are many collaborative
tools available for users to express their thoughts, interests, and opinions both
explicitly and implicitly. People use social friend finding websites, wikis, weblogs,
and social bookmarking websites to share their interests and information. This
huge amount of personal information can be very helpful if it is utilized to
improve the search results, personalization, and the adaptation of websites.

Social bookmarking is one of the collaborative tools, in which people share
links to web pages that are interesting for them. People have been using book-
marking since the beginning of the Web to store the links that they are interested
in or that they use frequently. Usually people classify the bookmarks in differ-
ent folders or tag them. Some people also write a description for a bookmark.
Although people can store their bookmarks locally on their browser, there are
websites that people can use to put their bookmarks on in order to be able to
access the desired websites from anywhere and share them with others.

Bookmark data can be used to improve the effectiveness of text search in in-
formation retrieval. This data can be utilized to find correlation between pages
and words. It will bring the semantic relations between pages, which are intro-
duced by the users, into search. In this paper, a method utilizing bookmark data
in information retrieval systems is presented.

2 Related Work

There has been much researchwork on using CollaborativeFiltering techniques for
search improvement. Smyth et al. introduce a method of search improvement for
specific sites and portals [1]. The goal of the search engine introduced is to provide

Y. Gao and N. Japkowicz (Eds.): Canadian AI 2009, LNAI 5549, pp. 183–186, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



184 H. Baghi and Y. Biletskiy

the community, which searches a specific portal, with better results. For example,
if somebody is searching about “jaguar” on a motoring website, she should be pro-
vided with results about cars, but not cats. The provided solution is to create a
hit matrix, H . Each element of the hit matrix, Hij , is the number of times page pj

is selected for query qi. In new searches, the relevance is calculated using this hit
matrix. Similarly, Balfe et al. [2] present a system, I-SPY, which attempts to reuse
past search behaviors to re-rank the search results. This happens according to the
implied preferences of like-minded community of users. They presented a query
similarity model for query expansion. Chau et al. have designed a multi-agent sys-
tem that enables cross user collaboration in Web search and mining [3]. In this
system, one user can annotate a search session and share it with others. This an-
notation is used to improve the search results of other users. This system needs
the user to provide explicit feedback to the system. Glance describes a community
search assistant, which enables communities of searchers to search in a collabora-
tive fashion by using query recommendation [4]. A query graph is created between
the related queries. A user can follow a path on the query graph to find the related
queries. The related queries are determined by the actual returned results, but not
by the keywords in the queries. Zhuang el al. present an algorithmic model based
on networkflow theory that creates a searchnetwork using search engine logs to de-
scribe the relationships between relevant queries, documents, and users [5]. Bender
et al. discuss the approach of P2P web search [6]. A sample system called Minerva
is developed using this method. The idea of Minerva is to have some servers which
hold some information about the peers. Each peer has a local index about pages
that are crawled by this peer. Each peer sends term summaries of its local index
to the global server. When a query is issued, the query is searched in the local in-
dex. If the result is not satisfactory, the query should be sent to other peers that
are likely to know the answer. The result from various peers are gathered, merged,
and provided to the user. The paper also introduces the concept of query routing.

Social bookmarking is also of interest to be used in search, recommendation,
and personalization. The work [7] describes the basics of social bookmarking and
introduces the social bookmarking sites. It states that there are generally two
ways, which are used by users to categorize the bookmarks: using a taxonomy and
using tags. Markines et al. provide a comprehensive study of using bookmarks in
search, personalization, and recommendation [8]. They have built the GiveALink
system, which gathers the bookmarks donated by people and analyzes them. The
work have also provided a method based on hierarchy of bookmarks in order to
find similar and related bookmarks in the collection. They also present different
application of using these bookmark collection and smilarity measure.

3 Methodology

In this section, we present the methodology which is used to utilize social book-
marking to improve document search. Many techniques of Web Search, such as
Collaborative Filtering and Link Analysis techniques, use implicit or explicit
information created by the community of web users. One major part of this in-
formation created by users is the relation between information entities on the
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web. Users provide the relation information in various ways. A source of relation
information, which is important and we think can be used to improve search, is
social bookmarking. This includes social bookmarking websites such as delicious1

and websites like digg2, which are regularly updated with tagged links submitted
by its users.

In social bookmarking, people bookmark a page in order to keep it for later
use. They usually tag the page with one or more keywords related to the con-
tent of the page, which the link refers to, in order to organize the bookmarks.
Each bookmark usually consists of a link to the page and a text describing the
content of the page which is normally set to the title of the page. Some social
bookmarking schemes, use hirerchical folders instead of tags. This is not very
different from using tags because it can be easily translated to the tag scheme
by considering each folder as a tag for all of its direct or indirect children.

Formally, there are: a set of tags (T ), a set of bookmarks (B), and a set of
users (U). Each bookmark is tagged with some tags by some users. Hence, a
triple relation between elements of these sets exists. We show this relation as G:

G ⊆ U × T × B (1)

Each member of this relation (u, t, b) represents a single user u, which tagged
bookmark b with tag t. These relations can be described as a tag-bookmark
matrix. Tag-bookmark matrix can be built using different schemes. For example,
the simplest way is to use a binary scheme. In this case each each member of the
matrix indicates whether a bookmark is tagged by someone using a particular
tag. Other schemes can take into account the number of user who did assign the
same tag to the same bookmark. The amount that a user can be trusted can be
measured and incorporated in the matrix.

The tag-bookmark matrix can be used to find relations that can not be elicited
only by processing the text contents of the bookmarked pages. This matrix
can find semantically related pages. This information helps improving search by
including the semantic relations that are created by a large society of users.

4 Conclusion and Future Work

The work presented in this paper has described a collaborative information re-
trieval techniques using Social Bookmarking, which is used to improve results of
information search in repositories and/or the web, based on identification and
utilizing semantic relations between repository/web pages introduced by users
and search keywords.

Bookmarks data can also be used for personalized search in order to improve
the relevance of retrieved results to users’ preferences, interests, and goals. The
system should consider one’s bookmarks and searching and browsing history.
These bookmark files are shared on a social bookmarking server which is able
1 http://delicious.com
2 http://digg.com/
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to analyze them. When a user searches for a document, the system takes into
account her bookmarked web pages, the pages’ contents, her browsing history,
and the other bookmarked web sites on the web to bring more personalized
results to the users. Based on the classification and tagging information and
bookmarked web pages’ contents, the system finds similar web pages from the
bookmarked pages of the other users. The system either retrieves those pages (if
they are relevant to the user’s query) or uses the pages’ content to expand the
query and filter and reorder the results.
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Abstract. Rank weight functions had been shown to increase the ac-
curacy of measures of semantic relatedness for Polish. We present a
generalised ranking principle and demonstrate its effect on a range of
established measures of semantic relatedness, and on a different language.
The results confirm that the generalised transformation method based
on ranking brings an improvement over several well-known measures.

1 Introduction

The ability to measure relatedness between words is useful in many Natural Lan-
guage Processing applications – from word sense disambiguation [1] to thesaurus
construction [2]. Relatedness can be calculated using manually built lexical re-
sources [3] such as WordNet [4], or extracted directly from a corpus. The former
appears more reliable, considering that human experts have created the source
of knowledge, but there are drawbacks. The coverage of any lexical resource is in-
evitably limited, and its construction costs time and money. This is not suitable:
it is the main motivation of our research to facilitate the manual construction of
a wordnet for Polish [5].

The corpus-based approach boils down to the construction of a Measure of
Semantic Relatedness (MSR) – a real-valued function of pairs of lexical units1.

Many ways of measuring semantic relatedness have been proposed. A typical
successful scheme would base a description of an LU’s meaning on the frequen-
cies of its co-occurrences with other LUs in lexico-syntactic contexts [2,6,7,8].
A lexico-syntactic relation links a given LU with a specific lexical element via
a specific syntactic connection. For example, we can describe the LU bird by
subject_of(bird,sing). The influence of lexico-syntactic information on the
accuracy of MSRs has been analysed in [6,9]. Each LU is described by a vector
of features that correspond to all context types considered. The initial value of a
feature is the frequency of occurrences of the given LU in the corresponding con-
text. Raw frequencies must be transformed before the final computation of the
1 We take a lexical unit (LU), a little informally, to be a lexeme – a one-word or

multi-word expression that names a dictionary entry.
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MSR value. A transformation – usually a combination of filtering and weighting
– is necessary because some features deliver little or no information, and the raw
frequencies can be accidental and biased by the corpus used. Transformations
proposed in the literature mostly combine simple heuristics for frequencies and
weighting. [2] presents a measure based on the ratio of the information shared
and total description. [10] calculates semantic similarity of LUs using Pointwise
Mutual Information (PMI) modified by a discounting factor.

[8] introduced a Rank Weight Function (RWF) as a means of generalising from
the exact corpus frequencies in the calculation of feature values to the relative
scores of importance assigned to features. In this work we want to show a gener-
alisation of the RWF-based transformation to a model in which RWF follows the
application of a weighting scheme. We also propose to remove the assumption
of the linear order of features. Also, we want to test whether rank-based trans-
formation also performs well on different data – for a different language using
different language tools and resources.

2 Generalised RWF-Based Transformation

We assume that what contributes most information to a LU’s description is not
the feature’s exact frequency. Instead of the (possibly weighted) frequencies, in
RWF the feature value represents the difference of its relative relevance to the
given LU in comparison to other features that describe this LU [8]. The relevance
is measured using z-score (a t-score variant). Generalised RWF (GRWF) differs
from RWF in two ways. We do not assume that features are linearly ordered,
and we look at the application of weighting schemes other than z-score. This
allow as to emphasise that GRWF can be seen as a general wrapper for other
MSRs. We now describe the transformation based on the GRWF.

1. A co-occurrence matrix is created. We denote this matrix as M[wi, cj] – the
co-occurrence frequency in a corpus of word wi with feature cj .

2. The frequencies in matrix M are transformed using a weighting function.
3. The subset Fsel of the most relevant features of the row vector is selected.
4. Values of every cell of M are quantised by applying a function fQ.
5. Features from the set Fsel[wi] are sorted in the ascending partial order on

the weighted values.
6. For each selected feature cj a new value is calculated:

M[wi, cj ] = ftop(M[wi, •]) - fpor(cj), where
– ftop defines the highest rank – two strategies possible. In an absolute

strategy ftop = k, where k is high enough to be greater or equal than
the highest number of relevant features over rows. In a relative strategy,
ftop(Fsel[wi]) = size(Fsel[wi]) + 1, so the value of the best feature can
vary across LUs and depend on the number of relevant features.

– fpor(cj) calculates the position of cj – two strategies possible: natural,
when subsequent positions are numbered consecutively, and with ties, in
which position j can be occupied by m features and the next position
after such a tie is j + m.
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Table 1. The accuracy of the MSRs for English in relation to nouns of different
frequency (tf). There are 2103 questions for nouns with frequency tf > 1000 in BNC,
3343 for tf > 500, 7652 for tf > 100 and 14376 for tf > 10.

Unmodified MSR RWF GRWF
MSR / tf 1000 500 100 10 1000 500 100 10 1000 500 100 10
Lin 79.16 78.47 75.29 68.04 79.16 78.83 75.95 68.67 79.73 79.25 76.37 69.41
PMI 73.17 72.73 71.69 65.86 77.55 77.33 76.16 68.98 79.16 78.83 76.65 69.27
z-score — — — — 77.83 76.56 74.25 67.00 77.16 76.26 74.64 67.54

3 Experiments

For evaluation purposes, we used the WordNet-Based Synonymy Test (WBST)
[11]. The test mimics the synonymy part of the Test of English as a Foreign
Language, which was first used to evaluate an MSR in [12]. WBST consists of
a set of questions that are automatically generated from a wordnet. For a pair
of a near-synonyms, three other words, drawn randomly from a wordnet, act as
detractors. For example, given investigator choose one of critic, detective, east,
offering. Detailed analyses of the test’s properties appear in [11,13].

In experiments we used well-known and popular resources and tools: WBST
instances were generated from WordNet 3.0. Co-occurrence data was gathered
from the British National Corpus [14] processed with MiniPar [15]. GRWF is
parametrised in a few ways. We wanted to find whether there is any universal
combination of parameters, and to avoid bias by over-fitting. That us why we
split the test into two parts. Parameter adjustment was done on one part. The
best combination of parameters was relative ranking with a high number of
features (k > 5000). We found that simple rounding was best for a quantisation
function fQ (for PMI before rounding dividing values by 10 gave the best results).
The results for the test part of WBST are shown in Table 1. In all cases the
difference between an original MSR and GRWF is statistically significant (using
McNemar test). Detailed result can be found on the Web2.

4 Conclusions and Further Work

The RWF transformation had been successfully applied to Polish data. By per-
forming similar experiments in a well-studied setting we showed that this success
was not limited to one language and one set of language tools and resources. On
WBST – for English and for Polish – GRWF achieved a significantly better ac-
curacy than MSRs amply discussed in the literature: Lin’s measure and PMI.
The advantage of GRWF is becoming more apparent with the decrease of the
frequency of words included in WBST.

The influence of the parameter values on MSR accuracy must be investigated
more deeply. Most noticeably, investigation of other quantisation schemes should
2 〈http://plwordnet.pwr.wroc.pl/msr〉 contains the results for Polish and for the

best measure analysed in [7]. The conclusions are similar.
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be performed. Other open research questions include a systematic method of
finding the best parameter values for a given application, a study of the formal
properties of the GRWF transformation, applications to more languages, and a
comparison of the GRWF-based MSR with additional MSRs. It is also worth
noting that we have proposed a remarkably simple transformation, and turned
away from the fine-tuning of weights. This sui generis stepping back from sta-
tistical processing has brought about a significant improvement, and has posed
interesting questions about the appropriate way of representing lexical meaning
in the spirit of distributional semantics.
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Abstract. We compare the effectiveness of Support Vector Machines
(SVM) and Tree-based Genetic Programming (GP) to make accurate
predictions on the movement of the Dow Jones Industrial Average
(DJIA). The approach is facilitated though a novel representation of the
data as a pseudo financial factor model, based on a linear factor model
for representing correlations between the returns in different assets. To
demonstrate the effectiveness of the data representation the results are
compared to models developed using only the monthly returns of the in-
puts. Principal Component Analysis (PCA) is initially used to translate
the data into PC space to remove excess noise that is inherent in financial
data. The results show that the algorithms were able to achieve superior
investment returns and higher classification accuracy with the aid of the
pseudo financial factor model. As well, both models outperformed the
market benchmark, but ultimately the SVM methodology was superior
in terms of accuracy and investment returns.

Keywords: support vector machines, genetic programming, financial
forecasting, principle component analysis.

1 Introduction

We concentrate on and compare the results from a SVM and tree-based GP,
performed in LIBSVM [1] and lilgp [2], respectively. To demonstrate the effec-
tiveness of using the pseudo financial factor model the algorithm outputs are
compared to models developed from using only the monthly changes of the in-
puts. The information that is used to generate the predictions is macro-economic
data such as information on inflation and corporate bond ratings. The relation-
ship between market movements and macro-economic data is not linear or mono-
tonic. To assist in modeling these relationships a financial factor model is created
that represents correlations between the market and each indicator in the input
set. The combination of financial factor modeling with machine learning was
explored by Azzini and Tettamanzai [3], where they implemented an evolving
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neural network to create a factor model to explain the returns in the DJIA. The
canonical form of a linear financial factor model is shown below:

ri = bi1 · f1 + bi2 · f2 + . . . + bim · fm + εi

ri is the return on asset i, m is the number for factors, bij is the change in return
of asset i per unit change in factor j, fj is the change in return of factor j, and
εi is the portion of the return in asset i not related to m factors. Traditionally,
a financial factor model would be used to explain the returns of an asset by an
equation and when the model output and the actual return begin to diverge, ap-
propriate investments are made under the assumption that the two will converge
again in the near future. As the name of the paper suggests, we are not using the
equation in the traditional sense but changing the left hand side of the equation
to be a class rather than a price level. A class of 1 indicates the DJIA will rise
over the next month and -1 suggests it will fall over the same time period. The
new pseudo equation is thus:

ri = bi1 · f1 + bi2 · f2 + . . . + bim · fm

where ri ∈ {1,−1}.

2 Data Description and Preprocessing

The data used to train the models was based on macro-economic data that was
utilized by Enke and Thawornwong [4], where they created a market prediction
model that outperformed the S&P 500 market index with the aid of a multi-
layer perceptron. The monthly changes in the indicators were combined with
their respective β to create the inputs. The β calculation is shown below:

β(DJIA, Xi) =
cov(DJIA, Xi)

var(Xi)

The β value is an indication of how much the market would move based on a
unit movement of 1 in a given indicator; it was calculated on a rolling 10-year
period.

Both algorithms were trained on data from 1977 to 2001 and then tested for
84 months or 7 years up until June 2008. The justification for the extended
training period was to expose each model to market reactions during each stage
of the business cycle. Initially the data is projected into principle component
(PC) space where 99% of the variance is equated for, than the data is projected
back into attribute space with a proper rank and excess noise removed.

3 Trading Strategy and Results

3.1 Trading Strategy

The experiment is setup as a semi-active trading strategy where at the beginning
of each month a prediction is made as to whether or not the DJIA will contract or
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Table 1. Testing results for each algorithm and data set

SVM GP

Factors No Factors Factors No Factors

Overall Accuracy 69.05% 59.52% 66.67% 57.72%
Precision (contractions) 68.60% 60.00% 63.41% 55.55%
# of contraction predictions 35 25 41 27
Precision (expansions) 69.40% 59.30% 69.76% 57.89%
Yearly investment yield (%) 21.70% 4.13% 16.00% 4.04%
Cumulative return ($) $4505 $1335 $3042 $1327
Excess return to the market1 20.60% 3.03% 14.90% 2.94%
Sharpe ratio2 3.994 0.822 2.813 0.795

expand over the coming month. If the prediction is for the market to go up, than
the model will take a long position; conversely, if the market is predicted to fall,
than a short position will be taken. Several financial instruments are available
to short the DJIA, but essentially they all profit from market contractions.

3.2 Testing Results

The best model for both algorithms from each data set, determined by the
training results, was supplied the out-of-sample data that spanned 84 months
from 2001 up until June of 2008. In Table 1 we display the testing results for each
algorithm. The investment returns are based off an initial investment of $1000
and for simplicity reasons transaction costs are ignored. Reported in the results
is the Sharpe Ratio, which is a gauge of how much additional return the trading
system generates for the extra risk it is exposed to—the higher the Sharpe ratio
the better the risk-adjusted performance.

The testing results in Table 1 clearly show the advantages of using the financial
factor model to create the inputs for the SVM and GP algorithms, where the
overall accuracy and investment return were superior.

4 Discussion and Conclusions

In this study we compared the effectiveness of a novel data representation to
optimize SVM and GP trading models to make accurate predictions on the
movement of the DJIA. In each of the performance measures the algorithms
achieved superior performance when the inputs reflected the pseudo financial
factor model. Precision for contraction predictions was of particular interest in
this study due to the trading strategy. Since we are investing directly in the
DJIA and also using it as the benchmark the only way to overperform is to
avoid market contractions. This can be done in one of two ways, exiting the
market and investing in a risk-free rate or alternatively short-selling the market
1 DJIA yearly investment return over testing period was 1.10%.
2 The risk-free rate in the calculation was replaced by the market rate.
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to profit directly from its decline. The later is a much more aggressive approach
and was the one utilized in our study; therefore incorrect market contractions
will lead to the investment losing money while the market is increasing. As a
result a precision for contraction predictions of less that 50% will most likely
lead to inferior investment returns.

The effectiveness of using the factor model could be explained by the fact
that the algorithms are given more information about the problem with this
type of data representation. Not only is the model training on the returns of
the indicators but they are also supplied a ratio that describes the relationship
between said indicator and the market. This enables the algorithm to have a
more complete picture and therefore is able to create a more robust market
model. Each of the models presented in this paper were able to outperform the
DJIA, however the non-financial factor models did so by a much smaller margin.
Ultimately the SVM proved to be the most effective in terms of risk and return,
it’s Sharpe ratio was the highest reflecting the most efficient use of the extra
risk the model took on to achieve the excess returns. The obtained results for
investment returns are not entirely accurate as transaction costs were ignored.
However, because the trading strategy was semi-active and only made trades on
a month to month basis, and only if required, the transaction costs would be less
inhibitory to overall profits than that of other more active trading approaches.
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Abstract. Natural Language Generation (NLG) systems can make data accessi-
ble in an easily digestible textual form; but using such systems requires sophis-
ticated linguistic and sometimes even programming knowledge. We have 
designed and implemented an environment for creating and modifying NLG 
templates that requires no programming knowledge, and can operate with a 
minimum of linguistic knowledge. It allows specifying templates with any 
number of variables and dependencies between them. It internally uses Sim-
pleNLG to provide the linguistic background knowledge. We test the perform-
ance of our system in the context of an interactive simulation game. 

1   Introduction 

Natural Language Generation (NLG) is the process of constructing outputs from non-
linguistic inputs [1]. NLG is useful in systems in which textual interaction with the 
users is required, as for example Gaming, Robotics, and Automatic Help Desks.  

However, the use of the available NLG systems is far from simple. The most com-
plete systems often require extensive linguistic knowledge, as in the case of the 
KMLP system [2]. A simpler system, SimpleNLG [6], requires Java programming 
knowledge. This knowledge cannot be assumed for the content and subject matter ex-
perts who develop eLearning systems and serious games. However, these individuals 
do need to interact with the NLG system in order to make use of the message genera-
tion capability to support their product development efforts. It is then necessary to 
provide them with an environment that will allow them to have access in a simpler 
way to the features they need of a specific NLG system. 

We present an environment that provides simple access to the use of SimpleNLG 
in order to generate sentences with variable parts or templates. We developed this 
NLG Template Authoring Environment guided by the need of templates required for 
generating content in the ISO 140011 game developed by DISTIL Interactive2. The 
goal of this project was to provide the game content designers with an accessible tool 
                                                           
1 The ISO 14001 game’s formal title is ‘Business in Balance: Implementing an Environmental 

Management System’. 
2 http://www.distilinteractive.com/ 
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they could use to create and manipulate the NLG templates, and thus generate sen-
tences that would support the narrative progression of the game. 

In the rest of this paper we first introduce general concepts of NLG and some of 
the tools available. We then introduce Serious Games (or training games) and their 
need for NLG. With this we motivate the developing of our NLG Template Authoring 
Environment. We then describe its design, implementation, evaluation and capabili-
ties to cover different aspects of the templates. We finish the paper presenting our 
conclusions and what is pending as future work. 

2   Natural Language Generation and SimpleNLG 

There are two widely adopted approaches to NLG, the ‘deep-linguistic’ and the ‘tem-
plate-based’ [4]. The deep-linguistic approach attempts to build the sentences up from 
a wholly logical representation. An example of this type of system is KMPL [2]. The 
template-based NLG systems provide scaffolding in the form of templates that con-
tain a predefined structure and some of the final text. A commonly quoted example is 
the Forecast Generator (FOG) system designed to generate weather reports [5]. 

SimpleNLG is an NLG system that allows the user to specify a sentence by giving 
its content words and their grammatical roles (such as subject or verb). It is imple-
mented as a java library and it requires java programming knowledge to be used.  

SimpleNLG allows the user to define flexible templates by using programming 
variables in the sentence specification. The variable parts of the templates could be 
filled with different values. When templates are used without an NLG system, they 
are called canned-text, and they have the disadvantage of not being very flexible, as 
only the predefined variables can change. When templates are defined using Sim-
pleNLG, however, they keep all the functionality of the NLG system (for example, 
being able to modify the verb features or the output format, and making use of the 
grammatical knowledge), while also allowing for the variable values to change. 

3   Serious Games and the Need for NLG 

The term serious games refer to a sub-category of interactive simulation games in 
which the main objective is to train the player in a particular subject matter. The 
player is typically presented with challenging situations and is encouraged to practice 
different strategies at dealing with them, in a safe, virtual environment. Through tips 
and feedback provided during and at the end of the game, the player develops an un-
derstanding of the problem and what are the successful ways of confronting it [3]. 

The game ISO 14001 from DISTIL Interactive is an example of a serious game. 
The objective of this game is to train the player in the process of implementing an en-
vironmental management system (EMS) ISO 14001. The player controls the main 
character of the game, who manages the implementation of a standards-based process 
in a simulated fictional organization. All the other characters of the game are con-
trolled by the computer. Feedback is provided as e-mail messages from other charac-
ters to the main character.   
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The amount of textual information required in serious games can be a burden on 
the game designers. It is then desirable to include templates that will statically provide 
the basic information, combined with variable parts that adapt the narrative to the cir-
cumstances. The templates were hard-coded in the game ISO 14001. In our current 
work, we propose the use of a more flexible way of generating templates for the dia-
log of the games. We present a NLG Template Authoring Environment that takes ad-
vantage of the grammatical knowledge of SimpleNLG in a simpler way. It does not 
require the user to have either advance linguistic or programming knowledge.  

4   NLG Template Authoring Environment 

The NLG Template Authoring Environment allows the user to input a model sentence 
template, to indicate its variables with their type and possible values, and to specify 
dependencies between variables. It then shows the user all the possible sentences that 
could be generated from the given template by calculating all the possible combina-
tions of variable values that respect the specified dependencies. The user can then re-
fine the template by changing either the given example or the specified variables and 
dependencies, in order to adjust the generated sentences to the needs of the game. 

Figure 1 shows a graphical design for the NLG Template Authoring Environment 
and a simple example of a sentence with specified variables and dependencies. In this 
figure, the variables are indicated by circles and a dependency between variables is 
indicated by an arc connecting two circles. 

    to  him   and   his   friend. 

I talk to me and my friend. 
I talk to you and your friend. 
I talk to it and its friend. 
I talk to him and his friend. 
I talk to her and her friend. 
I talk to us and our friend. GENERATE

SAVE

LOAD

All generated possibilities

ComplementVerb  Subject 

I talk

 
Fig. 1. Graphical Design for the NLG Template Authoring Environment 

A prototype of the NLG Template Authoring Environment has been implemented 
in Java. It allows variables of different type, such as pronouns and some predefined 
noun subsets (e.i.: employee type). The SimpleNLG library was used to automatically 
generate correct sentences and provide the user with the possibility of exploring dif-
ferent attributes to the verb such as tense, form and mood. 

In order to verify the correct functioning of the NLG Template Authoring Envi-
ronment, we selected a set of sentence templates from the game ISO 14001. The tem-
plates were selected manually, while keeping in mind the need to cover different 
aspects, as for example the number and type of the variables and dependencies.  
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Templates that presented dependencies between variables were successfully gener-
ated with our system by declaring the variables and establishing the dependencies. In 
templates with variations to the verb the user has to be aware and specify them, as for 
example its tense and whether or not it uses modals such as “could” or “would”. An-
other feature that the user needs to be aware of is the possibility of specifying depend-
encies between the main verb and a variable in the subject of the sentence.  

5   Conclusions and Future Work 

We have identified the need for a NLG Template Authoring Environment that allows 
game content designers without linguistic and programming background to experi-
ment with and finally design language templates. We have designed a system that 
allows the user to specify an example sentence together with variables, its dependen-
cies, and verb options that complete the template. This system shows the user all the 
possible sentences that could be generated with the specified template. It can be used 
to refine the template until it satisfies the user’s needs. We have implemented a sim-
ple prototype that makes use of the SimpleNLG java library which provides us with 
correct sentences and the possibility of including many verb variations. We have 
evaluated our NLG Template Authoring Environment in a set of sentence templates 
from the game ISO 14001 covering different characteristics.  

In this version, we enforced some limitations to make the prototype manageable. In 
particular, the current system is text only and does not allow for refinements. In the 
future we will provide a user-friendly intuitive graphical interface that will allow the 
user to iteratively make changes to the sentence, variables and dependencies defini-
tions. In addition, in a future version a module will be added in order to allow users to 
create their own subset of nouns or adjectives to be added as variables’ type.  
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Abstract. In this paper, we present a Support Vector Machine (SVM)
based ensemble approach to combat the extractive multi-document
summarization problem. Although SVM can have a good generalization
ability, it may experience a performance degradation through wrong clas-
sifications. We use a committee of several SVMs, i.e. Cross-Validation
Committees (CVC), to form an ensemble of classifiers where the strat-
egy is to improve the performance by correcting errors of one classifier
using the accurate output of others. The practicality and effectiveness of
this technique is demonstrated using the experimental results.

Keywords: Multi-Document Summarization, Support Vector Machines,
Ensemble, Cross-Validation Committees.

1 Introduction

Although SVMs achieve high generalization with training data of a very high
dimension, it may degrade the classification performance by making some false
predictions. To overcome this drawback, a SVM ensemble is clearly suitable.
The main idea of an ensemble is to construct a set of SVM classifiers and then
classify unseen data points by taking a majority voting scheme. In this paper,
we concentrate on performing query relevant and extractive multi-document
summarization task as it is defined by DUC-2007 (Document Understanding
Conference). We use the cross-validation committees [1] approach of constructing
an ensemble to inject differences into several SVM classifiers. We then compare
the ensemble system’s performance with a single SVM system and a baseline
system. The evaluation result shows the efficiency of ensemble approaches in
this problem domain.
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1. Divide whole training data set D into v−fractions d1, . . . , dv

2. Leave one fraction dk and train classifier ck with the rest of the data (D − dk)
3. Build a committee from the classifiers using a simple averaging procedure.

Algorithm 1: Cross-Validation Committees Method

2 Cross-Validation Committees (CVC)

In this research, we use the cross-validation committees approach to build a
SVM ensemble. CVC is a training set sampling method where the strategy is to
construct the training sets by leaving out disjoint subsets of the training data
[2]. The typical algorithm of the CVC approach [1] is presented in Algorithm 1.

3 Experimental Setup

3.1 Problem Definition

The task at DUC-2007 is defined as: “Given a complex question (topic descrip-
tion) and a collection of relevant documents, the task is to synthesize a fluent,
well-organized 250-word summary of the documents that answers the question(s)
in the topic”. We consider this task and employ a SVM-based ensemble ap-
proach to generate topic-oriented 250-word extract summaries for 25 topics of
DUC-2007 document collection using DUC-2006 data set for training.

3.2 Data Labeling

We use an automatic labeling method to label our large data sets (DUC-2006
data) using ROUGE [3]. For each sentence in a topic, we calculate its ROUGE
score corresponding to the given abstract summaries from DUC-2006. Then
based on these scores, we choose the top N sentences to have the label +1
(summary) and the rest to have the label −1 (non-summary).

3.3 Feature Extraction

Each of the document-sentences is represented as a vector of feature-values. We
extract several query-related features and some other important features from
each sentence. The features we use are: n-gram overlap, Longest Common Sub-
sequence (LCS), Weighted LCS (WLCS), skip-bigram, exact word overlap, syn-
onym overlap, hypernym/hyponym overlap, gloss overlap, Basic Element (BE)
overlap, syntactic tree similarity measure, position of sentences, length of sen-
tences, Named Entity (NE), cue word match and title match [4,5,6].

3.4 SVM Ensemble

We use the cross-validation committees (CVC) approach to build a SVM en-
semble. We divide the training data set (DUC-2006 data) into 4 equal-sized
fractions and according to the CVC algorithm, each time we leave separate 25%
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data out and use the rest 75% data for training. Thus, we generate 4 different
SVM models. Next, we present the test data (25 topics of DUC-2007 data) be-
fore each of the generated SVM models which produces individual predictions
to those unseen data. Then, we create the SVM ensemble by combining their
predictions by simple weighted averaging. We increment a particular classifier’s
decision value, the normalized distance from the hyperplane to a sample by 1
(giving more weight) if it predicts a sentence as positive and decrement by 1 (im-
posing penalty), if the case is opposite. The resulting prediction values are used
later for ranking the sentences. During training steps, we use the third-order
polynomial kernel keeping the value of the trade-off parameter C as default. For
our SVM experiments, we use SV M light1 package [7]. We perform the training
experiments in WestGrid2.

3.5 Sentence Ranking

In the Multi-Document Summarization task at DUC-2007, the word limit was
250 words. To meet this criteria, we rank sentences in a document set, then select
the top N sentences. We use the combined decision values of the 4 different SVM
classifiers to rank the sentences. Then, we choose the top N sentences until the
summary length is reached.

3.6 Evaluation Results

In DUC-2007, each topic and its document cluster were given to 4 different NIST
assessors, including the developer of the topic. The assessor created a 250-word
summary of the document cluster that satisfies the information need expressed in
the topic statement. These multiple “reference summaries” are used in the eval-
uation of our summary content. We evaluate the system generated summaries
using the automatic evaluation toolkit ROUGE [3]. We generate summaries for
the first 25 topics of the DUC-2007 data and tested our SVM ensemble’s perfor-
mance with a single SVM system and a baseline system.

Table 1. ROUGE measures for SVM Ensemble

Measures R-1 R-L R-W R-SU
Precision 0.4081 0.3359 0.1791 0.1621
Recall 0.3705 0.3051 0.0877 0.1334
F-score 0.3883 0.3197 0.1177 0.1463

In Table 1, we present the ROUGE scores of our SVM ensemble system in
terms of Precision, Recall and F-scores. We show the four important ROUGE
metrics in the results: ROUGE-1 (unigram), ROUGE-L (LCS), ROUGE-W
(weighted LCS with weight=1.2) and ROUGE-SU (skip bi-gram). Table 2 shows

1 http://svmlight.joachims.org/
2 http://westgrid.ca/
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Table 2. ROUGE F-Scores for Diff. Systems

Systems R-1 R-L R-W R-SU
Baseline 0.3347 0.3107 0.1138 0.1127
Single 0.3708 0.3035 0.1113 0.1329
Ensemble 0.3883 0.3197 0.1177 0.1463

the F-scores for a single SVM system, one baseline system and the SVM ensemble
system. The single SVM system is trained on the full data set of DUC-2006 and
the baseline system’s approach is to select the lead sentences (up to 250 words)
from each topic’s document set. Table 2 clearly suggests that the SVM ensemble
system outperforms both the single SVM system and the baseline system with
a decent margin in all the ROUGE measures.

4 Conclusion

In this paper, we applied an effective supervised framework to confront query-
focused text summarization problem based on Support Vector Machine (SVM)
ensemble. The experimental results on the 25 document sets of DUC-2007 show
that the SVM ensemble technique outperforms the conventional single SVM
system and the baseline system which proves the effectiveness of the ensemble
approach in the domain of supervised text summarization.
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Abstract. In this paper, we apply a semi-supervised learning paradigm
— co-training to handwritten digit recognition, so as to construct high-
performance recognition model with very few labeled images. Experi-
mental results show that, based on arbitrary two types of given features,
co-training can always achieve high accuracy. Thus, it provides a generic
and robust approach to construct high performance model with very few
labeled handwritten digit images.

1 Introduction

Handwritten digit recognition is an active topic in pattern recognition research.
To construct a high performance recognition model, a large amount of labeled
handwritten digit images are always required. Labeling these images is boring
and expensive, while obtaining unlabeled images is much easier and cheaper.
Thus, it is crucial to develop a high performance model with very few labeled
(and a large amount of unlabeled) handwritten digit images.

In this paper, we apply a semi-supervised learning paradigm — co-training to
handwritten digit recognition. We extract different sets of features as different
views from images, and apply co-training on these features to construct recogni-
tion model. The experiments on real-world handwritten digit images show that,
based on arbitrary two types of given features, co-training can always construct
high performance recognition model.

2 Co-Training on Few Labeled Handwritten Digit Images

To construct handwritten digit recognition model, some image features need
to be extracted beforehand, such as Karhunen-Loeve features, Zernike moment
features, Fourier features, and so on [1]. Most of these features are sufficient to
construct a high performance recognition model (given enough labeled training
images). Thus we can directly consider each type of features as a view of the
data, and easily obtain two views by extracting two types of features from hand-
written digit images. In addition, obtaining these features is also very cheap
in handwritten digit scenario — we just need run different feature extraction
programs on the same group of training images.

To illustrate the co-training framework on handwritten digit images, we con-
sider handwritten digit recognition as a binary classification problem for two

Y. Gao and N. Japkowicz (Eds.): Canadian AI 2009, LNAI 5549, pp. 203–206, 2009.
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Fig. 1. Co-training framework to construct recognition model (classifier)

handwritten digits (“6” and “8”). Figure 1 shows the co-training framework.
Given two independent and sufficient views (i.e., two sets of features), co-training
uses very few labeled and a large amount of unlabeled handwritten digit images
to incrementally construct high-performance recognition model. Specifically, it
consists of three general steps.

In step 1, based on few labeled digit images, two classifiers are initially con-
structed according to two views (two types of features). These two classifiers are
always very weak, because only small amount of the labeled images are initially
included in the training set. In step 2, each classifier classifies all the unlabeled
digit images, chooses the few images whose labels it predicts most confidently,
and adds them (with the predicted labels) to the training set. For instance, to
recognize handwritten “6” and “8”, “Classifier 1” (as in Figure 1) selects one
unlabeled image which it predicts to be “6” most confidently and one it predicts
to be “8” most confidently, and adds them back to the training set, so does
“Classifier 2” (as in Figure 1). In step 3, the two classifiers are re-constructed
based on the updated training set, and the whole process repeats until some
stopping criterion is met.

In this co-training framework, two classifiers “teach” each other with the
unlabeled digit images which they predict most confidently, thus augmenting
the recognition accuracy incrementally.

3 Experiments

We apply co-training to a real-world handwritten digit dataset (MFEAT) from
the UCI Machine Learning Repository [2]. For each digit image, six types of
features are extracted. Information on these features is tabulated in Table 1.

To simplify, we conduct the experiments on 200 handwritten “6” images and
200 handwritten “8” images for recognition, as they are relatively similar to each
other.1 we randomly pick out only 2 images (one “6” and one “8”) as the training
1 Utilizing co-training to recognize all the 10 handwritten digits is a multi-class form

of co-training, which is essentially very similar to recognize only two digits (binary-
class form of co-training). We simplify the recognition problem here, and will further
study the performance of co-training for 10-digit recognition in our future work.
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Table 1. The properties of six types of features for handwritten digit images. “No. of
Features” lists the number of features in each type. “Accuracy (2 training images)” lists
the accuracy of the recognition model constructed on only two labeled digit images (one
“6” and one “8”); “Accuracy (300 training images)” lists the accuracy of the recognition
model constructed on 300 labeled digit images (150 “6” and 150 “8”).

Accuracy
Feature Type No. of Features 2 training images 300 training images

Fourier Coefficients 76 73% 99%
Karhunen-Loeve Coefficients 64 74% 94%

Profile Correlations 216 77% 100%
Zernike Moments 47 39% 91%

Morphological Features 6 86% 99%
Pixel Averages 240 72% 98%

data, 100 images (50 “6” and 50 “8”) as the test set, and consider all the rest
(149 “6” and 149 “8”) as the unlabeled data. In each iteration, each classifier
(from each view) picks out one “6” and one “8”, and adds them to the training
set. The whole process repeats for 75 iterations to include all the unlabeled
images into the training set. The naive Bayes (from the WEKA package [3]) is
used to construct the classifiers and pick the most confident images. Only two of
the given six types of features are required to apply co-training, thus we conduct
the experiments on arbitrary two types of features — which yields a total of 15
combinations.

Table 1 lists the properties of these six types of features. The accuracy is eval-
uated in two cases. One considers that digit images in training set and unlabeled
set are all labeled images (i.e., totally 300 training images) for constructing the
model; the other considers that only two digit images in training set are labeled
images (i.e., only two training images). We can see from Table 1 that, for all
these six types of features, the recognition accuracy is always very high when
given 300 training images. However, when given only two training images, the
accuracy is much lower. In the following experiments, we expect that co-training
could achieve a high recognition accuracy with only two labeled images and 298
unlabeled images.

The co-training experiments show that co-training works quite well with all
the 15 feature combinations, and Figure 2 shows the performance of recognition
model on two representative combinations (performance on the rest 13 feature
combinations are similar to these two). Specifically, with some combinations
(such as “Fourier Coefficients & Karhunen-Loeve Coefficients”, “Fourier Coef-
ficients & Zernike Moments”, “Fourier Coefficients & Morphological Features”,
and so on), the accuracy increases promptly and significantly within few it-
erations, and then gradually approaches (or even exceeds) the upper bound,
as shown in the left subfigure of Figure 2. With the other combinations (such
as “Fourier Coefficients & Profile Correlations”, “Fourier Coefficients & Pixel
Averages”, “Zernike Moments & Pixel Averages”, and so on), the accuracy de-
creases in few iterations, but then immediately increases and approaches (or
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Fig. 2. Recognition accuracy of the co-training on two representative feature combi-
nations. “Co-Training (2 examples)” represents the accuracy of the recognition model
with co-training given only two labeled images and 298 unlabeled images. The other two
lines represent the accuracy on the corresponding types of features given 300 labeled
images.

even exceeds) the upper bound, as shown in the right subfigure of Figure 2.
Consequently, the accuracy of the recognition model is always very high with
co-training when all the unlabeled images are included in the training set (i.e.,
after 75 iterations).

4 Conclusion

We apply co-training to handwritten digit recognition in this paper. Specifically,
we first extract different types of features from handwritten digit images as
different views, and then use co-training to construct recognition model based
on these views. Experimental results show that, based on arbitrary two types
(among the given six types) of features, co-training can always achieve high
recognition accuracy. Thus it provides a generic and robust approach to construct
high performance recognition model with very few labeled (and a large amount
of unlabeled) handwritten digit images.
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Abstract. Ordinal classification is a form of multi-class classification
where there is an inherent ordering between the classes, but not a mean-
ingful numeric difference between them. Little attention has been paid as
to how to evaluate these problems, with many authors simply reporting
accuracy, which does not account for the severity of the error. Several
evaluation metrics are compared across a dataset for a problem of classi-
fying user reviews, where the data is highly skewed towards the highest
values. Mean squared error is found to be the best metric when we prefer
more (smaller) errors overall to reduce the number of large errors, while
mean absolute error is also a good metric if we instead prefer fewer errors
overall with more tolerance for large errors.

1 Introduction

Ordinal classification, sometimes referred to as ordinal regression, represents a
type of multi-class classification where there is an inherent ordering relationship
between the classes, but where there is not a meaningful numeric difference
between them [1]. This type of problem occurs frequently in human devised
scales, which cover many domains from product reviews to medical diagnosis.

In this type of scenario, some errors are worse than others. A classifier which
makes many small errors could be preferable to a classifier that makes fewer
errors overall but which makes more large errors. This paper is motivated by
work in ordinal sentiment analysis of online user reviews. In this domain, small
errors are not so important as larger errors; humans are not perfect at detecting
a 1 star difference on a 4 or 5 star scale [2], while classifying a 1 star review
as a 5 star review is a very serious problem. In addition, this domain is highly
imbalanced - a great deal of reviewers will rate a product as 5 stars. This paper
will examine various evaluation measures in the context of this scenario.

2 Related Work

In recent years, there has been much discussion on the flaws of accuracy as a
metric for comparing performance on machine learning tasks (see [3], among
others). In addition to the flaws inherent in using accuracy for binary problems,
in the ordinal case, accuracy tells us nothing about the severity of the error and in
many applications this is important. Most papers on ordinal classification that
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we have found simply use accuracy as an error measure, without considering
whether or not it is an appropriate measure, such as [2, 1] among others. A few
papers do use more interesting techniques; the “normalized distance performance
measure” is used in [4] for work with image retrieval, and an AUC type measure
for the ordinal case is introduced in [5], representing a volume under a surface.

While we have found little work discussing evaluation metrics for ordinal
problems, there has been more work done comparing metrics for binary problems.
A recent work which includes some multi-class problems is [6], which looks at
correlations over a large variety of datasets and algorithms and then tests the
metrics for sensitivity to different kinds of noise on an artificial binary problem.

3 Measures

Accuracy (ACC), Mean Absolute Error (MAE), and Mean Squared Error (MSE)
are used as they are common, simple, evaluation metrics. Accuracy represents
the number of correctly classified examples as a proportion of all examples, while
MAE and MSE represent the mean of the absolute or squared difference between
the output of the classifier and the correct label over all examples.

Linear Correlation (Correl) measures a linear relationship between two sets of
numbers. A strong correlation between the classifier output and the actual labels
should represent a good classifier.

Normalized Distance Performance Measure (NDPM) is a measure introduced by
[7] that is designed for information retrieval in cases where a user has established
relative preferences for documents, without necessarily referring to a predefined
scale. NDPM is based on how often the user ranking and the system ranking are
contradictory, and how often the user and system rankings are “compatible” -
when the user ranking establishes a preference between two documents but the
system ranking does not. In this sense it is a truly ordinal measure, and does
not assume anything about the magnitude of the error between two classes.

Accuracy within n (ACC1, ACC2, etc) represents a family of measures which
are similar to accuracy, however, they allow for a wider range of outputs to be
considered “correct”. In the case where the correct output is 4 stars, outputs
of 3 stars and 4 stars would be considered accurate within 1. When there are
k classes, accuracy within k − 2 includes all outputs as correct except for the
worst possible kind of error, that is, mistaking class k with class 1 or vice versa.
Traditional accuracy can be referred to as ACC0 in this context.

Used together, these measures provide a more qualitative picture of the per-
formance of the classifier and the magnitude of it’s errors, while greatly summa-
rizing the information in a confusion matrix. However it should be noted that
used alone these measures suffer from many of the same problems as accuracy,
and most often we want a single number to summarize the performance of a
system. One thing these measures can do is allow us to define a situation in
which a classifier is indisputably superior to another - when accuracy within n is
higher for each n, including 0, (or higher for at least one and equal for others).
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While this concept is not entirely novel, it is not used frequently. For example,
[2] uses a similar idea they call “Rating Difference” when describing human
performance on their task.

Accuracy + Correlation (ACC+Correl) is simply the mean of accuracy and
correlation. The motivation behind this combination is that including the infor-
mation provided by correlation should improve on accuracy by providing some
indication of the severity of the errors. We are not aware of any other work using
this combination as a metric.

4 Experiments

In order to test the performance of the measures, we build classifiers using the
DVD reviews in the dataset from [8]. We use reviews from the large “unlabeled”
file, which does still include labels of 1, 2, 4, and 5 stars. In order to create
features, we first use an algorithm which scores the words found in a set of
2500 randomly selected reviews based on how often they appear in positive vs.
negative documents, and keep the top and bottom 25% of words as features. We
then create a bag of words feature set based on the appearance of those words
in a different set of 2500 documents. We then train classifiers on the features
using WEKA [9] with default settings to perform 10 fold cross validation. We
used 4 different classifiers: SMO, J48, and the OrdinalClassClassifier method
introduced in [1] with each of SMO and J48 as base classifiers.

We also performed tests on artificial data, however, these results have been
omitted for space reasons.

5 Results

Correlations between the different measures are shown in Table 1. MSE correlates
most strongly with ACC1, ACC2, and ACC3, which shows that is is best at

Table 1. Correlations (absolute values) between measures - 4 classifiers, imbalanced
dataset

MAE MSE Correl NDPM ACC
+
Correl

ACC ACC1 ACC2 ACC3

MAE 1 0.944 0.256 0.065 0.384 0.523 0.904 0.874 0.775
MSE 0.944 1 0.234 0.014 0.272 0.226 0.923 0.944 0.898

Correl 0.256 0.234 1 0.821 0.955 0.307 0.006 0.122 0.364
NDPM 0.065 0.014 0.821 1 0.819 0.366 0.285 0.117 0.222

ACC+Correl 0.384 0.272 0.955 0.819 1 0.576 0.069 0.138 0.343
ACC 0.523 0.226 0.307 0.366 0.576 1 0.205 0.104 0.096

ACC1 0.904 0.923 0.006 0.285 0.069 0.205 1 0.924 0.696
ACC2 0.874 0.944 0.122 0.117 0.138 0.104 0.924 1 0.744
ACC3 0.775 0.898 0.364 0.222 0.343 0.096 0.696 0.744 1



210 L. Gaudette and N. Japkowicz

capturing differences in the accuracies within n while combining the information
into a single measure. MAE also correlates reasonably well with the accuracies
within n while correlating better with simple accuracy. However, all of the other
measures are very far behind, while in the artificial tests they seemed much
closer. In particular, correlation appears to be a terrible measure in practice
while it was promising in the artificial tests.

6 Conclusions

Given the imbalanced dataset studied, MSE and MAE are the best performance
metrics for ordinal classification of those studied. MSE is better in situations
where the severity of the errors is more important, while MAE is better in
situations where the tolerance for small errors is lower. This is despite the fact
that neither of these measures are truly ordinal by design.

For future work, we would like to expand this analysis across a wider collection
of datasets and methods in the domain of ordinal sentiment classification. We
are also interested in exploring the evaluation of this problem in a more formal
framework.
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Abstract. This paper solves a static and transportation facility location alloca-
tion problem defined as follows: given a set of locations Loc and a set of de-
mand objects D located in Loc, the goal is to allocate a set of static facilities S 
and a set of transportation facilities T to the locations in Loc, which minimizes 
both the average travelling distance from D to S and the maximum transporta-
tion travelling distance between D and S through T. The problem is challenging 
because two types of facilities are involved and cooperate with each other.  In 
this paper, we propose a static and transportation facility location allocation al-
gorithm, called STFLS, to solve the problem. The method uses two steps of 
searching for static facility and transportation facility locations Experiments 
demonstrate the efficiency and practicality of the algorithm.  

Keywords: Facility location problem, Static facility, Transportation facility.  

1   Introduction  

Facility location problem is an important research topic in spatial analysis [1]. The 
objective is to determine a set of locations for the supply so as to minimize the total 
supply and assignment cost. For instance, city planners may have a question about 
how to allocate facilities such as hospitals and fire stations for new residence area. 
The decision will be made based on the local populations and the capability of the 
limited resources. Various methods for the single type of facility location problem 
have been proposed for the above applications [1, 2, 3]. 

In reality, we often face two types of facilities location problem when the number 
of the single type of facilities within a service area is inefficient. For example, for 
emergency medical services, we can locate the hospital locations in such a way that it 
achieves full coverage of a service with the minimum total travelling distance. This 
usually ends up the hospital locations close to the dense community. However, for the 
residents in the sparse and remote area, since the number of hospitals is limited, in 
order to offer fast response time, the ambulance should be located to shorten the time 
to access medical services. In this application, two types of facilities need to be 
located in a region, static facilities (e.g. hospitals) and transportation facilities 
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(e.g. ambulances). The service is supplied to the customers by the cooperation of 
these two types of facilities. However, none of the current methods can apply to the 
two types of facilities location problem directly.  

In the paper, the average travelling distance and transportation facility travelling 
distance are defined as follows: 

Definition 1. Given a set of demand objects D and a set of static facilities S, the aver-
age travelling distance (ATD) is defined as: 

ATD = 
( , ) * .

.

d Dj

d Dj

j i j

j

dist d s d w

d w

∈

∈

∑

∑
 , where is S∈ , jd D∈ and is  is dj’s assigned static 

facility. .jd w  is a positive number representing the demand of the demand object jd .  

Definition 2. Given a set of demand objects D, a set of static facilities S and a set of 
transportation facilities T, the transportation travelling distance (TTD) of the demand 

object jd  is defined as: 

( ) ( , || ) ( , )j j i k j iTTD d dist d s t dist d s= + , where is S∈ , jd D∈ , k Tt ∈  and 

( , || )j i kdist d s t  is the distance from a location of a demand object jd  to its assigned 

static facility location is  or the closest transportation facility location kt  , whichever 

is shorter. 
The main contribution of the paper is that we introduce a new type of facility loca-

tion problem regarding to static and transportation facilities and propose a novel 
heuristic algorithm to solve the problem. Instead of only minimizing the average trav-
elling distance between the static facilities and demand objects, the new problem also 
considers the constraint between the transportation facilities and static facilities and 
minimizes the maximum travelling distance of transportation facilities.  

2   STFLS: Static and Transportation Facility Location Searching 
Algorithm  

Static and transportation optimal facility locations problem is a NP-hard problem. In 
this section, we propose a heuristic method called Static Transportation Facilities Lo-
cation Searching Algorithm (STFLS). The algorithm contains two steps (shown in 
Fig. 1): static facility location searching and transportation facility location searching. 
In the following, we will give a detail discussion on these two steps. 

2.1 Static Facility Location Searching 

Searching optimal locations for static facilities is a NP-hard problem. Various meth-
ods have been proposed [1, 3]. However, most methods are not efficient enough to 
deal with large spatial datasets. In this step, we propose a heuristic method to find 
local optimal locations using clustering. Clustering is the process of grouping a set of 
objects into classes so that objects within a cluster have high similarity to one another, 
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STFLS(D, S, T) 
Input: a set of demand objects D, a set of static facili-
ties S with unknown locations, and a set of transporta-
tion facilities T with unknown locations 
Output: locations of S and T 
/* static facilities locations searching step */ 

  1 SearchStaticFacilityLocations (D,S)  
 /* transportation facilities locations searching step*/ 
  2 SearchTransportationFacilitiesLocations(D,S,T,   
    threshold) 

Fig. 1. Pseudo code of STFLS 

but are dissimilar to objects in other clusters [4]. The clustering process is used to 
reduce the searching area.  

In each iteration, there are two searching steps, intra-cluster searching and inter-
cluster searching. Each static facility and the demand objects assigned to it would be 
seen as a cluster. In intra-cluster searching step, every static facility’s optimal location 
in its cluster is found out. In the inter-cluster searching step, we compare the local 
optimal static facilities’ location in every cluster and select one which can reduce the 
average distance most. 

2.2   Transportation Facilities Location Searching 

Locations of transportation facilities depend on both locations of demand objects and 
static facilities. To reduce the computation time, we use a greedy method in this step.  
The strategy is that it changes a transportation facility to the location whichever re-
duces the maximal transportation reachability distance most within each loop and 
stops if the exchange cannot bring the reduction of transportation reachability distance 
or the iteration time reaches the redefined times.  

3   Experiments 

3.1   Comparison between STFLS and Optimal Solution  

Synthetic datasets for demand objects were created in a 300 ⊗ 300area. The values in 
the following experiments are the average of the results which are from running the 
algorithm six times. To compare the performance of STFLS with the optimal solution, 
we generate a dataset with 100 demand objects and locate 3 static facilities and 2 
transportation facilities. The weight of each demand object is 30 and the capability of 
 

Table 1. The comparison between STFLS and the optimal solution 

  STFLS Optimal solution 
Average traveling distance 48.7  46.5  

Maximum traveling distance 199.0  192.3  
Execution time (s) 1 200 



214 W. Gu , X. Wang, and L. Geng 

each static facility is 1000. Table 1 shows that the optimal solution has a better per-
formance than STFLS but it is time consuming. 

3.2   Comparison between STFLS and Capacitated p-Median 

In this section, we compare STFLS with a capacitated p-median algorithm in [5]. The 
comparisons are taken under a with 10000 demand objects and locate 10 static facili-
ties and 5 transportation facilities. The weight of each demand object is 30 and the 
capability of each static facility is 40000. STFLS can reduce the average travelling 
distance from 29.7 to 27.8 and reduce the maximum transportation travelling distance 
from 238.3 to 187.6. 
 

Table 2. The comparison between STFLS and the capacitated p-median algorithm  

  STFLS Capacitated p-
median 

Average traveling distance 27.8 29.7 
Maximum traveling distance 187.6 238.3 

4   Conclusion and Future Work 

In this paper, we introduce a new type of facility location problem with both static 
and transportation facilities and propose a novel heuristic algorithm STFLS to solve 
it. STFLS assigns two types of facilities to the local optimal locations based on the 
spatial distribution of demand objects and the dependency of the facilities. To our 
knowledge, STFLS is the first algorithm to handle the location allocation problem 
about two types of facilities. Experimental results show that STFLS can allocate two 
types of facilities into an area in a reasonable accuracy and efficiency.  
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Abstract. Spatial clustering, which groups similar spatial objects into classes, is 
an important research topic in spatial data mining. Many spatial clustering 
methods have been developed recently. However, many users do not know how 
to choose the most suitable spatial clustering method to implement their own 
projects due to lack of expertise in the area. In order to reduce the difficulties of 
choosing, linking and executing appropriate programs, we build a spatial clus-
tering ontology to formalize a set of concepts and relationships in the spatial 
clustering domain.  Based on the spatial clustering ontology, we implement an 
ontology-based spatial clustering selection system (OSCS) to guide users select-
ing an appropriate spatial clustering algorithm. The system consists of the 
following parts: a spatial clustering ontology, an ontology reasoner using a task-
model, a web server and a user interface. Preliminary experiments have been 
conducted to demonstrate the efficiency and practicality of the system.   

Keywords: Ontology, Spatial clustering, Knowledge representation formalism. 

1   Introduction  

With the rapid growth of volume of spatial datasets, spatial clustering becomes an 
important topic in knowledge discovery research. It aims to group similar spatial 
objects into classes and is useful in exploratory pattern-analysis, grouping, decision-
making, and machine-learning [1]. However, most existing clustering algorithms do 
not consider semantic information during the clustering process. Thus, spatial 
clustering users need to be familiar with spatial clustering methods in order to choose 
a most suitable spatial clustering method for their applications. Thus, providing 
knowledge support in clustering will be helpful for common users.  

Classification of spatial clustering methods is not easy since the categorization of 
spatial clustering methods is not unique [1]. In addition, there is no clear line between 
different categories and constraints appear among the concepts. An ontology is a 
formal explicit specification of a shared conceptualization [2]. It provides domain 
knowledge relevant to the conceptualization and axioms [3].  

In this paper, we propose an ontology-based spatial clustering selection system. 
The purpose of the system is to guide users selecting an appropriate spatial clustering 
algorithm. Through designing a spatial clustering ontology, we can provide 
knowledge support to common users in a semantic level.  
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2   Related Works  

As for spatial clustering ontology, Hwang introduced a high-level conceptual 
framework which includes a user-interface, metadata, a domain ontology, a task 
ontology, and an algorithm builder [4]. The advantage of the framework is shown by 
two examples: the first one contrasts two task ontologies at different levels of scale; 
the second one contrasts two domain ontologies, one with an on-water constraint and 
another without. However, no formal spatial ontology has been used in specifying the 
domain ontology. Wang and Hamilton proposed an ontology-based spatial clustering 
framework [3]. With the framework, users give their goals in natural language. The 
framework uses the ontology query language which is translated from users’ goals to 
identify the proper clustering methods and the appropriate datasets based on a spatial 
clustering ontology. However, they did not discuss how to generate spatial clustering 
ontology in the framework.  

3   OSCS: A Ontology-Based Spatial Clustering Selection System 

In this section, we propose a novel system called Ontology-based Spatial Clustering 
Selection System (OSCS). The system helps users selecting an appropriate spatial 
clustering algorithm. The architecture of the system is shown in Fig. 1. The system 
consists of four components: A spatial clustering ontology, an ontology reasoner, a 
web server and a user interface.  

The system performs spatial clustering under the following steps. First, the spatial 
clustering ontology is generated in a web ontology language and is posted on the 
Internet. Secondly, the users’ goal as clustering demands is translated into an 
objective task that can perform reasoning on the ontology by Ontology Reasoner 
component. Then, the appropriate spatial clustering algorithms are selected from the 
reasoning results. Thirdly, the selected clustering algorithm performs clustering on the 
datasets and clustering results are returned to users.  

 

Fig. 1. The architecture of OSCS 
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3.1   Spatial Clustering Ontology  

Spatial clustering ontology in the system is a formal representation of a set of 
concepts and relationships within the spatial clustering domain. The ontology is used 
to explicitly represent the meaning of terms in vocabularies and make the information 
be easily accessed by computers. In the system, we use OWL [5] to generate a spatial 
clustering ontology. The spatial clustering methods in the ontology are organized by a 
hierarchical categorization of spatial clustering algorithms and spatial clustering 
characteristics. 

The hierarchical classification of spatial clustering algorithms is developed in terms 
of clustering techniques [1]. Every spatial clustering algorithm is stored under a right 
node in the tree structure.  

Some spatial clustering algorithms can be categorized into more than one category. 
As a supplement of a hierarchical classification, we define a set of characteristics to 
classify spatial clustering algorithms. The characteristics include: Assignment Way, 
Attributes Type, Constraint, Dataset Size, Dimensionality, Distance Measure, 
Measure Way, Noise Points Influence, Search Way.  

3.2   Ontology Reasoner  

The ontology reasoner in the system is used to reason the useful knowledge in the 
ontology. The input of the reasoner is the semantics information given by users, and 
the output is a set of appropriate spatial clustering algorithms. The reasoner in the 
system is based on Pellet [6] which is an open-source Java based OWL-DL reasoner. 
The reasoner performs the reasoning using the following steps. First, we build a task 
model [7] to associate the reasoning to the spatial clustering ontology and user’s 
clustering goals. Secondly, each present spatial clustering algorithm of the ontology 
may be considered as an inference (elementary task) directly associate with a function 
or as a complex task which combines with a decomposition method represented in a 
problem solving strategy. Finally we propose to recursively decompose each complex 
task into elementary sub-tasks.  

3.3   User Interface and Web Server 

In OSCS, a user interface is implemented to receive the semantics requirements from 
users, transfer the information to web server and return clustering results to users. 
Currently, we implement two types of requirement input interfaces. For experts, we 
supply them a tree view interface which the spatial clustering algorithms are 
organized in a hierarchical organization. Based on their background knowledge, 
professional users can explore in the tree to find out the suitable algorithms under the 
tree nodes. From the characteristics view interface, the users’ requirements are 
described by type of attributes, scalability requirement, dimensionality of data, 
assignment method, outliers handling, defined parameters and constraints. Users can 
select the characteristics from the interface, then the system would find out a set of 
suitable algorithms as the requirement.  
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4   An Example Application 

In this section, we use an application for facility location problem to test the system. 
The data used in this application is a population data in South Carolina. The data set 
consists of 867 census tracts (Census2000). In the application, we use a spatial 
clustering algorithm to find suitable locations for building five hospitals and assign 
their service area. 

The system recommends to use a spatial clustering algorithm, Capability 
K-MEANS [8]. Table 1 shows the comparison between Capability K-MEANS and K-
MEANS (the most popular algorithm in facility location problem). The Capability 
K-MEANS gets a better performance by reducing the Average traveling distance and 
Maximum traveling distance.  

Table 1. The comparison between Capability K-MEANS and K-MEANS 

  Capability K-MEANS K-MEANS 

Average traveling distance 59.7 km 61.3km 
Maximum traveling distance 322km 328 km 

5   Conclusion and Future Work 

The major contribution of our work is to develop an ontology-based spatial clustering 
reasoning system. Based on the spatial clustering ontology, the system can guide 
users to choose the most suitable spatial clustering algorithm without mastering the 
knowledge in spatial clustering domain. Through some preliminary experiments, it is 
proved that the system can select proper clustering methods for different applications. 
In the future, we will evaluate the system on a wide range of problems.  
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Abstract. Version Control Systems (VCS) have always played an es-
sential role for developing reliable software. Recently, many new ways
of utilizing the information hidden in VCS have been discovered. Clus-
tering layouts of software systems using VCS is one of them. It reveals
groups of related artifacts of the software system, which can be visualized
for easier exploration. In this paper we use an Expectation Maximization
(EM) based probabilistic clustering algorithm and visualize the clustered
modules using a compound node layout algorithm. Our experiments with
repositories of two medium size software tools give promising results in-
dicating improvements over many previous approaches.

Keywords: Clustering, Software artifacts, Expectation Maximization.

1 Introduction

VCS are used to manage the multiple revisions of the same source of information
and are vital for developing reliable software. They are mainly used in medium
to large size projects so that many developers can simultaneously alter different
parts of the code without interfering with each other’s work. VCS repositories
keep many versions of the code and has the ability to resolve conflicts on parts
of the code that several people have changed simultaneously. On top of their
regular operational duties, VCS contain very useful hidden information, which
can be used to reverse engineer and refactor the codes. The underlying idea
behind such methods is the fact that dependent software artifacts, which are
usually elements of a submodule, co-occur in VCS transactions. Although this
is the intended behavior, quality of code usually decays over time. In such cases,
software artifacts of unrelated modules start to co-occur or co-change together.
This is a strong indication of quality decay, which must be monitored and treated.
Several approaches, most notably from the pattern mining community, have
been introduced to attack this problem. Clustering is among the most famous
approaches used.

The main contribution of this paper is using a probabilistic clustering algo-
rithm on VCS repositories. Existing VCS repository mining algorithms mostly
use hard clustering techniques, whereas we propose using a probabilistic soft clus-
tering algorithm followed by a powerful compound graph based layout method
to help the end user to easily comprehend the results.
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2 Method

In this paper we use the concept of co-change graphs as introduced in [2]. A
co-change graph is an artificial graph constructed from VCS repository that ab-
stracts the information in the repository. Let G = (V, E) be a graph in which
V is the set of software artifacts. An undirected edge (v1, v2) ∈ E exists, if
and only if artifacts v1 and v2 co-occur in at least a predefined number of com-
mit transactions. This graph is the input of the probabilistic graph clustering
algorithm.

The exploited clustering algorithm which is based on Expectation Maximiza-
tion (EM) framework, has only recently been applied to graph clustering. The
intuition behind Expectation maximization is very similar to K-means, the most
famous clustering technique [4]. Both EM and K-means algorithms have two
steps; an expectation step followed by a maximization step. The first step is
with respect to the unknown underlying model parameters using the current
estimate of the parameters. The maximization step then provides a new esti-
mate of the parameters. Each step assumes that the other step has been solved.
Knowing the assignment of each data points, we can estimate the parameters of
the cluster and the parameters of the distributions, assign each point to a clus-
ter. Unlike kmeans, expectation maximization can use soft clustering in which
variable are assigned to each cluster with a probability equal to the relative
likelihood of that variable belonging to the class.

We first define the algorithm as a black box. It takes an adjacency graph
Aij of a graph G and the number of clusters c as input. The algorithm outputs
the posterior probabilities qir denoting the probability of node vi belonging to
cluster r. Finally, assignment of nodes to clusters is done using these posterior
probabilities.

Let Πr denote the fraction of vertices in cluster r. We initialize the probability
of each πr with (n/c + noise), as recommended by authors. Let θri denote the
probability that an edge from a particular node in group r connects to node i.
This matrix shows how nodes in a certain cluster are connected to all the nodes
of the graph. The aim of the algorithm is to represent a group of nodes for each
cluster that all have similar patterns of connection to others. The parameters πr,
θri and qir satisfy the normalization conditions:

c∑
r=1

πr =
n∑

i=1

θri =
c∑

r=1

qir = 1 (1)

In the expectation (E) step of the algorithm the model parameter qir is updated
assuming all the other model parameters is fixed.

qir =
πr

∏
j θ

Aij

rj∑
s πs

∏
j θsj

Aij
(2)

In the Maximization (M) step of the algorithm, model parameters πr and
and θrj are updated assuming fixed posterior probabilities. The EM framework
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guarantees that the algorithm converges. The convergence happens when the
log likelihood ceases to increase. Equations 2 and 3 show how the two steps are
dependent on each other. To find the variable assignments we need to know the
values of the model’s parameters, and to update the parameters of the model
the variable assignments are required.

πr =
1
n

∑
i

qir, θrj =
∑

i Aijqir∑
i kiqir

(3)

EM based clustering algorithm requires the number of cluster c to be given
as input. This is a challenging problem. A practical solution is the Bayesian
Information Criterion (BIC) which suits well with model based approaches Given
any two estimated models, the model with the lower value of BIC is preferred. In
our problem definition, n is the number of software artifacts. The free parameters
are θ and π. Formula 4 is used to compute the BIC score. By changing the value
of c, different models and different scores are achieved. we select the c that gives
the minimum BIC score.

BIC = −2
n∑

i=1

[ln(πgi) +
n∑

j=1

Aij lnθgij ] + (c + c ∗ n)n (4)

Finally, we use the compound layout algorithm as defined in [3] to visualize the
result. We generate a compound node for every cluster and add all nodes to it as
member nodes. Then we run the compound graph layout algorithm, which is an
improved force directed layout algorithm tailored for nested graphs, using the Chi-
sio1 tool. We remove the compound nodes from the visualization Thus, compound
nodes serves only for better layout and they are never shown to the end user.

3 Evaluation

We evaluate our clustering method by applying it to the VCS repositories of two
software systems and comparing the results to authoritative decompositions. The
clustering results are presented using compound node layouts that show software
artifacts and their dependencies at class level. The two softwares have different
sizes and different number of clusters. Because the evaluation requires the knowl-
edge of authoritative decompositions, we chose systems that we are familiar with.
We use Crocopat2.1 and Rabbit 2.1 as our examples and Figure 1 right presents
some information about them.

Crocopat 2.1 is an interpreter for the language RML(relational manipulation
language). It takes as input an RML program and relations, and outputs result-
ing relations. We have experimented different number of clusters 100 time each.
Figure 1 shows the average results. The results indicates 4 clusters must be used
confirming the authoritative decomposition. According to the authoritative de-
composition, Crocopat has four major subsystems. The output of the probabilistic
graph clustering algorithm clustering for Crocopat is shown in Figure 2 left.
1 Chisio: Compound or Hierarchical Graph Visualization Tool.
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Fig. 1. BIC is used on Crocopat and Rabit in order to find the appropriate number of
clusters to be fed to the EM algorithm. The table on the right presents some information
about the Crocopat and Rabbit.

Fig. 2. Artifacts of Crocopat (one the right) and Rabbit(on the left) clustered using
probabilistic fuzzy algorithm and visualized using compound nodes

Rabbit 2.1 is a model checking tool for modular timed automata. It is a
command line program which takes a model and a specification file as input
and writes out verification results. Figure 1 represents the average score for each
number of clusters. Authoritative decomposition indicates that the number of
clusters should be 6 whereas BIC score designate that 6 is the second best score
and the best score is given by 8 clusters. We clustered the software using 6
clusters and the result achieved is illustrated in Figure 2. The clusters have been
labeled on the Figure.

The result for clustering of both softwares were approved by the developers of
both tools and have been found to be as good as, if not better than the existing
approaches. Detailed analysis is omitted due to space considerations.

4 Conclusion

In this work, we proposed a probabilistic clustering approach followed by a com-
pound graph visualizing in order to reverse engineer a software project. The
algorithm is independent of the platforms, languages and tools the project was
built on. It relies only on VCS files and it has internal tools for estimating best
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number of components of the system . We have shown that our approach gives
useful results in finding components and the relations between them, which can
be used for quality monitoring and code refactoring.

Acknowledgments. This article is the result of a student project in the software-
engineering course CMPT 745 in fall 2008 at Simon Fraser University, and we
thank Dirk Beyer for interesting discussions.

References

1. Newman, M., Leicht, E.: Mixture models and exploratory analysis in networks. In:
PNAS 2007 (2007)

2. Beyer, D., Noack, A.: Clustering Software Artifacts Based on Frequent Common
Changes. In: IWPC 2005 (2005)

3. Dogrusoz, U., Giral, E., Cetintas, A., Civril, A., Demir, E.: A Compound Graph Lay-
out Algorithm for Biological Pathways. In: Pach, J. (ed.) GD 2004. LNCS, vol. 3383,
pp. 442–447. Springer, Heidelberg (2005)

4. Dubes, R., Jain, A.: Algorithms for Clustering Data. Prentice-Hall, Englewood Cliffs
(1998)



Y. Gao and N. Japkowicz (Eds.): Canadian AI 2009, LNAI 5549, pp. 224–228, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Classifying Biomedical Abstracts Using Committees of 
Classifiers and Collective Ranking Techniques   

Alexandre Kouznetsov1, Stan Matwin1, Diana Inkpen1, Amir H. Razavi1, 
Oana Frunza1, Morvarid Sehatkar1, Leanne Seaward1, and Peter O’Blenis2  

1 School of Information Technology and Engineering (SITE), University of Ottawa 
akouz086@uottawa.ca, {stan,diana,araza082,ofrunza, 

mseha092}@site.uottawa.ca, lspra072@uottawa.ca 
2 TrialStat Corporation, 1101 Prince of Wales Drive, Ottawa, ON, CA, K2C 3W7 

poblenis@trialstat.com  

Abstract. The purpose of this work is to reduce the workload of human experts 
in building systematic reviews from published articles, used in evidence-based 
medicine. We propose to use a committee of classifiers to rank biomedical 
abstracts based on the predicted relevance to the topic under review. In our ap-
proach, we identify two subsets of abstracts: one that represents the top, and an-
other that represents the bottom of the ranked list. These subsets, identified 
using machine learning (ML) techniques, are considered zones where abstracts 
are labeled with high confidence as relevant or irrelevant to the topic of the re-
view. Early experiments with this approach using different classifiers and dif-
ferent representation techniques show significant workload reduction. 

Keywords: Machine Learning, Automatic Text Classification, Systematic Re-
views, Ranking Algorithms. 

1   Introduction 

Evidence-based medicine (EBM) is an approach to medical research and practice 
that attempts to provide better care with better outcomes by basing clinical deci-
sions on solid scientific evidence [1]. Systematic Reviews (SR) are one of the main 
tools of EBM. Building SRs is a process of reviewing literature on a specific topic 
with the goal of distilling a targeted subset of data. Usually, the reviewed data in-
cludes titles and abstracts of biomedical articles that could be relevant to the topic. 
SR can be seen as a text classification problem with two classes: a positive class 
containing articles relevant to the topic of review and a negative class for articles that 
are not relevant. 

In this paper we propose an algorithm to reduce the workload of building SRs 
while maintaining the required performance of the existing manual workflow. The 
number of articles classified by the ML algorithm with high confidence can be con-
sidered a measure of workload reduction. 
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2   Ranking Method 

Ranking Algorithm. The proposed approach is based on using committees of classi-
fication algorithms to rank instances based on their relevance to the topic of review. 
We have implemented a two-step ranking algorithm. While the first step, called local 
ranking, is used to rank instances based on a single classifier output, the second step, 
named collective ranking, integrates the local ranking results of individual classifiers 
and sorts instances based on all local ranking results. 

The local ranking process is a simple mapping: 

( , )j ij ij ijR w w s+ − →                                          (1) 

where jR  is the local ranking function for classifier j; ijw +  and ijw −  are decision 

weights for the positive and the negative class assigned by classifier j to instance i; 

ijs is the local ranking score for instance i  based on classifier’s  j output. Depending 

on what the classifier j is using as weights, ijs  are calculated as the ratio or normal-

ized difference of the weights. 
All instances to be classified (test set instances) are sorted based on the local rank-

ing scores ijs . A sorted list of instances is built for each classifier j. As a result, each 

instance i is assigned a local rank ijl  that is the position (the rank) of the current in-

stance in the ordered list of instances with respect to the current classifier j: 

  ij ijs l→ ,           { }1, 2, ,ijl N∈ K    (2) 

where N is the total number of instances to be classified.  

In the second step, the collective ranking score ig  is calculated for each instance i 

over all the applied classifiers, as follows: 

  ( 1)i ij
j

g N l= − +∑     (3) 

All instances to be classified are in the end based on the collective ranking scores. 
The collective ordered list of instances is a result of this sorting. Finally, we get the 

collective rank ir  for each instance as the number associated with that instance in the 

collective ordered list (the position in the list):  

  i ig r→ ,       { }1,2, ,ir N∈ K        (4) 

An instance with a higher collective rank is more relevant to the topic under review 
than another instance with a lower collective rank.  

Classification rule for the committee of classifiers. The classification decision of 
the committee is based on the collective ordered list of instances. The key point is to 
establish two thresholds: 

T  - top threshold (number of instances to be classified as positive); 
B - bottom threshold (number of instances to be classified as negative). 



226 A. Kouznetsov et al.  

We propose a special Machine Learning (ML) technique to determine T and B for 
new test data by applying our classifiers on the labeled data (the training set). Since 
human experts have assigned the labels for all training set instances, top and bottom 
thresholds on the training set could be created with respect to the required level of 
prediction confidence (which in our case is the average recall and precision level of 
individual human experts). As top and bottom thresholds for the training set are as-
signed, we simply project them on the test set, while adjusting them to the new distri-
bution of the data, the proportions of the size of the prediction zones and gray zone 
are maintained. After the thresholds are determined, the committee classification rule 
is as follows: 

( ) ,

( ( )) ,

( ( ))

i i

i i

N
i

r T i Z c relevant

r N B i Z c irrelevant

T r N B i Z

+

−

≤ => ∈ =

> − => ∈ =

< ≤ − => ∈

              (5) 

where ic  is final class prediction on instance i; ir  represents the collective rank of the 

instance i , N is a number of instances in the test set; Z +  is the positive prediction 
zone the subset of the test set including all instances predicted to be positive with 

respect to required level of prediction confidence; Z −  is the negative prediction zone, 
the subset of the test set that consists of all instances predicted to be negative with 
respect to the required level of prediction confidence. The prediction zone is built as 

the union of Z +  and Z − . Test set instances that do not belong to the prediction zone 

belong to what we call the gray zone NZ .  

3   Experiments 

The work presented here was done on a SR data set provided by TrialStat Corporation 
[2]. The source data includes 23334 medical articles pre-selected for the review. 
While 19637 articles have title and abstract, 3697 articles have only the title. The data 
set has an imbalance rate (the ratio of positive class to the entire data set) of 8.94%. 

A stratified repeated random sampling scheme was applied to validate the experi-
mental results. The data was randomly split into a training set and a test set five times. 
On each split, the training set included 7000 articles (~30%) , while the test set in-
cluded 16334 articles (~70%) The results from each split were then averaged. 

We applied two data representation schemes to build document-term matrices: 
Bag-of-words (BOW) and second order co-occurrence representation [3]. CHI2 
feature selection was applied to exclude terms with low discriminative power.  
In order to build the committee, we used the following algorithms1: (1) Complement 
Naïve Bayes [4];  (2) Discriminative Multinomial Naïve Bayes[5];  (3) Alternating 
Decision Tree [6];  (4)  AdaBoost (Logistic Regression)[7]; (5)AdaBoost (j48)[7]. 

                                                           
1 We tried a wide set of algorithms with good track record in text classification tasks , accord-

ing to the literature. We selected the 5 which had the best performance on our data.  
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4   Results 

By using the above described method to derive the test set thresholds from the train-
ing set, the top threshold is set to 700 and the bottom threshold is set to 8000. There-
fore, the prediction zone consists of 8700 articles (700 top-zone articles and 8000 
bottom-zone articles) that represent 37.3% of the whole corpus. At the same time, the 
gray zone includes 7634 articles (32.7% of the corpus). Table 1 presents the recall and 
precision results calculated for the positive class. (Only prediction zone articles are 
taken into account.) Table 1 also includes the average recall and precision results for 
human expert predictions2, observed SR data from the TrialStat Inc. 

The proposed approach includes two levels of ensembles: the committee of classi-
fiers and an ensemble of data representation techniques. We observed that using the 
ensemble approach has brought significant impact on performance improving (possi-
ble because it removes the variance and the mistakes of individual algorithms). 

Table 1. Performance Evaluation 

Performance measure Machine Learning results 
on the Prediction Zone 

Average Human 
Reviewer’s results 

Recall on the positive class 91.6% 90-95% 

Precision on the positive class 84.3% 80-85% 

5   Conclusions  

The experiments show that a committee of ML classifiers can rank biomedical re-
search abstracts with a confidence level similar to human experts.  The abstracts se-
lected with our ranking method are classified by the ML technique with a recall value 
of 91.6% and a precision value of 84.3% for the class of interest. The human work-
load reduction that we achieved in our experiments is 37.3% over the whole data. 
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Abstract. Vehicle Routing Problem(VRP) is a well known NP-hard problem, 
where an optimal solution to the problem cannot be achieved in reasonable 
time, as the problem size increases. Due to this problem, many researchers have 
proposed a heuristic using a local search. In this paper, we propose the 
Constraint Satisfaction Problem(CSP) model in Large Neighborhood Search. 
This model enables us to reduce the size of local search space. In addition, it 
enables the easy handling of many constraints in the real-world. 

Keywords: Vehicle Routing Problem, Constraint Satisfaction Problem. 

1   Introduction 

Minimizing the cost is always the main target of commercial businesses. To reduce 
the cost, we need to find a solution to this problem. The Vehicle Routing Problem is 
introduced as approach for solving this problem. The objective of VRP is delivery to a 
set of customers with known demands along minimum-cost vehicle routes originating 
and terminating at a depot[2]. VRP is an NP-hard problem and the optimum or near 
optimum solution can be best obtained by heuristics. Heuristic approaches have been 
addressed in a very large number of studies[3]. Among of them, the Large 
Neighborhood Search(LNS) has more good solutions than other approaches[4]. We 
construct a Constraint Satisfaction Problem(CSP) model of exploration in LNS. The 
benefit of using the CSP technique is that it can easily use the constraints. Thus, we 
expect to use constraints more easily than previous studies on VRP. 

2   Large Neighborhood Search  

LNS have been introduced for VRP with time windows, in [1]. The central idea of 
LNS is very simple. The LNS is based on continual relaxation and re-optimization.  
For VRP, the positions of some customer visits are relaxed (the visits are removed 
from the routing plan), and then the routing plan is re-optimised over the relaxed 
positions (by re-inserting these visits). A single iteration of removal and re-insertion 
can be considered as an examination of a neighborhood. If a re-insertion is found such 
that the best routing plan has a low cost, this new solution is retained as the current 
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one. We propose a CSP model for re-insertion process. This model is advantageous 
when applying and adding constraints, as the model is based on CSP. The model is 
examined in detail in Section 3. 

3   CSP Model for Reinsertion Problems 

To develop the reinsertion model, we need to define symbols of graph expression. 
The symbols for the graph expression are as follows.  

Gi is an initial cluster for each truck. Gi' is a partial graph including depot. It means 
that a cluster has a starting deport and there is no return depot. Gj" is a partial graph 
including virtual depot. V is a customer’s set, vi is deleted vertex, and Virtual vertex is 
subgraph without depot and virtual depot. And Vi is set to the union of the virtual 
vertex and vi, and E (arc) is a path of the truck. Figure 1 draws a schematic diagram of 
the graph expression. 

 

Fig. 1. A schematic diagram of the graph expression 

Prior to modeling, we define a global time table. The time table is organized as a 
two-dimensional boolean table, to check if it is possible to move from node to node.  
In this table, we use a loose constraint to ensure that the two nodes are never 
connected when the constraint is violated. By deciding to use a loose constraint, a 
satisfactory means to ensure that the two nodes are not connected when the constraint 
is violated can be achieved. But, if the constraint is not violated, there is the 
possibility that the two nodes are unconnected. 

In the reinsertion model, we construct a variable, domain and constraint that are 
essential for constructing a reinsertion model. The variables include a combination of 
Gi' and Gj". This means that the variable is a combination of clusters from 
disconnected arc components. This setting is available for a newly transformed cluster 
combination from the initial cluster.  Then, a domain is constructed for the subsets of 
Vi where it is the union of deleted vertices and virtual vertices. This domain represents 
all possible combinations of deleted vertices. The variable and domain that are used 
for this methodology can involve many elements such as the number of clusters and 
the deleted nodes. Next, we execute the variable reduction phase and domain 
reduction phase. After the reduction phase, the variable will be a final variable and the 
domain will be the final domain. 

The next process involves setting constraints. First constraint is a small vehicle’s 
capacity compared to the sum of vertices’ capacity,   including variables (Gi' and Gj") 
and also the domain. The second constraint is the possibility of valid combinations of 
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variable and the domain. In other words, it enables the insertion of deleted vertices 
into a new cluster, which is created by combining subclusters. But, despite constraint 
satisfaction, the full route allows the possibility of an invalid configuration, due to the 
loose constraint in the time table. To overcome this problem, we add the function 
Valid_Route_Check to check the component’s constraint. This function only checks 
the final route, to determine whether it is a valid or invalid route. 

Using the aforementioned variable, domain and constraint, we proceed to our 
searching method. We use the search technique Forward Checking in [5]. Here, we 
modified some of the code, because this search technique has only one return value, 
so the modified code can have all possible solutions. This search technique is also 
used in the variable reduction phase and domain reduction phase. 

The variable reduction phase also uses a model that has the constraint satisfaction 
technique. However, the domain in this phase differs from reinsertion modeling. We 
used a new variable and domain. First, we set the variable Gi' including depot. 
Second, we set the domain Gj" including virtual depot. Then, the constraints involve 
two factors. The first is that the vehicle’s capacity is less than the sum of the capacity 
of G’ and G". The second is that the Valid_Route_Check function must returns true. 

Here, we perform the first reduction phase using NC[5] to describe the variable, 
domain, and constraints. This reduction phase is complete after searching using 
modified Forward Checking that uses the variable, domain(these are the results from 
NC) and new constraint. The new constraint is “The selected domain for each variable 
should not be duplicated”. After executing the modified forward checking, we obtain 
a return value. The return value is used as the main reinsertion model’s variable. 

Next, we reduce the element’s number of the domain by starting the domain 
reduction phase. The domain reduction phase involves the first step for setting the 
variable and domain as elements of Vi, and the constraints are set according to two 
factors. The first factor is whether the time table’s value is true or false, and the 
second factor is whether the vehicle’s capacity is less than the sum of the selected 
variable’s capacity and domain’s capacity. The other step’s settings differ from the 
first step’s settings. The step’s variable is set to combine with the previous variable 
and domain. And the step’s domain is set as the elements of Vi, and the step’s 
constraints are set by three factors. The first factor is that the vehicle’s capacity must 
be less than the sum of the selected variable’s capacity and the domain’s capacity. 
The second factor is that the domain’s element must avoid duplication of the 
variable’s elements. The third factor is that the time table’s value must be true for the 
last element in the variable and ahead of the element in the domain. 

Finally, the combination of each step’s variable and domain will be the final 
domain for the main reinsertion model. 

4   Computational Results 

The data used for comparison is from Solomon’s instances. Each problem has 100 
customers, a central depot, time windows and capacity constraints. Simulations are 
performed using random removal request in LNS for cases where removed size is 
four. And, we compared the local search time for Forward_Checking without variable 
and domain reduction, with the local search time for our CSP model. Each table 
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number is an average value, obtained from 50 iterations. We set the unit of time as the 
second. In this paper, we don’t presented quality of solutions because both of the 
models have same quality that is optimal solution in local search space. 

Table 1. The column on the left provides the search time without variable and domain 
reduction, and the one on the right provides the search time using our CSP model 

C1 C2 R1 R2 RC1 RC2
1 0.91 0.05 0.81 0.06 1.18 0.08 32.98 1.50 57.49 2.42 78.75 1.72 
2 0.61 0.11 0.51 0.13 73.29 10.92 25.06 2.48 74.85 8.57 2.28 0.02 
3 0.98 0.64 0.96 0.16 71.89 0.08 7.78 2.24 59.14 8.49 47.32 0.38 
4 0.69 0.53 0.69 0.51 90.23 14.48 4.07 2.01 22.56 3.78 1.86 1.34 
5 0.53 0.03 0.94 0.06 88.58 5.10 21.39 10.23 57.88 5.93 78.18 5.63 
6 0.53 0.03 1.07 0.08 74.78 5.87 3.78 1.95 89.87 5.10 24.75 3.12 
7 0.42 0.04 1.67 0.35 90.71 21.09 1.38 0.41 56.39 10.28 99.83 22.07 
8 1.26 0.14 1.45 0.22 74.73 17.38 2.42 1.83 42.31 9.32 2.08 1.71 
9 0.81 0.31   73.99 7.15 2.00 0.95   

10     72.42 8.45 3.68 0.11   
 

5   Conclusion 

This paper presented reinsertion modeling using a constraint satisfaction technique in 
LNS. We can reduce unnecessary searching in the reinsertion phase using the 
constraint satisfaction technique. It is obvious that reduction has an effect on the 
execution time of LNS. Real-world models have many side constraints. So, 
implementing a constraint satisfaction technique in our model achieves good 
performance for real-world VRP, by increasing the number of constraints. Lastly, we 
presented the execution time without variable and domain reduction, and the 
execution time for our CSP model. So, we conclude that our CSP model achieves a 
result much faster than a search without variable and domain reduction. 
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Abstract. This paper proposes a map animation interface that sup-
ports interpretations of difference between two keyword relationships
with varying viewpoints. Finding keywords whose relationships drasti-
cally change is crucial because the value of keywords mainly consists inof
their relationships in networks. Therefore, this interface outputs marks
for keywords that drastically change in their relations when it shows
animations between two relationships.

1 Introduction

This paper proposes a map animation interface that marks objectively significant
keywords in relationship transition. Significant keywords denote objectively im-
portant words in a map when it changes as the viewpoint is changed. Viewpoint
denotes a criterion for calculating relationships among keywords. For example,
“horses” and “cars” are related in terms of vehicles, but not related in terms of
animals.

2 Animation Interface

The proposed animation interface is explained, as shown in Figure 1. As input,
the interface requires keywords that a user wants to analyze and viewpoint key-
words as criteria for calculating relationships. The interface outputs a keyword
map after calculating the relationship, the clustering[1], and the value. A map is
created for each viewpoint, and animation showing the differences between the
two maps is realized in the interface.

2.1 Keyword Value Calculation

Keyword value value(w) that represents connections among networks is evalu-
ated by Eq.(1), where W denotes a keyword set link connected with a keyword w.
Link value link value(wi, wj) for the links between different clusters are defined
as 3, the links connected in the same cluster whose mutual information value is
larger than the chi square value 1 as 2, and the rest as 1. By using this formula,
widely connected links are highly evaluated like as transportation expenses.
1 Mutual information and chi square values[2] are compared by their T-scores.
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Fig. 1. Structure of animation interface

Fig. 2. Map comparison animation

value(w) =
∑

wi∈W

link value(w, wi) (1)

2.2 Functions and Animation

Users display transition animation from one map to another. This animation con-
sists of the five steps illustrated in Figure 2 to clarify the differences between maps.

1) Disappearance: keywords disappear that appear in the initial map but not
in the goal map.

2) Separation: keywords not included in the same island in the goal map are
separated from the current island.
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Table 1. Data set for experiments

Theme Viewpoint 1 Viewpoint 2 40 Keywords
Animal carnivore herbivore bear, lion, tiger, shark, dog,...
Actor costar bad terms Ryoko Hirosue, Joe Odagiri,...
Car maker replacement crown, skyline, civic, alto,...
Occupation popularity high-income pilot, lowyer, baseball player, ...
Adjective man woman beautiful, cute, little, kind,...

3) Value exchange: exchange link values from initial map to goal map.
4) Connection: connect keywords not in the same island but in the same island

in the goal map.
5) Appearance: keywords appear that are not included in the initial map.

The most important illustration in this study is marks for drastically value
change points. Keywords with significant value change in the animation are
identified and given marks, arrows and stars, as in Figure 2. A maximum of three
keywords are marked whose increase or decrease of keyword value calculated by
Eq.(2) is the largest. Also, marks are given to a maximum of three keywords
whose absolute values of increase and decrease are given as Eq.(3) 2.

value updown(w) =
∑

wi∈W

(link valueend(w, wi) − link valueinit(w, wi)) (2)

value diff(w) =
∑

wi∈W

|link valueend(w, wi) − link valueinit(w, wi)|. (3)

3 Experiments

This experiment evaluated the number and the interpreted differences among two
displayed maps. Five themes were prepared and 40 keywords and two viewpoint
keywords designed for each, as in Table 1. The test subjects were 20 information
science majors who were each assigned four themes and two interfaces. Each
subject executed the following two tasks sequentially.

1) Compare two maps for each viewpoint without the animation function, find
keywords whose position or connection with the other keywords is largely
different, and justify your reasons in three minutes.

2) The same as Task 1) with animation, in seven minutes.

Figure 3 shows the number of answers including more than one viewpoint
keyword. This result shows that only the proposed interface increased the num-
ber of answers for the marked keywords. Since the number of answers for no
2 Set W is defined as W init ∪ W end, W init denotes a keyword set linked with

keyword w in the initial map, and W end denotes a keyword set linked with keyword
w in the goal map.
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Fig. 3. Number of answers including a viewpoint keyword(s)

marked keywords was not so different, the proposed interface helped increase
the quantity of meaningful answers. Since the number of marked keywords was
fewer than in Table 1, most answers were for no marked keywords, as in Fig-
ure 3. In such a situation, the proposed interface could provide clues for new
interpretations that might be overlooked when using a comparative interface.

4 Conclusion

In this paper, an animation interface was proposed that displays marked remark-
able points. As experimental results, users could interpret unnoticed keywords
when marks were not given.
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Abstract. The WordNet Weaver application supports extension of a
new wordnet. One of its functions is to suggest lexical units semantically
close to a given unit. Suggestions arise from activation-area attachment
– multi-criteria voting based on several algorithms that score semantic
relatedness. We present the contributing algorithms and the method of
combining them. Starting from a manually constructed core wordnet and
a list of over 1000 units to add, we observed a linguist at work.

1 Motivation, Related Work and Main Ideas

The top levels of a wordnet hypernymy hierarchy must be built manually. This is
what was done in Polish wordnet1 (plWN). Our goal was an automated method
of producing useful suggestions for adding lexical units (LUs) to plWN.

Several projects have explored extending an existing wordnet. [1] and [2] as-
sign a distributionally motivated meaning representation to synsets, and treated
the hypernymy structure so labelled as a decision tree for slotting in a new LU.
[3] represents the meaning of a LU by semantic neighbours – k most similar
units. To attach a new LU is to find a site in the hierarchy with a concentration
of its semantic neighbours. [4] cast wordnet hypernymy extension probabilisti-
cally. Attaching a LU to a structure transforms it variously; the chosen addition
maximises the probability of the change in relation to the evidence.

We analysed several methods of extracting lexical-semantic relations (LSR): a
measure of semantic relatedness based on Rank Weight Functions (MSRRWF )
[5], post-filtering LU pairs produced by MSRRWF with CH , a classifier trained
on data from plWN [6], three manually constructed lexico-syntactic patterns in
the style of [7], and the Estratto method [8] which automatically extracts the
patterns and next LSR instances. The accuracy of all methods in distinguishing
pairs of synonyms, close hypernyms and meronyms is around 30%, too low for
linguists’ use, but the LU pairs shared by all methods are much more accurate.

We present an automatic method of Activation-Area Attachment (AAA): LUs
attach to a small areas in the hypernymy graph rather than to one synset. For
1 www.plwordnet.pwr.wroc.pl
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a new LU u, we seek synsets which give the strongest evidence of LUs in a close
hyponym/hypernym/synonym relation with u, ideally synsets including u’s near
synonyms. We assume, though, that the intrinsic errors in data preclude certainty
about the attachment point for u. Even if synset t appears to fit, we consider the
evidence for t’s close surroundings in the graph – all synsets located no further
than some upper-bound distance dh, as measured in hypernymy links to traverse
from t. Evidence for the surroundings is less reliable than for the central synset
t; its weight decreases in proportion to the distance.

We consider several sources of heterogeneous evidence: sets of LU pairs pro-
duced by patterns and CH ; the list MSRlist(y, k) of the k units most related to
y according to MSRRWF ; and the same list restricted to bidirectional relations:
MSRBiDir(y, k) = {y′ : y′ ∈ MSRlist(y, k)∧ y ∈ MSRlist(y′, k)}.

2 The Algorithm of Activation-Area Attachment

The AAA algorithm is based on semantic fit between two lemmas (representing
LUs linked by a LSR), and between a lemma and a synset (defining a LU). We
group synsets that fit the input lemma into activation areas. Lemma-to-lemma
fit is the functionfit : L × L → {0, 1}. L is a set of lemmas. fit(x, y) = 1 if
and only if x ∈ CH(MSRlist(y, k)) or x ∈ MSRBiDir(y, k), or one of 〈y, x〉
and 〈x, y〉 belongs to at least two sets among MSRRWF (x, k) and sets extracted
by patterns. The function score: L × L → R has the value 1 if fit(x, y) = 1;
MSRRWF (x, y) if x ∈ MSRlist(y, k); 0.5 or 0.3 if one of 〈y, x〉 and 〈x, y〉 has
been extracted by a pattern with higher or lower accuracy, respectively.

Different sources are differently reliable; we estimated this, for example, by
manual evaluation of the accuracy of the extracted pairs. To trust each source
to a different degree, we introduce weighted voting present in fit and score.

Phase I of the algorithm finds synsets that fit the new lemma based on
fit(x, y) and synset contexts. Phase II groups the synsets it finds into con-
nected subgraphs – activation areas. For each area, the linguist is shown the
local maximum of the scoring function. Only MSR is defined for any lemma
pair, so we also introduced a weak fit based just on MSR to help fill gaps in
the description of strong fit. The weak fit helps avoid fragmented and small
activation areas, but it depends on the predefined threshold hMSR (below).

Let x and y be lemmas, S – a synset, hypo(S, n) and hyper(S, n) – sets of
hyponym or hypernym synsets of S up to n levels, r (=2) – the context radius,
hMSR (=0.4) – the threshold for highly reliable MSR values; minMSR = 0.1.

Phase I. Lemma-to-synset calculation
1. votes(x, S) =

∑
y∈S fit(x, y)

2. fit(x, S) = δ(h=1)

(
votes(x, S) +

∑
S′∈hypo(S,r)∪hyper(S,r)

votes(x,S′)
2∗dist(S,S′)

)
where δ : N × N → {0, 1}, such that δ(n, s) = 1
if and only if (n ≥ 1.5 ∗ h and s ≤ 2) or (n ≥ 2 ∗ h and s > 2)

3. weak_fit(x, S) =
δ(h=hMSR)

(∑
y∈S score(x, y)+

∑
S′∈hypo(S,r)∪hyper(S,r)

∑
y∈S′score(x,y)
2∗dist(S,S′)

)
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Phase II. Identify lemma senses: areas and centres
1. synAtt(x) = {S : S = {S : fit(x, S) ∨ weak_fit(x, S)},

and S is a connected hypernymy graph}
2. maxScore(x,S) = score (x, maxS∈Sscore(x, S))
3. Remove from synAtt(y) all S such that maxScore(x,S) < minMSR
4. Return the top 5 subgraphs from synAtt(x) according to their maxScore

values; in each, mark the synset S with the highest score(x, S)

We require more yes votes for larger, fewer for smaller synsets. The parameter
h of the δ template relates the function to what is considered a ‘full vote’; for weak
fit, h = hMSR. Phase II identifies connected subgraphs (in the hypernymy
graph) which fit the new lemma x. For each area we find the local maximum
of the score function for x. All subgraphs based on the strong fit are kept, plus
those based on the weak fit, whose score is above minMSR – up to maxSens.

3 The WordNet Weaver and Its Evaluation

The algorithm works in the WordNet Weaver [WNW], an extension of a wordnet
editor in the plWN project. A linguist sees a list of LUs not yet in the word-
net, and suggestions generated for the selected LU. The strength of the fit and
attachment areas are shown on the screen. The linguist can accept, change or
reject a proposal. WNW was designed to facilitate the actual process of wordnet
extension. Its primary evaluation was based on a linguist’s work with 1360 new
LUs divided into several subdomains, plus a sample of 161 randomly drawn LUs.
We assumed two types of evaluation: monitor and analyse the linguist’s recorded
decisions, and automatically assess piecemeal re-building of the wordnet.

Recall (all : 75.24%, random: 55.77%) is the ratio of the accepted attachments
of a lemma to all senses which the linguist added. Precision is calculated in
relation to [1] acceptable distances : P1 (14.86%, 13.10%) – exact attachment
to the local maximum synset (by synonymy or hyponymy); [2] any distance
accessible by links in a given subgraph: PH (34.58%, 27.62%); [3] acceptable
types of links : PH+ (36.35%, 30.48%) – meronymic links are counted as positive
because they too are in the linguist’s focus; [4] measure of success: P≥1 (80.36%,
59.12%) is the percentage of new LUs for which at least one suggestion was
successful as H+. Precision and recall were much higher for coherent subdomains
such as plants or animals than for the random sample. At least one proper
attachment area was found for most LUs, see P≥1. Even for the worst random
sample, the linguist considered proposals for 59.12% of new LUs promising.

Automatic evaluation checks how AAA reconstructs parts of plWN for 1527
LUs in the lower parts of the hypernymy structure. One step removes and rein-
serts 10 LUs. The CH classifier is trained without the removed LUs. We have
three strategies for evaluating AAA’s proposals: All , One (the highest-scoring
attachment site), BestP≥1 (one closest attachment site). Results – in Table 1.
As expected, suggestions based on strong fitness are significantly more accurate.
Encouragingly, almost half of the suggestions based on strong fitness are near the
correct place. The result for BestP≥1 strategy shows more meaningful support
for the linguist: the number of words with at least one useful suggestion.
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Table 1. The accuracy [%] of plWN reconstruction. L – the distance.

L Allstrong Allweak Allstrong+weak Onestrong Oneweak Onestrong+weak BestP≥1

0 26.65 7.90 16.46 45.80 16.24 34.96 42.81
1 35.76 14.50 24.21 58.73 28.96 47.81 61.19
2 42.87 21.39 31.20 67.69 40.51 57.72 75.02
3 48.31 27.36 36.93 73.58 51.08 65.33 81.96

4 Conclusions and Further Research

Our primary goal was to construct a tool that facilitates and streamlines the lin-
guist’s work. Still, in comparison to the evaluation in [3] our results seem better,
e.g., 34.96% for the highest-scored proposal, while [3] reports a 15% best accu-
racy. Our result for the top 5 proposals is even higher, 42.81%. The best results
in [1,2], also at the level of about 15%, were achieved in tests on a much smaller
scale. [2] also performed tests only in two selected domains. The algorithm of [4],
unlike ours, can be applied only to probabilistic evidence. We made two assump-
tions: attachment based on activation area and the simultaneous use of multiple
knowledge sources. The assumptions appear to have succeeded in boosting the
accuracy above the level of the MSR-only decisions (roughly represented in our
approach by weak fitness). WNW appears to improve the linguist’s efficiency a
lot, but longer observations are necessary for a reliable justification.
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Abstract. Decision trees have been widely used in many data mining
applications due to their interpretable representation. However, learning
an accurate decision tree model often requires a large amount of labeled
training data. Labeling data is costly and time consuming. In this paper,
we study learning decision trees with lesser labeling cost from two per-
spectives: data quality and data quantity. At each step of active learning
process we learn a random forest and then use it to label a large quan-
tity of unlabeled data. To overcome the large tree size caused by the
machine labeling, we generate weighted (soft) labeled data using the
prediction confidence of the labeling classifier. Empirical studies show
that our method can significantly improve active learning in terms of
labeling cost for decision tree learning, and the improvement does not
sacrifice the size of decision trees.

1 Introduction

In applied supervised learning, frequently labeling data is more costly than ob-
taining the data. For instance, one can obtain a large amount of text from web
at a low cost, however labeling this data by humans can be practically pro-
hibitive.Therefore training a sufficiently accurate model with a limited amount
of labeled data is very desirable. Decision trees are one of the most popular data
mining tools. The popularity of decision trees is mainly due to their interpretable
representation, which can be easily be transformed into human understandable
rules. However, as observed in [1], compared to other learning algorithms, deci-
sion trees require a large amount of labeled training data. Thus, reducing the
labeling cost for decision tree learning is an important challenge.

In this paper, we present a new active decision tree learning algorithm, called
ALASoft (Active Learning with Automatic Soft labeling for induction of de-
cision Trees). The goal is to reduce labeling cost for learning from both data
quality and data quantity perspectives. ALASoft uses a random forest [2] clas-
sifier to select high quality unlabeled data to be labeled by experts in an active
learning process [3]. In each iteration of active learning, a large amount of un-
labeled data is labeled by a random forest, and then a decision tree is learned
from training data labeled by human and random forest. To overcome the large
tree size resulted from the machine labeled data [4,5], we propose to use a soft
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Algorithm 1. ALASoft
Inputs:

– Lh a set of human labeled instances
– U a set of unlabeled instances
– S the data selection classifier
– M the modeling classifier

Until the termination condition is met, Do

1. Compute the entropy for each instance using Equation 1 and the predicted prob-
ability from S

2. Select the unlabeled instance with the largest entropy, remove it from U , get an
expert to label it, and add to Lh

3. Retrain the classifier S using Lh

4. Assign a weighted label (Equation 2) to each instance in U using the predicted
probability generated by S.

5. add all machine labeled instances in U into Lm

6. Train M using weighted data Lm ∪ Lh.

labeling method that labels data by the prediction confidence of the labeling
classifier, i.e. the decision forest.

Combining active learning and automatic labeling of data has been studied
by other researchers such as [6,7]. Our method differs from previous research in
that we only scan the unlabeled data once for each iteration of active learning
algorithm. Additionally, to the best of our knowledge such methods have not
been used to learn decision trees.

2 The ALASoft Algorithm

We show pseudo-code for ALASoft in Algorithm 1. The results reported here
are for S being a random forest and M a decision tree. In active learning, the
most informative unlabeled instance is the instance with the maximum predic-
tion uncertainty. If all the unlabeled instances have the same uncertainty, we
randomly select one. We use entropy to measure the prediction uncertainty of
an unlabeled instance. The following is the definition of entropy:

En(E) = −
|C|∑
i=1

P (ci|E)logP (ci|E) (1)

where |C| is the number of classes. P (c|E) is the posterior probability which
indicates what we know about an instance E in terms of the class label.

w(E) = En(Eu) − En(El) (2)

In Equation 2, both Eu and El are computed by applying their conditional
probability P (c|E) to Equation 1. For En(Eu), entropy of an unlabeled instance,
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Table 1. Comparisons of Data Utilization

Dataset Active+R+S Random Active+D Active+R Active+R+H
Cmc 99± 145 131± 165 166± 190 116± 154 81± 99

Optdigits 24± 29 333± 279 ◦ 301± 245 ◦ 89± 134 16± 7

Car 232± 129 919± 347 ◦ 472± 268 ◦ 411± 224◦ 125± 37•
Letter 40± 23 428± 346 ◦ 562± 431 ◦ 90± 124 31± 12

Pendigits 14± 5 533± 414 ◦ 565± 434 ◦ 47± 74 11± 3

Splice 176± 219 742± 738 ◦ 719± 696 ◦ 312± 250◦ 97± 78

Kr-vs-kp 294± 85 1716± 718 ◦ 1615± 672 ◦ 411± 393 264± 70

Waveform 70± 150 434± 458 ◦ 450± 563 ◦ 400± 547◦ 49± 107

Hypothyroid 72± 28 912± 597 ◦ 581± 348 ◦ 89± 66 77± 27

Sick 200± 258 1336± 931 ◦ 1652± 1292 ◦ 261± 294 222± 273

Page-blocks 53± 28 1064± 967 ◦ 1253± 1481 ◦ 82± 45◦ 73± 171

Mushroom 57± 14 1521± 820 ◦ 978± 667 ◦ 83± 24◦ 59± 14

Active+R+S has lower ◦ or higher •
labeling cost compared to other active learners using paired t-test at significance level 0.05

we have P (c|Eu) = 1
|C| , while for En(El), entropy of the instance after assigning

the class label, P (c|El) is just the predicted probability from S. Equation 2 shows
the expected entropy reduction as a result of labeling an unlabeled instance.

3 Experiment

We used the WEKA system for our experiments [8]. To better simulate the
disproportionate amount of unlabeled versus labeled data we selected 12 large
UCI data sets. The multi-class datasets are converted into two classes by keeping
only the instances of the two largest classes. While we use decision forests for
labeling unlabeled data, in principal other algorithms can be used for this task.
We use the following abbreviations when discussing our experiments.

Random: the data selection classifier is a random classifier.
Active+D(ecision Trees). The data selection classifier is J48 [9].
Active+R(andomForest). The data selection classifier is a random forest [2].
Active+R+H(ard labeling). The data selection classifier is a random forest

which is also used to assign labels to the unlabeled data.
Active+R+S(oft labeling). The data selection classifier is a random forest

which is also used to assign weighted labels to the unlabeled data.
In each experiment, we divide a data set into disjoint training data Tr and

test data Ts. We assume that a sufficiently accurate model Moptimal is the
one trained on Tr, and also define the target accuracy as the accuracy that
Moptimal achieves on Test. To evaluate our labeling approach, we treat Tr as
a pool of unlabeled instances U . We start with an empty labeled dataset L. In
each iteration, the data selection classifier selects an unlabeled instance from
U without replacement, labels it (by human) and adds it to L. A decision tree
model Mactive can be learned from the human (and additional machine) labeled
data, and then tested on Ts. The active learning process will stop when Mactive

achieves the target accuracy on Ts. Then, we record the number of labeled data
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in L. Note that Mactive is now as accurate as Moptimal. The performance of each
algorithm was averaged over 10 runs of 10-fold cross-validations.

Table 1 shows that learners that use machine labeled data significantly outper-
form active learners without unlabeled data. Table 1 shows that both
Active+R+S and Active+R+H outperform Active+R in 4-5 datasets. Addition-
ally, in a separate set of experiments, not reported in this paper, we observed
that the ALASoft algorithm does not increase decision tree size. In 11 out of 12
datasets, the sizes of decision trees learned from data generated by Active+R+S
are significantly smaller than the ones learned from Active+R+H.

4 Conclusion

In data mining applications, reducing labeling cost for decision tree learning
is an important challenge. This paper describes a method that uses ensemble
classifiers to select high quality data, and to enlarge the quantity of labeled data
by soft labeling the unlabeled data. Our experiments show that while random
forests can indeed select high quality data for decision tree learning, the usage of
unlabeled data can further reduce the total labeling cost without sacrificing the
tree size. Our method can be seen as a general framework, since the data selection
classifier and modeling classifier can be easily replaced with other classifiers.
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Abstract. This paper explores a procedural planning system for the control of
game agents in real time. The planning methodology we present is based on of-
fline goal-oriented behavioral design, and is implemented as a procedural plan-
ning system in real-time. Our design intends to achieve efficiency of planning
in order to have smooth run-time animation generation. Our experimental results
show that the approach is capable of improving agent control for real-time goal
processing in games.

1 Introduction and Background

Planning is a basic technique for the agent to reason about how to achieve its objec-
tives [1]. In this paper, planning is implemented in an agent architecture with an embed-
ded Procedural Planning System(PPS). The PPS is a part of the AI module of Gameme.
Gameme is a game design API that we have developed. In Gameme, we consider game
design as a goal-oriented design. So goal oriented design can be the starting point of
the entire game design. On the other hand, behaviors are the underlying module of the
game system. The behavior-based AI(BBAI) is the decomposition of intelligence into
simple, robust, reliable modules [2]. So, we provide a symbolic, behavior-based, goal
oriented and reactive model, GOBT (Goal Oriented Behavior Tree) [3], in Gameme.
GOBT is a data structure used in offline game design. It describes how to perform a set
of behaviors in order to fulfill certain goals. The fundamental idea behind GOBT is that
intelligent behavior can be created through a collection of simple behavior modules; a
complex goal can be accomplished by a collection of simpler sub-goals. The GOBT
collects these behavior or sub-goal modules into tree layers. Furthermore, the GOBT is
reactive in nature, meaning that in the end, the tree architecture still simply maps inputs
to goals without planning occurs. The basic premise of reactive is that we begin with a
simple behavior or goal at lower levels of GOBTs, and once we have succeeded there,
we extend with higher-level goals. Each GOBT contain an execution order which is a
set of behaviors or goals, which is the execution sequence of achieving the highest level
goal (the root of the GOBT).

2 The Procedural Planning System

The concept of distinguishing between procedural and descriptive has been advocated
for a long time, and it still has explanatory power. We consider that the process of gener-
ating a game is a process from the descriptive stage to the procedural stage. So, the PPS
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is designed based on the Procedural Reasoning System(PRS) [4]. Design of the PPS
should incorporate the knowledge arrangement and transformations. All knowledge in
the PPS is stored as modules which are built from underlying C++ code and instanti-
ated in working memory at run-time. These knowledge modules include rules in RBSs,
GOBTs and priority queues for goals. Knowledge modules are developed as a way of
separating concerns in different aspects of agents’ goals, and demonstrate maintainabil-
ity by enforcing logical boundaries between components in the same modules. Agents’
goals can be approximately classified to several categories based on their trigger proper-
ties. In Figure 1, the agent Xman has two groups of goals ordered in the priority queue
“Monster is invisible”(trigger property) and “Monster is visible”(trigger property) by
priority factors of itself.

Also, in order to have dynamic planning results, knowledge defined offline is very
important because it provides the foundation for real-time planning. Since the agent
planning in games has certain time limit, we do not propose too much real-time search-
ing for agents. In addition, we did not apply dynamic processing in every level of the
goal planning. For certain low-level goals, such as detail about the goal “eat”, our im-
plementation is based on the static execution order. So, some knowledge modules in
Gameme should be defined offline and retrieved and parameterized by the interpreter
in real-time. On the other hand, each agent’s knowledge is processed as the form of
external and internal knowledge. The external knowledge is other agent’s knowledge
which affects the planning of the agent. The internal knowledge is the internal factor of
the agent such as the current priority queue and goal(on the top of the priority queue).

The agent architecture of Gameme contains three towers which are perception, pred-
ication and action tower. The predication tower is a PPS customized for each agent
control in games. The PPS consists of knowledge, desires, plans and intentions which
are connected by an interpreter as shown in [5]. We designed seven planning activities
for each planning cycle in the PPS [5]. In cycle, the interpreter exchanges information
with these four components and drives the process of agent’s planning. Furthermore,
goal arbitration happens all the time during planning. Some hybrid architectures con-
sider this problem the domain of “deliberation” or “introspection” — the highest level
of a three-layered architecture [2]. However, the PPS treats this problem as a general
problem of goal selection by adding Controllers to the interpreter of the PPS. It is a
reactive module that provides functionality of goal selection. It has unified mechanism
in making decision, but the output of controller is different for each agent based on
their own goals. During each cycle of planning, the controller change intention(priority
queue), and then choose the top goal in the intention based on knowledge it received.
Here are steps that the controller executes in each planning cycle for an agent:

1. Analyze the external knowledge;
2. If context has no change, keep current priority queue and go to step 4;
3. Else, decide which priority queue is selected and retrieve it from the predefined knowledge;
4. Analyze the internal knowledge;
5. While the priority queue is not empty, check the top goal in the queue;

– If the top goal in the queue is not matching the internal knowledge, pop it;
– Otherwise, return the top goal as the result;

6. If the queue is empty and can’t find the matching goal, return the previous goal;
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Fig. 1. Priority queues of the game agent Xman

The PPS is a simplified and efficient game agent architecture. It is ideal for planning
where actions can be defined by predetermined procedures(execution orders) that are
possible in the game environment. The PPS selects plans based on the run-time envi-
ronment and the highest priority goals instead of generating plans. While planning is
more about selection than search or generation, the interpreter ensures that changes to
the environment do not result in inconsistencies in the plan [6]. In addition, the PPS
can efficiently avoid slow planning in dynamical game environment. All predetermined
plans are early selections based on possible circumstances during the game design pro-
cess. Early selection of goals can eliminate most of these branches, making goal-driven
search more effective in pruning the space [7]. While the selection is the main planning
operation in each planning cycle, the 3D engine can accept the planning result in time,
and render the correct visual reaction for game agents.

2.1 Experimental Results

In this section, we provide examples of game agent(Xman) planning in the PPS. We
treat distance between the monster and Xman as the external knowledge, and Xman’s
power value as the internal knowledge. Xman can gain power when it is eating and
resting; keep power when it is idle; and other activities(goals) make the power value
reduce. Here, we explain how the controller works when Xman meets a monster.

1. The controller decides to focus on the “Monster-Visible” queue. If Xman is not in the full
power level, the top goal “Chase” is popped.

Heap[1..3] = [3(Chase)][2(Fight), 1(Evade)]
Pop−→ Heap[1..2] = [2(Fight)][1(Evade)]

2. The goal “Fight” becomes top goal in the queue. If Xman is in medium power level, the goal
“Fight” becomes the current goal.

Heap[1..2] = [2(Fight)][1(Evade)].

3. If Xman is still in the medium power level, the controller changes nothing in the queue that
it focuses. So Xman keeps fighting with the monster, and the goal “Fight” still active.

4. If Xman defeats the monster, the controller detects that the monster is not around. So it
switches to the “Monster-Invisible” queue. After fighting, the power level of Xman is not
full, so the top goal “Rest” is popped. And the goal “Eat” becomes the current goal.

H[1..3] = [3(Rest)][2(Eat), 1(Idle)]
P op−→ H[1] = [2(Eat)][1(Idle)]
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Fig. 2. The example of multi-agent planning in the PPS rendering in a game scene

We also implement the PPS in multi-agent planning. The results show that the agent
planning is efficient, and there was no delay in 3D animation rendering with the Ogre
3D Graphics engine1. In Figure 2, when a Monster is visible, two Xmans have reactions
based on their own power level. In the left picture, two Xmans are both in medium
power; they both stagger. In the right picture, the Xman in the left side has medium
power, so it still staggers; the Xman in the right side has less power, so it runs away.

3 Conclusion

The main contribution is the procedural knowledge approach used in game agent plan-
ning in real-time. It allows action selection to be reactive within a complex runtime
game environment, rather than relying on memory of predefined plans. Also, the pro-
cedural planning benefits from the modularity design from the knowledge design to
the whole system architecture. In addition, the idea of handling a light-weight agent
architecture by aspects of balancing offline and real-time design and usage of the con-
troller pattern is also useful in other game agent systems. We are planning to extend the
functionality of the core AI module in Gameme in order to let game agents have more
functionality such as reinforce learning and scheduling.
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Abstract. In this paper, we present an empirical comparison of the
effects of category skew on six feature selection methods. The meth-
ods were evaluated on 36 datasets generated from the 20 Newsgroups,
OHSUMED, and Reuters-21578 text corpora. The datasets were gener-
ated to possess particular category skew characteristics (i.e., the number
of documents assigned to each category). Our objective was to determine
the best performance of the six feature selection methods, as measured
by F-measure and Precision, regardless of the number of features needed
to produce the best performance. We found the highest F-measure val-
ues were obtained by bi-normal separation and information gain and
the highest Precision values were obtained by categorical proportional
difference and chi-squared.

1 Introduction

Due to the consistent and rapid growth of unstructured textual data that is
available online, text categorization is essential for handling and organizing this
data. For a survey of well studied text categorization methods and other auto-
mated text categorization methods and applications, see [1] [2] [3] [4]. Feature
selection methods [5] [6] are used to address the efficiency and accuracy of text
categorization by extracting from a document a subset of the features that are
considered most relevant.

In the literature, it is common for a feature selection method to be evaluated
using a particular dataset or group of datasets. However, the performance of
a method on different datasets where well-defined and well-understood charac-
teristics are varied, such as the category skew (i.e., the number of documents
assigned to each category), could prove to be useful in determining which fea-
ture selection method to use in certain situations. For example, given some text
repository, where the number of documents assigned to each category possesses
some level of skewness, which feature selection method would be most appropri-
ate for a small training set? A large training set? A near uniform distribution
of documents to categories? A highly skewed distribution? Some initial steps
were made in addressing these important issues in [5]. However, this study has a
fundamental problem in that it assumes the best performance regardless of the
situation is obtained with no more than 2000 features.
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1.1 Our Contribution

In this paper, we present an extensive empirical comparison of six feature selection
methods. The methods were evaluated on 36 multiple category datasets generated
so that the selected documents possessed particular category skew characteristics
based upon the standard deviation of the number of documents per category. In
this study, we use an exhaustive search on each of the datasets to determine the set
of features that produces the maximum F-measure and Precision values regardless
of thenumber of featuresneeded to achieve themaximum.We also contrast the best
performance against the most “efficient” performance, the smallest set of features
that produces F-measure and Precision values higher than those obtained when
using all of the features. Finally, we study the performance of the feature selection
methods using predetermined fixed percentages of the feature space.

2 Methodological Overview

In this work, we used the SVM classifier provided in the Weka collection of ma-
chine learning algorithms, stratified 10-fold cross-validation, and macro-averaged
F-measure and Precision values. Six feature selection methods were used in con-
junction with the SVM classifier. Five are the “best” performing methods re-
ported in [5]: information gain(IG), chi-squared(χ2), document frequency(DF),
bi-normal separation(BNS), and odds ratio(OR). The sixth method, categorical
proportional difference(CPD), is a method described in [7].

We utilize the OHSUMED [8], 20 Newsgroups [8], and Reuters-21578 [8] text
corpora as repositories from which to randomly generate datasets which con-
tain documents of uniform, low, medium, and high category skew. Clearly, in a
dataset where documents are uniformly distributed across categories, the stan-
dard deviation is 0%. In datasets, where documents are not uniformly distributed
across categories, the standard deviation will be non-zero. In this work, the low,
medium, and high category skew datasets have a standard deviation of 16%,
64%, and 256%, respectively. Given these datasets and the set of feature selec-
tion methods, our approach to generating the experimental results consists of
two phases, as described in [7].

3 Experimental Results

In this section, we present the results of our experimental evaluation of each of
the feature selection methods on the 36 datasets.

3.1 Average Maximum Precision and F-Measure

In Table 1, the P and F columns for the Base, CPD, OR, BNS, DF, χ2, and
IG describe the Precision and F-measure values respectively, obtained when
using the complete feature space (Base) and each of the respective methods.
The highest values are highlighted. Table 1 shows that all the feature selection
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Table 1. Average Maximum Precision and F-Measure

Base CPD OR BNS DF χ2 IG

Skew P F P F P F P F P F P F P F
Uniform 0.670 0.662 0.901 0.736 0.810 0.719 0.843 0.774 0.667 0.661 0.755 0.744 0.737 0.733
Low 0.669 0.646 0.920 0.727 0.850 0.698 0.845 0.749 0.678 0.666 0.762 0.735 0.756 0.726
Medium 0.670 0.576 0.918 0.652 0.829 0.610 0.865 0.660 0.672 0.623 0.786 0.692 0.765 0.695
High 0.379 0.273 0.565 0.322 0.697 0.476 0.731 0.524 0.565 0.408 0.734 0.522 0.722 0.565

methods obtained higher average maximum Precision values than the Base on
all the datasets. The highest average maximum Precision values on the uniform,
low, and medium category skew datasets is obtained by CPD, representing an
increase of 34.4%, 37.5%, and 37.0%, respectively, over the Base values. On
the high category skew datasets, although χ2 obtained the highest maximum
Precision value, the values obtained by χ2, BNS, IG, and OR are not significantly
different. The highest average maximum F-measure values on the uniform and
low category skew datasets is obtained by BNS, representing an increase of 16.9%
and 15.9% over the Base values, respectively. On the medium and high category
skew datasets, the highest average maximum F-measure value is obtained by IG,
representing an increase of 20.7% and 107% over the Base values, respectively.

3.2 Efficiency

Efficiency is defined as the smallest percentage of the feature space required to
obtain F-measure or Precision values that are higher the Base. To obtain the ef-
ficiency values for each of CPD, OR, BNS, DF, χ2, and IG, the smallest percent-
ages of the feature space (satisfying the definition) from each of the uniform, low,
medium, and high category skew datasets for each text corpora were averaged for
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each respective method. Efficiency values for CPD, OR, BNS, DF, χ2, and IG
were 71.5%, 13.9%, 7.0%, 13.3%, 4.1%, and 2.8% respectively for F-measure, and
63.5%, 2.8%, 2.0%, 17.3%, 3.8%, and 5.9%, respectively, for Precision.

3.3 Pre-determined Threshold

Fig. 1 shows the averagePrecision values (along the vertical axis) obtained for each
feature selection method using a fixed percentage of the feature space, varying
according to the sequence 2%, 5%, 10%, 15%, ..., 95% (along the horizontal axis).

Figs. 1(a), 1(b), 1(c) shows that BNS obtains the highest Precision values
at most of the sampled cutpoints. In Fig. 1(d), at 2% of the feature space,
the Precision values obtained by BNS, χ2, OR, and IG represent a 76%, 76%,
51% and 67% improvement, respectively, over the Base values. Above 20%, the
Precision values obtained by DF are higher than those obtained by any of the
other methods, except at 80%, where CPD is highest. Similar results were also
obtained for F-measure (not shown due to space constraints).

4 Conclusion

This paper presented a comparative study of six feature selection methods for
text categorization using SVM on multiple category datasets having uniform,
low, medium, and high category skew. We found that the highest F-measure
values were obtained by bi-normal separation (uniform and low) and information
gain (medium and high), while the highest Precision values were obtained by
categorical proportional difference (uniform, low, and medium) and χ2 (high).
We also found the most efficient methods were bi-normal separation (F-measure)
and information gain (Precision).
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Abstract. This paper shows that a detailed, although non-emotional,
description of event or an action can be a reliable source for learning
opinions. Empirical results illustrate the practical utility of our approach
and its competitiveness in comparison with previously used methods.

1 Motivation

Humans can infer opinion from details of event or action description: I saw it
several times can signal a positive opinion in a movie review; there was a long
wait may indicate a negative opinion about health care services or a positive
opinion about entertainment. We show that, under certain conditions, quanti-
tative (few, small) and stance (probably) indicators extracted from texts provide
for successful machine learning. Opinion learning has mainly studied polarity of
texts (I enjoyed this movie expresses positive polarity, I hated the film – negative
polarity). With an increased supply of free-form, unstructured or loosely struc-
tured texts, learning opinions can benefit from an assessment of the parameters
of the language, other than polarity.

We conjecture that descriptive words which emphasize quantitative properties
(high, some), time (old, yesterday) and confidence in happening (can, necessary,
probably) can be used in learning opinions. We organize descriptive words in a
three level hierarchy: words (the lexical level), word categories (semantics) and
the text as a whole (pragmatics). The three levels are built upon quantitative and
stance indicators found in text, e.g. stance/degree/time adverbs (probably,again),
size/quantity/extent adjectives (long,many), degree pronouns (some). The hier-
archy avoids the use of topic and emotionally-charged words. Whereas most sen-
timent analysis studies are stated as binary classification problems, we consider
them as regression problems using numerical opinion tags and as classification
problems according to opinion categories.

In [5], we built a hierarchy of verbs which are not explicit opinion bearers such
as sit or eat. We showed that it worked well for texts in which negative opinions
were expressed indirectly. The empirical results have confirmed that such lexical
features can provide reliable and, sometimes, better opinion classification than
statistically selected features. This paper is another exploration into language
parameters other than polarity.
� Parts of this research were supported by NSERC funds available to both authors.
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2 Hierarchical Text Representation

Previous studies of sentiment and opinion mining did not explicitly investigate
conversational1, often spontaneously written, texts such as forum posts. Based
on [2], we suggest that some lexical characteristics of these types of texts are
worth exploring : (i) a larger proportion of descriptive degree pronouns (some,
few, none); (ii) frequently used adverbs of time (today), degree (roughly), stance
(maybe), frequency (often); (iii) a larger proportion of descriptive adjectives,
e.g., size/quantity/extent (big), time (new), relational (same); their gradable
derivatives (biggest); (iv) frequent use of order words, e.g. ordinal and cardinal
numbers (first, one); (v) frequent use of stance verbs, i.e. modal verbs (can) and
mental verbs (think).

We use those word categories to build a first level of a hierarchical text repre-
sentation. We find seed words in [2] and add their synonyms from an electronic
version of Roget’s Interactive Thesaurus2. To accommodate negative comments,
we added negations. We ignore derived, topical, affiliative, foreign words which
are less frequent in conversational text. By choosing to omit evaluative and emo-
tive adjectives, we emphasize the role of factual, easily quantified description in
text. Starting from the bottom, the hierarchy defines the word categories used
in detailed descriptions, then groups the categories into four types of comments,
and finally combines the types into direct and indirect detailed categories:

direct primary clues of quantitative evaluation and attributes of the issues:
estimation physical parameters, relative and absolute time (adverbs and

adjectives).
quantification the broadness of the discussed reference (adverbs, adjec-

tives, pronouns of degree, cardinal numbers, frequency adverbs);
indirect secondary clues of the issue evaluation:

comparison comparative evaluation of the issues, their qualities and rela-
tions (gradable and relation adjectives and ordinal numbers).

confidence the certainty about the happening of events (stance adverbs
and verbs from the lower level).

Our assumption is the following: descriptive words emphasize important char-
acteristics of the discussed issues. In sentences, such words usually precede their
references, especially in conversational text [2]. Hence, the extraction of words
which follow the descriptors results in the set of words most emphasized in the
text. The idea behind the extraction procedure is the following: two-word se-
quences - bigrams - which have descriptors on their left side capture the modified
and intensified words. After extracting such bigrams, we find modified and inten-
sified words. The probability of the word occurrence after a descriptor reveals
frequently modified and intensified words. Concentrating on one-side bigrams
prevents the multiple extraction of the same word. In [7], two-word patterns
were used for classification reviews into recommended and not recommended.
However, the patterns were not organized in a semantic hierarchy.
1 A conversational style, phrase etc is informal and commonly used in conversation.

http://www.ldoceonline.com/dictionary/
2 http://thesaurus.reference.com/
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Table 1. SVM’s results in learning of opinions. The features sets are defined in
Section 3. The best results are in bold. For regression, the mean overall value baseline:
Relative Absolute Error (rae) – 100.2, Root Relative Squared Error(rrse) – 101.1. For
classification, the majority class baseline: Accuracy(Acc) and Recall(R) – 52.6%.

Regression Classification (%)
Text Features Text Features

I II III I II III
numeric binary

Opinion rae rrse rae rrse rae rrse Acc R Acc R Acc R Acc R
summed 95.1 97.6 91.4 94.4 82.0 86.7 67.3 72.9 68.4 75.8 70.1 82.4 73.6 78.2
positive 75.8 82.6 77.7 84.4 63.7 70.6 73.3 79.4 75.0 81.2 76.1 83.7 79.0 80.3
negative 89.4 88.1 87.2 85.8 75.17 80.2 63.7 67.3 66.6 69.7 67.8 73.9 71.3 76.6

3 Empirical Results

We ran regression and classification experiments on consumer-written reviews
which represent conversational text. Hu and Liu [3] describes 314 free-form com-
ments marked with positive and negative opinion tags. The extensively labeled
texts are a more realistic, albeit difficult, environment for machine learning than
those which are tagged with positive/negative tags.

For regression problems, we computed three numerical labels for each text:
the number of positive tags, the number of negative tags and a signed sum
of the two numbers. For classification problems, we applied an unsupervised
equal-frequency discretization to each of the three label sets [4]. The resulting
classification problems are referred to as stronger vs weaker classes.

We construct three feature sets for text representation: I, direct descriptors
enhanced by the most frequent extracted words; cut-off was determined by fre-
quencies of personal pronouns; II, all descriptors enhanced by the most frequent
extracted words; III, all the extracted words with frequency > 5, with numerical
and binary attribute versions for the classification problems. Attribute normal-
ization with respect to the number of words in the text eliminates the length
bias. We applied Support Vector Machine, K-Nearest Neighbor and decision-
based M5P Trees (regression) and REP Trees (classification) and their bagged
versions. 3 For all the learning problems, SVM was considerably more accurate
than the other algorithms. Table 1 reports SVM’s best results (ten-fold cross-
validation).

In regression problems, for both measures, the best results reported in this
work are statistically significant better the previous best results (rae: paired t-
test, P = 0.0408; rrse: paired t-test, P = 0.0418)[5]. In classification problems,
current best results for Recall provide very statistically significant improvement
(paired t-test, P=0.0071), whereas Accuracy improvement is not statistically
significant (paired t-test, P=0.6292).

3 http://www.cs.waikato.ac.nz/ml/weka/
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4 Discussion and Future Work

Machine learning algorithms were successfully used in opinion classification [6].
Some of this work relied on characteristics of reviewed products [3]. In contrast,
we opted for a method which does not involve the use of the domain’s content
words. Syntactic and semantic features that express the intensity of terms were
used to classify opinion intensity [8]. We, instead, focus on the formalization
and utilization of non-emotional lexical features. Whereas [1] compared the use
of adverbs and adjectives with adjectives only, we concentrated on descriptive
adjectives and adverbs.

We studied the relevance of detailed, specific comments to the learning of pos-
itive, negative, and summed opinions in both regression and classification set-
tings. Learning results of positive opinion turned out to be more accurate. Hence
relations between features representing descriptive details and positive opinion
are easier to detect than those for other problems. The obtained empirical re-
sults show improvement over baselines and previous research. The improvement
is specially significant for regression problems.

Our approach can be applied to analyze other types of texts, e.g. blogs and
reviews published in traditional media. The first step would be to determine the
distinctive word categories of such texts, and then find the semantic parameters
of opinion disclosure which use them. Next, we can use the formalized patterns
for information extraction. Finally, we would use the extracted information to
represent texts in machine learning experiments. The application of our method
could result in finding similarities imposed by shared communication characteris-
tics, e.g. the one-to-many speaker-audience interaction, and differences that can
be attributed to dissimilar characteristics, e.g. Internet and published media.
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Abstract. In this paper, we propose a new rough set classifier induced
from partially uncertain decision system. The proposed classifier aims
at simplifying the uncertain decision system and generating more sig-
nificant belief decision rules for classification process. The uncertainty
is reperesented by the belief functions and exists only in the decision
attribute and not in condition attribute values.
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1 Introduction

The standard rough set classifiers do not perform well in the face of uncertainty
or incomplete data [3]. In order to overcome this limitation, researchers have
adapted rough sets to the uncertain and incomplete data [2,5]. These extensions
do not deal with partially uncertain decision attribute values in a decision sys-
tem. In this paper, we propose a new rough set classifier that is able to learn
decision rules from partially uncertain data. We assume that this uncertainty
exists in decision attribute and not in condition attributes (we handle only sym-
bolic attributes). We choose the belief function theory introduced by Shafer [4]
to represent uncertainty which enables flexible representation of partial or total
ignorance. The belief function theory used in this paper is based on the trans-
ferable belief model (TBM). The paper also provides experimental evaluation of
our classifier on different databases.

2 Rough Sets

This section presents the basic concepts of rough sets proposed by Pawlak [3].
A = (U, C ∪ {d}) is a decision system, where U is a finite set of objects U =
{o1, o2, . . . , on} and C is finite set of condition attributes, C = {c1, c2, . . . , cs}. In
supervised learning, d 	∈ C is a distinguished attribute called decision. The value
set of d, called Θ = {d1, d2, . . . , dt}. For every object oj ∈ U , we will use ci(oj) to
denote value of a condition attribute ci for object oj . Similarly, d(oj) is the value
of the decision attribute for an object oj . We further extend these notations for
a set of attributes B ⊆ C, by defining B(oj) to be value tuple of attributes in B
for an object oj . The rough sets adopt the concepts of indiscernibility relation to
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partition the object set U into disjoint subsets, denoted by U/B, and the class
that includes oj is denoted [oj ]B.

INDB = U/B = {[oj ]B | oj ∈ U}, with [oj ]B = {oi | B(oi) = B(oj)} (1)

The equivalence classes based on the decision attribute is denoted by U/{d}

IND{d} = U/{d} = {[oj]{d} | oj ∈ U} (2)

The lower and upper approximations for B on X , denoted B
¯
X and B̄X respec-

tively where: B
¯
X = {oj | [oj ]B ⊆ X}, and B̄X = {oj | [oj ]B ∩ X 	= ∅}

PosC({d}), called a positive region of the partition U/{d} with respect to C.

PosC({d}) =
⋃

X∈U/{d}
C
¯
X (3)

A reduct of C is a minimal set of attributes B ⊆ C where:

PosB({d}) = PosC({d}) (4)

3 Belief Function Theory

In this section, we briefly review the main concepts underlying the belief function
theory as interpreted in the TBM [6]. Let Θ be a finite set of elementary events
to a given problem, called the frame of discernment. All the subsets of Θ belong
to the power set of Θ, denoted by 2Θ. The impact of a piece of evidence on the
different subsets of the Θ is represented by a basic belief assignment (BBA). The
BBA is a function m : 2Θ → [0, 1] such that:

∑
E⊆Θ m(E) = 1.

In the TBM, the BBA induced from distinct pieces of evidence are combined
by the rule of combination [6].

(m1 ∩©m2)(E) =
∑

F,G⊆Θ:F∩G=E

m1(F ) × m2(G) (5)

In the TBM, beliefs to make decisions can be represented by probability func-
tions called the pignistic probabilities denoted BetP and is defined as [6]:

BetP ({a}) =
∑

∅⊂F⊆Θ

| {a} ∩ F |
| F |

m(F )
(1 − m(∅)) , for all a ∈ Θ (6)

4 Belief Rough Set Classifier

In this section, we will begin by describing the modified definitions of the basic
concepts of rough sets under uncertainty. These adaptations were proposed orig-
inally in [7]. Second, we simplify the uncertain decision system to generate the
more signification decision rules to create the belief rough sets
classifier.
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The basic concepts of rough sets under uncertainty are descibed as follows:

1. Decision system under uncertainty: Defined as follows: A = (U , C
∪ {ud}), where U is a finite set of objects and C is finite set of certain
condition attributes. ud 	∈ C is an uncertain decision attribute. We propose
to represent the uncertainty of each object by a BBA mj expressing belief
on decision defined on Θ representing the possible values of ud.

2. Indiscernibility relation: The indiscernibility relation for the decision at-
tribute is not the same as in the certain case. The decision value is repre-
sented by a BBA. Therefore, we will use the U//{ud} to denote the uncertain
indiscernibility relation. We need to assign each object to the right decision
classes. The idea is to use the pignistic transformation. For each object oj in
the decision system U , compute the pignistic probability, denoted BetPj to
correspond to mj . For every udi, a decision value, we define decision classes:

IND{ud} = U//{ud} = {Xi | udi ∈ Θ}, with Xi = {oj | BetPj({udi}) > 0}
(7)

3. Set approximation: To compute the new lower and upper approximations
for our uncertain decision table, we follow two steps:
(a) For each equivalence class based on condition attributes C, combine

their BBA using the operator mean. The operator mean is more suitable
than the rule of combination [6] to combine these BBAs, because they
are beliefs on decision for different objects and not different beliefs on
one object. After combination, check which decision classes have certain
BBA.

(b) For each decision class Xi based on uncertain decision attribute, we com-
pute the new lower and upper approximations, as follows:
C
¯
Xi = {oj | [oj ]C ⊆ Xi and mj({udi}) = 1} and C̄Xi = {oj |

[oj ]C ∩ Xi 	= ∅}

4. Positive region: We define the new positive region denoted UPosC({ud}).

UPosC({ud}) =
⋃

Xi∈U/ud

C
¯
Xi, (8)

5. Reduct: is a minimal set of attributes B ⊆ C such that:

UPosB({ud}) = UPosC({ud}). (9)

The main steps to simplify the uncertain decision system are as follows:

1. Eliminate the superfluous condition attributes: We remove the su-
perfluous condition attributes that are not in reduct.

2. Eliminate the redundant objects: After removing the superfluous con-
dition attributes, we will find redundant objects. They may not have the
same BBA on decision attribute. So, we use their combined BBAs using the
operator mean.
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3. Eliminate the superfluous condition attribute values: In this step,
we compute the reduct value for each belief decision rule Rj of the form:
If C(oj) then mj . For all B ⊂ C, let X = {ok | B(oj) = B(ok)} If
Max(dist(mj , mk)) ≤ threshold then B is a reduct value of Rj . Where
dist is a distance measure between two BBAs. We will choose the distance
measure described in [1] which satisfies properties such as non-degeneracy
and symmetry.

5 Experimental Results

We have performed several tests on real databases obtained from the U.C.I.
repository 1. These databases are modified in order to include uncertainty in the
decision attribute. We use three degrees of uncertainty: Low, Middle and High.
The percent of correct classification (PCC) for the test set is used as a criterion
to judge the performance of our classifier. The results summarized in Table 1
show that the belief rough set classifier works very well in certain and uncertain
case for all databases with the different degrees of uncertainty. However, when
the degree of uncertainty increases there is a slight decline in accuracy.

Table 1. Experimental results

PCC PCC PCC PCC

Database certain case Low Unc Middle Unc High Unc

Wisconsin breast cancer database 82.61% 81.2% 79.53% 74.93%

Balance scale database 73.7% 72.3% 70.9% 59.34%

Congressional voting records database 94.11% 93.74% 92.53% 82.53%

6 Conclusion

In this paper, we have developed a new rough set classifier to handle uncertainty
in decision attributes of databases. The belief rough set classifier is shown to
generate significant belief decision rules for standard classification datasets. The
proposed algorithm is computationally expensive. So, our future work will de-
velop heuristics for simplification of the decision system for efficient generation
of significant decision rules without costly calculation.
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Abstract. In this paper, we present the preliminary results of a rule-
based method for identifying and tagging elements in a hyponymy-hyper-
nymy lexical relation for Spanish. As a starting point, we take into
account the role that verbal patterns have in analytical definitions. Such
patterns connect each term with its possible genus. We built a constraint
grammar based on the results of a syntactic parser. The results demon-
strate that constraint grammars provide an efficient mechanism for doing
more precise analysis of syntactic structures following a regular pattern.

1 Introduction

The automatic extraction of lexical relations is a core task in Natural Lan-
guage Processing because these relations are used in building lexical knowledge
bases, question-answering systems, semantic web analysis, text mining, auto-
matic building of ontologies, and other applications [1], [2] and [3].

One widely recognized lexical relation is the hyponymy-hypernymy relation,
which has been found in analytical definitions [4]. It is estimated that about 90%
of the analytical definitions in dictionaries have a genus which is the head of the
first noun phrase (NP) [5].

The main goal of this work is to sketch a methodology for automatic extrac-
tion of hyponymy-hypernymy relations from analytical definitions. In order to
achieve our goal, we took into account those discursive fragments containing
useful relevant information for defining a term. These fragments are mainly rec-
ognizable in specialized texts and are called definitional contexts [4], which are
a rich source of lexical relations and have a pattern of the type:

Term + Verbal pattern + Definition.

Verbal patterns play an important role because they serve as link between a
term and its corresponding definition. Our approach is to take advantage of the
regularity underlying verbal patterns to identify terms involved in a hyponymy-
hypernymy relation applying a formal grammar.
� This paper is supported by the National Council for Science and Technology (CONA-
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2 Definitional Contexts and Definitional Verbal Patterns

Based on [4], we consider a definitional context (DC) as the discursive context
where relevant information is found to define a term. The minimal constitutive
elements of a DC are: a term, a definition, and usually linguistic or metalinguistic
forms such as verbal phrases, typographical markers and/or pragmatic patterns.

At this point, it is convenient to recognize that there are different kinds of
definitions. In a previous work, a typology of definitions was established based
on the two basic constituents of the analytical model: genus and differentia. The
typology depends on whether these constituents are present or absent in the
definition. The analytical definition occurs when both constituents, genus and
differentia, are present [4].

DCs show a set of regular verbal patterns in Spanish whose function is to
introduce the definitions and to link them with their terms. These patterns
are called definitional verbal patterns (DVPs). Based on [6], the DVP predicts
the type of definition. In our case, DVPs associated to analytical definitions in
English are: to be, to represent, to refer to, to characterize + as/for, to know +
as, to understand + as, to define + as, to consider + as, to describe + as.

Finally, the regularity observed in the DVPs and the verbs involved in their
construction allowed us to capture their behavior in rules. These rules consider
the contexts where they are located in order to identify, on the one hand, the
type of definition and, on the other hand, lexical relations occurring in DCs.

3 Constraint Grammar

Constraint Grammar (CG) is a parsing framework intended to solve morpho-
logical and syntactic ambiguities. Constraints are formulated on the basis of ex-
tensive corpus studies. They may reflect absolute, rule-like facts, or probabilistic
tendencies where a certain risk is judged to be proper to take [7].

The rules of a CG consider local or global contexts of a particular element
to assign or add tags to specific tokens [8]. Furthermore, it is possible to re-
move wrong readings or to select more appropriate readings depending upon the
context. Here we used the tools proposed by [9].

4 Analysis

The analysis carried out in this work started with collecting a corpus of DCs
extracted from specialized texts (books, journals and Internet). The corpus was
divided into two parts. One part was used for building rules and another part
as a test corpus.

One of the advantages of the CG formalism is that it allows us to prepro-
cess the input before applying the constraint grammar. We performed a set of
replacements to adjust the inputs of the syntactic parser and to prepare our cor-
pus for identifying and tagging terms in a hyponymy-hypernymy relation. For
example, the following replacement rule assigns one tag, @gen, to nouns whose
syntactic function is subject and they are within parentheses:
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substitute (N @subj) (@gen) target (N @subj) if (*-1 (“par-l” pu)) (*1 (“par-r” pu));

Finally, we applied mapping rules for identifying and tagging terms in the DCs
to the second part of the corpus. Those new patterns that were not taken into
account in the original mapping rules were added to the constraint grammar.
For example, the following mapping rule identifies and tags terms in a DC:

map (§term) target nom if (-1C (*)) (*1 v-pp barrier lim-sent link 1 (det) or (adv) or (prp));

The previous rule assigns the tag §term to the elements of the set nom (proper
noun or noun phrase) if the context of the element satisfies two conditions: first,
it has any word class before it; and second, it has a verb from the set v-pp after
it (e.g., to be, to signify, to represent) before any element whose function is a
sentence boundary. Also, the v-pp must be linked to a determinant, an adverb,
or a preposition.

5 Results

The preliminary results show us the utility of the rule-based approaches for
abstracting the syntactic regularity underlying specialized texts with the goal
of extracting relevant information. Undoubtedly, constraint grammars allow us
to perform more precise analysis of syntactic chains that potentially operate as
conditional patterns of a type of definition.

We evaluated our results by determining what proportion of DCs were covered
with the rules considered. Our CG rules identified both the term and the genus
with roughly 98% precision.

6 Related Work

Most of the research in automatic extraction of lexical relations has focused on
is-a and part-of relations extracted from Machine Readable Dictionaries, text
corpora or web resources. Hearst [2] proposed an approach relied on lexical syn-
tactic patterns for the acquisition of hyponyms. This author used a bootstrap-
ping algorithm which has served as model for most subsequent pattern-based
algorithms. However, it was not successful when applied to meronymy, because
the common patterns were also indicative of other semantic constraints.

Other works identified lexical patterns of part-whole relations where statistical
measures were used for evaluating quality of extracted instances [10]. There are
approaches implementing machine learning techniques for automatically learn-
ing semantic constraints. Such approaches are aimed to improve the result of
applying lexical syntactic patterns [1].

Furthermore, there are proposals for automatically discovering specific lexical
relations using dependency paths generated for a syntactic parser [3]. Finally,
our approach is similar to [2], because it relies on lexical syntactic patterns de-
rived of extensive corpus studies for Spanish, although it considers new verbs as
core of DVPs for analytical definitions. In future work, we do not discard the
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use of machine learning techniques for automatically discovering new syntac-
tical patterns that indicate the hyponymy-hypernymy relation from analytical
definitions.

7 Future Work

This work presents the first steps towards the extraction of lexical relations from
DCs. The current results allow us to extract the terms involved in a hyponymy-
hypernymy relation by considering the regularity of verbal patterns in analytical
definitions. However, it is important to point out that we are interested in ex-
ploring synonymy and meronymy relations also.

By using the CG rules we accurately identify the term and the genus, but we
still need an additional process to distinguish one from the other.
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Abstract. Many complex, real world phenomena are difficult to study directly
using controlled experiments. Instead, the use of computer simulations has be-
come commonplace as a feasible alternative. However, due to the computational
cost of these high fidelity simulations, the use of neural networks, kernel methods,
and other surrogate modeling techniques have become indispensable. Surrogate
models are compact and cheap to evaluate, and have proven very useful for tasks
such as optimization, design space exploration, prototyping, and sensitivity anal-
ysis. Consequently, in many scientific fields there is great interest in techniques
that facilitate the construction of such regression models, while minimizing the
computational cost and maximizing model accuracy. This paper presents a fully
automated machine learning toolkit for regression modeling and active learning
to tackle these issues. A strong focus is placed on adaptivity, self-tuning and ro-
bustness in order to maximize efficiency and make the algorithms and tools easily
accessible to other scientists in computational science and engineering.

1 Introduction

For many problems from science, and engineering it is impractical to perform exper-
iments on the physical world directly (e.g., airfoil design, earthquake propagation).
Instead, complex, physics-based simulation codes are used to run experiments on com-
puter hardware. While allowing scientists more flexibility to study phenomena under
controlled conditions, computer experiments require a substantial investment of compu-
tation time. This is especially evident for routine tasks such as optimization, sensitivity
analysis and design space exploration [1].

As a result researchers have turned to various approximation methods that mimic
the behavior of the simulation model as closely as possible while being computation-
ally cheap(er) to evaluate. This work concentrates on the use of data-driven, global ap-
proximations using compact surrogate models (also known as metamodels, behavioral
models, or response surface models (RSM)). Examples of metamodels include: ratio-
nal functions, Kriging models, Artificial Neural Networks (ANN), and Support Vector
Machines (SVM).

However, in order to come to an acceptable model, numerous problems and design
choices need to be overcome (what data collection strategy to use, what model type is
most applicable, how should model parameters be tuned, etc.). This work describes the
design of a state-of-the-art research platform that provides a fully automatic, flexible
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and rigorous means to tackle such problems. This work lies at the intersection of Ma-
chine Learning/AI, Modeling and Simulation, and Distributed Computing. The meth-
ods developed are applicable to any domain where a cheap, accurate, approximation is
needed to replace some expensive reference model.

2 Motivation

The scientific goal of global surrogate modeling is the generation of a surrogate that is
as accurate as possible (according to some, possibly physics-based, measure), using as
few simulation evaluations as possible, and with as little overhead as possible.

As stated in the introduction, the principal reason driving surrogate model use is that
the simulator is too costly to run for a large number of simulations. One model evalua-
tion may take many minutes, hours, days or even weeks [1]. A simpler approximation
of the simulator is needed to make optimization, design space exploration, visualiza-
tion, sensitivity analysis, etc. feasible. A second reason is when simulating large scale
systems. A classic example is the full-wave simulation of an electronic circuit board.
Electro-magnetic modeling of the whole board in one run is almost intractable. Instead
the board is modeled as a collection of small, compact, accurate surrogates that repre-
sent the different functional components (capacitors, resistors, ...) on the board. These
types of problems can be found in virtually every scientific discipline and field.

An important aspect of surrogate modeling is data collection. Since data is compu-
tationally expensive to obtain, it is impossible to use traditional, one-shot, space filling
designs. Data points must be selected iteratively, there where the information gain will
be the greatest. A sampling function is needed that minimizes the number of sample
points selected in each iteration, yet maximizes the information gain of each iteration
step. This process is called active learning, but is also known as adaptive sampling, Op-
timal Experimental Design, and sequential design. Together this makes that there are
an overwhelming number of options available to the designer: different model types,
different experimental designs, different model selection criteria, different hyperparam-
eter optimization strategies, etc. However, in practice it turns out that the designer rarely
tries out more than one subset of options and that readily available algorithms and tools
to tackle this problem are scarce and limited (particularly in industry). There is room for
a more extensible, flexible, and automated approach to surrogate modeling, that does
not mandate assumptions (but does not preclude them either) about the problem, model
type, sampling algorithm, etc.

The motivation stems from our observation that the primary concern of an applica-
tion scientist is obtaining an accurate replacement metamodel for their problem as fast
as possible and with minimal user interaction. Model (type) selection, model parameter
optimization, active learning, etc. are of lesser or no interest to them. Thus the contri-
bution of this work is in the general methodology, the various extensions [2,3,4,5] and
the available software implementation (see [6]). This framework will be useful in any
domain (biology, economics, electronics, ...) where a cheap, accurate approximation is
needed for an expensive reference model. In addition the work makes advances in com-
putational intelligence more easily available to application scientists. Thus lowering the
barrier of entry and bridging the gap between theory and application.
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Fig. 1. Automatic Adaptive Surrogate Modeling

3 SUMO Toolbox

Most of the thesis work revolves around a software tool that forms the platform on
which all now algorithms are implemented and benchmarked: The SUrrogate MOdel-
ing Toolbox. The SUMO Toolbox [5] is an adaptive tool that integrates different mod-
eling approaches and implements a fully automated, adaptive global surrogate model
construction algorithm. Given a simulation engine, the toolbox automatically generates
a surrogate model within the predefined accuracy and time limits set by the user (see
figure 1). However, at the same time keeping in mind that there is no such thing as
a ‘one-size-fits-all’, different problems need to be modeled differently. Therefore the
toolbox was designed to be modular and extensible but not be too cumbersome to use
or configure. Different plugins are supported: model types (neural networks, SVMs,
splines, ...), hyperparameter optimization algorithms (Pattern Search, Genetic Algo-
rithm (GA), Particle Swarm Optimization (PSO), ...), active learning (density based,
error based, gradient based, ...), and sample evaluation methods (local, on a cluster or
grid). The behavior of each component is configurable through a central XML con-
figuration file and components can easily be added, removed or replaced by custom,
problem-specific, implementations.

The difference with existing machine learning toolkits such as Rapidminer (formerly
Yale), Spider, Shogun, Weka, and Plearn is that they are heavily biased towards classi-
fication and data mining (vs. regression), they assume data is freely available and cheap
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(no active learning), and they lack advanced algorithms for the automatic selection of
the model type and model complexity.

4 Conclusion

The current status of the thesis work is that the main software engineering efforts to
setup the infrastructure and interfacing code has been completed. A wide range of ap-
proximation methods, hyperparameter optimization strategies (both single and multi-
objective), model (type) selection methods, and active learning techniques have been
implemented and the software and algorithms can be considered stable for production
use. As is, the toolbox is able to model a given data source with selection of the model
type (ANN, SVM, ..), model complexity, and active learning all done fully automati-
cally. The full implementation is available for download at
������������	
�������	������.

The approach has already been applied successfully to a very wide range of appli-
cations, including RF circuit block modeling [6], hydrological modeling [7], aerody-
namic modeling [5], and automotive data modeling [4]. Its success is primarily due
to its flexibility, self tuning implementation, and its ease of integration into the larger
computational science and engineering pipeline.

Future work will focus on further fine tuning the existing algorithms and tools and
increase the number and type of applications in order to complete the thesis with a fully
functional, well tested, methodology and software implementation that can easily be
applied to any approximation problem.
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Abstract. Reasoning about movement in two-dimensions can be bro-
ken down to depth and spatial relations between objects. This paper
covers previous work based on the formal logic descriptions in situa-
tional calculus. Also covered is a simulator that produces data for a
logical reasoner to process and potentially make decisions about motion
in two-dimensions.

1 Introduction

Motion of two-dimensional objects can be inherently related to depth profiles
which result from the dynamic spatial relations between each object. This pa-
per presents a description of depth profiles, their representation in a computer
system, and how reasoning software can be used to describe the interaction of
objects based on dynamic depth profiles. We build on previous work by[1] with
the inclusion of plan recognition, a solution to the progression problem, and
dealing with noisy sensor data.

This paper is an extension of [1], where the authors provided a sound and com-
plete description of reasoning about depth profiles in situational calculus (SC).
They provide a detailed description of depth profiles as a graphical representation
between objects, as well as how changes in the profiles represent movement of bod-
ies in relation to an observer over time. Work has been done on an implementation
of [1] and continues with the work mentioned in the conclusion of this paper.

2 Background

2.1 Depth Profiles

A depth profile is a representation of a set of objects from the view of a single
observer. Each depth profile corresponds to one slice of time in the scenario.
The depth profile is made of depth peaks, each representing the relations be-
tween the object and the observer. It is important to note that objects in our
problem are approximated as cylinders, and consequently, their 2D slices are
circles. This approximation seems reasonable in a traffic domain, where vehicles
can be approximated by elliptical cylinders. These encompassing cylinders can
be constructed in real time using either a laser range finder or video data, [5][6].
The size of the depth peak is calculated by the amount that the object obstructs
the observer’s field of view (angular value) and the objects distance from the
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Fig. 1. Mapping of a observers view point to corresponding depth profile graph. The
x-axis is the distance from the observer’s left boundary. The y-axis is the distance from
the observer to the closest point on the circle.

observer. These values are mapped onto a graph, as seen in Figure 1. As can
be seen in Figure 1, there is a direct correlation between the amount an object
covers of an observer’s field of view and the size of its peak in the depth profile.
Changes in the depth peaks over time can be used to interpret how objects are
interacting with each other or with the observer. Three assumptions are made on
the domain. (1) Object persistence refers to the assumption that objects can not
spontaneously appear or disappear. (2) Smoothness of motion is the assump-
tion that objects cannot jump sporadically around the domain. Finally, (3) non
interpenetration is the assumption that objects cannot pass through each other.
Depth peaks, however, can approach, recede, coalesce and split. An individual
peak can extend, shrink, appear or vanish. More detail on the properties of these
peaks can be found in [1].

2.2 Representation of Depth Profiles

At the initial stage of this project it seemed reasonable to start with simulated
data to test our ideas. This lead to the development of a simulator to produce
experimental data that could be used in an intelligent reasoner. From this point
we had two algorithmic hurdles. First, from the viewpoint of the observer, what
portion of the objects in the domain are visible. Second, how to represent this
data, a depth profile, in a usable format for the reasoning software.

The solution for determining visible objects is focused around a rotational
sweep line algorithm that can run in O(n ∗ log(n)). Circles are reduced to being
represented as a chord between the two tangent points calculated from the view
of the observer. A chord calculated from these tangent points spans the visible
portion of any circle. This is a much simpler problem and is easier related to
the algorithm discussed by [2], but differs in its ability to calculate the partially
visible portion of objects, in the case that an objects is occluded(partially).

Knowing the visible tangent points, from the view of the observer, allows us to
produce the data in a usable format for the simulator. The set of visible tangent
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points is processed to produce the following information that describes the depth
peak of an object: distance to an object from observer(depth), angular size of
an object(size), and distance from the left boundary of the observer’s field of
view(left boundary distance). These three pieces of information, for each object,
together, produce a depth profile of the current domain.

2.3 Reasoning Using the Situation Calculus (SC)

Depth Peak Attributes in SC: The SC is a predicate logic language for
axiomatising dynamic worlds. It is based on actions, situations and fluents as
described by [4]. Actions are first-order terms consisting of an action function
symbol and its arguments. In this paper we consider three actions that affect a
depth profile, endMove, startMove, sense. Sense relates to calulation of depth
profiles, the rest of the actions are self-explanatory. All actions are considered
to be instantaneous.

A situation is a first-order term denoting a sequence of actions. Such sequences
are represented using a binary function symbol do(α, s), where α is an action
and s is a previous sequence of actions.

Relations or functions whose values vary from situation to situation are called
fluents, and are denoted by predicate or function symbols whose last argument
is a situation term. We use the following fluents in our reasoner: facing, location,
moving and rotating, which are characterized by their names. Also included are
depth, size and lbd which have been discussed earlier. The final fluent is dist
which is the angular distance between two peaks in the domain. Further expla-
nation about the SC can be obtained from [4] and about the functions described
in this section can be found in [1]. Formal definitions in SC of transitions between
peaks can be found in [1] and are not discussed in the scope of this paper.

3 Conclusion

We have implemented a simulator that can produce relevant depth profiles to
be used by a reasoning system. The simulator as well as the underlying visibil-
ity software have been implemented in C++. The reasoning system has been
implemented in ECLiPSe PROLOG and is interfaced with the simulator. The
potential for this software is great but relies on a couple additions to its func-
tionality. First, is some form of plan recognition software for recognizing vehicle
actions based on an observers own motion and perceptions. A plan recognition
framework would allow more complex decisions to be made as we would be able
to look forward based on the predicted movement of vehicles around the ob-
server. It would allow an observer to act intelligently when faced with a variety
of situations. As of right now, there is only a proof of concept implementation
that proves the correctness of the reasoner. Using plan recognition as defined by
[7] and [4] more complex scenarios in all areas of the traffic domain are within the
range of possible applications for the software. Secondly, to be able to use this
software on complex scenarios a solution to the progression problem would be
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needed. Large amounts of data need to be processed as scenarios become increas-
ingly complex. To accommodate this in a suitable amount of decision making
time it is necessary to be able to ignore past situations that are no longer rele-
vant. This problem is currently being solved by [11] and has been described in
detail by [4]. Other relevant work in the traffic domain [13,12] provide direction
for plan recognition. Also, it is known that sensor data can be incomplete or
noisy. Work by [14,15], outlines a solution that can work in situational calculus.
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Executable Specifications of Fully General
Attribute Grammars with Ambiguity and

Left-Recursion
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Abstract. A top-down parsing algorithm has been constructed to ac-
commodate any form of ambiguous context-free grammar, augmented
with semantic rules with arbitrary attribute dependencies. A memoiza-
tion technique is used with this non-strict method for efficiently process-
ing ambiguous input. This one-pass approach allows Natural Language
(NL) processors to be constructed as executable, modular and declara-
tive specifications of Attribute Grammars.

1 Introduction

In an Attribute Grammar (AG) [6], syntax rules of a context-free grammar (CFG)
are augmented with semantic rules to describe the meaning of a context-free lan-
guage. AG systems have been constructed primarily as compilable parser-
generators for formal languages. Little evidence could be found where fully-general
AGs have been used for declaratively specifying directly-executable specifications
of NLs. None of the existing approaches support arbitrary attribute dependencies
(including dependencies from right) in semantics and general context-free syn-
tax (including ambiguity and left-recursion) altogether in one-pass within a sin-
gle top-down system. Basic top-down parsers do not terminate while processing
left-recursion, and are normally inefficient while parsing exponentially ambiguous
grammars (e.g., S ::= SSa|ε, on input “aaa....” [1]).

A top-down approach that supports executable and declarative specifications
of AGs with unconstrained syntax and semantics, offers following advantages:
a. Language descriptions can be specified and executed directly without worry-
ing about syntax-semantics evaluation method and order.
b. Individual parts of AGs can be efficiently tested separately. Modularity assists
with systematic and incremental development.
c. Accommodating ambiguity is vital for some domain e.g. NLP.
d. Transforming a left-recursive CFG to a weakly equivalent non-left-recursive
form may introduce loss of parses and lack of completeness in semantic [8,4].
e. Arbitrary attribute dependencies provideunrestricted and declarative construc-
tion of complex semantic (e.g., set-theoretic Montague semantics with CFG).
f. If implemented using a modern functional language, then benefits such as
purely-functional, declarative and non-strict environment are readily available.
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2 Our Contributions

This paper describes an extension of our previous work by accommodating the
executable specifications of arbitrary semantic rules coupled with general syn-
tactic rules. In [4,5], we have shown how top-down parsers can be constructed
as executable specifications of general CFGs defining the language to be parsed:

– To accommodate direct left-recursion, a left-recursive context is used, which
keeps track of the number of times a parser has been applied to an input posi-
tion j. For a left-recursive parser, this count is increased on recursive descent,
and the parser is curtailed whenever the condition “left− recursive count
of parser at j > #input− j + 1” succeeds.

– To accommodate indirect left-recursion, a parser’s result is paired with a set
of curtailed non-terminals at j within its current parse path, which is used
to determine the context at which the result has been constructed at j.

Our extended parser-application is a mapping from an input’s start position
to a set of end positions with tree structures. We also thread attribute values
along with the start and end positions so that they are available for any depen-
dencies that are specified in semantic rules. These attribute values are defined in
terms of expressions (as our method is referentially transparent and non-strict)
that represent arbitrary operations on syntax symbols’ attributes, which are
computed from the surrounding environment when required.

The structured and lazily computed result of parser-applications allow us
to establish full call-by-need based dependencies between attributes - including
inherited dependencies from the right and top. For example, when a parser pi

with syntax pi ::= pm pn, is applied to input position 1 and successfully ends at
position 5, we represent one of pi’s input/output relations (as a result ) as:

SubNode pi inhpi1 = synpi5 [..Branch [SubNode pm (inhpm1, synpm3)
, SubNode pn (inhpn3, synpn5)]..]

where, pm starts at 1 and ends at 3, pn starts at 3 and ends at 5, inhxy and
synxy represent inherited and synthesized attributes of parser x at position y
respectively. Now arbitrary semantics can be formed with non-strict expressions
e.g., inhpmi ← f(inhpnj , synpik), where f is a desired operation on attributes.

We have achieved our objective by defining a set of combinators for modular,
declarative and executable language processors, which are similar to textbook
AG notation. Our combinators (e.g., <|> and *> correspond to orelse and then,
rule_s and rule_i for synthesized and inherited semantic rules, parser and nt
for complete AG rules and non-terminals etc.) are pure, higher-order and lazy
functions that ensure fully-declarative executable specifications. We have imple-
mented our method in a lazy functional language Haskell. We execute syntax
and semantics in one-pass in polynomial time using a memoization technique to
ensure that results for a particular parser at a particular position are computed
at most once, and are reused when required. We represent potentially expo-
nential results for ambiguous input in a compact and shared tree structure to
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achieve polynomial space. The memo-table is systematically threaded through
parser executions using state-monad [7].

3 An Example

We illustrate our approach with the repmax example [2,3], which we have ex-
tended to accommodate ambiguity, left-recursion and arbitrary attribute depen-
dencies. Our goal is to parse inputs such as “1 5 2 3 2” with an ambiguous
left-recursive CFG tree ::= tree tree num | num, num ::= 1|2|3|4|5|..., and to
extract all possible trees (for syntactic correctness) with all terminals replaced by
maximum value of the sequence. The AG that specifies this problem is as follows
(where ↑ and ↓ represent synthesized and inherited attributes respectively):

start(S0) ::= tree(T0) {RepV al.T0 ↓= MaxV al.T0 ↑}
tree(T0) ::= tree(T1) tree(T2) num(N1)
{ MaxV al.T0↑= Max(MaxV al.T1 ↑, MaxV al.T2 ↑, MaxV al.N1 ↑),

RepV al.T1 ↓= RepV al.T0 ↓, RepV al.T2 ↓= RepV al.T0 ↓,
RepV al.N1 ↓= RepV al.T0 ↓}

|num(N2) {MaxV al.T0 ↑= MaxV al.N2 ↑, RepV al.N2 ↓= RepV al.T0 ↓}
num(N0) ::= 1 {MaxV al.N0 ↑= 1} | 2 {MaxV al.N0 ↑= 2} ....

According to this AG, there are two outputs for the input sequence “1 5 2 3 2”:

tree

tree

num

5

tree

tree

num

5

tree

num

5

num

5

num

5

tree

tree

tree

num

5

tree

num

5

num

5

tree

num

5

num

5

Using our combinators and notation, an executable specification of the general
AG above can be constructed declaratively in Haskell as follows:

start = memoize Start parser (nt tree T0)[rule_i RepVal OF T0 ISEQUALTO findRep
[synthesized MaxVal OF T0]]

tree = memoize Tree parser (nt tree T1 *> nt tree T2 *> nt num T3)
[rule_s MaxVal OF LHS ISEQUALTO
findMax [synthesized MaxVal OF T1,synthesized MaxVal OF T2,synthesized MaxVal OF T3]

,rule_i RepVal OF T1 ISEQUALTO findRep [inherited RepVal OF LHS]....]
<|> parser (nt num N1)

[rule_i RepVal OF N1 ISEQUALTO findRep [inherited RepVal OF LHS]
,rule_s MaxVal OF LHS ISEQUALTO findMax [synthesized MaxVal OF N1]]

num = memoize Num terminal (term "1") [MaxVal 1] <|> ... <|> terminal (term "5") [MaxVal 5]

When start is applied to “1 5 2 3 2”, a compact representation of am-
biguous parse trees is generated with appropriate semantic values for respective
grammar symbols. For example, tree parses the whole input (starting at posi-
tion 1 and ending at position 6) in two ambiguous ways. The tree’s inherited
and synthesized attributes (represented with I and S) are with its start and end
positions respectively. The attributes are of the form ‘attribute_type value’
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e.g. RepVal 5. The compact results have pointing sub-nodes (as parser-name,
unique-id pairs e.g. (Tree,T1)) with inherited and synthesized attributes:

Tree START at: 1 ; Inherited atts: T0 RepVal 5 T0 RepVal 1
END at : 6 ; Synthesized atts: T0 MaxVal 5
Branch [SubNode (Tree,T1) ((1,[((I,T1),[RepVal 5])]), (4,[((S,T1),[MaxVal 5])]))

,SubNode (Tree,T2) ((4,[((I,T2),[RepVal 5])]), (5,[((S,T2),[MaxVal 3])]))
,SubNode (Num, T3) ((5,[((I,T3),[RepVal 5])]), (6,[((S,T3),[MaxVal 2])]))]

END at : 6; Synthesized atts: T0 MaxVal 5
Branch [SubNode (Tree,T1) ((1,[((I,T1),[RepVal 5])]), (2,[((S,T1),[MaxVal 1])]))

,SubNode (Tree,T2) ((2,[((I,T2),[RepVal 5])]), (5,[((S,T2),[MaxVal 5])]))
,SubNode (Num, T3) ((5,[((I,T3),[RepVal 5])]), (6,[((S,T3),[MaxVal 2])]))] ...

Num START at: 1 ; Inherited atts: N1 RepVal 5
END at : 2 ; Synthesized atts: N1 MaxVal 1
Leaf (ALeaf "1",(S,N1))...

Our semantic rules declaratively define arbitrary actions on the syntax sym-
bols’ attributes. For example, the second semantic of tree is an inherited rule
for the second parser T2, which depends on its ancestor T0’s inherited attribute
RepVal. The T0’s RepVal is dependent on its own synthesized attribute MaxVal,
and eventually this RepVal is threaded down as every num’s inherited attribute.

4 Concluding Comments

The goal of our work is to provide a framework where general CFGs (including
ambiguous left-recursion) can be integrated with semantic rules with arbitrary
attribute dependencies as directly-executable and modular specifications. Our
underlying top-down parsing method is constructed with non-strict combinators
for declarative specifications, and uses a memoization technique for polynomial
time and space complexities. In the future we aim to utilize grammatical and
number agreements, and conditional restrictions for disambiguation. By taking
the advantages of general attribute dependencies, we plan to efficiently model NL
features that can be characterized by other grammar formalisms like unification
grammars, combinatory categorical grammars and type-theoretic grammars. We
have implemented our AG system in Haskell, and have constructed a Natural
Language Interface based on a set-theoretic version of Montague semantic (more
can be found at: cs.uwindsor.ca/~hafiz/proHome.html). We are construct-
ing formal correctness proofs, developing techniques for detecting circularity and
better error-recognition, and optimizing the implementation for practical uses.
We believe that our work will help domain specific language developers (e.g. com-
putational linguists) to build and test their theories and specifications without
worrying about the underlying computational methods.
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Abstract. A knowledge-intensive problem is often not solved by an
individual knowledge artifact; rather the solution needs to draw upon
multiple, and even heterogeneous, knowledge artifacts. The synthesis of
multiple knowledge artifacts to derive a ‘comprehensive’ knowledge arti-
fact is a non-trivial problem. We discuss the need of knowledge morphing,
and propose a Semantic Web based framework K-MORPH for deriving
a context-driven integration of multiple knowledge artifacts.

1 Introduction

Knowledge morphing is a specialized knowledge modeling and execution ap-
proach that aims to formulate a comprehensive knowledge object, specific to
a given context, through “the intelligent and autonomous fusion/integration of
contextually, conceptually and functionally related knowledge objects that may
exist in different representation modalities and formalisms, in order to establish a
comprehensive, multi-faceted and networked view of all knowledge pertaining to
a domain-specific problem”–Abidi 2005 [1]. The knowledge morphing approach
extends the traditional notion of knowledge integration by providing the ability
to ‘reason’ over the morphed knowledge to (a) infer new knowledge, (b) test
hypotheses, (c) suggest recommendations and actions, and (d) query rules to
prove problem-specific assertions or theorems.

The concept of knowledge morphing is grounded in the belief that typically
knowledge artifacts entail knowledge that is broader than a specific problem’s
scope. For instance, knowledge artifacts in healthcare such as clinical guidelines
may contain knowledge about the diagnosis, treatment, prognosis and follow-up
care for a particular disease [2]. Therefore, the integration of entire knowledge arti-
facts unnecessarily exacerbates the complexity of establishing interoperability be-
tween multiple artifacts for no meaningful purpose. Therefore, in our approach we
attempt a context-driven reconciliation of ontology-encoded knowledge artifacts
by: (i) identifying contextualized sub-ontologies from selected ontology-encoded
knowledge artifacts that are validated for conceptual/contextual consistency and
completeness; and (ii) aligning and then merging contextualized sub-ontologies,
under the context-specific axioms, to generate a new sub-ontology that represents
the ‘morphed’ knowledge artifact as shown in Figure 1. In this way, our knowl-
edge morphing approach pursues highly-specific ontology alignment guided by the
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problem-context–i.e. a single knowledge morphing context (akin to a query) forms
the basis of the process. This also means that as the problem-context changes a
new morphed knowledge artifact will be developed.

By modeling knowledge artifacts as ontologies, semantic interoperability
among knowledge artifacts can be achieved via ontology reconciliation. However,
ontology reconciliation under different contexts is still an undertaking challenge
[3]. The literature suggests other approaches for knowledge integration problem
from different perspectives. For instance, the ECOIN framework performs se-
mantic reconciliation of independent data sources, under a defined context, by
defining conversion functions between contexts as a network. ECOIN takes the
single ontology, multiple views approach [4], and introduces the notion of mod-
ifiers to explicitly describe the multiple specializations/views of the concepts
used in different data sources. It exploits the modifiers and conversion functions,
to enable context mediation between data sources, and reconcile and integrate
source schemas with respect to their conceptual specializations. Another re-
cent initiative towards knowledge integration is the OpenKnowledge project [5]
that supports the knowledge sharing among different knowledge artifacts, not by
sharing their asserted statements, instead by sharing their interaction models.
An interaction model provides a context in which knowledge can be transmitted
between two (or more) knowledge sources (peers).

2 K-MORPH Architecture

We adopt a Semantic Web (SW) architecture [6] to address the problem of knowl-
edge morphing. Given that at the core of knowledge morphing is the need to se-
mantically model the different knowledge artifacts, we believe that the SW offers a
logic-based framework to (a) semantically model the knowledge of various knowl-
edge artifacts found in differentmodalities as ontologies; (b) semantically annotate
the heterogeneous knowledge artifacts based on their respective ontologies; (c) cap-
ture and represent the underlying domain concepts, and the semantic relationships
that are inherent within a problem-context, in terms of a domain ontology; (d) en-
sure interoperability between multiple ontologically defined knowledge artifacts;
and (e) maintaining changes, evolution and management of ontologies.

In this paper, we present our approach to pursue knowledge morphing. We
propose a Semantic Web based Knowledge Morphing framework K-MORPH,
which is comprised of the following steps: (a) modeling the domain knowledge as
ontologies–each type of knowledge artifact is represented as a distinct ontology,
termed as Knowledge Artifact Ontology (KAO), where the knowledge is captured
as an instantiation of the respective KAO; (b) defining the problem-context in
terms of morphing constructs that serve as the knowledge morphing specification;
(c) selecting the knowledge artifacts that are to be used to create the morphed
knowledge object; (d) selecting from the candidate knowledge artifact the specific
knowledge objects that are pertinent to the problem-context. Since the knowledge
artifacts are modeled as KAO the selected problem-specific knowledge objects ap-
pear as contextualized sub-ontologies; (e) applying reasoning techniques to syn-
thesize the contextualized sub-ontologies to yield the morphed knowledge. This
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Fig. 1. K-MORPH: Knowledge Morphing Process

is achieved via a context-driven ontology reconciliation method that infers the in-
herent interactions between different contextualized sub-ontologies using domain-
specific axioms; and (f) validation and verification of the morphed knowledge.
Figure 1 illustrates the K-MORPH morphing process with more details avail-
able in see [7].

3 Application of K-MORPH in Clinical
Decision-Making

Clinical decision making involves an active interplay between various medical
knowledge artifacts to derive pragmatic solutions for a clinical problem [8]. We
are currently developing a prototype Healthcare Knowledge Morpher (as shown
in Figure 2) that deals with the three different medical knowledge artifacts,
namely, (i) Electronic Patient Records (EPR), (ii) Clinical Practice Guidelines
(CPG), and (iii) Clinical Pathways (CP). Each knowledge artifact, despite tar-
geting the same domain knowledge, has a different purpose. For instance, CPGs
are systematically developed disease-specific recommendations to assist clinical
decision-making in accordance with the best evidence [2]. CP serve as institution-
specific workflows that guide the care process in line with the evidence-based
medical knowledge found in CPG. EPR are containers of patient’s longitudinal
medical information.

For clinical decision making we need an active interplay between these three
distinct artifacts as follows: The EPR determines the clinical context that in turn
determines which CPG need to be referred to make the ‘right’ clinical decisions.
Based on the context, the morphing construct will determine the clinical inten-
tion, the knowledge needs for the given intention and the knowledge resources to
be utilized. The two knowledge sources in this case–i.e. the CPG and CP –both
now need to be integrated to optimally apply the knowledge for clinical decision
making. The CPG will provide the declarative knowledge and it needs to be
aligned with the procedural knowledge contained by CP. Knowledge morphing
is therefore needed at two levels: (a) morphing the different knowledge compo-
nents from multiple knowledge artifacts of the same type–i.e. recommendations
from multiple CPGs; and (b) morphing different knowledge artifact types–i.e.
synthesizing CPG and CP. The morphed knowledge artifact will consist of op-
erational relations between EPR, CPG, and CP knowledge artifacts and serve
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Fig. 2. K-MORPH: Healthcare Knowledge Morphing

as a holistic knowledge artifact to support clinical decision making in terms
of (a) evidence-based recommendations based CPG-based knowledge, based on
the patient scenario recorded in EPR, and also (b) institution-specific workflow
knowledge to pragmatically execute the recommendations.

This research is funded by a grant from Agfa Healthcare (Canada).
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Abstract. In recent years amount of new information generated by biological 
experiments keeps growing. High-throughput techniques have been developed 
and now are widely used to screen biological systems at genome wide level. 
Extracting structured knowledge from amounts of experimental information is a 
major challenge to bioinformatics. In this work we propose a novel approach to 
analyze protein interactome data. The main goal of our research is to provide a 
biologically meaningful explanation for the phenomena captured by high-
throughput screens. We propose to reformulate several interactome analysis 
problems as classification problems. Consequently, we develop a transparent 
classification model which while perhaps sacrificing some accuracy, minimizes 
the amount of routine, trivial and inconsequential reasoning that must be done 
by a human expert. The key to designing a transparent classification model that 
can be easily understood by a human expert is the use of the Inductive Logic 
Programming approach coupled with significant involvement of background 
knowledge into the classification process. 

1   Introduction 

In recent years the amount of available information in biological datasets keeps grow-
ing. New high-throughput experimental techniques have been developed and now are 
widely accepted and used. We should not forget as well about already accumulated 
datasets such as genome sequences, protein sequences, protein structural and 3D in-
formation, protein motifs and literature which represents curated but not well struc-
tured knowledge. 

At the same time it is becoming increasingly clear that no significant biological 
function can be attributed to one molecule. Each function is a result of the complex 
interaction between all types of biological molecules such as DNA, RNA, proteins, 
enzymes and signal molecules.  

Given all these circumstances, the reductionist approach, which served very well 
the scientific community for ages, may not be used so productively in modern mo-
lecular biology. While it was used successfully to identify and describe the molecular 
machinery, there is simply no way the reductionism can help us understand how the 
system properties emerge from the interactions of myriad of relatively basic elements.  

The Systems Biology approach is quite opposite to the reductionism, of the tradi-
tional science. Instead of moving from complex behavior/system to the simpler ones, 
Systems Biology tries to reconstruct and understand the complex behavior by observing 
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how the elementary pieces of the system operate and interact with each other. Speaking 
in terms of molecular biology, Systems Biology observes and studies individual genes, 
proteins, enzymes and metabolites trying to infer metabolic pathways, and then in turn 
find more complex interactions between pathways, regulatory mechanisms, mechanisms 
of the cell specialization and interaction. 

Therefore, one of the main challenges of Systems Biology is the development of 
methods and techniques that can be used to infer knowledge from the accumulated 
datasets. 

Due to numerous technical difficulties such as sheer volume of data (dozens of 
thousands of genes, hundreds of thousands of interactions), large amount of noise, 
heterogeneity and incompleteness of data, a systematic study of biological dataset is 
not an easy task. 

2   Explanatory Models 

A wide range of approaches has been proposed to address the data mining needs of 
Systems Biology: from pure statistical methods to graph-theoretical methods, to clas-
sical data mining algorithms. Different studies concentrated on a range of different 
goals: from increasing the reliability of experimental data to prediction of new inter-
actions, to prediction of protein functions.  

However, there seems to be lack of studies trying to develop logical explanatory 
models of the observed data. While conventional classification models are good at 
providing additional information about the data (assigning labels to objects of interest, 
clustering objects, etc.), they are not designed to provide insights into the essence and 
the structure of the observed data.  

Explanatory models, on the other hand, may be more difficult to build. They may 
be less precise than dedicated classification models. However, they are capable of 
uncovering and presenting to a human domain expert information about the funda-
mental nature of observed data.  

As an illustration of the difference between traditional ‘result’-oriented and ex-
planatory models we may consider a clustering problem. A result-oriented model  
provides a human researcher with the best set of clusters according to given criteria 
(some sort of a compactness measure). After that, it’s up to the expert to find the 
underlying reason for the clustering. Meanwhile, with an explanatory model, such 
reasoning will be an integral part of each cluster definition. 

Given the growing amount and the diversity of data and knowledge in Systems Bi-
ology, we think explanatory models will be an indispensable tool. They have potential 
to improve the efficiency of human experts allowing to speed up the data processing, 
to increase the amount of processed data, and eventually to keep the pace of research 
in Systems Biology. 

3   Inductive Logic Programming 

The computational foundation of Background Knowledge Enriched Data Mining lays 
in the Inductive Logic Programming approach. Inductive Logic Programming (ILP) is 
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a subfield of Machine Learning which works with data represented as first order logic 
statements. Moreover, not only are the positive examples and negative examples logic 
formulas, but the background knowledge, and hypotheses are first order logic formu-
las as well.  

Inductive Logic Programming has a history dating back to 1970 when Plotkin de-
fined such fundamental to ILP notions as θ-subsumption and Least General Generali-
zation (LGG). LGG allowed him to formulate an algorithm performing induction on a 
set of first order statements representing the data. 

Since then, a lot of researchers have improved ILP algorithms[1], especially from 
the efficiency point of view. New directions such as stochastic search, incorporation 
of explicit probabilities, parallel execution, special purpose reasoners, and human-
computer collaboration systems are under active research. 

4   Background Knowledge Enriched Data Mining 

We propose to apply a novel approach – Background Knowledge Enriched Data Min-
ing - to help biologists and other live science specialists analyze and understand ac-
cumulated experimental data together with the existing structured domain specific 
knowledge. Automatic reasoning minimizes the amount of routine, trivial and incon-
sequential reasoning that must be done by a human expert. 

Inductive logic programming algorithms may be used to perform an automatic data-
set analysis as well as to facilitate a semi-automatic knowledge discovery process [2,3].  

We see as significant advantages of the inductive logic programming approach  

• the ease of integration of accumulated domain specific knowledge,  
• the ease of representation of heterogeneous data sources, 
• the high expressiveness of the logic, 
• the ease of interpretation for obtained results and hypotheses. 

A combination of such advantages allows us to try to attack the problem of finding 
an explanation for the observed phenomena. Contrarily to most approaches that value 
the final accuracy of the built classification system, we value the structured knowl-
edge discovered by the algorithm as well. 

Background Knowledge Enriched Data Mining can be applied to such problems as 

• a protein functional module analysis; 
• the discovery of biologically meaningful labels for clusters; 
• a verification of the experiment integrity. 

It should be stressed that the main goal of our approach is not the production of 
new data (such as protein function prediction), at least in the bare form. Our approach 
is geared towards producing hypotheses and links between existing data, hopefully, 
helping to explain the observed phenomena, pointing to subtle inconsistencies and 
trouble spots in the data, showing ways to generalize the data, etc. 

From a methodological point of view, our approach follows typical data mining 
steps outlined below: 

1. Formulate a biological problem as a classification task. 
2. Collect data to be analyzed. 
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3. Collect relevant background knowledge. 
4. Extract features from the original dataset and the background knowledge. 
5. Learn an ILP classifier. 
6. Interpret the classifier structure. 

While the sequence of the steps seems straightforward, all of them indeed contain 
uncertainties and require further research. During the initial research project we iden-
tified the areas critical for the success of our approach: a background knowledge 
selection; a background knowledge representation; an integration of specialized algo-
rithms; a search optimization, and the development of the evaluation metrics for ex-
planatory models. 

We are planning to address the background knowledge selection and representation 
problems by selecting/developing a feature selection algorithm best suited for the 
types of data specific for the domain of Systems Biology. 

The integration of specialized algorithms problem will be handled via a generaliza-
tion of the lazy evaluation approach to the ILP. The lazy evaluation approach was 
originally proposed to handle numerical reasoning in an ILP system. We extended this 
approach to allow any specialized algorithm to work inside the ILP system. By further 
developing this approach we can even think of the ILP as the universal glue allowing 
many specialized algorithms to work cooperatively in one learning system. 

The search optimization is one of the most difficult tasks to handle when one is 
working with ILP algorithms. We would like to develop search heuristics involving 
metrics specific for the data of Systems Biology. We will introduce heuristics sensi-
tive to the heterogeneous noise in data (a data-type specific probability of error in the 
background knowledge). We believe that such heuristics are extremely helpful when 
one has to combine data from very unreliable experimental datasets with highly accu-
rate curated datasets and analyze them in one learning system. 

Another contribution of this work is the development of  evaluation metrics for ex-
planatory models based on the idea of mapping ILP models to the natural language 
then mining biological literature to find the correlation between discovered ILP mod-
els and the human’s natural way of describing the phenomena. 
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Abstract. The explicit recognition of the relationships between inter-
acting objects can improve the understanding of their dynamic domain.
In this work, we investigate the use of Relational Dynamic Bayesian
Networks to represent the dependencies between the agents’ behaviors
in the context of multi-agents tracking. We propose a new formulation
of the transition model that accommodates for relations and we extend
the Particle Filter algorithm in order to directly track relations between
the agents.

Many applications can benefit from this work, including terrorist ac-
tivities recognition, traffic monitoring, strategic analysis and sports.

1 Introduction, Motivations

Understanding the dynamic behaviors of many objects interacting with each
other is a particularly challenging problem. The explicit recognition of relation-
ships between targets can improve our understanding of the whole system. This
is the case in Multi-target tracking, the problem of finding the tracks of an un-
known number of moving objects from noisy observations.

Representing and reasoning about relations can be useful in two ways:

– Relations can improve the efficiency of the tracking. The information con-
tained in the relationships can improve the prediction, resulting in a better
final estimation of the behavior. Also the data association task can become
more precise, reducing the possibilities of errors.

– Monitoring relations can be a goal in itself. This is the case in many activities
like traffic prediction or consumer monitoring, anomaly detection or terrorist
activity recognition.

With these two aims in mind we considered Relational Dynamic Bayesian
Networks (RDBNs) (that can be seen as an extension of Probabilistic Relational
Model [2] to dynamic domain) as a formalism to monitor relations between
moving objects in the domain.1

1 A literary review cannot be included because of the limited space. We just mentioned
that our approach is different from the work of Milch ans Russel [3], where the con-
cept of class is used to develop an inference system without an explicit representation
of relationships.
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Fig. 1. Graphical sketch of the Bayes filter iteration

In our RDBN-based model, relationships are considered as variables whose
values may change over time, and therefore, while tracking the objects in the
domain, we can also track the evolution of their relationships. For this purpose,
in the next section we propose a formalization of a new dynamic model and a
version of Particle Filter that has been adapted to this setting. We conclude with
some final remarks and considerations on future works.

2 Modeling and Inference

In order to make inference in a multi-agents setting, we extend the algorithms
traditionally used in tracking to represent relations. As in classic tracking, the
aim is to estimate the current posterior distribution of the state space p(st|z1:t)
conditioned on the sequence of observations z1:t up to time t. This distribution
is often called the target’s belief.

The tracker predicts the probability distribution of the future state st+1, given
the knowledge about the current state st, by means of a state transition model
p(st+1|st) (Figure (1) gives a sketch of the filter iteration). Once measurements
about the state at time t+1 (zt+1) are acquired, each of them is associated to the
most probable prediction (this is the non-trivial task of data association step)
and filtered using the measurement model p(zt+1|st+1) that relates (potentially
noisy) measurements to the state.

In order to define our RDBN model we introduce the following components:

The state of the system s is divided in two parts: the state of the objects so

and the state of the relations sr; so we can write: s = [so, sr]. We assume
the relations to be unobservable2.

The relational transitional model p(st|st−1) = p(so
t , s

r
t |so

t−1, s
r
t−1) is a joint

probability of the state of all instances and relations (see Figure (2)). We
assume that the state of relations are not directly affected by the state of the
objects at the previous time step. This assumption simplifies the transition
model without loosing in generality. Indeed, information about the previous
state of the objects are included in the respective state of relations which

2 Assume that we want to decide whether two vehicles are traveling together; while
we can observe their individual position at a given time step (part of so), to discrim-
inate whether the two objects are accidentally close to each other we need to make
inference about the whole objects histories.
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Fig. 2. Relational Transition Model

influences relations at the current time step (see the dashed path in Figure
(2)). Therefore the transition model can be rewritten as:

p(so
t , s

r
t |so

t−1) = p(so
t |so

t−1, s
r
t−1)p(sr

t |sr
t−1, s

o
t ). (1)

The measurement model p(zt|st) gives the probability of the measurements
obtained at time t given the state at the same time. Since the part of the
state relative to relations, sr, is not directly measurable, the observation zt

is independent of the relations between objects: p(zt|so
t , s

r
t ) = p(zt|so

t ).

Under the Markov assumption, the most general algorithm for computing the
belief of the combined state is given by the Bayesian filter algorithm:

Bel(st) = α p(zt|so
t )

∫
p(so

t , s
r
t |so

t−1, s
r
t−1)Bel(st−1)dst−1 (2)

where α is a normalization constant. The prediction Bel(st), according to the
state transition model, can be written as:

Bel(st) = p(so
t , s

r
t |z1:t−1) =

∫
p(so

t |so
t−1, s

r
t−1)p(sr

t |sr
t−1, s

o
t )Bel(st−1)dst−1. (3)

In the most general case we can represent the two partial transition models of
Equation (1) by a First Order Probabilistic Tree (FOPT). A FOPT is a Probabilistic
Tree whose nodes are First Order Logic formulas. There exist particular situations in
which the exponential complexity of FOPTs might be a burden; in those situations
other formalism, as rule-based systems, might be a better choice.

2.1 Relational Particle Filter

The complex nature of the setting makes impossible to use filters that require a prob-
abilistic function in closed form, as Kalman filter. To solve this issue we developed a
Particle Filter (PF) algorithm [1], whose properties are appealing for our case. In a
traditional PF the state of different targets would evolve separately, therefore a tradi-
tional PF would not account for correlated behaviors. To deal with the complexity of
our state we integrate the relational transition model introduced in Equation (1) with
a new relational PF (Algorithm (1)) that is able to do inference on both the state of
the objects and the state of the relations of our domain.
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Algorithm 1. Pseudo Code for the Relational Particle Filter algorithm
Bel(st) = RPF (Bel(st−1), zt)
for all m = 1 : M do

xo
t,(m) ∼ p(so

t |so
t−1, s

r
t−1); hypothesis for the state of the objects

xr
t,(m) ∼ p(sr

t |sr
t−1, s

o
t = xo

t,(m)); hypothesis for the state of relations
ω(m) = p(zt|xo

t,(m)); weights computation
for all m = 1 : M do

ω̃(m) =
ω(m)∑

M
m=1 ω(m)

; weights normalization

Resample Bel(st) from {[xo
t,(m), x

r
t,(m)]} according to weights {ω̃(m)} with

repetition.

3 Applications and Future Works

There are a number of possible applications of this approach that involve the need for
inference from sensed data. A first assessment of our relational tracker was performed
on a simulation environment representing cars on a highway. As the behavior of a driver
influences the driving of other cars nearby, our relational tracker is able to propagate
information and generate more correct tracks than a traditional tracker.

The approach needs to be validated on real situations and on different domains.
Particular attention will be given to the activity recognition domain. An interesting
research question is the evaluation of different representation models (FOPTs, rules,
etc.) for the transition probability, and their practical efficiency. Also the development
of efficient techniques for the automatic learning of priors in relational domains is a
challenging research topic.
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Abstract. Large amounts of bilingual data and monolingual data in the
target language are usually used to train statistical machine translation
systems. In this paper we propose several semi-supervised techniques
within a Bengali English Phrase-based Statistical Machine Translation
(SMT) System in order to improve translation quality. We conduct exper-
iments on a Bengali-English dataset and our initial experimental results
show improvement in translation quality.

1 Introduction

We explore different semi-supervised approaches within a Bengali English Phrase-
based SMT System. Semi-supervised learning refers to the use of both labeled and
unlabeled data for training in SMT. Semi-supervised learning techniques can be
applied to SMT when a large amount of bilingual parallel data is not available for
language pairs. Sarkar et al. [1] explore the use of semi-supervised model adapta-
tion methods for the effective use of monolingual data from the source language
in order to improve translation accuracy.

Self-training is a commonly used technique for semi-supervised learning. In
self-training a classifier is first trained with a small amount of labeled data. The
classifier is then used to classify the unlabeled data. Typically the most confident
unlabeled points, together with their predicted labels, are added to the training
set. The classifier is re-trained and the procedure repeated. Note the classifier
uses its own predictions to teach itself. The procedure is also called self-teaching
or bootstrapping.

Since a sufficient amount of bilingual parallel data between Bengali and En-
glish for SMT is not publicly available, we are exploring the use of semi-supervised
techniques like self-training in SMT. We have access to approximately eleven thou-
sand parallel sentences between Bengali and English provided by the Linguistic
Data Consortium (LDC) Corpus Catalog1. The LDC corpus contains newswire
text from the BBC Asian Network website and other South Asian language web-
sites (eg. Bengalnet). We also have a large monolingual Bengali dataset which
contains more than one million sentences. The monolingual corpus was provided
by the Center for Research on Bangla Language Processing, BRAC University,
1 LDC Catalog No.: LDC2008E29.
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Bangladesh. The corpus was built by collecting text from the Prothom Alo news-
paper website and contains all the news available for the year of 2005 (from 1st
January to 31st December) - including magazines and periodicals. There are
18,067,470 word tokens and 386,639 distinct word types in this corpus.

2 Our Approach

We are proposing several self-training techniques to effectively use this large
monolingual corpus (from the source language in our experiments) in order to
improve translation accuracy. We propose several sentence selection strategies
to select sentences from a large monolingual Bengali corpus, which are briefly
discussed below along with the baseline system where sentences are chosen ran-
domly. In our baseline system the initial MT system is trained on the bilingual
corpus L and we randomly select k sentences from a large monolingual corpus
U . We translate these randomly selected sentences with our initial MT system
MB→E and denote these sentences along with their translation as U+. Then
we retrain the SMT system on L ∪ U+ and use the resulting model to decode
the test set. We also remove these k randomly selected sentences from U . This
process is continued iteratively until a certain level of translation quality, which
in our case is measured by the BLEU score, is met. Below in algorithm-1, we
describe the baseline algorithm.

Algorithm 1. Baseline Algorithm Semi-supervised SMT
1: Given bilingual corpus L, and monolingual corpus U .
2: MB→E = train(L, ∅)
3: for t = 1, 2, ... do
4: Randomly select k sentence pairs from U
5: U+ = translate(k, MB→E)
6: MB→E = train(L, U+)
7: Remove the k sentences from U
8: Monitor the performance on the test set T
9: end for

Our first sentence selection approach uses the reverse translation model to
rank all sentences in the monolingual corpus U based on their BLEU score and
only select sentences above a certain BLEU score. Mainly we want to select
those sentences from the monolingual corpus U for which our MT system can
generate good translations. In order to obtain a BLEU score for sentences in
the monolingual corpus U we used the reverse translation model. While a trans-
lation system MB→E is built from language B to language E, we also build
a translation system in the reverse direction ME→B. To measure the BLEU
score of all monolingual sentences B from monolingual corpus U , we translate
them to English sentences E by MB→E and then project the translation back
to Bengali using ME→B. We denote this reconstructed version of the original
Bengali sentences by B́. We then use B as the reference translation to obtain
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the BLEU score for sentences B́. Below in algorithm-2, we describe the reverse
model sentence selection algorithm.

Algorithm 2. Reverse Model sentence selection Algorithm
1: Given bilingual corpus L, and monolingual corpus U .
2: MB→E = train(L, ∅)
3: ME→B = train(L, ∅)
4: for t = 1, 2, ... do
5: U+ : (B, E) = translate(U,MB→E)
6: U∗ : (B́, E) = translate(E, ME→B)
7: Use B and B́ to rank all sentences in U+ based on the BLEU score
8: Select k sentence and their translation ḱ from ranked U+

9: MB→E = train(L, k ∪ ḱ)
10: ME→B = train(L, k ∪ ḱ)
11: Remove the k sentences from U
12: Monitor the performance on the test set T
13: end for

Our next sentence selection approach uses statistics from the training corpus
L for sentence selection from the monolingual corpus U . In this approach we first
find most frequent words in the training corpus L. We call them seed words. Then
we filter the seed words based on their confidence score which is how confidently
we can predict their translation. Seed words with confidence scores lower than
certain threshold values are removed. Then we use these remaining seed words to
select sentences from monolingual corpus U and remove selected sentences from
monolingual corpus U . Next we look for the most frequent words other than
seed words in the selected sentences to be used for the next iteration as new
seed words. We translate these selected sentences and add them to the training
corpus L. After that we re-train the system with the new training data. In the
next iteration we select new sentences from the monolingual corpus U using the
new seed words and repeat the steps. We keep on repeating the steps until no
more seed words are available. In each iteration we monitor the performance on
the test set T . Below in algorithm-3, we describe the frequent word sentence
selection algorithm.

3 Experiments

The SMT system we used in our experiments is PORTAGE [2]. The models
(or features) which are employed by the decoder are: (a) one or several phrase
table(s), which model the translation direction P (f |e), (b) one or several n-gram
language model(s) trained with the SRILM toolkit [3]; (c) a distortion model
which assigns a penalty based on the number of source words which are skipped
when generating a new target phrase, and (d) a word penalty. These different
models are combined log linearly. Their weights are optimized with respect to
BLEU score using the algorithm described in [4].
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Algorithm 3. Frequent word sentence selection Algorithm
1: Given bilingual corpus L, and monolingual corpus U .
2: MB→E = train(L, ∅)
3: S = select seed(L)
4: S+ = compute confidence score and filter(S)
5: for t = 1, 2, ... till convergences do
6: Select k sentences from U based on S+

7: U+ = translate(k, MB→E)
8: S = select seed(U+)
9: S+ = compute confidence score and filter(S)

10: Remove the k sentences from U
11: MB→E = train(L, U+)
12: Monitor the performance on the test set T
13: end for

Our initial experimental results look promising and all sentence selection ap-
proaches perform better than the baseline random sentence selection strategy.
Currently we are conducting full-scale experiments and looking into other sen-
tence selection strategies (e.g. combining the reverse model and frequent word
sentence selection model) and other approaches that can be applied in a semi-
supervised setting. In addition to the Bengali and English bilingual corpus, we
are in the process of testing our approaches on English-French langauge pair for
which there are several large parallel corpora available.

4 Conclusion

Since there are not enough bilingual corpora available between Bengali and En-
glish, it is hard to achieve higher accuracy using fully SMT systems. We are cur-
rently in the process of building a large Bengali-English parallel corpus, which
will help improve translation accuracy. Also we only use one reference translation
to evaluate the performance of our approaches. Since unavailability of multiple
reference translations can have impact on the BLEU score we are in the process
of creating a better test set with multiple reference translations.
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