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SMALL DENOMINATORS. I
MAPPINGS OF THE CIRCUMFERENCE ONTO ITSELF

v. I. ARNoL'n

4 10 the first part of the paper it is shown that analytic mappings of the eire>

. cumferencet differing little from a rotation, whose rotation number is irrational and

satisfies certain arithmetical requirements, may be can'ied into a rotation by an

analytic substituti()n of variables •. In the second part we consider the space of

mappins,s of the circumference onto itself and the place occupied in this space by

.mappings of various types. fie indicate applications to the investigation oftta

jectories on the torus and to the Dirichlet problem for the equation 01 the string.

Intt~ucdon

Continuous mappings of the circumference onto itself were studied by Paine;>

care (see [l]~ Chapter XV, pp. 165-191) in connection with the qualitative ineo

vestigation of trajectories on the torus. The problem of Dirichlet for the equation

of the string can be reduced to such mappings, but the topological investigation

turns out here to be insufficient (see [5]). In the first portion of the present

paper we attempt an analytic refinement of the Denjoy theorem completing the

theory. of Poincare [2].

Suppose that F(z) is periodic, F(z+ 211) =·F(z), real on the real axis and

analytic in its neighborhood, with F' (z) +=.- 1 for 1m z =·0. Then to the mapping

of a strip of the complex plane defined by z --.. Az := z + F (z) there corresponds

an orientation-preserving homeomorphism B of the neighborhood of tbe points

w (z) =e iz :

w·:a:·W(z) --+ w(Az) == Bw.

In this sense we say that A is an analytic mapping of the circumference onto itQ

self.

*Suppose that the rotation number of A is equal to 21TP.. From Denjoy's

theorem it follows that for .irrational JL there exists a continuous inversible real

function ifJ(z} of the real variable z, periodic in the sense that

¢(z + 217) = ¢(z) + 217

and such that

<p (A z) =: ¢ (z) + 21T1L. (1)

.We assume that the reader is acquainted with the results of the papers [1] (pp. 165
191, 322-335) a.nd [2], which appear in the textbooks [3] (pp. 65-76) and [4] (pp.442-456).

213

*

* Am. Math. Soc. Transl. (2) 46 (1965), 213–284 Editor’s note: translation into English published in 
Translation of V.I. Arnol’d: Small denomnators. I. Mapping the circle onto itself. Izv. Akad.
Nauk SSSR Ser. Mat. 25:1 (1961). Corrections in Izv. Akad. Nauk SSSR Ser. Mat. 28:2 (1964),
 479–480
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We shall say that ¢ is a new parameter and that when expressed in the parameter

if; the transformation A becomes a rotation by the angle 211P.. Such a function ep
must be unique up to an additive constant.

In §1 it is shown that for' certain irrational P.9 in spite of the analyticity of

F (z), the function ¢ in (1) may turn out not to be absolutely continuous. The

idea of this example consists of the fQl1owing. Since under rotations of the cir~

cumference length is preserved, the reduction of a transformation to a fe,tatiOn by

an appropriate choice of parameter amounts to the determination of the 'invariant

measure of the transformation. In the case of a rational rotationoumber the in

variant measure is concentrated, as a rule, at separate points, the points of the

cycles of the transformation. However, if the [o,tation number is irrational, .but
can be approximated extremely well by rationals, then the invariant measure reo

tains its singular character, though it is distributed everywhere densely on the

circumference.

The following conjecture appears to be plausible:

There exists a set M 5;. [0, 1] of measure 1 such that for each p. EM the

solution of the equation (1) for any analytic transfonnation A with ro'tation

number 2tT/l is analytic.

At present this is proved only for analytic transformations sufficiently close

*to a ['otation by the angle 21TP. (§4, Theorem 2). The proof consists in the con-

struction of the solution of equation (1) by means of the solution of eq...ations of
the ,form

g(z -}- 2n(-t) - g(z) ~-= j(z).

In the solution of this equation by the use of Fourier series, there appear small

denominators, making the convergence difficult. The calculation of the successive

corrections, adaptinB the solution 'of the equation (2) to the equation (1), is car

ried out,by a method of the type of Newton'smeth,od, and the rapid convergence

of this method guarantees. the possibility of realizing not only all the approxi

mations of tbetbeory of perturbations, but also the passage to the limit.

*Note added in proof. As this paper was going to press the author learned of the work
of A. Finzi [38]9 [39]. From the results of [38) it follows that if the rotation number of a
sufficiently smooth mapping of the circumference onto itself satisfies certain arithmetical .
requirements, then the transformation may be converted into a rotation by a continuous 1y
differentiable change of variables. Thus the method of A. Finzi does not require that the
transformation be close to a rotation. This partly confirms the conjecture stated above. A.
Finzi notes, however, th.at he does not see how to extend his method to the case when a
higher smoothness of the substitution of variables is required.. The present paper contain's '
a partial answer to some of the questions posed by Finzi. For a partial answer to some of
the questions posed here the reader is referred to the Finzi papers.
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~, Newton'~ mePtod was applied for a similar purpose by A. N. Kolmogorov [6].

Theotem 2 of the present paper is in a way a discrete analogue of his theorem on

the preservation of conditionally periodic motions under small changes of the

Hamilton's function. In distinction to [6] we have no analytic integral invariants

at our disposal, but rather we seek them. Moreover, we prove (in Theorem 2) the

analyticity of the dependence on a small parameter i, from which there follows

.the convergence of all the series in powers of l that are usual in the theory of

perturbations •

A direct proof of the convergence of these series has not been achieved, and

*A. N. 'Kolmogorov has even cooj~ctured (before studying the paper [7] of K. L.

~iegel) that they might diverge.

Another conjecture of Kolmogorov, stated by him in the report [8], turned out

to be true: questions in which small denQmina.tors playa role are connected with

the' monogenic functions of Borel [9]. For our case this is established in §§7,8

and used in §11.

Certain important problems with small deno~inato[swere solved by K. L.
Siegel (see [7], [33], [34], [35]). There is a direct connection between mappings

of the circumference and the problem of the center for the Schroeder equation: is
it possible to make an analytic substitution of variables ep(z) =z + b2z 2 + • It.
whick will convert a mapping of tke neighborhood of tke origin of the complex

plane, given by the analytic function f(z) =.e 2"iJ..4 z +'a2z 2 + • 41 q, into a rotation

by the angle 21TP.?

The resUlt of Siegel in [7] is analogous to our Theorem 2 and may be obtained

by the same method. The problem of the center is a singular case of the problem

of the mappioa of a. circumference whose radius, in the singular case, is ·equal to

zero. In comparison with the general case the position here is simpler, since the

solution (the Schroeder series) may be for·lD.ally written down direcdy. The ap

plication of Newtontsmethod also gives the Schroeder series; in distinction to

Theorem 2, each coefficient of the solution will be exactly defined after a finite

number of approximations.

In the second part .of the paper we cite the classical mappings of the ciro

cumferenceonto it self. and discus s the question of the typicality of various cases.

In §9 we introduce the function Il(T) (rotation number) on the space of mappings

of the circumference. Further we study, for rational (910) and irrational (§11) Il.

the level sets p.(T) a: p. from the point of view of their structure· (Theorems 6 and

7)and density (Theorems 5 and 8). Of greatest importance from the topological

*In a report to the Moscow Mathematical SoCiety on January 13, 1959.
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point of view are the rough mappings(tbe word ttrough" being taken in the sense

of Andronov and Pontrjagin [10]) with normal cycles and rational rotation numbers;

*these mappings form an open everywhere dense set. F'roro the point of view of

measure in finiteedimensiooal subspaces the ergodic case also is typical. In §12

we consider the two-dimensional subspace of mappings x -+ x + a + E cos x.

In §~13 and 14 the preceding results are applied to the qualitative investi

gation of trajectories on'the torus and, to the Dirichlet problem for the. equation

of the string.

I wish to express my thanks to A. N. Kolmogorav for his valuable advice and

assistance.

Part I

On analytic ,mappings of the circumference onto itself

The basic content of the first part of this paper Is contained in §~4-6 (Theo

rem 2). For an understanding of the proof of Theorem 2 (§'§"5,6) it is necessary

to study subsections 2.1 and 2.3 of §2 and subsection 3.3 of §3. For the lemmas

on implicit functions and 00 finite increments contained in §3 one may turn 'at need

to the references. Each of §§1, 2, 7 may be read independently of all the rest.

In §S we prove a generalization of Theorem 2 (Theorem 3), used in the second

portion of the paper.

§l. Die case when the new parameter is not all absolutely
continuous function of the old· paraDleter

1.1. ht this section we construct an analytic mapping A of the circumference

C, subsets Gn (n := 1, 2,· •• ) of the circumference and integers Nn (n -= 1, 2;···)

such that:

1. mes Cn --+ 0 as n-+ 000

2. ANn (C\Gn) C Gn•

3. The rotation number p. of the transformation A is irra.tional.

This transformation A cannot be converted into a rotation ,by an ab$olutely

continuous change of variables. Indeed, let ¢ be a continuous parameter in whic~

the transformation becomes a rotation by the aogle 2fTp. (ep exists from Deojoy's

theorem). Suppose that G C C. The measure of the set ¢(G) of values ¢(x)Ij

x € G,coincides with the measure of ¢(ANC), since these sets superpose under

a rotation. Therefore it follows from condition 2 that:

*Note added in proofo This result was also obtained by V.. A. Pliss in the paper [43],
published while this paper was being printed. , '
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files cp (G'n) >;.:rt.
In view of condition 1, ¢ is not an absolutely continuous function on C.

1.2. For dte construction we use the following lemmas.

Lelilmil a. Let the transformation A of tke circumference be semistable

forward* and analytic in the neighborhood of the real axis, and suppose t.hat the

o points zo, Zk:S A (zk-l) (0 < k < n) form a cycl.e, i.eo, A (zn -1) = Zoe Then for

any f > 0 there is in the indicated neighborhood of the real axis a transformation

A' differing from A by less than l and having exactly one cycle~ in fact %0'

ZI'···' zn-l·
Proof. We construct a correction ~(z) analytic in the strip in question,

vanishing at the points %0' zl'·· .. , zn-l and positive on the remainder of the

real poittts.

Put
.L

ol' (z) = .A (z) -+- e'~ (z);

for sufficiendy small £' > 0,' f' d (z) I < £ in the indicated strip and A 6 (z) is a

transfonnation of the circumference. Evidently the transformation (A ')n moves

forward all the points z not less than the transformation An; furthermore the

p<>ints zo' Q •• , zn-I move by '2mn., and the remaining points by not less than 2fTm.
Lemma a is.proved.

Definition. Suppose that A is a transformation of the circumference C and

that G is a set on C. We shall say that the transformation A has property 2 re....

lative to G and N if AN (C\c) c c.
Lemmao fJ. Given a transformation A with the single cycle zo.. ·· ,zn-l and

any l> 0, then A possesses property 2 relative to the set Gl of points of tke

fOneighborhood oof the cycle and any N exceeding someN0 (i) ..

Proof. Suppos e that z; < x< z ., where x.x. is. one. of' the arcs into which. . ~ I J J
the cycle divides .the circumference. The points Akn (x) (n ::::·1, 2, ••• ) lie on

the arc z·z. and form a monotone sequence (for mote details see §lO).. Therefore
l 1

it follows that in the case when the transformation A is semistable forward (the

case of backward semistability is completely analogous),

.Jilin (x) .~ - zi.
k->-+o.:-

Indeed, supopose that A is the limit of the monotone sequence Aokn (x). Then A

is -invariant with respect to An and belongs to a cycle satisfying the inequalities

*This means that for some integers m, n and any reoal %, An (z) ~ z + 2mn, with
equality atllainedo



157

218

Thus

v. I. ARNOL'n

lim -Atkrt-+- l (x) ==: A 1 (Zj).
k-+co

The same is true for the other intervals into which the cycle divides the cirG

cumference.

Consider the points xi = zi + £. By what has been proved, beginning with

some NO(l), all the points ANxi lie in an (-neighborhood of the cycle. Evidently

that NO is the one desired. .

Le8lllla y. Suppose that the trans formation has property 2 relative to G and

N, and suppose that (> o. Then there exists a 0 > 0 such that each transformation

B differing from A by less than 8 has property 2 relative to N and the (....neighbor

hood of G.

Proof. The lemma follo.ws in an obvious way from the continuous dependence

of AN on A.

Lemana 8. Suppose that A is a semistable forward transformation, B (z) :::

.4 (z) + h, h > o. Then the rotation number Jl of the transfo1imation B is strictly

larger than the rotation numl!Jer min of the transformation A.

Proof. Evidendy Jl ~ min. In addition Bn (z)·> An (z) and therefore B does

not have a cycle of order n. Hence p. > min.

Lemma f (degenerate case of Liouville's theorem). If the inequality

Ia- min I < ell n I for any c > 0 has an infinite set of irreducible solutions min,
then the number a is irrational.

Proof. If a = piq, then for n> q

since the quotient min is irreducible, so that Ipn - qm I :f 0 for q < n.

1.3. The transformation A is formed as a limit of a sequence of trans

formations A with rational rotation numbers. 'Beginning with the transformationn .
Z ~ Al (z), we shall suppose that it has the following properties:

11- A1 is analytic in the strip I 1m z I < R, and in this strip fA'1 (z) I < e/2.
21- The rotation number of Al is rational: III :Z·P1/ql.

31a• A1 is semis table forward.

3 1b- A 1 has exactly one cycle.

The existence of such an A1 is evident: from each A; with property 11 '

one may obtain, with an appropriate choice of h > 0, A ~ =: A~ + h with properties

lIt 2 1 and 3 1, and then one may correct Ai to Al using Lemma a. The sub

sequent transformations An are obtained from the prec~d.iogones by using a
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pro~ess based. on ~he following Induction Lemma.

Induction Lemma. Suppose that 8n > 0 and suppose given transformations

Ak (k :1:1, 2,···, n) and R >0, C > 0 such that

In. For 11m z I < Rthe Ak are analytic and satisfy the inequalities

2n e The rotation numbers of the Ak are rational and for k > 1

i PI.' Ph'-::~I:
~ qk qk-l
I ,

3n• A k is semistable forward an.d has a unique cyclp.

Then one may construc·t a transformation An +I such that the sequence Ak
(k = 1, 2,· •• , n + 1) will have properties In +1' 2n +1' 3n +1 and

4n +1- I .lln·~-l (z) - An (z) 1 « 6n for Inl Z == O.

Proof. Consider the transformation AA: Z -. An (z) + AS' A> O. Evidently

there exists a AO> 0 such that for A< AO

I .h (x) --- An (z) I < 2~~;r (1 1m z : < Ill,

l)
\,,4), (z) - Lin (Z) \<; (lIn z ::=:: 0)

and the rotation number of ,AA is strictly larger than Pn/qn (Lemma 0) and less
than

Pn 1
qn --lt2-TmaXq;)2

l-:::en

(continuity of the rotation numtber, see §9). Suppose that the rotation Dumber of

AAO is p.. We select a rational number Pn +l/Qn+I'

j ry p, 1
~<~<~fJ·
qn q1l+1

Among all the A for which the rotation number of AA is pn +1/qn + 1 we select

the largest. Suppose that it is AI" The transformation AAl has the properties

In +1' 2n +1' 4n +1' and, as is easily seen, is semistable forward. We apply Lemma

a to it. The~ we obtain a transformation An '+1 satisfying all the requirements of
the Induction Lemma.

1.4. The transformation A1 satisfies requirements lIt 21, 31 of the Induction

Lemma for the same C, R. We shall describe the choice of 8
n

in carrying out the

induction from An to An +1- We denote by 9: the E-neighborhood of the single
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A h f G* · 1 ha -11-2cycle n' where (> 0 is chosen so that t e measure 0 'n 15, ess t n 2 •

By Lemma f3 there is an Nn such that An has property 2 relative to C: and Nn.
By Lemma y there exists a 8: > 0 for' which the transformation A has property 2

relative to Nn and to a Gnoneigbborhood of C: of measure 2-n - 1 if on the real

axis

Choose
. (' bn b';'t'6.,.. '-1 ::.= IUln ---- ---- \"I ') , .);'- - /~

(we formally take 00 ::0). Applying the Induction Lemma, we obtain An +1-

If the transformations An' n =1, 2,···, are constructed in the way de

scribed, then, in view of prQperty In this, sequence converges uniformly in the

strip 11m z 1< R, so that the limit A is '8Q analytic transformation. Evidendy

!A (z)-- _t" (z) I<: ~ I A'i-H (z) - A'i (z) i< ~ bn ( ~r-;-l < b" (1m z ~, 0)
k=n k=n

for any n and therefore A has property 2 relative to Cn and Nn' n =: 1, 2,···_
From property 2n and the continui~ofthe rotation number, we conclude on the

basis of Lemma ( that the rotation number of A is irrational. Indeed, for any n

Thus all three properties of subsection 1.1 are satisfied, so that A is the

desired transformation.

1.5. Remark. Considering the example just constructed, it is not difficult to

see that a transformation A with the indicated properties may be found in any

family of analytic transformations

z --,. ./1 A Z == Z - 1- ~ -1- F (z)

and therefore in any neighborhood of any transformation with an irrational rotatioo

number, given only that the family has the following property: among the trans- •

formations A1 there are no rotatiOns. Probably the family z - z + Ii + t cos z

has this property;, in this case an example may be given by a simple analytic

formula.

§2. On the functional * equatiOll f/ (z + 21tfL) ~.. fJ (z) 0== f (z)

,.. Hilbert [12] gave this equation as an example of an analytic problem with a nonanao

lytic solution. It is encountered in investigations on the'mettlc theory of dynamical sys
tems (see [13]t [14]), and is the simplest example of a problem with small denominators.

Added in proof. This paper was already if;l press when the 'a~thot became acquaintecl '
with the paper [ 40] of A. Wintner in whIch this equation was apparen'tly first studied ftom
a modern point of view.
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,~, 2.1. Suppos~ that f(z) is a function of period 211, p. a real number. It is re

quire~ to define from the equation

g (z + 23tf.!) - g (z) = f (z)

'a function g (z) having' period 2TT.

In case the equation (1) is solvable, evidently

(1 ,. /

2r:V(z)d;:; == O.
o

Furthermore, if g(z) is a solution~ then g(z)+ C is also a solution. There..

fore we s,hall consider only right sides which are in the mean equal to zero aod

seek only solutiQlls in the mean equal to zero. In each function cfJ(z) on [0, 2"]

we single out the constant part

and the variable part

~,= 2~ ~ rp (z) dz
f)

q; (z) =: cp (z) - <po

The equation T= 0 is thus a necessary condition for the solvability of equation

(1). By a solution of (1) we shall from now on always understand the variable

part g(z).

If p. =min, i.e., is rational, then for the existence of a solution it is neces

sary that
a

~ I (z + 2n ~) = 0,
11"=]

since this sum may be expressed in terms of the solution in the form

n n
~ ( , 2 In I 2' k ) L} ( 2 k )7 g Z -I :rt - --~ jt - - g' Z -+- j'[ - ,....J II In' I n
k~l k=l

and in these two sums the terms are identical. If such a condition is satisfied,

then 'a solution exists but it is defined only up to an arbitrary function of period

2,,/n, since such a function satisfies the homogeneous equation

( + ? n~)g Z .... j[ n - g (z) == O.

Now if Il is irrational, then the equation has a unique solution; in fact,

1) For, irrational fl equation (1) cannot have two distinct continuous solutions.

Proof. The difference of two continuous ,solutions of equation (1) satisfies

the equations

g(z+2n) --g(z)~O,

g (z + 2rqt) - g (z) == 0;
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i.e., this continuous function has two incommensurable periods. Such a function

isa constant (see [15], pp. 55-56); it takes 00 one and the same value at all

points 211" + 21TP.l, which form an everywhere dense set. Since
21t

~ g (z) dz = 0,
o

then the constant in question is zero.

2) For an irrational Il equation (1) cannot have two measurable .solutions not

c oine iding almos t everywhere.

Proof. Again we consider the difference of two solutions of (1) and denote it

by g (z). It can be considered as a function on the circumference, since it has

period 2",_ By condition 1

g (z -J- 21(11) - g (z) = 0;

i.e., g(z) does not change under a rotation through the angle 211P._ Therefore the

set Ea of points of the circumference where g (z.) > a is invariant under a rotation

through the angle 21TP.. If the function g (z) is constant almost 'everywhere, then

this constant, as in case 1), is zero. If g (z) is not constant, then for SOOle a

the set Ea has a measure satisfying 0 < meas Ea < 21T. But it is well known that

a set invariant with respect to rotations by an angle ooncanmensurable with 211

has measure zero or a complete measure (see, for example, [3]; for the proof it

is sufficient to use the theorem on points of density). Thus g(z) = 0 almost
everywhere.

If the function fez) is expanded in'to the Fourier series

I(z) == ~/neinz,

n=FO

then for the Fourier coefficients of g (z) we have

i.e.,

g (z);=: ~ gn einz .

n=FO

(2)

.
For rational p. some of the denominators vanish. For irrational p. there are arbi-

trarily small denominators. We note that

(3)

for any integer n and some ~nteger m. Therefore ·the smallness of the denomi

nators in (2) depends 00 the approximation of p. by rational numbers.

Lemma I (see [16]). Suppose that f > o. For almost every (in the sense of

Lebesgue measure) p. with 0 ~ Il ~ 1 there exists a K >·0 su.ch that

I f.111 -- ,u12 _K_ (4)
• __Y"' n 1+E
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fo~' any integ~rs Tn and n > o.
Proof. We select any K > 0 and estimate the measure of the set EK of

points p., 0 < /l < 1, not satisfying the inequality (4), which we rewrite in the

-form

223

1f1-~·I>n~E'
, This set contains all the points min with circumferences of radius Kln2 +E.For

a fixed n the number of these points will be equal to n + 1, and the common

length of the circumferences (on [0, 1]) will be equal to Kln l +E". Therefore
00

mes ]!.:]('~ ~ ~ = C(8) K.4.J nITE
n=l

The set of points p., for which the number K required in the lemma does not

exist, is contained in EK for any K > 0, so that this measure is less than

C(l) K for any K; i~e., it is equal to zero.

2.2. We shall show that foe almost all p. small denominators worsen tbe con

vergence of the seri~s (2) only a little.

LelDDla 2 (see [17]). The series
00

s--" '1 1
- L.J 1l1+£ I nit - mn I

n=J

converges for any l > 0 and any integers mn , if p. is such that

(5)

(6)

(7)

:0'

for all integers m and n > O.

Proof. Without loss of generality we may sqppose that Ip.n -'mn I < 1. We

consider series Si of the same type as S, but in which the summation is extended

only over those indices n =n~i) for which

1 J (i) 1 (i) (i)
i+l < f.!nk -In (i)I<-;- (i === 0,1,2, ... ; nk+l>nk).2 nk 2"-

The series Si taken together contain all the terms of S, so that it is .suffic1ent

to prove that

~Si< 00.

i=O

To estimate Si we note that from ('6) the successive indices n~i), n~~l of terms

of the serie's Si are significandy far apart: since from (7) there follows the in

equality

! ( i) (i) ) I l
i f.1 nk -nk+l '·-In! < ~i-l 'I

.:..
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from (6) we deduce

where

Therefore we obtain
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1

l'J
i
> (2i-1 K)l+e-r:.-.

Evidently n\i) > Ni , and more generally n~i) > kNi, so that in view of (5), (7),

(8) we have

(L (t:, K) >0),

Here

so that
00

~,S·LIt
i=o

oc,

as was required -to be proved.
*As is well known, if [(x) is a function p +. l times differeQtiable, then its

Fourier cotE ficients have an order of decrease

and if

_ (1 )P-t-1+£In -- 0 -n

then [(x) is differentiable p + € times. From this and from inequality (3) and

Lemmas l.aod 2, applied to the series (2), we obtain the following result:

Jf the function f (z) is P + 1 + £ + ~ times differeT/,tiable~ then, for almost all
Jl equation (1) has a p + £ times differentiable solution.

On the other hand, it is not hard to construct examples for which the Dumber

. *I.e., a function whose ptb derivative satisfies a Holder condition of degree l:

I f<P) (x + It) -- f(P) (x) I< ekE.
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p.·t-an be' appr.oxi~atedby rationals so well that in spite of the rapid decrease of

the n~erato[s fn the series (2) converges slowly or not at all. So even if fez)
is analytic there may appear cases where g(z) is not analytic but is infinitely

. differentiable, or even only differentiable finitely many times, or only continuous,

or eveD discontinuous, or the solution is not measurable (s.ee [14], [17]). *
, 2.3. Consider the equation (1) in the class of analytic functions. To investi

.gate this case we recall two lemmas concerning the Fourier coefficients of ana

lytic functions.

Lemma 3. If tke function fez) of period 211 in the strip 11m z I .~R is ana

lytic and in this strip (f(z) I ~ C, then· its Fourier coefficients satisfy the in
ifqualities

Proof. By definition,

In = 2~ 2~ f (z) e-inz dz.
o

From the periodicity of f(z)e -inz,

rf (z) e-inz dz = 2"r~ f (z) e- inz dz,
o 2~

so that

1In::::: -2Jt

2r,1-·i~

~ f (z) e-·illz dz
°i·;;:-

for any T € [- R, R]. Integrating in the case n > 0 along the line r == -·R. and

for n < 0 along r = R, we obtain
2::

If I~ ~ \ Cl'- \ n I R d,::,
n ~ 2Jt ~. '~',

o
as was required to be proved.

LeIDllUl 4. Suppose that the Fourier coefficients of f(z) satisfy the inequal

ities Ifn I~ Ce-I n IR. Then f(z) is analytic and satisfies for /1m z I::; R - 8,
o< 0 < R, the inequality

,. I 2C
! ! (z) 1 <: ----, . "1 __ {~-8 '

and its deri*!Jative satisfies the inequality

If' (z) I < (1 ~~-5)! •

*A. N. Kolmogorov. has conjectured that this last case is realized whenever the
series In*o If; 1/le21nJJn 1-1 (2 diverges. .
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Proof. For 11m z I $ R - 0, 0 < 0 < R it is evident that

Ieinz 1. < el n f (R-5).

Therefore

and

In the same way

00 00

~ I/neil1Z 1<2 2J Ce-n& < 2C-0
n=-co n=o 1 - e

00 00

~ l/nineinz I~ 2C ~ ne-no <: 2C
n=-oo n==o (1 - e-o)~ .

In the strip Ildl z I .~R - 0 the series converge absolutely ~niformly. The lemma

is proved.

Now it is not difficult to investigate the analytic solutions of equation (1).
'V

Theorem 1. Suppose that fez) = f (z) is an analytic function of period 21T

and that, for 11m z I ~ R, I f(z) I~ C. Let 11 be irrational, K > 0 and

If! - ': I> :a (9)

for any integers m and n > o. Then the equation

g (z + 2nJ1) - g (z) == I (z)

has an analytic solution g (z) = g (z), and for 11m z I 5:.R - 20 and any 0< 1,

0< 8< R12,

Ig (z) 1< ;~ ,
Ig' (z)1 < :~ .

(10)

(11 )

Proof•. Applying Lemma 3 for the estimate of the Fourier coefficients fn of

the fonc.cion fez), and usinS inequalities (3) and (9), we obtain from (2)

Ignl<~n2e-lnIR. (12)

We note the simple inequality

I Ip ( p)P el
n 18 (13)

n < e~'
valid for any 8 > O. In fact p 10 x < p In (pie) + x, since the function p In oX _·x

bas its maximum at x = p. Putting x ::: 81 n I, we obtain (13). Applying (13) to

(12) (for p = 2), we have
Ce- I n l Ref n I 5 Ce- I n I (R-&)

I gn 1< K62 ==. Kfl~
so that from Lemma 4 we obtain in the strip 11m z I :£ R - 28:
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Ig (z) \< Kb2 (12~ e-O) , I g' (z) I< Kb2 (12~ e-8)2 ·

Since I 1 - e -81 > 8/2 for 0 < I~ we therefore obtain the ioequ~lities (10) and

'(11). The theorem is proved.

Remark 1. Evidendy the solution is real if f(z) is real on the real axis.

Remark 2. If the function {(z, A) depends analytically on a parameter A, then

. the solution (under the conditions of Theorem 1) also depends analytically on that

parameter.

2.4. We consider equation (1) for complex p.. 10 this case the solution of the

homogeneous equation

g (z + 21(11) - g (z) === 0

is any doubly periodic function with periods 21T and 21TP., so that the solution of

the problem is certainly not unique. If we require that g (z) be analytic in a strip
of width greater than 11m 217/l I, then the solution of (1) is defined uniquely up to

a constant. Indeed, a strip of that width contains a parallelogram of periods, and

a solution of the homogeneous equation analytic in it is bounded in the entire

plane; i.e., it is a constant. The condition g =0 singles out the unique solution

which is given by the series (2). This series converges for any nooreal p., but we

are interested in estimates, and thus we must exclude neighborhoods of rational p..

We shall denote by MXthe set of points /l of the rectangle in the complex plane

o :s Re JL ~ 1, 11m /l.ts r such that for all integer m, n the inequality

IfL- : I> 1~13
is satisfied. It is evident that along with p. the points jI, 1 - JL and 1 - ii are

also contained in Mxa
Instead of itJequalities (3) we have

Ie2"iz - 11 > min (+ ' n Iz - m I) (14)

for any complex z with som~ integer n. We shall prove (14). H Ie 21Tiz - 1,1 ~ t.
then (14) is proved. H Ie 2

1T&Z - 11 < t. then we join the points 1 and e21T1z by

a segment and consider the integral

e21tiz

1 ~ dw 1 . 1--. - === -. (In e21t1Z - In· ) = z -m,
2ttl u' 2nl

. 1
where In w is one of the branches of the logarithm and 10 1 = 21Tim, m an integer.

Since the segment of integration lies entirely in the circle

1
lw- 1 1<T'
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aDd in this circle Iwi> t. we have

e21tiz

I ~ d; I< 2 Ie2"iz - 1 I·
1

Therefore

Iz - m I< -*- Ie2dz
- 1 I,

as was required to be proved.

If p. € MX' then by applying (14) to z = Iln we find

( 1 rt}..~) .Ie21ti
p.n - 1 I>- min 2' n~

Thus, if /l € MX' where K < 1/211, then

Ie2"il'-n -11 > :~ . (15)

Theorem 1'. Suppose that !(z) =f (z) is an analytic function of period 2"

and that I f(z) I $. C for 11m z I 5:. R, and suppose that p. E MK, K < 1/217. Then
the equation

g (z + 2n~) - g (z) === f (z)

has an analytic solution g (z) =g(z), and for 11m (z -21TP.) I < R - 20 and any

8 < 1, 0 <0< R/2,

(1)

Ig (z) I< Jt~~3' Ig' (z) I< Jt~4 •

Proof. From formula (2) and Lemma 3, we have

But for I1m (z - 217/L) I < R - 28

.f ein (Z-2~fJ.) I< el n I (R-20),

so that it follows from (17) that
. Ce-20 I n II a e1nz [ ~ ----

On ~ 1 _ e-2i1i /J.n •

Since 1 -Il € MK, we have from (15),

11
. rtK- e-2ot1.p.n I2 

~ nt ,

which means that

(16)

(17)

C -201 n I 2

I inz I~ e ngne ~ nK .

Hence from (13) it follows that the series g(z) and g' (z) con~erge, and according

ly the inequalities (16) are valid (see the proofs of Theorem 1 and Lemma 4).

Remark 1. Remark 2 to Theorem 1 applies also to Theorem l' •
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~. Remark 2. ~et us fix the function f and the number z and consider the de

pen~eoce of the solution just found on p.:

g (It) = 2l e27ti::-1 einz
• (2),

n=t=o

The function g (IL) is .analytic in the upper and lower half-planes, ,but the axis

m; p. = 0 is a cut. On it the series' (2) converges almost everywhere, but to an

everywhere discontinuous limit. That does oot prevent us in §7 from differenti

ating the solution with respect to p. even for 1m #l = 0 if we make u~e of the ideas

of Borel [9]. For the time being we shall take tbe formula

8g ~ 2nine2rr.ilLnIn .
011 == - LJ (e21titLn _1)2 e

tnz

n=FO

to have a meaning only in the upper and lower half-planes separately.

§3. Lemmas necessary for the proof of Theorem 2

3.1. Lemaaa 5. If at each point of the segment z1z2 the function f(z) is ana

lytic and Idf/dzl~L, then If(z2}-{(zl) I~L Iz2-z11.
Proof. Indeed,

from which it follows ,that
Zz

If (Z2) - f (Zt) I< ~Idld~) II dz 1< L IZ2 - Zt! .
Zl

Remark. The example f(z) = eiz , z 1 = 0, z2 = 211 shows that in the complex
domain the theorem on the finite increment in the form

or

is invalid.

3.2. Lemma 6 (on imp~icit functions). Suppose that the functions F(f), ell (i, ~)

are analytic and that for lEI .~ EO' It! I ~ L\o

IF(B)I<M1 , l<D(B, L\)I<M21~1,

where M1/(1 - M2) < ~o/3 and M2 < 1/6.' Then

1. The equation Ii + F (E) + (I) (i, Ii) = 0 has analytic solution Ii* (E), satisfying

for III < EO the inequality I~*(l) I ~ M1/(1 - M2).

2. The equa,tion t1 + F (E) + til (E, A) == 1\1 nasa solution Ii =·A (L\l' ~:),
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analytically depending on ~1 and f, I!!1 I < t!J.o/6, I f 1< EO' where

I ~(~l' 8), ~ 6.* (8) 1 < 21 ~1

Proof. The disk IA I < M1/(1 - M2) lies, when M1/(1 - M2) < AOt If I $ lOt

in the region where IF (l) I :5 Ml' 1<I> (l, A) t< M21 A I, and therefore under the
transformation A -+ - F(l) - cI>(l, A) is carried inside itself:

IF(e) + <l>(e, A)I<lU1 + 1 M~12M2= t M 1M2 :

The fixed point of the transforma tion is the desired solution A* (E). Analyticity

follows from the usual theorem OD implicit functions, since
a
a~ (A + F (B) + <I> (B, A» =1= 0,

which follows from the estimate of a<l>/a~. using Cauchy's integral formula: for

I~ I $ 2l\o/3, 1£ I< (0

I
a<D I< }J!12~o <-.!-
o~ ~ fj,o 2·

T
2. Under the transformation w -+ w + tI»(w, f) the point d * (f) goes into

- F(f), and the point w of the disk I, w - A* (E) I $.2 , Al I i~to the PQint

w + <D (L\*(B), B) + [<D (w, 8) - <D (A* (8), 8)].

Since under the conditions of the lemma

1<D(w, B)-<D(A*(e), e)I<I~11

for the points of this dis'k (Lemma 5), the image of the disk I w -·A*«() 1$ 21 All
contains the entire disk Iw + F(l) 1·:5 L\1 and has the point ~(~It (), going into

Al - F(.E). This point satisfies the inequality

and the equation
l ~ - /).* 1< 21 All

A = /).1 - F (e) - cD (B, ~).

Figure 1

Uniqueness and analyticity follows from the inequality Ia~/a~ I <1.
2

Remark. It is easy to see that if under the conditions of Lemma 6 the functions

F (E) and til (l, 1\) are real for real l, ~, then L\* (l) and 1\ (AI t l) are real for •

real ~lt E.

3.3. Newton's method (see [18], [19]). Suppose that

we are seeking a solution of the equation f(x) = 0

(Figure 1). We determine x roughly as %0 and find the

point of intersection xl of the taogent at Xo to the

curve y = [(x) with the x axis:
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l. Further, we ~efine successively .
f (Xn - 1)

'X n = xn- 1 - -I' /---)
~xn-l. *

and estimate the rapidity of convergence of the process. Suppose that x is the

'desired solution and IXo- x I =E'. Then the devia:tion of the curve from its tan

gent at the point %0 has order f2 at the .point x, which means that "xl _·x I is

a quantity of order (2. Thus after the nth step the error will be of order 2n ,

. which represents extraordinarily fast convergence.

We shall apply a similar method to the solution of a linear functional equation

approximated by the equation considered iii §2. The rapid convergence will para

lyze the denominators appear.jng at each step.

§4. Theorem 2 and the Fundamental Lemma

4.1. Heuristic coosideratioDs. The U'adsformatiOd

z ---* z + 23tf1

is; a rotation. of the circumference. The transformation

z ---* z -1- 2nJ.1 + eF(z)

~s a rotation perturbed by the term (F (z), which is small along with E'. Its rotation

number, even if F =0, may be different ~om 21TIl_However, we may seek l1 =
/),.(f) such that the transformation

z~ z + 2nl-t + A + 8 F(z)

will have a rotation number equal to 2171l- We. sb.all show that for numbers Il that are

normally approximable by rational numbers, and sufficiently small E',

1) /),. (f) depends analytically on (;

2) the trans formation z -+ z + 21T1l + l1 + iF (z) may be converted into a

rotation through the angle 217/l by an analytic substitution of variables ep(z) =
z + g(z).

Here g (z) is a correction small with f, and pro.perty 2) means that

q> (z + 2Jtf1 + ~ (8) + BF(z), 8) == cp (z, e) + 2nl-t-
or, what is the same thing (the. dependence of g on l is implied),

g (z + 2~~ + ~ + 8 F(z» - g (z) := - ~ - e F(z). (1)-

This equation differs from that considered in C§2 only by small quantities of

second order, and therefore it is natural in the first.approximation to choose

t! =L\ (l) so that the right side of equation ( 1) will be equal to zero in the mean:

Al = ---: eF

*Here we cite no exact assumptions and estimates. They are given in the paper [18]
in a very general form, which, however, does not include the arguments of the following
sections.
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and to seek gl (z) as the solution of the equation

gl (z + 23tfl) - gl (z) == -- e F(z).

The g 1 thus defined bas order l and in the variable ¢l = z -g1 our transfonnation

has the form
z~z + 2:rtl-t + ~1 (e) -+- B F (z)

'P1 (z + 21l!l + ~1 (8) + eF (z)) == z + 2nfJ. + Li1+ e F
+ gl (z + 2JTfl + ~1 + eF) = z ~f- gl (z) -+- 2rql
+ [gl (z + 21lf.t + [\1 + eF) - gl (z -+- 2:£(.t)]

+- [fSl (z + 2nl1) - gt (z) + Ep:'(Z)] --:- (~1 + f. P).

The last two terms vanish because of the choice of,11 and gl (z) and we obtain

<PI (z) --? <PI (z) + 2n~ -l-F2(z, e).

Now the 'tpetturbation" has the form

F 2 (z, e) = gl (z + 2n:"" -I- ~1 -+ eF) - gl (z -+ 2n:",,) = dg~;~) (~l + eF).

Here dg 1/dz, as also g l' is a quantity of order l, and, since the saine relates

to the second factor, the perturbation in the parameter cPt has order i 2• With the

trans formation

Cfl -)- CPl -!.~ 2Jtll -1- F 2

one may proceed in the same way and define a "correction to ~e frequency"

~2 and a new parameJer cP2 such that the transformation

((Jl ~ ({Jl -+- 2Jtl-l -1- ~2 -~ F"!.
in tbe parameter ¢2 goes into the transformation

qJ2 -)- q>2 -t- 2ITll -+- f':1'

where F3 '" (4. However, here in the param~~er z the traosformatioo

wi11 Dot have the form

z~ z -}_. 2:qt ,-1,- ~ -+- c[?

Therefore we need to begin wIth the transformation

z -',.. z -1- 2J1!l ~1- ~1 (e) -t- 11; (L\:1) -+. cP';

then with a proper choice of L\; (L\2) we may in the parameter CP1 obtain the

transformation

(fl ~,.. (Pi -t-- 2IT,.,., ~~ -i- P'; ((P,),
and in the parameter cP2 the transformation

(P:~ -)- CP2 ·-i·- 2JTll -i- }.~,

and so forth. The rapid convergence of the method {Fn ."" (2,n-I) makes it pos

sible to carry out the limit transition and in the limit to obtain a new parameteJ
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¢ (z, €)and a, final co.rrection ~ (i) with the properties 1) and 2).

The usual method of solution of our problem in the theory of perturbations

would consist in seeking L\(f) and ¢(z, i) in the form of series in powers of i,

while the coefficients of the series would be successively determioedby equation

(1) in the first approximation, in the second, and so forth. The proof of con

vergence of such series by direct _estimates has not beenacbieved, though it re

.sults from the following fundamental theorem of this paper.

4.2. Theorem 2. Suppose given a family of analytic transformations of the

circumference, depending analytically on two parameters i, L\;

1 A) I~) 1 A ! T.-:t ( )z -----;;- .../ (z, e, ti ~ Z -- - ,,-:r~l 1- u t 1 1 Z, e (2).'

and numbers R > 0, £1 > 0, K > 0, L > 0 such that

1) F (z + 2", l) = F (z , E);

2) for 1m z = 1m i =0 we always have 1m F (z, E) = 0;

3) for 11m z I :£R, lEI $ EO

! }? (.::, C') 1 ~, L Ic ,; (3)

4) the irrational number Jl for any integers m and n satisfies the inequality

(4)

Then there exist numbers £' and R', 0 < i' ,~ EO' 0 < R' ,$;R, and {unctions

Ii (E), ¢'(z, i), real for real land z and analytic for IE' < i' , 11m z I < R " such

that

cp (A (z, 8, ~ (8)), 8) == cp (Z, 8) + 23tfl. (5)

This theorem is proved in §6 on the basis of the following lemma.

FWldameatal Lemma. Suppose given a family of analytic transformations of

the circumference, depending analytically on t.he parameters i, L\:

z -> .Ao(z, B, ~) == z + 2n~ + 11 + F (z, 8) +<1> (z, E, ~) (6)

and numbers Ro > 0, iO > 0, K > 0, 0 > 0, C > 0, 0 < [\0 < 1 such that

1) F (z + 217, () = F (z, i) ~(z + 2", l, ~) = (}){z, i, Ii);

2) for 1m z = 1m ( = 1m Ii = 0 always 1m F = 1m 4l = 0;

3) for 11m z I $. RO' I(I ~ EO' Iii I ~ ~o

IF(z,g)I<C.<68
, (7)

i<D(z, e, ~)I<~l~l; (8)
4) the irrational number p. for any integers m and n satisfies the inequality

(4);

5) the number 0 satisfies the inequal~ties
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and moreover

6< R o
8 ' (9)

(10)

c<~o. (11)

Then there exist analytic functions z(¢, E), ~(hl' l), F 1 (¢, E)" <1>1 (ep, E, ~l)

such that

1. Identically

(12).

where

Al (cp, 8, 1\1) == q> + 21tf.t -r- 1\1 + PI (cp, e) + cD1(<p, 8, 1\1). (13)

2•. F1(cp + 2n:, 8)= F'l(CP, e), (1)1(CP + 2n, 8, A1)= <l>1(CP, E, AI); z(cp+211:, E)=

z (cp, 8) + 2:rt.

3. For Imcp == ImA1 = 1m8 = 0 always Imz == Im~ === ImPI = 1m (1)1=0.

4. For 1~11<C, IImCPl<Ro-7~, 18 1<80

C2

IF1 (<p,e)l<b6 ' (14)

)<VI (cp, E, L\l) 1< i)21~1 I, (15)

\z(Ip,8)-cpl<;, 1:~1<2, (16)

ILl (ill> 8) 1< Llo' I:~II < 2. (17)

The Fundamental Lemma shows that small (of order C) perturbations of the

rotation z ~ z + 217P. may be compensated by the change in the parameter z -+ ep
for ~ = [\(&1' E), so that in the new parameter the difference from a rotation will be

of ord~r C2• The proof of the lemma is given in the next section.

4.3. 10 §11 we shall use the following assertion.

Corollary to Theorem 3. Suppose that the irrational number p. sati&fies in-.

equality (4) of Theorem 2, and suppose that R > o. Then there exists a C(R,K» 0

such that if the trQll,sformation

Az : z -~ z -t- 2Jtf.1 + F(z)

has a rotation number 21TP. and IF (z) I .~ C for Ilui z I .~ R, then Az may be

converted into a rotation by tke angle 211/1 by an analytic change of variable~.
Proof. Consider the function

F(z)
FJ(z) == max IF(z)1

I lIn zl-.<R
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and the family of ~ransformations

Aez : Z -7 Z + 2rrll + ePi (z),

satisfyio8 the conditions of Theorem 2 for L = 1, since IF1 (z) I =s 1 for 11m z ,. ~R.

According to Theorem 2, there exists an E' (R, K) > 0 such th~t for c: < i' the

tran s formalion

z~z+ 2Jtfl + A (8) + eFI(z)

.can be converted into a rotation through the angle 211P.. Choose C (R, K) < i' •

Then, if IF (z) f ~ C for 11m z f s R, there exists a L\ such that

Z-->Z + 2:n:fl + 11 + F(z)
fan be turned by an analytic transformation of coordinates into a rotation through

the angle 21TP., since

F (z) ~ max 1F (z) IF I (Z),
11m zl<R

and
max IF (z) 1 -< C < e'.

But the rotation number of Az is equal to 2111L, from which it follows that A =0

(see item 2 in the proof of Theorem 4 in §10, where it is shown that for an arbi

trarily small L\ the rotation number of the transformation z -+ z + 21111- + A + F(z)

is large r than 211P.). The corollary is prov~d.

The assertion of the corollary may be obtained directly as well, using con

structions analogous to those of Theorem 2. Because of the absence of the para

meters' E and tl, these constructions will be less clumsy.

4.4. Remark on the multidimensional case. All the constructions of §C§2-8

may be considered to be multidimensional if we replace a point of the circumference

by a point of a torus of k variables. Condition 4) of Theorem 2 ·is replaced by the

following condition of ttiocommensurability" for the vector ;:
-;.. ~ J{

1 no -~- (t-t, n) I >- --=;- (18)
In r

w

for any integer vector ~ = (no, • •• , nk). Here (~, T:) is the scalar product

k k" ~ ~LJ f.!i ll i, f n [ === LJ Inil·
1=1 i=u

For sufficiendy large w condition (18) is satisfied for almost all vectors p,.
Without dwelling in detail' on the formulations and proofs of all the inequa

lities, lemmas .and theorems for the multidimensional case, we present only one

result.

Multidimensiollal Theorem 2. Suppose that p. ='{1!1' •.•• , P-k) is a vector with

incommensu,rable components sa,clt that for any integer vector ;:
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I -~ ~ -"'--. !{
1 11 0 1- (f.!, n) I /,,>~ •

11l1'lOTi

Then there exists an (R, C, k) > 0 s~ch that for the vector field FG) on the

torus, analytic and sufficiently small, IF (Z) I < l (or 11m -; t < R, there exists a

vector ~ for which the transformation
-? -+- -+- ~ --).

z~ z -t- a -1-- ]/ (z)
of the torus into itsel{is converted into

~ --> ~ --}--- 2J(~

by an analytic substitution of variables.

§5 Proof of the Fundamental LeQllllB

5.1. Constmction of z (cp, f), ~ (~1' f), F I (ep,-E) and WI (cP, i, L\1). The

function z (cp, f) is constructed as the invers·e to

cp (z, c) =:: Z ~ g (z, e), (1)

and the function ~(~I,f) as the inverse to L\1 (L\, f). In subsection 4.1 we saw

these functions had to be chosen so that the expression

g (A 0 (z, e, ~), 1:.) - g (z, e) -i- J? (: ~ e) --~- ~ -}- (1) (z, c, ~)

would be small. Without defining A (AI' f) for the time being (i.e., considering L\
as ~n independent variable) we define g*(z, E, A) as the solution of the equation

0*(- I") ~ A) (r:;'(-r A) i:'(~ .. ) rh(C' co A")~ ·Lo 1- ,.;:..,Jt~, c, L} - (~ ':"', e, Ll :--= - ~' ':", C - '.J-' '-J, c., ~,'

Expressing the transformation Ao (see §4, formula (6» in te rms of the parameter

-i/ (z, c., ~) == z -i- ,g ':' (:., f., ~),

'We obtain

(.p~' r[1
0

(z, c, ~), B, ~] == .z -r-- 2J1~, -;- ~ -f- I:? (z, e) -1- Q) (z, E, ~)

~- g~ (z ~i- 2jl~, c, ~) -1- g* (A o (z, f, ~) - g* (z + 2ntl, c, L1)~

or, transforminlJ the right side by means of (2),

<:p* [A o(z, c, L\), B, ~] == Z + g* (z, B, 8) + ~:Ttf1 + ~ + P (e) + <D (e, L\)

+ g. [A o(z, B, L\), B, ~] - g* (z + 2nf!, e, L\).

Thus from (1) we obtain

<:p:~ [Ao (z, e, ~), B, L\] = (()* (z, B, L\) + 2JtJ.t -t- ~ + P (e.) + <D (e, ~) +
+ g4< [Ao(z, B, L\), B, L\] - g* (z --1- 2n~, B, Ll). 7(3)

We define L\~(l) as the solution of the equation

(4)
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g* (z, c, L\~ (B)) = g (Z, B).

237

(5)

'Now the new parameter ¢(z, E) is defined by equations (5) and (1). We represent

'(3) in the form

~ [A o (z, e, ~), e] == cp (Z, 8) + 2j{1l -1- ~1 (B, ~) -l- PI (Z, e) + $1 (z, B, 8), (6)

where

F\ (z, E) == g (ZI, e) - g (z I I, e), (7)

A ( ) (8)$1 (z, e, L\) === g (ZIII' 8) - g ZI, e ,

~1 (e, L\) = 11 + F (e) + <D (B, ~), (9)

ZI = z + 2:rtll + Ii (z, e) + <D (z, e, A~ (e)), (10)

ZII ~ z + 23tfl, (11)

Zl11 = z + 2Jtfl + if (z, e) + ~1 (e, ~) + <Ii (z, B, ~). (12)

We define z(¢, f) from (1), f\(h 1, f) from (9), and write

F1 (cp, 8) == III (z «((), 8), e),

CD 1 (cp, C, ~1) == $1 (z (<p, B), c, ~ (AI, B)),

Al (cp, E, At) ::::: cp [.A o (z (<p, e), B, A (AI, e)), B).

('13)

(14)

(15)

5.2. We shall prove that the functions just constructed are those sought. As ..

sertions 1, 2, and 3 of the Fundamental Lemma are satisfied in an obvious way.

The proof of assertion 4 is based on the following estimates.

1°. Estimate of ~o (f). On the basis of the inequalities (10), (II) of §4,
Lemma 6 of §3 is applicable to equation (4). Here M1 =,C, M2 == 0, and since

C - ~o 6./ 1
l-{) <3' ~7

(see formulas (10), (11) of §4),

* c
I ~() (e) I < 1 -- b •

Taking into account that [) < t. we find for III < lO that

(16)

(17)

2°. Estimate of g (z, l). Inequality (16) makes it possible to estimate the

right side ~f equation (2). For 11m z I < R, 'E t SEO' ~ = ~O(E), from (16) and

inequalities (7), (8), (10) of ~4 it follows that

1if (z, B) + cD (z, B, ~) 1< 2C + 2<,} • 2C < 4C.

Applying Theorem 1 of §2 to equation (2)~ we obtain on the basis of (5), (17) and
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condition 4) of the Fundamental Lemma that for 11m z I ~ RO - 20, If I·~ f O and

any 0 < 1, 0 < 0 < Ro/2,

Ig(z, B)I<8:~', I:: 1<1~~C ,
from which, in view of inequality (9) of §4,

C Iag (z, e) I<~
\ g (z, B) 1< F t OZ ()5 •

Since C< 88 by inequality (7) of ~4, it follows that

Ig(z, E)I<~·

Therefore under the mapping z~ cp(z, l) ~ z + g(z, l) the strip

I1m z I<R o - 2~

(18)

gQes into a region containing the strip

11m <P I<Ro - 3~.

In the latter the inverse function is analytic, since Ia¢/az I >t for 11m z 1< RO -28.

In the same way one proves inequality (16) of §4.

3°. Estimate of F 1 (cp, f). Suppose that IImz I < Ro - 30, If I .=$ foe Sioce,

from inequality (16) and conditions 3) and 5) of the Fundamental Lemma,

} 1 1 (Cf, e) ~;.= jt'l (z (cp, 8), c),

the imaginary parts zI and zlI (see (10) and (11» do not exceed RO -28. Ap

plying Lemma 5 of §3, we find on the basis of (17) and (18) that for 11m Z I <
Ro -30, If I S fO

(19)

We note that the appearance of C2 in this inequality is the most essential feature

of the proof of Theorem 2.

For 11m 4> I ~.Ro - 40 and If I :s EO we have from 2°

11m z (cp, 8) 1< Ro - 3~,

and therefore estimate (14) of §4 follows from (19) in view of the definition of

F 1 (ep, f) and inequality (10) of §4.

4°. Estimate of 1A([\I' f) -~~(E) I. The equati~n

~ = ~1- F(e) -$(e, ~),

defining [\(A1, f), belongs to the type considered in Lemma 6 of §3. We have

seen (see (16» that IAO(f) I < 2C, from which, on the basis of formula (11) of §4t

it results that
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. ,~.

I~~ (e) I< ~o •

Thus Lemma 6 is _applicable, and for I[\11 ~ c < ~o/6, Ii's fO

I~ (~1' E) - ~~ (8) I < 21 ~11·

C~mparing (20) and (21), we find that for III S lO' IAl I ~ C
2I~(~b 8) I< 3~o.

For 'l' < lO' 16.' < (2/3)L\0' from Cauchy's formula we have

I
&<D I< 6L\o /_1
&L\ L\o --.. ~

-3-

(see inequalities (8), (10) of §4). Estimate (17) of §4 is proved since it is

evident- that

239

(20)

(21)

I~ I=== I 1 - < 2.I iM i 1 + a<D
&~

5°. Estimate of J ~1 (¢, l, Ll 1) I. Let us set up the difference zIII - ZIe From

formulas (12) and (10) it is equal to

Ll l +- (j) (z, e, t:. (Lll> e» - d) (z, e, Ll~ (e».

From Lemma 5 of §3, for' 1m z I ~. ROt III s fO' 1/~1 I < Ao/6

Iij) (z, e, Ll (Lll> e» - d) (z, e, Ll~ (e» I< ILl- Ll~ I ,
tV

since Ia<l>/aL\, < 1. Comparing the inequality just obtained with inequality (21),

we have

(22)

Apply.ins Lemma 5 of §3 to the right side of (8), on the basis of (22), (18) and in

equalities (7), (10) of §4 we find that

I<Ddz, e, ~) I< ~ 31 ~1 I< ()21 ~d (23)

under the condition that III ~ lO' IL\1 I < f!0/6,

f 1m (z + 1:\1 + F + <Ii) 1< R o - 26.

This last inequality is satisfied if

Indeed, tben

l-P -f- cD i< b + 26~o ,< 36

(see formulas (7), (8), (17) of §4 and inequality (20» in both the terms Z III and

zl· Fori Jm-cP 1 ~ Ro- 7B, '~11 < C we have, from 2°,
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11m z 1< R o- 66.
Therefore estimate (15) of §4 follows from (23).

The Fundamental Lemma is proved.

§6. Proof of Theorem 2

6.1. Construction of z {¢, l)and ~ (l). We put cI> = 0 in the Fundamental

Lemma, and as F (z, l) we take the function F (z, l) of Theorem 2. W'e choose

01 > 0 so that

Let 60}2 < L\O < 1, R = ROt K be the same as in the condition of the theorem. Let

L(' < C1 = 0 ~2, 0 <(' < (0' eland 01 be respectively (0' C and 0 of the Funda..

mental Lemma. Then all the hypotheses of that lemma are satisfied, and for

I1m ¢ 1 I s. R - 701, If Is. f', I~ I I .s. CI' we find that

where

IF 1 (CPr, E) I< 6~8 = {)~2,

I<D1(<Ph c, ~1) 1< 6i f ~1 1< {)2! 1:\1 1,
J z (flJ17 B) - fIJI I<: (\, I:;1 I< 2,

I ~ (~1' c) I ~~ L\o,

I:~ /<2.
*More generally, if the functions

(1)

(2)

(3)

(4)

U))

L\k-l (~Ji' E), FA' (CPk' E), cD!.: (<pit, co, ~k), (JJ/a'-l (CPk' E) ~

Ala' (cp'u f:., ilk),

are defined for k = ·1, 2, • ;., n and satisfy the conclusion of the Fundamental

Lemma with z replaced by ¢k-l' ¢by ¢k t RO by Rk - 1, RO - 70 by Rk = Rk - 1

7ok, ~O by ok-I' Ao by Ak - 1, Al by Ak,8 by 0kt C by Ck = 81 2 for each

k = 1, 2, ••• , n, then we may introduce functions ¢n+l and L\n+l such that the

conclusion of the Fundamental Lemma will be valid for them for k = 1, 2, ••• ,

n + 1. Indeed ,inequalities (9) and (10) are satisfied for on from the definition ·of

01' (11) follows from the inequality Ck +1 = CZI2 < (1/6) C.k ' and all the other
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. 'bonditions.. of tlIe lemma enter into the conclusion (of course, for the functions

with the preceding index). Therefore we may consider all the functions indicated

above as having been constructed. The functions ¢n -1 (¢n' f), &n -1 (~n' l)

· (n = N, N - 1, • • ., 1) define the functions

Z(N) (CPN, B) ==: Z (CP1 ( ... (CPN, e) ), e), (6)

~~N) (L\N' 8) === L\ (L\1 (..• (L\zv, e) ), e). (7)

Put 6N = 0, and suppose that &~) (0, E) = &(N) (l). Then

L\ (e) == lim &(N) (8),
N-?-oo

z (cp, 8) == lim z(N) «(P, e).
N~oo

For the basis of the convergence of L\ (N) «() and z (N) (1), l) we note first of all

that from the definition of 0n~ for (i) > 0

lim 2N
~~ == o.

N-?oo

6.2. Convergence of /l(N) (£). The functions A&N) (~N' (), as follows .from

formula (7) and from inequality (17) of §4, are defined for If I ~ lO' IL\N' ~ 0&2.
Since

in the indicated region, on the basis of (5), the inequality

I

of.,,(N) I
__0_ <2N

i)f."N

is satisfied, and since

I d N [dN+l (. · . (~M, B) . · . e), E] 1< 6}J

if l ~M 1~ 0],2 (M ~ N), therefore from Lemma 5 of §3,

111: [~N (dN+l ... (~1\tI, B) ••• , 8), 81 - ~~N) (0, c) I<2N~~.

Thus in view of (7) we deduce that

I fj.(N) (8) - ~(M) (8) I< 2N 6}J,

from which it immediately follows that &(N) (i) converges for If I :S fO' and also

that f).. (f) is analytic.

6.3. Convergence of z(N)(ep, f). From the Fundamental Lemma, the functions

¢1i -1 (¢~, f) are defined for .' 1m cPn l s.R, If I s. EO' and, in view of (3), differ

from their arguments ¢n by less than an' so that
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Figure 2

Thus formula (6) defines zeN) (cp, E) in the strip
n

I1m cp I< Rn = Ro - 7~ 6k -
, h:=1

From condition I} on the choIce of 81, all these strips contain the strip 11m ¢t ~

RIB, so that all the functions z(N) (cP, l) are defined in the latter.

Since
M

ICPN (CPN+l • • • (CPlll' 8), ...• 8) - CPlll1 < ~ 6k •

k=N

and this sum, from the definition of 8n , is not larger than 2oN, we find from (6)

that

On the basis of (3),

I
oz(N) I N

----a<p < 2 ,
so that

which pro.ves the uniform convergence of zeN) (¢, l) for 11m ¢i .~ RIs, If l :;; foe
6.4. We shall define ¢(z, f) as the inverse to z (cp, l). From inequalities

(1) and (2) and from the fact that 0 ~ 0 as n ~ 00 it results thatn

<p (z, e)~ cp (z, e) + 2Jtf.1

when z -+ A (z, f, t! (f». Theorem 2 is proved.

§7. 00 monogenic functions

7.1. The concept of monogeneity. In the investigation of the dependence

of the solutions of equation (1) of §2 on the parameter p. we encounter functions

analytic in the upper and in the lower half

plane, and everywhere discontinuous on the •

real axis. All the functions, ~n' gn' cPn' Fn' <Iln
constructed in §6, considered as functions of

p" have these properties (see§8). These

functions belong to the type called by Borel

[9] monogenic.

The monogenic functions of Borel are defined on the set E = U k=1 Ek' •

where Ek ~ Ek +1 are perfect compact subsets of. the complex plane. In our case

Ek is the set M~ of points fl of the rectangle 11m III :s R, 0 ::s Re Il ::s 1 of the"
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complex plane, for which

jll- ",~ I:> I:1 3 (K = ~),
, i.e., the set formed by rejecting from the rectangle 11m JL I ,~R, O,~ Re JL:51 the

circles Cm1n,K' shaded in Figure 2, of radii Kit n 13 with centers at rational
poin~s min.

Definition. A function f(pJ is said to be uniformly differentiable on a per

fect compact set F of the complex plane, and the function g (Il) its derivative,

if for any l > 0 there exists a O(l) such that

I f (~1) - j (f.!2) -- g (1-13) I< E,
~1 - ~l2

whenever 1(.11 - f.t31 < 6, 1112 - ~l'31 < 6, ~1, 112' 113 E)?

A function is monogenic 00 E = Uk=1 Ek if it is uniformly differentiable on

each Ek•

In particular, a uniformly differentiable function on E is monogenic on'

E = U l=lEk, and' conversely a function monogenic on E = U Z=1 Ek is uni

formly differentiable on E. Such functions will be called monogenic on E, in

distinction to those that are monogenic on E = U k=1 Eke

The following properties of monogenic .functions are evident.

1) From monogenicity on E = Uk=1 Ek follows continuity of the derivative

on Ek•

2) If r is a rectifiable curve joining two points a and f3 in Ek' then

~ f' (Il) dll = f (~) - f (IX).
r

3) If a function is analytic in a neighborhood of each point of a set, it is

monogenic on the set.

4) If Ek contains a region, then 'a function in it which is monogenic on

E = LJ k=1 Ek is analytic.

An example of a nonanalytic monogenic function was constructed in §2, as

is proved in subsection 7.4 (see Lemma 10; the fact that g(fl) is not analytic

for 1m JL =0 is left to the reader to prove).

Properties of monogenicity of a function may essentially depend 'on its region

of defini~on E = Ur=lEk and on the d~compositionof E into the Ek- If the

rapidity of decrease of the components of the complements to the Ek is suf··

ficiently great, then, as Borel proved, monogenic functions on E = Uk=1 Ek

have many properties of analytic functions (Cauchy integral, infinite differenti

ability, uniqueness of the monogenic prolongation). The question as to which of
these properties are preserved in our case will be left aside t since in the sequel
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(§§a and 11) we use only the definition of uniform differentiability.

The class of functions monogenic on E = U k=1 Ek depends not only on E
but also on Ek- However, if E is obtained by using another system of sets, E =

Uk=1 Fk , Fk £ Fk +1, such'that

E rxk C F k ~E{3k (<x < 1 < ~),

C :J C' -::J C
m -m -·mK'
n' K n,K n' 2

c' Ce" cC
m t K - .!!!:.., K - m, 2K
n n n

Then

c cC" cC
m K- m,K-- m,2K
n' 2 n n

and after deletion from the rectangle of the disks e"mln,K there remains a set

N~, having both of the needed properties.

Lemma 7. Suppose that the disks Cm1n,K and Cp/q,K (n ~ q) intersect
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and· K .( 1/9. ,The,n n > 2q4/3; i_e., the smaller disk is much smaller than the

large~.

Proof. Indeed, the sum of the radii of the circles is larger than the distance

between their centers, so that

Since pn - qm I: 0, then 1.-£_ - .!!!-I :> --!- and
q n ~ qn '

in view of the inequality n ~ q we obtain

or
4

n3 > L_ q3.
K

Taking into account the fact that K <1/9, we have

as was required to. be proved.

Operation 1: Construction of the C'm/n,K- This construction consists of an

infinite number of succes~jvelyrealized stages such that after the nth stage

disks C' m/n•.K (0 :S m .~ n) have been constructed with the following properties:

An. No disk Cm1!nl,K (nl > n) can join a disk C'mln,K to a disk

C'm2In2.K (n 2 ::;n) if these disks C'mln,K and C'm2!n2,K do not intersect

each other.

n

( K / 1)
~T'

2K ,- 2
n:~ -""~). 8

1

11 ')},. 2
-~ \. >-')-., ...,

B _ C . }.~:-= C' C._ C
1n

. •n 'In.n --- m .
-n~' -2- --;t • A ";;' Ii

We begin with the first stage. Suppose that e'm / l • K = Cm / ltK - Then the

property B 1 is satisfied. Property A 1 is also satisfied, since the diameter of

the disk C~l/nl,K (nl. > 1) is less than

.and the distance between the disks CO/1,K,

and Cl/l,K' is larger than

The first stage is done. Figure 4
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Now we suppose that we have successively performed n - 1 stages. We con

sider any disk C:= elK (Figure 4). Suppose that 0 is its center, AB the dia-m n,
meter lying on the real axis, E and D· the means of AD and DB. The disk C
can only intersect with those disks C' I K (n 2 < n) for which em / K io-

m2 R2, 2 n2,
tersects with C (because of property B k' k ~ n - 1). Further, all such disks

e'm I K intersect also one with another (as a consequence of property
2 R2,

A k, Ie ~ n - 1).

Now we arrange the disks in the order of decrease of n 2 (i.e., of the growth

of the disks):

Ci = C~.i. K (n = n2.0> n2.1 >... >n2.1 > 1).
n2,i

From Lemma 7, n2 ,i ~ 2n2,i+l (O.~ i ~ l- 1), sO that n > 21 and l < lOB2n.

Thus, the circumferences of. the disks Cm I K yield in their intersection with
2 n2,

the diameter AB not more than 2 log2n points. Therefore among the portions

into w-hich these points divide the segment BD and the segment AE, there is at

least one length larger than K/4n 3Iog2n. Now the ·diameter of the circumference

Cmllnl,K (n 1 > n), which intersects with C, by Lemma 7 does not exceed
K K

8n4 < 4n3 Jog2 n ·

We take the ends BI and AI closest to 0 of the largest pieces of BD and AE,
which we denote by B'D' and A'E' , as the ends of the diameter of C' I K.

m n,
Such a choice does not contradict property Bn- It is clear that if the circumference

C 1 = Cmilnl,K (n 1 > n) intersects C" mln,K' then it lies inside C, and among

thedisk~ em In K (n 2 ~n) can only intersect the Ci- But since the diameter
2 2, I , , ,

of C1 is less than the lengths of B D aod A E , therefore C1 can only inter-

sect those Ct which are intersected by C'mln,K- Therefore property An is also

satisfied, and thus we have given the construction of the nth stage.

At the conclusiQn of all the stages one obtains a system of disks C'mln,K
with the following properties: .

A. No disk C can join C' and C' if nl > n2, nl > ns
ml K m 2 , K m 3 , K
nl' 112 n3

and C' nc' . = o.
~%,K ll'a.K
nz n 3

Property B follows from Bn , and property A from A
n2

if n2 2. n 3, and

from A if n3 > R2-n3 -
Operation 2: ConstmCtiOD of the C'~/n,K. Now we shall enlarge the disks
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of the systeJ;ll C'.mln,K-

'Bya tail C = C' I K we shall mean the collection of all the C~ -I - K
m n, mr, nl"

(n i > n) which may be joined to C by a monotone finite chain of pairwise inter-

, secting disks e'm o In" 0 K (0-< k< l.):
lk lk' - -"

Figure 5

n·10

IJl·
10 < C'm. nCm' .n' njk nh:+l'

3k 3k-r'1---n:-' K -n-'-, K
:Jk Jk+l

Obviously, if the disk C1 enters into the tail of the disk C2' then the tail

of C1 always enters ioto the tail of C2- Moreover, if the tails of eland C2

*intersect, then one of the tails lies entirely in the other. We shall prove this

• fact. We suppose on the contrary that the disks eland c2 may be joined to a

common disk of their tails, C
3

, by monotone

chains. Two such chains at the same time

join eland c2- Of the chains joining C1

and C2 we select one consisting of the

smallest number of disks. In this chain only

successive disks intersect one another (see

Figure 5; in the system of circles drawn

there the shaded tail is the largest). If this

chain is monotone, then our assertion is proved. If the chain is not monotone,

then there is a disk in it which joins two preceding it, which contradicts prop erty

A of operation 1. Thus, if two tails .intersect, then one of them contains the

other.

Suppose that a· and {j are the upper and lower bounds of the points of the

real axis covered by the tail of the disk C =C Imln,K- The disk with diameter

af3 will also be a disk e'l I K· _ .From what has been stated above it follows
m n, **

that the circumferences of two such disks do not intersect. Evidendy C/~/n,K2
c' / K". We shall show thatm n,

c" cCm - 1n
n' K nt 2K

Indeed, on the basis of Lemma 7, it is easy t'O estimate the" measure of the

tail of C. Suppose that the disk C1 belongs to the tail of C and the monotone

c~ain joining C1 to C consists of N disks. Since each of those following them

is not less than 8 times smaller than the preceding one, the sum of their dia

lD:eters does not exceed the diameter of C for any N. Therefore it is evident

*It is easy -to see that if two tails intersect as point sets, then they have a common
disk.

**But they can touch.
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that a and f3 are distant from C~/n,K by not more than 1/7 of the diameter of

Cm/n,K' and from the center min by not more than 9/7 of tbe radius of Cm1n,K.
Hence it follows that

c" cC
m t J( - ~.2 J(
n n

The construction of the N~ is complete.

7.3. Differentiation of sequences. The passage to the complex plane of 11

was undertaken largely for the sake of the following lemma, which is not valid if

by the set N~ is meant its part lying on the real axis.

Lemma 8. Suppose that the sequence fn(p.) of functions, monogenic on the

set N~, converges there uniformly to {(Jl), and

that tke derivatives converge uniformly to g (p.).

Then {(Il) is monogenic on N~ and f' (Il) = g (p).

~ Proof. Suppose that l > O. We may choose

~ 0> 0 so that

I t (~~-=-:2(1t2) - g (~3) 1< E

when 'IL 1 - /l3 I < 0, 1IL2 - 113 I < 0, Ill' 1l2' Jl 3 €
Figure 6 NR

K·
Ifo> 0 is sufficiently small, then all of these points lie in one component

of N~.

We shall show that in such a case the points Ill' f.L2 may be joined in N~ by
a rectifiable curve r such that the following conditions are satisfied:

1) for any point Jl € r I J.L - Jl3 1 < 20;

2) the length of r is less than 2' III - 1l 2 1.
Indeed, let us join the points. III aDd 112 by a segment ILlll2 (see Figure 6).

This segment may intersect certain disks Ci' by the deletion of which from the

rectangle '1m p.' ::; R, Re Il E [0, 1] the set N~ was formed. These disks are dis

joint and do not separate III from f.L 2 in N~t since the points 111 and p. 2 lie in .

one component. The disks Ci excise on IllJL2 nonintersecting intervals ~i" We

replace each such interval ~i by the smaller of the two arcs into which 1l11l2 •

divides the circumference Ci , and denote this arc by Yl- The length of ~i is in

creased by such a substitution by not Qlore than 11/2 times, and therefore the

length of r will be less than 21 III - Jl2 1. 'The distance III 1 - IL 2 1, by hypoth

esis, does not exceed 20, so that all the points of Yi are less than 8 units

distant from the midpoint of ~i. This last point, as well as all the points of the

segment 1l11l2' lies in the disk \ III - 11 2 I < 8, so that for any point p. € Yi

I I ./ 2~f1 _.- .. l-t:l 1« u.

Thus the curve r is the one desired.
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. -1, 2.' We ~ave, akeady noted that if ¢ (p.) is monotone in N~ and r is a recti

fiable curve with endpoints III and 1l2' then

~ lp' «(1) d!t = lp (1!3) - lp (VI)'
r

(,For the proof it is only necessary to equate the integral to the integral sum.)

Applying this equation to the curve r constructed above and to the function

fn (IL), which is monogenic by hypothesis., we obtain

~ f~ (!t) d!t = In (!t2) - f n (!tI).
r

In view of the unu9rm cObvetgence of the In to f and f~ to g, we may pass to

the limit on left and right:

~ g (~t) d!t = I (!t2) - I (!ti)'
l'

3. Now we shall estimate

I f (~2) - f (~l) _ a (II. ) I· .
112 - III 5 r3

To this end we consider the integral

We have

I~(g(!t) - g(1!3» dll 1< ~ Ig (ft) -g (ft3) II dll I<max Ig (!t) - g (113) 1·21!t2 - !til,
jr r ~Er.

since the length of r is less than 21 112 - III I·
Thus,

\
' f (~2) - f (J.11) - g (~3) \ -< 2 max Ig (~) - g «(13) I.

J.12 -.,.- III p.E l'

The eight side of the last inequality, from property 1) of the curve r, is twice

the increment of g (Il) on a segment of length less than 20, and, in view of the

unif orm continuity of the func tion g (p.) on the compactum N~, tends to zero

along with o. Lemma 8 IS thus proved.

7 .4. Functions of several variables and operations on them. In what follows

we shall need functions analytic in one variable and monogenic in the others.
. *

Suppose that the variable z is angular (varies in the strip 1m z € (ab» and
**has period 211, the variables f and ~ vary in the neighborhood of zero, and

*The boundaries may depend on p..
** I.e." as z increases by 211, funccio~s of z have increments of 0 or 2TT.
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P. € N~.

Defiriitioo. The function fez, i, f}, Il) is analytic in z, l, and ~, and mono

genic in Il € N~ if the series

I (z, 8, ~, fl) = ~ Ikmn (iJ') eikz em 8 n,

in which the coefficients are monogenic functions of Il € N~, converges along

with its derivative with respect to Il uniformly for Il € N~ and z, l, ,t!, varying

in the indicated regions.

Evidently such a function is continuous, while

a) for fixed Il it is analytic in z, l, f} and

b) for fixed z, €, !l it is monogenic in /l € N~.

Property b) follows' from Lemma 8.

LemI:'1a 9. Suppose that the {unctions hi (z, f, t!, 11) are monogenic with

re s peet to Il € E and analytic in z, E,!!.. The 11, the following fune tions have the

same property in the corresponding regions:

1) the functions

it (z, B, ~, f.1) + h2 (z, B, ~,(.1), ht (z, e, ~, f.l) h2 (z, C, ~, :J..),

hI (h2 (z, E, ~, (.1), B , ~, Jl), hI (z, c, h2 (z, c. ~, ~), ~);

2) the solution cPlz, f, tJ., Jl) of the equation h (cp, f, ~, Il) = z;

3) the solution y(z, €, t!, III of the equation h(z, f, y, Il) = t!;

4) the partial derivatives of h with respect to z, l, t!;

5) the integral with respect to a parameter I~1T h (z, E, Ii, III dz;

while in all these cases the usual rules of differentiation apply; for example, in

case 2) dk
o<p ~
a~ -ah·

afP
The proof repeats well-known arguments from standard analysis and will be

omitted.

LeDUDa 10. Suppose that the function f(z, f, .t!, Il) = f is analytic with

respect to z in the region 11m z I ~ R; E, If I s lO; 1111 ~ ~o and is monogenic

with respect to f..L € N~, and suppose that in the indicated region

III <:C, I:: '<:L.
Then the solution of the equation

g (z + 2rrl1, B, t!, ll) - g (z, c, ~, ~) = f (z, e, ~, f-t)

is monogenic with respect to p. € N~ and analytic with respect to z in the
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re~lon I' 1m (~ - 2,1T1l) I .$ R - 20, f, III :5 _fO' A, 1 11 1 ::; 110, while in this region

Ig I<:~, I~: I<:~, Ia;~ I< ~~~ ,

I
og I - C + L 103 I 02g I C + L 10

3

8i1 <~(¥' oz811 <~ b7.

Proof. The solution is giyen for fixed p. by the s~rjes (2) of §2:

h-fn(~' c,~) ._____ etnz
2it inp.. 1 'n:to e -

of which it is required to establish the uniform convergence for I 1m (z - 21T1l) I ~_
R - 20, since

But the uniform convergence of this series has been established in §2 along
with the desired estimates of g and ag/az in the proof of Theorem 1', since

1 1

LV2rt eM 2it
K - K·

Estimates of the other derivatives are obtained by differentiation of the series

using the usual formulas and taking account of inequality (13) of §.2.

§S. On the dependence of the CODStru(:tiods of Theorem 2 Gap.

8.1. We have seen, in- subsection 7.4, that the solution of the linear equation

(1) of §2 depends on p. monogenically. In-the present section we shall prove the

monogenicity with respect to p. of the functions I1n , Fn' <1ln, gn' t1(n) constmcted

in §6.

It turns out that the region of monotonicity contracts as n increases (by

11m 21T1l1 at each step) and the author has Dot been able to establish whether the

solution of equation (1) of §4 depends monogenically on p..

The monogenicity of 11(n) with respect to p. for real p. is used in §11.
There we shall also make use of the smallness (uniformly with respect to n) of
ati(n)/ap. for small f. .

In order to shorten complicat~d expressions in this section the argument f

will be -dropped in all functions. This is similar to the way in which we earlier

ignored tbe dependence on Il and took only z, cP, f, t1 as arguments. -

The construction of /1(n)(Il) was carried out in the following way.

Step by step we constructed new parameters ¢n = ¢n (epn-l t p,) and quantities

~n -1 = !1n -1 (I1n, Il) such that the transformation

(J)n-l~ cpn-l + 211:"" + Lln- 1(l1n , ll) + Fn-l (~n-l' fl) +<Dn- 1 (~n-l' L\n-l([\n, J1) fl)

is converted into the transformation
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q>n -> {j)n + 2nll + L\n + Fn (tpn, !t) + <I>n ({j)n, L\n, Jl)

with significantly smaller F and <1>, where CPo = Z'1 FO= F 7 <1>0 = 0, l\0 = l\.

Further, we constructed L\(n)(/-L) 'such that the transformation

z~'z + 2n!t + L\(n) (!t) + F (z)

converts, in the variable ¢n' into the transformation

<Pn -7 (})n +- 2n!t + F ft (<Pn, f.1) + <Dn (<Pn, 0, fl),
to which end we put

~};L) (fl) = /i k (Llk~l (1-1), f.1) (k == 0, 1, ... ,n~ 1),
L\~n) (f.1) = o.

Thus we obtained

(1)

(2)

(3)

(4)
(5)

~~n) (11) = L\(n) (J.l).

Theorem 3. Under the conditions of Theorem 2, for sufficiently small f > 0,

o <K < 1/9
L\ (f.1) ~ lim L1.<n) (fl),

n~oo

where the functions ~(n)(p.) are monogenic with respect to /.L € N'/( (rn >0) and

under these condition$ Ia~(n)/aJL I < 6L I£f.
The proof of this theorem rests on the following lemma, which repeats the

Fundamental Lemma (see ~ and 5).

Lemma Il. Suppose we are given a family of analytic mappings of the cir

cumference, depending analytically on L\ and monogen.ically on p. € N'x,

z~ A o (z, ~, f.t) = z + 2~~ + F (z, f1) + 8.+- <D (z, d, ll)

and numbers Ro'> 0, 1/9 > K > 0, 0 > 0, C > 0, 0 < 1\0 < 1, 0 < r < 1/217" 211r ,::;

RO -50 such that

1) F (z ,-+ 2:r, l-t) =~ }1 (z, J-L), cD (z + 2:rt, 11, (1) = <D (z, A, ll);
2) for lm z ~~ 1m,..., = 1m A = 0 always 1m F = 1m <D :-::; 0;

3) fot J1rnzl<Ro' ~tENK, I~I <Ag

lFt~, 11)I<C,

I ~(Z, t-t) I <c
011 ~ J

I<D (z, fL, ~) I< ~21 ~ I,
I (}(Jl (~/. 6) I<: ~21 L\ I;

4) the number 0 satisfies the inequality

K2
~< 5.104 ;

5) C = ()27, ~o = ~26.

Then there 'exist functions z (cp, JL), I!! (1.\1' JL) analytic in, ep, ~l and mono-
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genic in p.€ N'Ksuck that

,1. Identically

253

, where
Al ({P, f.1, t11):.: <p + 2nv. + At + F 1 (cp, fI) + <1>1 (q>, Il, at).

2. F I (cp + 2n, t-t) = F'l (cp, 1-1), <1>1 (q> + 231:, JI, ~I) = <D1 (cp, !J', ~t),

Z (cp + 2n, JI) = Z (cp, J1) + 231:.

3. For 1m cp = 1m L\1 ~: 1m J.1 = 0 always 1m z = 1m A = 1m F1 = 1m eDl = 0
4. For IL\1' <628

, 11m cp I< R o - 7~ -11m 231:111, J.t ENEe the functions

• constructed above are analytic in ¢, L\1' monogenic in p. € N'K, and the following

relations hold:

(7)

(8)

(9)

(10)

(11)

(12)

(13)

(14)

(15)'

(16)

8.2. The proof of Lemma 11 is more complicated tban the proof of the Funda

mental Lemma. The construction repeats the considerations of subsections 5.1

with the difference that p. changes from a fixed real number to an independent

complex variable. In the construction of A (1\1)' z (ep), g, F 1 and AI' following

subsections 5.1, one uses integration with respect to z, the solution of equation

(1) of §2, the construction of an inverse function and the .substitution of a function

into a function. Ftom the lemmas of subsection 7.4 all of these operatioJls do not

lead out of .the class of functions monogenic, in JL E N'x and analytic with respect

to '.z, A, ¢, fl 1 in the corresponding regions.

Therefore special attention need be directed only t() inequalities (9), (10),

(11), and (12), which are not in the Fundamental Lemma. Their proof is based on

the following estimates.
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1°. Estimate of ag*lafl. On the basis of subsections 5.1, 7..4, and in view

of the conditions of the lemma, for 11m z I ~ RO' p. € N'K, I!! I So. [\0

IOFI' loa>1 20l-t <2C, o~ < 26 I~o I< 2C.

Thus the right side of equa tion (2) of §5 has a derivative with respect to p.

not exceeding 4C. Applying Lemma 10, we find that

*' < 1ee (17)Ig ~ K63 ,

Iago, 32C (18)7fZ < K~4 ,

Ia2go1 40C (19)az2~ -< K6fJ t

IagO \<: 5·1Q3C (20)of.t ~ K2~6 ,

Ia2go1 5·1OSC (21)ozoJA. -< K 2 67

for !1m (z - 2nJ-t) 1< R - 26, J1 E N'K, IL\ 1-< L\o.
2°. Estimate of a~~/afl. From equation (4) of ~ 5 and subsection 7.4 it fol

lows that

aF o<ii
o~~ (11) aiL +~
aj.t = - 1 -+ a<D

· aA

E~timating ~~ as in 1° of subsection 5.2, we find that

Ii\~ I< 2C < ~o •

For· IL\ I5 L\0/2, using Cauchy"s ilitegral formula, we find from (4) that

I:~I-< ~:o = 2~< ~, I~~ I<}, I::I< 1.
_ "2

Accordingly 11 + a~/a~ I > 1/2 for It! I ~ ~O/2. Therefore, on the basis of (3),

(5), and Lemma 9,
8~*I0/ 1< 2(C + ~2i\O)·

In view of (6), o2L\O < C, so that

l
af).* ra; 1< 4C

for It € NN
3°. Estimate of og/all- From subsections 7 _4 and 5.1,

8g iJg* I og* o~~
a;:t:::::: a~ --t- af). ~. ,

(22)

(23)

. '( .
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aZg _ a2g* i)2g* &l1~ (24)
ozoJ.! - azol1 + aza~ a,.., •

First we shall estimate ag* /al1 and a2g*/aza~. We Dote that the equation

g* (z + 2nf.!, ~, f.!) - g* (z, L\, fl) = - F (z, 11) - ij) (z, L\, f.!)

on differentiation with respect to 6. gives the equation

ag* og* 8<ii
~(z + 2:rtfl, ~, f-l) - ~ (z, ~,t-t) = - iJA

of the same fOflll with respect to ag*/a~, and we may use Lemma 10. To this end
'V

we estimate aw/at! using Cauchy's integral formula: for 11m z I ~_R,I L\j .~ ~O/2

IoiD I .- 26
2
~o < 4b2

ad ~ L\o •
-2-

From Lemma 10, for IIm(z - 21T1l) I ~ Ro- 28, IL\ 1-$ 110/2, Il € N'x

I
og* ! 4 .s.2-Ml< K63 4u'

I:~g;z 1< K~4 46
2

•

Substituting these estimates, and also estimates (20), (21) and the estimate of

~~ from point 2°, into formulas (23) and (24), we find that

I
og I 5C 103 16 C104

a;:t < ](2 ~ -t Kb 4C < K266 ,

I
a2g I 5·103C 32 C'l04

dz0f.L < K3bi + Kf:P' 4C < K2lP

for 11m (z - 211/l) ( $ R - 20, P. € NKe
4°. EstiJaate. of aL\ (i\1' Il)/afl- Analogously to subsection 2°, we have

of 8<D
a11 iJi! -+ 8i!
OJ.! 8<D

1 + 8tJ,

and if 18 , .~ t!J.oI2, then, as in wint 2°, we obtain

I:~ I<4C.

In order that the inequality ,~, < ~O/2 should be satisfied it is suffici~nt that

I~ll $ 027
• For then, as was shown in §5, I~O I ~ 2C, I/).- ~O I ~ 21 8 1 1, and

since C = 827, then for I III I =s 027 we have
27 {)26 AoIA (l\1' ~) \ <4l) < 2 = 2" .

Thus, for IL\l t S 027
, P. € NK'

IM (:~.IL) 1<4 C. (25)
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At the same time we have shown that for I1\1 1$ 027 the estimates of point

1° are valid.

5°. Estimate of aft' IIall. From s~bsectioos 5.1 and 7.4 we have .

where

ZI = Z + 2nl1 +F (z, J-t) + CD (z, J1, A: (J1)),
ZII= Z + 2nl-t.

(27)
(28)

The first two brackets on tbe right side of (26) may be estimated by.using the

lemma on finite increments, Lemma 5 of ~3. We have

Iog (zr) _ og (zII) I/' Iz _ z II 02g I·
of.1 of.L ~ I If £Itt cJz '

putting their estimates in place of zI -:zII and a'lglap.az, we obtain

and analogously

IOg(ZI) ag(zn) I~la2gll \~ 400 4C _160C2

az- -a-z- ~ az2 zr- ZII ~ KfJ5 - KfJ5 •

The last term on the right side of (26) may be estimated using inequalities (3),

(5), (22), (18) and does oot exceed

Thus

laFl I<C2 [4 0 10
4 + 2 160 ~_200]<5'104C2.

ofL . K267 3t K65 I K64. K2i)7

All of these estimates are valid if the arguments zI and zII do not leave •

the region 11m (z - 2"JL) 1:5.Ro - 28, where the estimates of g and its derivatives

operate. To this end it -suffices, for example, that Ilin z I ~ RO- 38. Indeed,
then

i.e.,
11m (ZI - 21t~) I< R o - 2~.

Thus,. for 11m z 1~ Ro - 30, /l € N'K, IL\1 1 < 027
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6°. Estimate of (a/ap.)(l\ - A~).~We have

!... (il (~ ) _ ~* ( )) == a~ (L\l' J-t) _ a~ (0,1-1) •
all, 1, p., 0 f..l Of1 of1'

"by the lemma on finite increments,

257

(29)

I !...(~._~*)\~I a2!l(~lt~) \l~-~~I.
of1 0 ~ oL\t0J-t

!e estimate Ia2L\(L\I' P.)/a~lall, using the Cauchy integral, as the derivative

of aA/a/l. For 1[\11 ~ 827, as follows from (25),la~/a1L1 < 4C. Therefore in

the disk I~ll .~ 027/2 always

I
[)2.A' 4 C

8,1lafL I< {)2? = 8.
2""

In particular, 1a2A/aL\ l ap.1 < 8 when I All ~ 828• Since

I~ - L\~ 1< 21 L\ll,
then for 11\11 S 028 , Il € Nl<.

a *
o~ (L\ (Ill' ~) - L\o (f.-l)) \< 16 1 L\1 r. (30)

""' . ""'
7°. Estimate of (a/all) [tIl(l\ (1\1' Il)) - <Il([\O(Il))]. This derivative is equal

to

The first difference may be estimated using the lemma on finite increments: for

Il\ I ~ l\0/2, Il € N1<., 11m z I 5. R

Ia(J). (~) _ aiD (~.) I~ I a2
(D II ~ - L\*:I < 8~21 ~ I

OJ-t a~ I ~ a~aL\ 0 ~ 1

""' ""'
(here Ia2~/aILal\ I is estimated using the Cauchy integral: Ia2<1>/apal1 t <
28

2 Iilo I/~I iloI '" 482
).

The second difference may be written in the form

a(i) (A) (at! (l\l) aA~) aA~ (OCD (1\) _ otii (L\~») (31)
~ 8i1 - oJ.L + Oil a~ aA'

where the first term is estimated with the use of inequality (30) and does not ex

ceed 161 L\ll, since I~/a~ I < 1 (see point 2C) and the second term, from the

lemma on finite increments, does not exceed

IaA· \ \ 82(D I .. C 16 2 f " ,all 8,12 I il (ill) - AoI< 4 {)24 Ul'
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Here the only new estimate is that of a2~/aL\2. To find it we employ the expres

sion for the second derivative obtained from the Cauchy integral:

\
a2~ 1 2l,i~8.0 16
aA2 < 2 (~or = a24

for J L\ I .~ ~O/2, for which, as we have seen in point 4°, it is sufficient that the

inequality t All ~ ~27 should be satisfied.. Comparing all three estimates, we

find that

la~ [ii> (A) - q; (A;)]I< 8~: IAll + 161 All + 128 ~31 All.

Finally we have

Ia: (et> (A (AI> lL» - q; (A: (lLml < 100 IAll (32)

for 1~11::;828t Ilmzl~Ro,p.€NK·

8°. Estimate of (a/all) <i1 (z, p., l\ (l\ l' Il)). It is convenient for us rust to

consider the function of z, p. and l\1' and not· of z, /l, and d. We have

ZI = Z + 2n~ + F (z, J.t) + <D (z, 11, ~~ (ll), (27)

Zm = Z + 2nJl + A1 + F (z, It) + (f> (z, It, 8 (L\1' J-t» +A1 • (34J

The first two brackets on the right side of (33) may be estimated as in point 5°:

since

ZIn - ZI = Al + (i) (z, 11, Ll) - if) (z, 11, ~* (11))

and, using the estimate (22) of §5,

IZIII - zIl < 3\[11 I·
Analogously,

where che factor r JZI/dll f is 'estimated using conditions' 3) of Lemma 11 and
estimate (22), taking account of the fact that C < 1. It remains for us to estimate'
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,(a/all) '(zIIl-zl). We have

ZUI - ZI = d l + (j) (z, t-t, d (L\1' ~» - iD (z, f.1, a~ (~)).

From estimate (32) we find that
, a

a.... (ZIII - ZI) -< 100 I dll,
where I£\} I ,~ 828, Il € N'K.

Thus,

259

I8g (zIlI) l' oZIII azI ) I 32 C 104C
OZ 8it - oJt < 100 f d l I K64 -< K64 !L\1 \.

Comparing the estimates of all three terms of the right sid,e of equation (33), we

• find that

~ <I> (z ~ (L\ ») I~ C 104

3 I 1600 C ' C 104 C 105

Of.L 1 ,J.t, I, Il ~ K2{)7 Idll + K6f> J d l f -I- K64 ' dll < lC2b71 ,111·

All of these estimates have been derived under the hypothesis that I~l I S
828.1l € N'K and that zI' zIII do not leave the strip 11m (z --21TP.) I ~ RO --20,
where Lemma 10 operates. For this it is sufficient, for example, that 11m z I :s:
RO - 40, since then

11\1 +F (z, B) + <i> (z, B, d) 1< () + 2C + 2C < 2~,

11m (ZIII - 23tf.1) r~ R o - 46 + 26 ~ Ro - 2~.

6°. Estilnate of ·az/aIl. The function g (z, IL) is, defined for

11m (z - 2nlt) I<Ro- 2~.

Therefore the following function is also defined in that strip:

q> (z, It) == z + g (z, f.t).

Since in that strip Ig (z, p.) <0 I (see (6), (17», then the image of this strip

as Z -t ¢ contains the strip

11m ((f) - 2J1f.1) I <:Ro - 36,

which as ¢ ~ z goes into a region containing the strip

Ilin (z - 231f.t) 1< Ro - 4~.

From subsections 5.1 and 7.4 it follows that

8g

8z 0""
oJt = - ----ag i

1 + OZ

From inequality (18) and conditions 4), 5) of Lemma 11, IiJg/iJz I < t. Thus, ap

plying estimate (23), we obtain
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for 11m ('Z - 217p) I ~RO - :Z8, p. € N'K and, in particular, for

IInl (cp - 2j(~) 1<Ro- 30.

10°. Estimate of (a/aIL) F 1(¢t Il), (a/all) <Ill (<P, Il, ~1). From subs~ction

5.1,

F I (fP, ~) == FI (z (q>, ~), t-t),

cD1 (cp, ~, ~1) = cD1 (z (cp, f-t), l-t, L\ (L\1' ~)).

The function z (¢, IL) is defined for I1m (¢ - 2171L) t ~ R0 -·38, p. € N'K, ~nd
if

11m (z -- 21T~) I< Ro - 4b,

then for. this z there exists a ¢ such that z = z (q;, p.) and

IInl (cp - 21tf.1) l~ Ro - 3b.

The ·functioDs F1 (z), ~l (2:) are defined for 11m z I~ Ro- 48 and therefore

the functions F l(¢' IL), ~l (¢, /l, ~1) are defined for

I 1m <P f <Ro - I1m 2nfL I - 56
under the hypothesis that 11m 217/l t .~ RO -50, i.e., that 2TlJ.L $.RO - 50. 10 this

region

,..
where in the calculation of awl/aP. the independent variables are taken to be z,

p. and Al t as in point 8°. ,.. ....

For the estimation of aF1/az and atl>/az we use the Cauchy integral.

Staying at a distance 0 from the boundary of the strip, where the estimates of

F1 and i 1 are known, we see from the estimates of 3° and 50 of §5 that

for 'lmz' ~ RO - 50. Applying estimates 5°, SO and 9°, we find from (35) that

I
OF l I ,. 5·104C2 104C 4C2

a;,t ~ K2fJ7 + K 266 -t/; ,

\

8(1)1 I~ c . '105 I L\ 1 I + 3D I ~!..I 1o~q
U,..., ~ ](207 b6 j(2f)6·

Thus, for

'~11<~28, I-tEN~{, 2nr~Ro-56, ·IIm(Pl,~Ro-IIJn2Jt[J.l-6~ y

we have

I W1 (<p, !1, A1) 1< Jb~l I,

l aWl I./' C I ~l I18i1 ~- {)13 '
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5.104
/' (6)

K2 () <-.... 1.

10 exacdy the sam.e way all the remaining estimates 10-9°, in view of con

ditions 4) and 5) of Lemma 11, may be brought into the form (7)-(16).

, Lemma 11 is proved.

8.3. Proof of Theorem 3. Theorem 3 is derived from Lemma 11 in the same

way as Theorem 2 was derived from the Fwdamental Lemma in §6.
We choose 81 > 0 such that

co

1) ~ ()n < ~ ,
n=l

[{2

2) {)1< 5.104 •

I!
where {)n == b 2

n-l (n === 2,3, ... ),

it

Let R ::= RO' K be the same as in condition of Theorem 2, f.1 E.i\T:1t
(n-t1>, L\o =

bi6
, Leo < C1 , where

(35)

and Cl' 81 are respectively the C and 8 of Lemma 11. Then from inequalities
(7)-(16) we obtain

~54 I!:.

IF11 < ~~3 < ()~O>5 = «()1 2 )27 = b;7,
1

\
aF1 !<fJ27

,
a~ 2 ,

6i7
3 2I<I>11 < ~1318.11 < 61 11\1 I= 62 18.1I,

1

I00:1 1< ()~ I tld
for

Thus, we again find ourselves in the conditions of Lemma 11, but with a decrease

of .781 + R/8(n + 1) in the radius of R l • Since
00

~ bn < ~ ,
n=l

then we may carry out n successive approximations, and the last·will operate for
R

II I ~ R l\T1fi7:(n+v
111 CPn ~ 8 (It + 1) , f1 E' J( ,
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Omitting the usual (see ~6) proof of the convergence of the approximations

for real /l, we estimate 1af:fJn)/a/l I.
From subsection 8.1 it follow~ that

Putting Ck = 0,£7 t on· the basis of Lemma 11 we find that

If

then

Since

then
l
a~~n) I
- =0

81J. '

Theorem 3 is proved.

Remark. 10 exactly the same way we may prove the monogenicity of the

functions gn' Fn' <Iln, epn and obtain analogous estimates.

Part n·
On the space of mappings of the circumference onto itself

The problem of studying the dependence of the rotation number on the coef

ficients of the equation was posed by Poincare [1]. The consideration of the

rotation number as a function on the space of mappings makes it possible to

elucidate questions concerning typical and exceptional cases.

Angular coordinates of a point on a circumference will be denoted by small

greek letters; cP and ¢ + 217 are one and the same point of the circumference. We

shall use capital letters to denote transformations:

T : ¢ -+ T¢.

We shall consider only continuous one-to-one direct (orientation-preserving)

transformations. As an example one may cite the rotation through the angle

(): ¢ ~ c:P + 8. To each transformation we assiBo a ~tdisplacement, n namely. a
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function on the cfrcumference showing bow much each point is displaced. We shall

denote a displacement by the same letter as the transformation, but in lower case:

T : q> -+ T cp = q> + t (q».

Here t (¢) is the displacement. If T is a rotation through the angle 0, then

t (</J) == O. Generally speaking, a shift, as also ¢, is defined only up to a multiple

of 211. However, if we define t (¢) at one point, we may uniquely continue it by

continuity•

If T is. a smooth transformation, then t (¢) is a smooth periodic function:

We denote by
t (q> -1- 231) == t (q».

the nth .power of the transformation of T. In connection with this notation we

suppose that branches of t(n)(ep) are chosen to correspond to the branches of.

t(¢):
t(n) ( q» = t (n-l) (cp) + t (Tn-l ( cp)) (n = 2, 3 , . . .).

Under this condition t(n)(¢) is called a displacement with nsteps.

~9. The function Il (T) and its level-sets

We consider the spaces

C ':) C1~ C2~ ••• ~ en~ ... :J Coo :J A

of one-to-one direct mappings of the circumference onto itself, continuous, con

tinuously and infinitely differentiable, and analytic in the neighborhood of the

real axis, with the topologies usual in these spaces. Each successive topology

is stronger than the preceding one aod each of the spaces is everywhere dense in

the preceding one.*
Poincare [1] defined for each transformation T € C the rotation number

21111. Thus on the space C there is given a function p.(T). The following theorem

was stated by Poincare without proof.

Theorem 4. The function Il(T) is continuous at each point of C.

Proof. We shall show that p.(T) is continuous at the point To.

Suppose given a point l > O. We choose a number n > 2,/£ such that

n~ /" (T) < In + 1
n ......... f1 0 n·

*If T lies in one of the spaces C1, C2, ••• t A without distinction as to which one,
then we shall call T a smooth transformation.
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T~ : fP ~'cp + t~n) (cp)

each point is shifted by more than 21Tm. Indeed, if some point were shifted less,

and another point more, then there would be a point shifted by exactly 217m, i.e.,

a point which is fixed for To. Then, evidently t in spite of the choice, of n,· we
would have

m
fl= -.n

If all the points were shifted by less than 211m, then we· would have J1.~ min,

which again contradicts the choice of n.

Analogously one proves that each poiot is shifted in the course of n steps

through less than 21T(m + 1). Thus

21tm < t~n) (<p) < 2n; (m + 1).

In view of the continuity of t~n) (ep),

21tm + f} < t~n} (cp) < 2n (m + 1) -11

for some .,., > 0, and in view of the continuous dependence of T(n) on T there

exists a 0 > 0 such that

as soon as the transformation T differs from Toby less than 0:

I t (q» - to (q» 1< o.
For such T

231m < t(n) (cp) < 2n (m + 1)~,

so that

Thus, I f.L (T) - p. (TO) I < l for t t (¢J) -to <¢) I < o. The theorem is proved.

Remark. Even iii very nice cases the function p. (T) is only continuous. For

example, consider the family of transformations

T h : cP~ q> + h + 0,1 sin2 cp,

where h is a parameter. By what has been proved, 11 (Th) is a continuous ~etioo

of h. With increasing h the function Il (Th) grows, but with a lag at each rational

value of p.. To this value there corresponds a whole segment [h 1h2] of values.of .

k. 00 the other band, for h > hz the function p. (Th) increases with extreme
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rapidity_ E. G. Belaga showed that, for example t in the neighborhood of the Cl"igin

'Il (T~) grows at least as fast as CJh,/-log ho

A level set of p.(T) is a set of transformations with the same rotation number

217P._ To such transformations there belong the rotation through the angle 217P.,

transformations convertible into rotations through the angle 217P. by an.appropriate

change of variables, and possibly other transformations.

The structure of the level set 11 (T) = p. essentially depends 00 whether Il is

rational or irrational.

2:Jf

Figure 7

o

21t T{If)

~10. 'The case of radanal Il·

10.1. If ,.,.(T) =m/n, then, as Poincare showed, Tn bas fixed points:

t(n) (a) = 217 m. The set of these points is invariant relative to T and closed, as

the level set of the continuous function t(n) (a). The points a, Ta, ••• , Tn -1 a

are called a cycle. In the investigation of cycles it'is convenient to consider the
graph of the, transformation Tn and the graph of the function t(n) (cp) (see Figure

7; on this drawing we have shown the gtaph of T(¢) =¢ + t cos ¢ and we have

indicated the image of 0 for several iterations of T). A cycle is called isolated

if in some neighborhood of its points there are

no points of other cycles. An isolated cycle is

stable if one of its points, and thus all of its

points, has arbitrarily small neighborhoods

which are taken into their own interiors by the

transformation Tn. It is easy to see. that as'

n -+ + 00 the points of such a neighborhood

tend to points of the cycle, which explains the

usage. A stable cycle of the transformation

T-l is called an unstable cycle of T. An iso

lated cycle issemistable forward (backward)

~
t('1) ~~ I1J if all the points of SOOle neighbothoodof a
~_~ point of the 'cycle (the ·point itself excluded)
(j ~ 2Jt are moved forward (backward) by the trans-

formation Tn, i.e., if, in this neighborhood

t(n) (cp) - 2nm, > 0 « 0).

A 'transformation T € C1 is normal if at the points of its cycles

dt(n) (<p) 'I

d<p =r O.

Evidently, a normal transformation has a finite number of cycles, while all

of these cycles are stable or unstable. Indeed, those roots of t(n)(¢) -·217m,

where dt.(n)/dep < 0, are points of stable ~ycles, and those where dt(n)/d¢ > 0

are points of unstable cycles. Therefore it follows that the points of stable and
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unstable cycles of a normal transformation alternate.

10.2. Theorem 5. Normal transformations form a set open in C1 and every
where dense in A.

Proof. 1. The points of a cycle are the points where t(n)(ep) =2mn. At these

poiots dt(n)(ep)/dep =t= o. Therefore for a small, along with the first derivative,

variation of t(n)(¢) the function t(n)(cp) -·211m does not acquire any new roots

and the old ones do not disappear, but rather are displaced contiou~usly,while

the derivatives at the roots preserve sign. This means that the transformation T
with such .a variation of the function t(n) (¢) becomes normal. In view of the con

tinuous dependence of t(n) {cp} on T, the first assertion of the theorem is proved.

2. We shall show that arbitrarily close to any transformation there is an ana

lytie transformation with a cycle. Evidently it is sufficient to prove this for all

analytic transformation and analytic proximity. Suppose that T is an analytic

transformation with an irrational rotation number, and suppose that l > O. Among

the points CPn = rn¢O is one displaced from cPO by less than i, for exam.pIe, back

ward:

2nnl - e < t(n) ({(Jo) < 2nm

(Denjoy's theorem). We consider a family of analytic transformations T}... (,\ ~ 0,

To = T):

It is Dot hard to see that for A= l TAdisplaces cPo ahead:

t~n) (<Po) >- 2Jtm.

Hence, in view of the continuity of t~n) (CPO) in A, it follows that for some

AO~ f TAO has a cycle cPO' TAo¢o'···:

t},~) (C{>o) === 2nm.

3. An analytic transformation with a cycle can be converted into a normal

transformation by an arbitrarily small variation. Indeed, suppose that T is an

analytic transformation, and among its cycles there is no stable cycle (and there

fore also no unstable cycle). We choose a cycle cPO' cPI'· .• ) cPn-1 and introdbce

an analytic function ~ (¢), vanishing at these points and having there negative

derivatives. The transfocmation

for small (J is arbitrarily proximate to T and bas at least one stable cycle cPO'
cPl t • • • t ¢n -1- Therefore it is sufficient to consider the case when the desired

tra·nsformation T has a stable cy·cle. We shall construct over T an analytic

function 0 (4)) which
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1) is eq'ual to zero and bas aoegative (positive) derivatives at the points of

.the stable cycles of T;

2) is positive (n~gative) at the points of the cycles of T which are semi
stable forward (backward).

4 The existence of such a function is obvious, since the number of all cycles

of T is finite, because the analytic function t(n) (¢) -,2mn has an isolated root

.and therefore is not identically zero.

Consider the transformation Te : ep ~ ep + t(c/J) + 08(e/». For small (J this

transformation is normal. The fonnal proof of the fact that the stable cycles of T
for small () are only somewhat shifted, while the roots of t(n)(ep) -:2mn become

~ultiple, and the semistable cycles vanish, is left to the reader. For sufficiently

small () the transformation T (} is the desired one.

Theorem 5 is proved.

10.3. The construction of a normal transformation may be easily perceived

from the graph of the function t(n) (¢) - 2'11111. Its roots are the points of the cycles

of the transformation and divide the circumference into arcs. Each such arc af3
is bounded at one end by a point a of a stable cycle and at the other end by a

point f3 of an unstable cycle. For n -+ + 00 the points of the arc wind around

onto the stable cycle, and for n -4 - 00 onto the unstable cycle, i.e.,

lim T kn (y) == rJv (mod 2n),
k-?oo

lim T kn (r) == ~ (mod 2n),
k->-oo

where y e (a, (3). Assertions of this type ate well known in the, qualitative

theory of differential equations, and we omit the proof.

Thus a topologically normal transformation is characterized by three integers

mt n, k, where min is ·the rotation number and k th,e number of stable (and

therefore of unstable) cycles. Two transformations with the same m,. n, k are

similarly arranged in the sense that oneaf them can be converted into the other

by a continuous change of variables on the circumference (i.e., T2 = 4JT1«1>-1,
where <Il € C). In addition the derivative dt(n) (ep)/de/> at the points of the cycle,

which characterizes the rapidity of winding around onto the cycle, is an invariant

under a smooth change of variables. Probably there are no other invariants, but I

have not been able to prove this.

Theo~m 6. The se~ Em / n at the level p. =min in any of the spaces C1, •••

• • • ,'A is connected and consists of

1) a kernel U k=1 E~/n of normal transformations dense in Em/ n and open

in CP (A). The kernel consists of connected components E~/n of transformations

with k stable and k unst.able cycles. Two transformations of one component E~/n

may be converted one into the other by a c'ontinuous change of variables;
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2) the boundaries of E m/ andE~/n. The boundary of Em/ n consists of

transformations T for which eln) (ep) - 2mn does not cliange sign. Its parts

F t(t(n)(cP) - 2mn ~ 0) and F _(t(n)(ep) - 21Tm50) contain transformations semi

stable forward and backward, and are connected and intersect in a connected set

Fo. Transformations from F 0 change under a smooth substitution of variables

into rotations. FO lies in the boundary of each component of E~/no

Proof. 1. The sets Em / n , F +' F _ are connected. For the proof we join, with

out leaving the set in question, any transformation T € Em / n (F ..., F _) with the

rotation T2 through the angle 2T7mln by an arc Te (0 ~lJ ~ 2, TO = T). Suppose

that cPo,···, cPn-l is a cycle of T. Making the smooth substitution of variables

cp -+ 'Ycp == ({) .+ 'P (cp)

we transfer the points cPO.···, ¢fI,-l into 2rrml/n (0 ~ l S n - 1). Put

'Iferr == cr +. 01j; (IF)
and consider

T B cP :== ·'YoTqJ-el cp = cp + to (q)) (0 <e-< 1).

This transformation is the transformation T described in the variable 'lie, and

belongs to Em/ n (F +, F_).

Now we consider the segment joining TIt 0 T2=

T ocr == cp + (8 - 1) 2n ';: + (2 - 8) t1 (cp) (1 <e<: 2).

The points 2mnl/n (0 ~ l ~ n - 1) form a cycle Ta for all 1 5:.(} 5 2 and therefore

the curve Te lies entirely in Em / n (respectively F+,F_). The connectedness

is proved.

2. The set E~/n of normal transformations with giyen m, n, k is connected

in any of the spaces C l •... , A. For the proof we join in the space in question

the tr~sformations T0' T2 by the arc Te, (0 :s () .5:. .2). We carry out a smooth sub
stitution of variables

taking the points of the cycles T0 into the corresponding points of the cycles T2

(which is not hard to do since the number of these points is the same and they

follow in the same order). The transformation T1 == 'PT0 \II-I operates on the

points of the cycles of T2 in the same way as the transformation T2; it is easy

to see that it does not have other cycles. Putting

and
lY0 «(})) == lp + 6'¢ «(())

To = o/eTo'Yo1 (0 <8 < 1),

we join Toto T1 by a curve lying in E~/n.
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Consider tbe transforma tion

269

T 1 (<p) == <p -1- t 1 (<r)) T 2 (qJ) = qJ .+- t2 (cp).

The functions t 1 (¢) and t 2 (¢) coincide at the points of the cycles, and there

fore all the transformations

11

0 (cp) == cP + (2 - 0) '1 (cp) + (e - 1) t2 ((p) (1 < e< 2)

have the same cycles. Accordingly, the curve Ta (0 ~ () ~ 2), joining TO to T2'

lies entirely in Ek / .m n-

3. The proof of the fact that the set E~/n is open and that the set L'k E~/n
of normal transformations with the rotation number min is everywhere dense in

Em / n is analogous to the proof of Theorem 5 (subsections 1 and 3).

4. If T l' T2€ E~/n,then we may carry out a cootinuous change of variables

'I' = ¢ + tjJ{¢) such that T1 goes into T2: T2 = 'l'T1'1'-1. Indeed, we denote the

points of the stable cycles of TI by a~ (1 .::; 1~ k, 1 $ i ~ n, T lai = Qi+l' an +1 = all

and the points of the unstable cycles of T1 by bJ (by 1 we denote the number of

the cycle in the order in which it follows on the circumference). Here there are no

points of the cycles on the arc a~bf (thus the same is true of each arc a:b~ and
b~a~+l).*

~ £

1 "lSuppose further that C i and d i are the points of the stable and unstable

cycles of T2' enumerated in an analogous way. The substitution of variables 'I'
carries the points a~, b~ into c~, d~Q and it remains for us to complete the defi-£ £ ~ 1,1

nition of 'I' to the arcs a~b~, b~a~+l. We choose the points x and y inside the1,,, £" .

arcs a~b~ and c~4. The points Tix and Tiy lie in the same arcs closer to a~
and c~ respectively. We map the arc (x, Tix) onto the arc (y, Tiy) homeo

morphically and directly using \II: x ~ y, T1x ~ TiY. Evidendy under the trans-

formations Tf the images of the arc [x, Tixl (or of the arc [y, T~yl under the

transformations TP) entirely cover the whole arc a!b! (1 < i < n) (the whole arc
11 2 . 1,1.--

cidi )· Thus we define 'P(eP) 00 the arc TI{x, TlJ.+nx as T~'PTIP. An analogous

construction is poss ible on a~b ~ and b~a~ +1. The proof of the fact that the sub-
1, 1, 1, 1,

stitution of variables just found is the desired one is not complicated and we omit it.

5. The sttucture of the boundary. If t(n)(¢) - 211m changes sign, then T is

an interior point of Em / n since under a small variation of T, t(n)(ep) -217m will

change sign' as before, and T preserves the cycle. Therefore the boundary Em/ n
enters into the sum of F+ (T·E F + if t(n)(ep) - 2mn ~ 0) and F _. In order to con

vert the transformation T € F0 = F +nF _ into a rotation, we need to carry the

points of one cycle into 211ml/n by a smooth substitution of variables and then to

*By 1 + 1 for l =k we understand 1.
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redefine tbe parameters on all tbe arcs [211ml/n, 211(ml + l)/n], except one

( 1= 0), according to the formula

1J!(cp) =2n,::l + T-1(cp).

By a small variation of a rotation through the angle 21Tm/n one may convert

it into a transformation in any E~/n' roughly as was done in tbeproof of Theorem

5 of subsection 3. From the preceding considerations it follows that the sam"e is

true also for all transformations of F0' which proves the last assertion of

Theorem 6.

10.4. From Theorem 6 (point 4 of the proof) it follows that normal trans

formations are rough in the sense of Andronov-Pontrjagin [10]. Since, by Theorem"

5. the set of all normal transformations is everywhere dense, no nonnormal trans

formation can be rough.

From the topological point of view normal transformations fill out a predomi

nant part of the space oftransformations, namely an everywhere dense open set.

In the following section it will be proved that from the point of view of measure

the typical case is also the ergodic case.

§11. The case of irrational IL

11.1. Consider now the set E~ of irrationallevel p,. In the spaces e2, _•• • A,
by Denjoy's theorem, each transformation TEE J.L may be converted into a rotation

through the angle 217f1. by a continuous change of variables. We are also ,concerned

with transformations which can be converted into a rotation by a smooth change

of variables. The set of such transformations will be denc;>ted by E~'P (respective-

ly by E:; the common notation is E~).

Theorem 7. 1°. The set E~ is everywhere dense in E in the topology of
c. All sets E; are connected. IJ.

2°. If ,.,. is such that III - m/n , > K/, n 13 for any integers m and n not

equal to zero, then the set E~ is open in E f.L in the" topology of A.

Proof. 1°. Suppose that To denotes a rotation through the angle 211"", and

suppose that T1 € E~. Then there exists a smooth substitution of variables

'f~ (rp) === (f) -f-- ~ (cp)

such that T1 = 'liT 0'1'-1. ;The substitution

'Y~ ((p) ~=: q> -1- 0 'lJ ((f)) (0 ~ 0 <1)

converts T0 into TO == tPe Tot/J81; thus the curve T (J joining Toto T1 lies~ en

tirely in E~. The connectedness of E~ is proved.

Vie shall construct in E~ a transformation T* in a'given neighborhood of'

T € EfL- By Denjoy's theorem there exists a continuous substitution of variables
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'I' <¢) such that "T l:;: 'l'T 0'1'-1. We shall construct an analytic substitution lp* (¢J)

.of variables ¢ such that 'II and 'P*, '1'-1 and '1'* -1 differ only slightly in the

metric of C. Then T* = 'I'*T0'P*-1 approximates T in the metrical C and lies

'in E~. Assertion 1° is completely proved.

2°. The fact that the set E~ is open in EJLn A follows from Theorem 2.

Evidently it: is sufficient to show that some neighborhood of the rotation T0 in

E,un A lies in E~. The transformation T € E,un A may be written in the form

cp~ cp + 2Jtfl -1- .F' «(f') ,

while the .neighborhood UR,C of the transformation T0 is given by the inequality

.1 F (cp) I < C for 11m ¢ I < R. But by the Corollary to Theorem 3 '(see subsection
4.3), for a givenR there exists a C such that all the transformations T € UR, CnE}J-

analytically re~uce to rotations. Theorem 7 is proved.

11.2. In turning to the question of typicality from the point of view of measure

(see [8]) we encounter the'absence of a reasonable measure in functional spaces

and therefore we are forced to restrict ourselves to finite-dimensional subspaces.

Consider the two-dimensional space of analytic transformations

.11 a, b : Z~ z -t- a -t- F (z, b) ,J

where for 11m z I < R, Ib I < bO F(z, b) is an analytic function satisfying the

inequality IF(z, b) 1< Lib I·
Theorem 8.

. lnes Eo
Ilm-,)-O~ =::::: 1,
o~o _J't

(1)

where EO is the set of points of the set (ab), a € [0, 277], b € [0, 8], such that

the transformation A ab converts into a rotation by an analyti'c substitution of the

coordinate z.

Proof. 1. Consider the set MK' name ly the compact set of points 0< f1 < 1
satisfying the inequality

I
117- I~ K

~ -- n /li!

for all m, n > O. By Theorem 2, for any Jl € Mk there exis t C = C(K, R) > 0 and

a function A(b, Il), analytic in b, such that the transformation A277JL+6 (b,}J-), b

for p. € MK' Ib I < C may be converted into a rotation by an analytic change of

parameter: .(277P. + &(b, Il), .b) € Eee We denote by MK(b) the set of points Il +

t1 (b, 1l)/2fT, Jl € MK for a fixed b. Then the transformation Db: /l ~ Jl + ~ (b,Il)/217

carries MK into the set MK(b).

Put l> 0 and choose K > 0 so that M2K > 1 -.·f/3 (from Lemma 1 of §2

this is possible). We shall show that for s:ufficiently small b the inequality

mes..:11 K (b) > t - e.
2
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is valid, from which Theorem 8 will follow immediately, since it is evident that
o

2nO lUes Eo > 2n ~ roes M K (b) db.
o '2

2. In §7 we constructed a perfect set N~ = NK' M2K £ NK ~ lJK/2. Evi

dently it is sufficient to show that for sufficiently small b

( _.OJ)In(lS .L\~1\ (lJ) 1 - c..

(Since K > 0 is fixed, we may now drop the index K: NK = N.) .

From Theorem 3, the mapping Db: N --+ N(b) is the limit of a uniformly con

verging sequence of monogenic mappings

D n . I 1 A 11 (b )u 0 ~t ~ ~t --; 2Jt il , ~t .

We shall show that for any f > 0 there exists a b(l) such that for b < b (£)

and any n

Illes D~ (1\:) > 1 - c..

From Theorem 3. there exists a b'(€) such that for n, b < b (€), Il€ N the fol

lowing inequality will hold:

e .
-~ '

'J

(3)

i.e., under the mapping Db' N maps almost without dilation.

We shall show that b (i) has the desired property (the index n will be dropped

everywhere, since the argument is always carried out for n fixed). Suppose b <
b ({). From the definition of monogenicity, for £/3 there exists aD> 0 such

that

if Ip. 1 - /l. 3 , < 0, Ip. 2 - {1 31 < 0 , P. l' f.l2' /13 E N. Then under the same con
ditions

(4)

in view of the choice of b (E).

3. We decompose N into nonintersecting (of course, measurable) parts

Ni, U:=1 Ni '" N, the diameter of each of which is less than 8, and suppose that

Ni (b) are their images under the transformation Db- Since under this trans'formation

the distance between two points of Ni cannot decrease, as follows frof(l (4), by

more than 1 - 2£/3 times, therefore

(1 2e \ . \Ti
. -- -- Illes i !- 3 ) ~,
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frbm which it folJows that
L L

" NTi (b) ---- ('1 28 ') ,,~ l\li~ mes //"> - 3, .LJ mes ·
1=1 1=1

Thus

mes N (b) > (1 - 2;) mes N,

and since

1\! ---- 1 Bfiles 1 ~ /"> - 3 '

we obtain

273

mes N (b) >(1 - 2;) (1 - ~) > 1 - l',

and inequality (3) is proved. Inequality (2) follows from this, since the following

lemma is valid.

Lemma. Suppose that E ~ [0, 1] is a perfect set and that fn is a sequence

of continuous mappings of this set onto Fn ~ [0, 1], uniformly converging to the

mapping f: E -~ F, and suppose O:S ~ < 1. If mes Fn > 1 -!1 for all 11" then

mes F ~ 1 -11.

Proof. Suppose that l > o. We consider the set Df. of contiguous intervals

of F larger than f. There will be a finite number of them, and for a sufficiently

large 11, these intervals will be arbitrarily little different from the corresponding

contiguous intervals of Fn. The sum of the length of the latter for any 11, is less

than ~, since mes Fn > 1 - A.. Therefore the total length of Dl does not exceed

6.. In view of the arbitrariness of the choice of l > 0, the measure of the entire

complement to F is also not larger than ~, a~ was required to be proved.

Putting E = N, fn cDb, Fn =D'b (N), ~ = l, we obtain inequality (2) from (3).

Theorem 8 is proved.

§12. Example

We consider the two-dimensional space of mappings .of the circumference ooto

itself of the form

E
CP ---+ QJ + a -t- c cos <p =Ta,f-. (cp). ('1 )

o ~ X K ff ~ K ~ U ~ M ~ c
~ 6 T J ~ z ~ T T T ~

Figure 8
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For £ = 0 we obtain T 0' namely a rotation through the angle a. For l (I < 1a,
formula (1) defines a direct ooe...toco()oe continuous mapping. of the circumference

onto itself.

The level sets of the function

~l (a, e) =:= !l (7
7

(I, ~)

continuous for If \ ~ 1 may be studied from two points of view. First, we may

seek those points (a, f) of the plane for which p, is rational; the boundaries of

such regions are given by the conditions of semistability of the cycle. For ex

ample, the point (a, l) enters into the level set /l c: 0 if the equation

cp == t:p+ a + 8 cosq;

has a real solution, i.e., the boundary of the region Ji. = 0 is the straight line

a:::: ±(. In the same way we find the regions Il = min. They approach the line

( = 0 with ever narrowing tongues (Figure 8); two boundaries of the region J..L =min
have contact of (n - l)st order. For example, the regions Il = 1/2 and p. = 1/3

have bounding curves

(2)

(3)

Therefore one obtains approximate formulas, valid also for not very small l: for

l :=: 1 formula (2) gives 17 ±0.25 instead of 17 ±0.23237 • •••

The secon<l approach to the dete-rmination of the level sets /l (a, () consists

in using Newton's method for the approximate determation of the curves of ir

rational level J.L. After two steps of Newton's method we obtain the following

approximate equation for the level lines:

O.....---...----------~
a

Figure 9

Figure 9 gives an idea of

11
o

,
J

It I
]

which works well when the cotangents are not large.

the character of the convergence of the

approximations and on the relation of

this result to the preceding one. On this

drawing we have shown the graph of the

function Jl (a) = /l (a, 1). We have de

noted the zeroth approximation of New-

ton's method by 0, the first by I, and

the second by II. The horizontal segments

for Jl = 0, 1/2, 1/3 are determined inde

pendently in accordance with formulas

(2) and (3). F or the number a given by
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~

formula (4) th,e substitution of variables

... h ( ) == ~ ~ sin (cp - :rqt) -1_ e2 sin (2<p - j[~l)
't' CP <p 2 sin 31f.1 '4 sin 31~" sin 21tf.1

converts the ttansforma,tion (1) into the transformation

",~ '¢ + 2nll -+- }?z (¢, e, l!),

275

where F 2 'VE'4.

R.emark. In the theory of oscillations tbe phenomenon of t'locking in" is well

known. This phenomenon corresponds to zones with rational rotation numbers.

Transformations of type (1) and diagrams of the type of Figure 8 describe a

certain regime of the wo.rk of a generator of relaxation oscillations, synchronized

by a sinusoidal impulse (see [25]). Another problem of a similar sort connected

also with the mappings of a circumference onto itself is considered in the book

[37] (pp. 221-231 of 2nd ed.).

§13. On trajectories 00 the tONS*
13.1. Suppose that we are given on the torus x, y€ [0, 217] a differential

equation

and that the usual conditions of existence and- uniqueness theorems are satisfied.

Through each point Yo of the meridian x c: 0 there passes a trajectory

Y (;T, Yo)' y (0, Yo) == Yo·

Following Poincare, we make correspond to the point Yo the point y (217, yO).

Then we obtain a mapping of the circumference x = 0 onto itself, direct, one-to

one, continuous, and smooth or analytic for suff iciently smooth or analytic right

side. If now the function F(x, r) differs by little from a constant, then this map

ping will be close to a rotation. All the properties of the transformation Yl (YO)

reflect the corresponding properties of the solutions of equation (1), and we need

ofily formulate the results of the preceding sections in the new terms.

If the mapping y 1 (YO) is converted by the change of variables from y to ¢ (y)

into a rotation through the angle 2171l, then this substitution may be extended in

a natural way to the whole torus if at the point (x, y (x, yO) we set

(P (x ~ y) == cp (Yo) + ~x.

E"VidentlYt if 4J{y) is a smooth, or analytic, substitution, then the substitution

¢ (x, y) 00" the whole torus will also be smooth or analytic. 10 the x, ¢ coordinates

the trajectories are written in the form

{P = CPo + fl:c

*See [1] _ [4], [14], [19] and [20].
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and one therefore says that a substitution of this kind straightens out, or rectifies,

the trajectories. An analytic rectification of trajectories was obtained by A. N.

Kolmogorov [14] in the case of th~ presence of an analytic integral invariant. On

the basis of Theorem 2 we may now assert that if the function F (x, y) is ana

lytically close to a constant and if the rotation number J.1 satisfies the usual

arithmetic conditions, then the trajectories may be analytically rectified. Thus it

follows that the dynamical system

ely F ~-·-1 ~== ( ~t. y),
( t

dx === 1
dt

has an analytic integral invariant with invariant measure equal to the area in the

x, ¢ coordinates.

On the other hand, in tbe same way as in the example of §1 one may coo

struct an analytic function F (x, y) such that the invariant measure of the system

is not absolutely continuous relative to the area dxdy, although the rotation

number fl is irrational and the system ergodic.*
13.2. Suppose that on the torus we are given a system of differential equa-

tions

dx )dt == 11 (x, y , dy B ( )dt === x, y (_4 (x, y) > 0, (1)

with analytic right side. Consider the equation

dy B (J:, y)
dx == ..4 (x, y) ,

which has the same integral curves as the system. If these may be rectified in

accordance with subsection 13.1, then in tbe new coordinates the system has the

form

~~ = A' (x, cp), dq> == r A' (x, tp),
dt

where A' (x, ¢) = A (x, y (x, ¢)). This system has the analytic integral invariant

1/A' (x, ¢), and in the paper [14] it was shown, with the usual hypotheses on p.,

how to convert it to th e systern

_~~~ == 1 dtj?t
J

-- ~l
ci t - ,

by an analytic substitution of variables.

The contrary possibility, both in the case of an equation and in the ca~e of

a system, is the presence of limit cycles [20]. The decomposition of the space

*Added in proof. The contrary assertion in the review [41], which appeared while
this paper was being printed, is mistaken.
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of right sid.es of the system ( 1) into level sets for the rotation number, the charac

terization of rough systems and the consideration of the question as to the typi

cality, are analogous to the consideratioosof ~9-11. It results that

1. The case of nonnal cycles (it is still rough) .is topologically predominant~

The 4corresponding set of right sides is open and everywhere dense; however, in

systems ,with an integral. invariant this .case cannot happen at all.

2. The ergodic case (the case of irrational p.) is typical as well if one uses

measures in finite-dimensional spaces as the point of departure for judging typi

cality• For s ystemswith an analytic integral invariant this case is predominant.

In the multidimensional case, in the absence of an integral invariant, the

rotation number is not defined. Nevertheless, by making use of the remark of sub

section 4.4, we may obtain the following assertion.

Theorem 9. Suppose that ~ = (1l1t • •• , Iln) is a vector with nonCommensurable
~

components such that for any integer k

-+ ~ c
I (l-"~ k) [>-=;-.

I k In

Then there exists an f(R, C, n) > 0 such that for any analytic vector field F(~
~ ~ ..,.. -io ~

on the torus, i.e., a field with F(x + 21Tk} == F(x)), which is sufficiently small,

,F(;) I < l for 11m -; f < R, there exists a vector t: {or whick tk~ system of dif

fere ntial equations

converts into

by an analytic change of variables.

<§14. Dirichlet's problea for the equation of the string

14.1. Suppose that D' is a region on the plane, convex in the coordinate di

rections; i.e •• its boundary r intersects each line x = c, y == c at hot more than

,two points.

The Dirichlet problem for the equation a2u/axar = 0 00 D consists in finding

on D a function u(x, y) = ¢{x; + t/!{y} which on r is transformed into a given

{unction f(a~ (a € r) : u lr = f.
Here one may impose various requirements of smoothness, analyticity and so

* In the paper [19], to judge from the review [21], it is asserted that a necessary and
sufficient condition for roughness is the presence of one stable cycle. This is not true.
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forth on i, ¢, t/J, r.

Figure 10

!I

In the case when D is the rectangle 0:S x + y .$ 1, 0 ~ y - x ~ t, it is con

venient to refer to the coordinates ~ = x + y, r = y - x. Then our equation becomes

the equation of the string, and the problem may be interpreted as the problem of

finding the motion of the string with respect to two instantaneous photographs

and the motion of the ends. From physical considerations (standing waves) it is

clear that with commensurable 1 and t the problem is not always solvable, and if

it is solvable, not always uniquely. This problem has been the' object of a series

of papers, e.g., [22], [23], [5], [24], [17], [28]. There are difficulties of an ana

logous order in the solution of certain other problems, e.g., [25]_[27].

14.2. {Jniqueness theorems (see [5]). We shall associate with the boundary

certain of its mappings onto itself (see Figure 10). Suppose that P is a trans

formation carrying the point a E r into

the point Pa € r with the same coordinate

x, and that Q is a transformation car

rying the point a € r into the point

Qa € r with the same coordinate y.

These transformations are continuous,

one-to-one J and change the orientation of

the contour r. We write QP = T. Evi

dently

p2 === Q2 ::= ET

, PQ === r-1
.

T is a direct homeomorphic mapping.

Theorem 10 (see lS]). If the contour r is such that for some point ao E r
the set rn ao (n = 0, 1, 2,···) is everywhere dense on r, then the Dirichlet

prob [em for r cannot have more than one continuous solution.

Proof. The solution u (x, y) = ¢ (x) + t/J (y) defines functions ¢(x), t/J (y) up

to a constant. We shall sh ow that under the conditions of the theorems, knowing

¢(x) at one point a € r makes it possible to determine ¢(Tna), tjJ(Tn a) at all

the points rna (n = 0, 1,··.) (we write ¢ (a) and t/J (a) for ¢ (x), ljJ (y),., where

x, yare the coordinates of the point a € i).

Knowing ¢ (a), it is easy to find

1P (Fa) == f (Pa) ~- q:l (a),

since the abscissae of a and Pa are the same. Then we may determine

<p (Ta) == f (1
1

a) - 'P (Pa),

using the fact that the ordinates of the points Pa and Ta coincide. Further, in

the same way we obtain ep, r/J at all the points rnpa, rna. They form a set

everywhere dense on 1, so that continuous functions which coincide at'these
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points of r coincide everywhere. The theorem is proved.

In the case when D is the rectangle 0 S x + y .~ l, 0 s y - x ~ t, the trans

fonnation T is, in particular, a rotation. Indeed, if we introduce on the contour
'r a parame ter

it == 2ct1t
V2 (l + t) ,

'where a is the length measured along the contour from the point 0 to a (Figure

11), then. our trans fonna ti on

T : Tft = \'t + I ~tl

.is a rotation through the angle 21Ttl(t + l). If

D is an ellipse, then it is not difficult to in...

troduce 011 r a parame ter such that io it the

transformation may be written as a rotation.

Indeed, we rnap the ellipse affinely onto a

disk. The straight lines in the coordinate

directions go into two families of. parallel

lines, while two lines of different families .r,
form an angle of "Il, in general not a right 0

angle. Evideotly, when the ellipse is sub- Figure 11

j ected to the transformation T, the circumference rotates by an angle 21TP. (Figure

10).

If r is a curve of bounded curvature, then T is a twice differentiable trans

formation, from which, by Denj~y' s theorem, we have the result that for an ir

rational rotation number J1. the mapping T of the set rna is everywhere dense on

r. Hence we have th~ following theorem.

Theorem 11 (see [5], [24]). If r has bounded curvature and p. is irra.tional,

then the Dirichlet problem can have only one continuous solution.

Remark. Using· the theorem on points of density, it is easy to prove that under

the conditions of our theorem there can be only one measurable solution. On the

other hand, the method of proof of Theorem 10 makes it possiblet for irrational po,
to construct as many solutions as desired, bu.t, generally speaking, nonmeasurable

ones.

14.3. ,Detailed investigation of the rectangle.

Theorem 12 (see (23], (17]). Suppose that on the boundary r of the rectangle

o~ x + r ~ l, 0 S r _·x $ t, there is given a function f{lt) which is (p + l) times

differentiable along the boundary- Then for all Il = t/(t + l) € Mk satisfying the ina

equality Ip. -min I> Kit n t3 for any m and n and -some K > 0, the Dirichlet

problem with the indicated boundary functions has a p - 1 times differentiable
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,p ('6') = ~ Cnein&,

n=f:O
<p ({}) == 2J bnein&,

n=t=o

solution, and the problem relative to f\1t) is correctly posed. In the case of

analyticity of f the solution for the same /lis analogous.

For certain irrational Il, even in spite of the analyticity of the function f ('6'),
the solution may tum out to be

1) only infinitely differentiable,

2) differentiable k, but not k + 1, times,

3) only continuous,

4) dis continuous,

5) nonmeasurable.

Proof. If

f (~) = ~ anein&,

n*o

then, since ¢ (it) depends only on X 7 and t/J(f}) only on y, we have

(p (it) ==: q> (-- 2rt!l - {t), bn == b_nein2;rp. ,

'P (~) == 'l' (- \J'), en == c-n .

Since f (tt) is .real and therefote an = a-n' from the equation f(tt) =
¢ (it) + c/J (~) we find that

or

an -- an

e-·2~itJ.n_ '1 ' (1)

Now, when the formal solution is fouod, the rest of the proof may be carried

*out by an exact repetition of the argument of §2.

Remark. It is clear from formula (1) that for all fl it is possible, by truncating

the series, to construct an ~capproximate solution," the degree of approximation

of which is greater in proportion as the commensurability of 1 and t is less. For

rational J1. the approximation is not higher than the limit imposed by (1., but for

strongly noncommensurable land t we have Theorem 11. This meaning of cor

rectness with respect to a region was introduced by N. N. Vahanija in the paper [28].

We may assert tbat the dependence of the solution on f.L is rrwnogenic (see §7).

14.4. General case. If the boundary of D is such that the transformation T
may be represented as a rotation in a parameter which is a smooth function of the

*Added in proof. In an article [42] by P. P. Mosolov, published while the present
article was at the press, the statement analogous to that of Theorem 12 was proved for an
arbitrary linear differential equation with constant coefficients in which all the deriva-'
tives are of even order.
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point on the 'boundary, then evidendy for each such contour all the arguments of

. subsection 14.3 are applicable, and in the case of a 'tsufficiently irrational Il's

the Dirichlet problem has a smooth solution.

As an example there is the ellipse, for which the parameter was constructed

i~ subsection 14.2-. Now, in the general case of irrational Il, in spite of the arbi

trary degree of smoothness of £1, one cannot guarantee the smoothness of the
parameter in which the transformation T becomes a rotation, although by Denjoy's

theorem such a parameter exists. F. Jobo [5] showed that with a continuous

change of variables x, r of the form x -+ u (x), r ~ v (y) (upreserving the

equation a2w/ax ay =0' t) it is possible to map a region for which T has an ir-

• rational IL onto a rectangle or onto an ellipse with the same 'Il- However this sub

stitution, generally speaking, is only continuous, and it ma y convert smooth

boundary conditions 00 the curve into nonsmooth boundary conditions on the ellipse.

We note that if r is an analytic curve., then P and Q, and thus T and Tn,
are analytic mappings. But ~f r is also analytically close to an ellipse, then in

an appropriate parameter the transformatlon will be analytically close to a rotation.

Therefore it follows from Theorem 2 that among the curves for which Jl € Mk, all

curves sufficiently close to the ellipse are analogous to the ellipse in respect to

the solvability of the Dirichlet problem.

In exactly the same way one may formulate other problems on mappings of

the circumference in these terms. In particular, if the transformation T has a

cycle, then the Dirichlet problem with zero boundary conditions has a nonzero

solution (at least piecewise constant; for more details see [24]).

The Dirichlet problem for the stringequatioo is a problem .on eigenvalues

for the two-dimensional Sobolev equation
a2t1u 82u
~ == ax2

(see f24], [27], [29], [30]). The values of A which belong to the spectrum are

those for which the mapping TA, .cOdstructed for the curves r A, has a cycle

(here by r A we mean the curve r subjected to a dilation dependiog on A).

From the results of §lO it follows that if the cycle is stable, then a~l the

curves close to r A yield an analogous cycle, and accordingly the point A belongs

to the spectrum, together with a neigh~odtood. An example of a curve r gener~

aring a ~ansformation with a stable cycle was constructed by R. A. Aleksandrjan

(24]. On the basis of §lO we may show that su~h curves may lie in any neighbor

hood of any curve r.
The Dirichlet problem for the wave equation with given values on theel

lipsoid. was recently investigated by R. Denc!ev [32].
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