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Abstract. This paper proposes a new framework to automatically generate vis-
ual object database meanwhile efficiently learn the object’s model. The system 
is of important need for the problems of object detection and recognition. Our 
main idea is to acquire the huge amount of video data actively, and seeks out 
opportunities to autonomously exploit information from object samples. We 
employ autonomous learning approach based on online boosting technique, 
which allows to combine an object detector trained on a single initialized input 
image with tracking to extract object samples for learning. The autonomous 
learning process with interactive learning strategy allows to adaptively improve 
the learning object model while generating informative samples. Our method al-
lows to generate thousands of object samples within hours from large video da-
tabases or from live camera, thus saving time and labor’s efforts. We will show 
that the proposed method can extracts well-localized, diverse appearances of 
object examples from video sequence through only one initialized input sample, 
and builds robust object model. In addition to requiring very little human inter-
vention, a significant benefit of this method is that it does not require pre-
training. In the experiments, the approach is evaluated in detail for creating data 
sets and learning for the problems of human hand gesture recognition and face 
detection. In addition, to show the generality, results for different objects are 
also presented. 

Keywords: Database creation, object’s model learning, online boosting, 
autonomous learning, object detection, pattern recognition. 

1   Introduction 

In the last decade, computer vision has been being a fast growing research field. A 
lots of researches have been focused on acquiring knowledge about visual object of 
interest by training of detectors but only a little attention has been paid to efficiently 
labeling and acquiring suitable training data. Training a reliable object model requires 
large dataset, where positive and negative samples are usually obtained by hand label-
ing from large number of images. This costs a lots of time and labor efforts. In addi-
tion, the construction of appearance-based object detection systems is challenging 
because a large number of training examples must be collected and manually labeled 
in order to capture variations in object appearances. The number of variables that may 



28 N.D. Binh and T.T. Nguyen 

 

be relevant in the database distribution is immense such as viewing angle, scale varia-
tion, lighting condition, background clutter, etc. With so many variables, there is no 
assurance that the training database has taken all the relevant variables into account or 
that their distribution will be the same as will be found in the application context.  

The popular method for training a visual object classifier is to use a supervised 
learning algorithm (e.g. Adaboost [3, 4], neural network [5], or support vector ma-
chine [6]) with large hand-labeled set of object and non-object images. Most of these 
approaches have some drawbacks: First, at the preparation phase, manual labeling of 
training data is mandatory. For reliably training an object detector a large training 
data, in the order of several thousand image patches [7], is required. Labeling such a 
large training set by hand is costly. For the scope of many projects, creating a training 
set of over a thousand images is unrealistic. It is important to keep the human supervi-
sory effort to a practical level. Second, for offline learning strategy, learning process 
is performed offline before the classifier is used for detection/recognition task. So, 
after the training the classifier remains fixed, and any further training is not possible. 
However incremental, online learning is desirable because then the classifier needs to 
know only what is actually necessary for the specific task. The classifier is time-
adaptive and online learning can continue as long as the task is performed.  

Recent years, online boosting learning [1, 17] has become widely used in computer 
vision community. Although online boosting allows efficiently training and improv-
ing the detector with a small training data set, learning an object detector is performed 
by an interactive process of just clicking to select positive and negative object sam-
ples on the current image. The evaluation the current classifier is done at a time. Thus 
the classifier can not update temporal information that represent contiguous variances 
of object samples, i.e. an object moving under camera or video sequences (e. g hand 
gesture or body gestures).  

Obtaining a set of rich and informative training samples is challenging problem, es-
pecially for positive examples. To reduce the labeling effort, there have been a number 
of approaches which used two phases in a co-training fashion [7, 8]. Usually, at the 
first phase, a classifier is trained on small set of training data. Then at the second 
phase, the classifier is employed to detect object patches which will be used as positive 
samples. [8] even completely avoid hand labeling by using motion detection to obtain 
the initial training set. New examples are acquired by applying a detector obtained by 
online learning. Negative examples (i.e. examples of images not containing the object) 
are usually obtaining by a bootstrap approach [9]. A drawback of these approaches is 
one has to train an initial classifier. Moreover, the classifier tends to be biased by the 
examples used to train the initial model. Thus, many potential new examples, which 
represent different views of the same object, may not fit to the learned model. 

By combining a tracking process with learning in a framework, the variation of ob-
ject appearances can be tracked through image sequences, which provide samples for 
learning. Using a classifier and a tracker together, we take the advantage of the tem-
poral continuity of video sequences to validate both tracking and classification, one  
for the other, while generating additional training examples. Our approach does not 
rely on pre-trained classifiers to bootstrap the learning process. We start with only one 
initial input image sample.  
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The main contribution of this paper is an autonomous learning of object’s model 
that overcomes the above limitations. The basic idea is to design an automatic labeler, 
which can be seen as an oracle, to generate databases, i.e. positive and negative train-
ing samples, meanwhile incrementally learn the object’s model. We develop an 
autonomous online learning algorithm based on online boosting [1], which allows to 
update the existing classifier based on one positive sample delivered by the oracle at 
each iteration to learn the object model and generate the object’s database.  

2   Related Work 

There are numerous methods for moving object detection use motion as their primary 
source of information. Levin et al. [7] applied motion information to reduce the hand-
labeling effort. They initially trained two classifiers, one on background difference 
images and the other one on intensity images with a small number of hand-labeled 
examples. Then the two classifiers use unlabeled data to iteratively improve each 
other. Our approach differs from [7] in that we use an autonomous classifier as tracker 
instead of the second classifier to identify informative training examples. Likewise, 
Javed et al. [17] used co-training to improve the performance of an initial classifier by 
selecting new training examples using PCA. Both systems needed a non negligible 
amount of supervision for labeling during initial training. Sivic et al. [13] applied 
tracking to obtain training samples. They used a face detector [14] that is trained by 
boosting orientation-based features. A conservative detection threshold is used to 
obtain low false positive rate. The consequence is many faces are not detected and the 
false negative rate is increased. [12] initialized an affine covariant region tracker to 
compute face representation from the tracked patches. First, they searched to localize 
facial features such as eyes, tip of the nose, and the center on the mouth. Then the 
object representation is built from five overlapping SIFT descriptor at the detected 
features. The drawback is to learn the model for the feature position and appearance, 
thousands hand-labeled face images is needed. The strength of the learned classifier-
based detection approach is that it selects the object model using a learning algorithm, 
based explicitly on the model’s ability to discriminate between object and non-object 
training examples. Hewitt and Belingie [15] proposed a method to learn a face repre-
sentation, where a tracker serves for verification. The tracker locates the face correctly 
whereas the initial classifier may fail. Wu et al. presented an approach to online (re)-
training of a detector based on the output of a coarse detector using boosting. As 
boosting focuses on difficult examples during training, it may be unstable if some 
examples are wrongly labeled. The method [6] and [7] also need supervision for ini-
tial stages, and it can only learn objects having the appearance similar to the samples 
used in initial training. Most of these mentioned approaches have been applied in one 
context only (e.g. pedestrian or car detection).  

Several limitations should be addressed are: First, a pre-trained classifier is needed 
to initialize the learning process. Besides, a simple tracker may make some errors  
and select wrong samples, which must be verified manually before feeding to the 
learning process. Hence, non negligible human supervision effort is necessary. Sec-
ond, tracker provides the labels during tracking, which would allow online learning, 
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still the models are trained off-line. In addition, there is no verification process on 
samples learned so far. Finally, there is no attempt to collect generated samples as the 
automatic acquisition of training data to build the objects databases. 

In this paper we introduce an autonomous learning framework that based on online 
boosting learning. It requires no initial or pre-training. The tracker is initialized once, e. 
g with a good positive sample on the first single input image. Afterward, no user inter-
action is needed. In particular we employ online boosting for both learning and track-
ing, which allows to learn online an object detector and generate object samples. The 
idea is to use tracking information for selecting the most valuable positive and negative 
samples. An existing classifier is directly updated and evaluated on current image. The 
thus obtained detection results are the true positives and false positives as negatives. 
These samples are used to update the classifier and stored to the object’s database. This 
proposes a simplification of the sample’s generation process, in which a computer can 
train itself to detect and distinguish individual objects. It is a mean for reducing human 
effort needed to prepare the training set by training the object model. The process can 
perform real-time for processing images from a live camera or video sequence. 

The paper is organized as follows. Section 1 is given to introduction. Section 2 pre-
sents the related work. Section 3 describes our framework for learning object model 
and generation of training data. Experiments and results are shown in section 4. Sec-
tion 5 is for conclusion and future work. 

3   Learning Framework 

3.1. On-Line Learning  

We employ the on-line boosting learning for feature selection as proposed in [1]. In 
the following, we briefly summarize the method. The main idea of boosting learning 

for feature selection is that each feature jf corresponds to a single weak classifier jh  

and that boosting selects an informative subset of N features, where a weak classifier 
has to perform only slightly better than random guessing (i.e., the error rate of a 
classifier for a binary decision task must be less than 50%). In fact, various different 
feature types may be applied but similar to the seminal work of Viola and Jones [3] in 
this work we use Haar-like features, which can be calculated efficiently using integral 
data-structures.  

In the off-line case boosting for feature selection can be summarized as  
follows: given a training set of positive and negative samples 

{ }{ }1,1,,,...,, 11 +−∈∈= i
m

iLL yRxyxyxχ  where m
i Rx ∈

 
is a sample and 

{ }1,1 +−∈iy  is the corresponding label, a set of possible  

features { }MffF ,...,1= , a learning algorithm ℑ  , and a weight distribution D, that 

is initialized uniformly by ( )
L

iD
1= . In each iteration n, n = 1,..., N, all features 

Mjf j ,...,1, = are evaluated on all samples Liyx ii ,...,1),,( =  and hypotheses 

are generated by applying the learning algorithm ℑ  with respect to the weight  
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distribution D over the training samples. The best hypothesis is selected and forms the 

weak classifier nh  and the weight distribution D is updated according to the error of 

the selected weak classifier. The process is repeated until N features are selected (i.e., 
N weak classifiers are trained). Finally, a strong classifier H is computed as a 

weighted linear combination of all weak classifiers nh .  

Contrary, during on-line learning each training sample is provided only once to the 
learner. Thus, all steps described above have to be on-line and the weak classifiers 
have to be updated whenever a new training sample is available. On-line updating the 
weak classifiers is not a problem since various on-line learning methods exist, that 
may be used for generating hypotheses. The same applies for the voting weights 

nα that can easily be computed if the errors of the weak classifiers are known. The 

crucial step is the computation of the weight distribution since the difficulty of a sam-
ple is not known a priori. Thus, the basic idea is to estimate the importance λ of a 
sample by propagating it through the set of weak classifiers [18]. In fact, λ is increased 
proportional to the error e of the weak classifier if the sample is misclassified and 
decreased otherwise.  

Thus, the work-flow for on-line boosting for feature selections selection can be de-

scribed as follows: a fixed number of N selectors Nss ,...,1 are initialized with random 

features. A selector ns  can be considered a set of M weak classifiers },...,{ 1 Mhh , 

that are related to a subset of features { } FffF kn ∈= ,...,1 , where F is the full 

feature pool. The selectors are updated whenever a new training sample yx,  is 

available and the selector )(xsn selects the best weak hypothesis according to the 

estimated training error from the importance weights of the correctly and incorrectly 

classified samples seen so far. Finally, the weight nα  of the n-th selector ns  is up-

dated, the importance nλ  is passed to the next selector 1+ns , and a strong classifier is 

computed by a linear combination of N selectors:  

⎟
⎠

⎞
⎜
⎝

⎛ ⋅= ∑
=

N

n
nnon xssignxH

1

)()( α  (1) 

Thus, contrary to the off-line version, an on-line classifier is available at any time 
of the training process.  

3.2   Autonomous Online Learning 

We will present our autonomous online learning algorithm to learn incrementally an 
object’s model and efficiently generate training data. The learning process begins 
with only one initialized example using online boosting that has been discussed in 
detail in Section 3.1. 

First, to initialize the classifier, a selected image region is assumed to be a positive 

sample. We have one-click to select target object as positive sample
0

1,
=

+
t

x  and 
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}1,{00 +∪= == xPosPos tt . The current target region is used for a positive up-

date of the classifier 0=tC . Given this positive sample, an initial classifier 0=tC is 

trained. The classifier is evaluated, and once the target object has been detected (the 
best of the detection) at time t, it is considered to be a positive image sample 

1
1,

=
+

t
x for updating of the classifier. At the same time, false positives are deter-

mined and used as negative samples { }
11 1,,...,1,

=
−−

tnxx for update. These nega-

tive samples are obtained by taking regions of the same size as target window from 

the false positives in the surrounding background: }1,{1 −∪= − xNegNeg tt . 

Using these samples to update, several iterations of the online boosting algorithm are 
carried out. Thus the classifier adapts to the specific target object and at the same time 

it is discriminative against its surrounding background. At time t, the classifier 1−tC  

is applied on the current image tI . Thus the obtained detection result is verified by 

the tracking result tT  that robustly represents the object-of-interest. Based on this 

verification, the valuable samples (see Figure 1), i.e., the reported false positives (blue 
bounding boxes), are identified. In addition, such selected samples are labeled. These 
samples are fed back into the discriminative classifier as positive and negative exam-

ples, respectively, and we get a better classifier tC . Obviously, the number of nega-

tives is theoretically infinite if a non-integer positive grid is used. The current 

tC classifier is evaluated at the surrounding region of interest and so obtains for each 

sub-patch a confidence value which implies how well the underlying image patch fits 
the current model. Afterwards we choose the best of the detection as maximum ob-
tained confidence and shift the target window to the new maxima location, and 

}1,{1 +∪= − xPosPos tt . Next, the classifier has to be updated in order to adjust 

to possible changes in appearance of the target object and to become discriminative to 
a different background. The current target region is used for a positive update of the 
classifier while surrounding false positive regions are taken as negative samples 

and }1,{1 −∪= − xNegNeg tt . To cover as many negative as possible we main-

tain the same set of positives but bootstrap a new set of negatives that pass all previ-
ous strong classifier (i.e. false positive). This update policy has proved to allow stable 
learning and tracking in natural scenes. As new frames arrive, the whole procedure is 
repeated and the classifier is therefore able to adapt to possible appearance changes 
and in addition becomes robust against background clutter.  

The idea is to employ online boosting technique to adaptively learn an object rep-
resentation/discriminative classifier from only one initialized example. To actually 
learn the object representation we develop autonomous online learning algorithm 
based on online boosting learning algorithm [1] but any other online learning method 
my be applied.  
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Algorithm 1. Online Autonomous Learning and Data Generation 

Input: - An empty discriminative classifier 0=tC ; 

      - Video sequence or image set 

Output: Classifier tC ; Positive set tPos  and Negative set tNeg and Ground truth; 
 

1: Initialize parameters for the classifier 0=tC  and train with 1-click on initial object 

sample; 

2: Initialize positive and negative sets: {}0 ==tPos and {}0 ==tNeg  

3: while Non-Stop-Criteria do 

4:  Evaluate 1−tC  on current image frame tI obtain J detection jx  and display results; 

5:  Predict and determine true positive: 1−tT ; 

6: For j=1,…, J do 

        If 1−tT ≈ jx  then 

            begin  
    //Use true positives samples to update the classifier; 

• Update( 1−tC , jx ,+1)  follows algorithm 2; 

// Automatic true positive labeling: adding true positive to tPos  set ; 

• }1,{1 +∪= − xPosPos tt ;  

            end 

       Else 1−tT ≠ jx then   //Determine false positives on current image tI ; 

            begin 
     //Use false positives as negative samples to update the classifier; 

• Update( 1−tC , jx ,-1)  follows algorithm 2;  

// Automatic negative labeling: adding negative samples to tNeg set ; 

• }1,{1 −∪= − xNegNeg tt ;  

         end 
7: End for 
8. End while 

3.3   Image Representation and Features 

In our work, we use efficient integral image representation for fast calculation of 
objects features. The features include Haar wavelet [3], local orientation histogram 
[19] and a simplified version of local binary patterns [20] as a representation, which 
can be fast computed on integral images. The computation of these feature types can 

be done very efficiently. For online learning a weak classifier jh for feature j  we 
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Algorithm 2. Online Learning for Feature Selection 

Input: - Training example yx, , { }1,1 +−∈y ; 

- Strong classifier 1−tC ; 

- Initialized weight 1, =corr
mnλ ; 1, =wrong

mnλ ; 

Output:  Strong classifier tC  

1: Initialized the importance weight 1=λ  
2: For  n=1,…,N do  // for all selectors 

for m=1,…., M do  //update the selector sel
ns  

• ),,,( ,, λyxhupdateh weak
mn

weak
mn = ; // update each weak classifier 

• if  yxhweak
mn =)(,  then    λλλ += corr

mn
corr

mn ,, ;  

    else λλλ += wrong
mn

wrong
mn ,, ; 

    end if 

• wrong
mn

corr
mn

wrong
mn

mne
,,

,

, λλ
λ

+
= ; 

          end for 
 

   )(minarg ,mnm em =+ ; //choose weak classifier with the lowest error 

   +=
mnn ee

,
; weak

mn

sel
n hs +=

,
; 

   if 0=ne or 2
1>ne  then exit 

       end if 

       ( )
n

n

e
e

n
−= 1

2
1 ln.α ; //calculate voting weight 

   // update importance weight 

      if ys sel
n =  then )1.(2

1.
ne−= λλ ;  

    else 
ne.2

1.λλ = ; 

    end if 
 

    )(maxarg ,mnm em =− ; 1
,

=−
corr

mn
λ ; 1

,
=−

wrong

mn
λ ; 

    Get new weak

mn
h −,

; 

3. End for 
 

first build a model by estimating the probability ( ) ),(~)(1 ++ σμNxfP j for posi-

tive labelled samples and ( ) ),(~)(1 −−− σμNxfP j for negative labelled sam-

ples, where )(xf j  evaluates this feature on the image x . The mean and variance are 
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incrementally estimated by applying a Kalman filtering technique. Next, to estimate 
the hypothesis for Haar-Warelets, we use either simple threshold 

( )jjjj xfsignpxh θ−= )(.)(  where 2/−+ += μμθ j , ( )−+ −= μμsignp j  or a 

Bayesian decision criterion: 

( ) ( )),((),(())(1())(1()( −−++ −≈−−= σμσμ xfgxfgsignxfPxfPsignxh jjjjj  

where ),( σμxg is a Gaussian probability density function. For histogram features 

(orientation histograms and LBPs), we use nearest neighbour learning D (e.g. 
Euclidean):  

( ) ( )( )jjjjj nxfDpxfDsignxh ),(),()( −=  

The cluster centers for positive jp and negative jn samples are learned by estimated 

the mean and the variance for each bin separately. All modules are based on the same 
type of classifier that is trained using the same features (For more details see [1]).  

 

Fig. 1. Autonomous online learning – The main steps of the object’s model learning are illus-
trated. Suitable updates for learning an object detector: Positive (red bounding box) and nega-
tives (blue bounding boxes) as false positives are selected to update at time t.  

3.4   Refinement of Generated Data 

As we employ autonomous learning to train an object model, the classifier starts from 
only one initialized hand labelled training sample and performs update autonomously. 
At the first iteration, the classifier is updated once and then performs evaluation on 
current image to classify object and non-object classes. Since it is just updated only 
once, at this step, it has little knowledge about appearance of the object. So, it is 
rather “weak” in discriminating object class. Therefore, it may produce some wrongly 
 



36 N.D. Binh and T.T. Nguyen 

 

 
 
 
   
 
 
 
 

Fig. 2. Basic image features used. Haar-like features from Viola and Jones [3] and in addition 
orientation histograms (with 16 bins) from [19] and local binary patterns (LBP) [20] as features. 

classified object sample, which is a “bad” sample to the database. The same situation 
may occur even after few iterations, i.e. the classifier has been updated just on few 
samples and does not cover various changing appearances of the object. Fortunately, 
because of our intelligent updating strategy, after sufficient number of iterations, the 
classifier becomes strong, which means the discriminative power has been increased,  
it can generate reliable samples to update itself and contribute to the database. What 
we are considering is the “bad” samples that have been added to the database at early 
stage of learning. The solution would be: to use the strong classifier, after training, to 
refine the generated training samples in the database. This can be easily done by ap-
plying the trained classifier on collected samples in the database. Bad samples, i.e. 
samples detected with low confident, will be removed. Thus, this results in a more 
“clean” data.  

4   Experiments 

In this section, we will demonstrate the capability of our proposed framework for the 
problem of data acquisition and training an object model from raw data. We conducted 
experiments on various objects with different complexities. In the following, we will 
present experiments and results mainly for the problem of human hand and face object 
learning for detection. But generic object types can also be applied. All experiments 
are set up as follows: each object model is represented by a classifier, which contains 
150 weak classifiers, 50 selectors. First, we randomly initialize parameters for each 
classifier. Then a specific classifier is train for each object type with one click to ini-
tialize the object sample. Resulted video sequences are available on request. 

4.1   Data sets  

We have performed intensive experiments on several data sets with different com-
plexities. The data sets are typically specific for different applications in computer 
vision. They include public available data and our recorded video. The goal of this 
section is to illustrate the effectiveness and robustness of our framework. First, we 
performed experiments on public available data sets to show our approach ability 
over very recent proposed approaches for tracking [21, 22]. The data sets include 

(a) (b) (c) 
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two typical challenging video sequences which we have selected from [22]1. Second, 
to show the robustness of our framework, we perform experiments on several data 
sets to learn complex objects, include: deformed, articulated object such as hand 
movement recorded outdoor by a moving camera2; object in a context of very similar 
appearance, such as textured object on the same textured background. Third, further 
more, we show that our system is able to learn hand gestures model with hands of 
different persons. Data set for the third experiments includes video sequences which 
we recorded by a low resolution webcam camera. In the experiments we will show 
that our framework is able to: autonomous online learning for object’s model from 
simple to complex objects quite well even in difficult circumstance, especially dur-
ing the object’s model learning the system also generates positive and negative sam-
ples for building data set. 
 
* Hand data – video sequences: The first sequence shows a hand moving from the 
dark towards bright scene with rapid movements and postures changes, camera mo-
tion, changing of lighting conditions and arbitrary backgrounds. Other sequences 
contain hand movements with different gestures/postures in complex backgrounds. 

* Face data: The sequence shows a person moving from dark to bright area with pose 
changes, illumination changes and clutter background.  

* Cars data: The sequence shows cars in real scenario of out door environment [22].  

4.2   Experiment Results 

 

 

Fig. 3. Tracking results of autonomous object’s model learning: true positive sample (yellow 
box), and false positive samples as negative (white box) 

                                                           
1 http://www.cs.toronto.edu/~dross/ivt/ 
2 http://www.movesinstitute.org/~kolsch/HandVu/VisionBasedHandTracking.wmv 
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Table 1. The result of object’s model learning, number of labeled training samples have been 
collected (number of positives, negatives) and the detection rates of the test video sequences.  

Data sets 
Number of training samples have been gener-

ated 
 

Number of 
image 
frames 

have been 
annotated 

Number of 
training 
samples Number of 

Positive 
samples 

Number of 
false Posi-
tive sam-

ples  

Number of Negative 
samples extracted 

randomly from back-
ground  

Detection 
rate 

Hand set 1 659 95 659 67 1343 100% 
Hand set 2 600 67 600 190 1328 100% 
Hand set 3 1977 129 1977 20 552 99.6% 
Hand set 4 2130 135 2130 26 576 99.2% 
Face set  462 26 462 126 1498 100% 
Car set  659 164 659 183 1473 100% 

5   Conclusion 

In this paper, we have presented a new framework for generating visual object data-
base meanwhile efficiently learning the object’s model. Our system takes the advan-
tages of the online boosting learning approach to build an autonomous learning  
object’s model with reduction to minimal data acquisition effort. The system is com-
posed of two main modules which are co-operated. The learning module, which is a 
discriminative classifier, learns efficient object representation online. The availability 
of the online classifier with intelligent update strategy in combining with tracking 
information allows to collect data samples during learning and to build a visual object 
database naturally. We have applied our framework for the problems of learning a 
detector for several object of interest, include: human hand, face and car models. The 
model learning module outperformed state-of-the-art online boosting learning ap-
proach in term of accuracy and stability. Database of each object have been generated 
efficiently, which contain informative, rich representation of considering object. Ex-
periments have shown various capable applications of our proposed framework for 
visual data acquisition and object’s model learning.  

For future work, we plan to study more about the generalization ability of the 
autonomous learning algorithm. We also plan to use our result for further study of 
transfer learning. Moreover, multi tasks learning with automatic knowledge acquisi-
tion is a topic of interest. 
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