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Preface

The 7th International Conference on Pervasive Computing (Pervasive 2009) was
the first time the conference was held in Asia. Before reaching Asia, the con-
ference made a long journey around the globe: starting in Zürich, traveling to
Linz and Munich, then passing through Dublin before leaving Europe for the
first time to be held in Toronto, followed by Sydney last year and now Nara,
Japan. Over the last few years, Asia has contributed to the topics of Pervasive
Computing with research ideas, engineering and many innovative products, so
it was wonderful to host the conference in Asia.

When the Pervasive Computing conference series started in 2002, the inte-
gration of computing systems into everyday products was just beginning. Seven
years later we now see – especially in many parts of Asia – the widespread use
of computing technology embedded into our daily lives. Pervasive 2009 focused
on the presentation and discussion of novel aspects of architecture, design, im-
plementation, application and evaluation of Pervasive Computing, thus enabling
a closer and more frequent use of computing systems. As the field of pervasive
computing matures, the Pervasive Conference gains significance worldwide, not
only among researchers, but also in industry and general society.

Pervasive 2009 attracted 147 high-quality submissions, from which we ac-
cepted 27 papers (a healthy 18% acceptance rate). This year we chose to accept
both full papers (up to 18 pages) and shorter “notes” (up to 8 pages). We are
pleased to say we received 113 full papers and 34 notes, accepting 20 (18%) and 7
(21%), respectively. Pervasive is a truly international and interdisciplinary con-
ference attracting work from over 450 individual authors from 31 countries, and
from a wide array of disciplines, academic and industrial organizations.

A major conference such as Pervasive requires a rigorous and objective pro-
cess for selecting papers. This starts with the selection of a high-quality Program
Committee: we were fortunate to be able to draw on the wisdom and experience
of our 28 Program Committee members, from the most prestigious universities
and research labs in Europe, North America, and Asia. This committee was aided
by the input of no less than 208 external reviewers chosen by the committee on
the basis of their domain knowledge and relevance to Pervasive Computing.

We ran a three-phase double-blind review process in which all papers were
reviewed by two Program Committee members and two or more external review-
ers. This resulted in 559 total reviews (mean 4.2 reviews per paper, exception-
ally no less than 3, and as many as 7!). All papers were discussed electronically
prior to a face-to-face Program Committee meeting. Additional tertiary Program
Committee members were selected to ensure that every paper we discussed had
three representatives at the meeting. Over 1.5 days we discussed 60 papers se-
lected on the basis of review score, controversy, or at the wish of any discussant
or Program Committee member. Additional readers were solicited during the
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meeting to assist with the most controversial cases. We thank Microsoft Re-
search and the Computer Lab in Cambridge, UK, for their generous support
and assistance in hosting the TPC meeting.

This event would not be possible without the help of many people: Local
Arrangements Chair Tsutomu Terada, Demonstrations Chairs Sadao Obana
and Guido Stromberg, Video Chairs Takeshi Okadome and Akos Vetek, Work-
shop Chairs Yasuyuki Sumi and Elaine M. Huang, Doctoral Colloquium Chairs
Jakob E. Bardram and Tatsuo Nakajima, Late-Breaking Results Chairs Jin
Nakazawa and Susanna Pirttikangas, Publications Chairs Christian Decker, Kei-
ichi Yasumoto and Koji Kamei, Publicity Chairs Alex Varshavsky and Yoshihiro
Kawahara, Finance Chairs Kazunori Takashio, Masayoshi Ohashi, and Susumu
Ishihara, Tutorials Chair Soko Aoki, Student Volunteers Chair Akimitsu Kan-
zaki, and Local Arrangements Yasue Kishino and Tomoya Kitani.

Our final thank you also goes to all for your participation and hard work. A
conference such as Pervasive 2009 is only possible through the sheer dedication
of the community. Without the authors, Program Committee members, and of
course, the many domain experts who acted as external reviewers, we would not
be able to assemble such a high-quality technical program. It is only with the
participation of you, the community, that we can have a fruitful and interesting
conference, making this entirely volunteer effort worthwhile.

May 2009 Hideyuki Tokuda
Michael Beigl

A.J. Brush
Adrian Friday
Yoshito Tobe
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Display Blindness: The Effect of Expectations on
Attention towards Digital Signage

Jörg Müller1, Dennis Wilmsmann1, Juliane Exeler1, Markus Buzeck1,
Albrecht Schmidt2, Tim Jay3, and Antonio Krüger1

1 University of Münster
2 University of Duisburg-Essen

3 University of Bristol

Abstract. In this paper we show how audience expectations towards
what is presented on public displays can correlate with their attention
towards these displays. Similar to the effect of Banner Blindness on the
Web, displays for which users expect uninteresting content (e.g. adver-
tisements) are often ignored. We investigate this effect in two studies. In
the first, interviews with 91 users at 11 different public displays revealed
that for most public displays, the audience expects boring advertise-
ments and so ignores the displays. This was exemplified by the inclusion
of two of our own displays. One, the iDisplay, which showed informa-
tion for students, was looked at more often than the other (MobiDiC)
which showed coupons for shops. In a second study, we conducted reper-
tory grid interviews with 17 users to identify the dimensions that users
believe to influence whether they look at public displays. We propose
possible solutions to overcome this “Display Blindness” and increase au-
dience attention towards public displays.

1 Introduction

Due to continuously falling display prices, digital displays have started to be
installed in many public spaces. Deployers of such technology often assume that
public displays inherently attract attention and therefore that people will look
at them. We had similar expectations when we deployed two different public
display networks. We noticed that the iDisplays[8] network, installed at the uni-
versity and showing information for students, received a fair amount of attention.
By contrast, the MobiDiC[7] network installed in the city center and showing
coupons for nearby shops, received much less attention. Huang et al. have shown
that indeed most public displays are ignored by many users or receive only very
few glances[4]. Despite the fact that this effect has been well established, expla-
nations for this behaviour are still lacking.

In other areas, lack of attention for aspects of the environment has been ex-
plained by the fact that attention is highly selective. The world provides far
too much information to be processed by an individual. This is especially true
for urban environments, where Milgram[6] showed that many individuals ex-
perience information overload. Milgram identified six common reactions to in-
formation overload, among them the allocation of less time to each input and

H. Tokuda et al. (Eds.): Pervasive 2009, LNCS 5538, pp. 1–8, 2009.
c© Springer-Verlag Berlin Heidelberg 2009



2 J. Müller et al.

disregard of low-priority inputs. In their survey on information overload, Eppler
and Mengis[2] define the concept as follows: “Information overload describes the
situation when too much information affects a person and the person is unable
to recognize, understand or handle this amount of information.” They conclude
that when information supply exceeds information-processing capacity, a per-
son has difficulties in identifying relevant information. He/she becomes highly
selective and ignores large amounts of information, has difficulties in identifying
relationships between details and overall perspective and needs more time to
reach a decision.

One prominent example of such “disregard of low-priority inputs” has be-
come known in the Web as “Banner Blindness”. Burke et al.[1] have shown with
eye-tracking experiments that people rarely look directly at banners and show
low recall for banner content. They conclude that “Participants in the present
studies had an overriding incentive not to look at banners, and no amount of
banner manipulation increased their pull. Longer exposure time, animation, and
the presence of images did not make the task irrelevant ads more conspicuous.
Connecting advertising to viewers goals may make ads more successful”. In other
words, people expected banners to lack task relevance and so ignored these areas.

In this paper, we pose the question of whether the effect of selective attention
observed on the Web also applies to digital signage. In other words: What is
the role of audience expectations regarding audience attention towards digital
signage?

2 Study 1: A Comparison of Looking Behaviour at Public
Displays

In order to investigate reasons why people look at public displays or not, we con-
ducted interviews with people who passed by public displays. This provided us
the ability to study both users and non-users of the technology in an ecologically
valid setting.

2.1 Method

We created a corpus of all public displays we could find in the city of Münster,
Germany. From these, we selected 11 different public display locations which
we considered to provide a representative sample. These included three of our
own iDisplays (two in front of lecture halls and one in the lobby of a university
building) and one MobiDiC display installed in public telephones (see Figure 1).
Others were located in shop windows (in a passageway, a mobile phone store and
a credit store). Three displays showed television programs; one in a bank, one
in a café and one in the waiting area of the citizen bureau. One was installed in
a clothes store, showing fashion videos. Interviews were conducted on weekdays
as well as weekends, between 9 am and 8 pm. Participants were selected on
an opportunity basis, irrespective of gender, age (approx. 14-80 years) or other
variables. In total 91 interviews were conducted. The procedure was as follows:
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Table 1. Summary of interview results. It is shown how many participants stated to
have seen the display, what they expected to be shown there and whether they consider
the content they expect interesting.

Location N Looked Expectations Interesting
iDisplay Small
Lecture Hall

15 15 Content known (15) 13

iDisplay Big
Lecture Hall

15 13 Content known (13) 12

iDisplay En-
trance

6 6 Content known (6) 5

Citizen Bureau 10 10 Content known (10) 8
MobiDiC 10 0 Advertising (5), Phone book (2), Telekom Information

(2), City Information (1), City Map (1), Events (1), In-
ternet (1), Manual (1), Emergency Numbers (1)

0

Shopping Mall 6 0 Ads for Fashion store nearby (5), Fashion (3), Videos (1) 0
Cafe 2 0 Soccer (1), Ads (1), News (1) 0
Credit Shop 11 0 Ads for credit shop (5), Credit conditions (4), Tempera-

ture (1), Time (1), Television (1), Ads for Cosmetics (1)
0

Bank 2 1 Ads (1), Special offers (1) 0
Phone Shop 9 2 Ads for Telephones (9) 0
Clothes Shop 5 0 Fashion (2), Music Videos (1), Ads (1) 0

Fig. 1. The MobiDiC and iDisplays displays

First we let participants pass the displays and observed whether they looked at
them. After they passed the display, we stopped them in a position where they
could see the display but not the content shown. We showed them the display
and asked whether they had seen it. Next, we asked what they expected the
display showed right now. We then asked whether what they expected would be
interesting to them. Finally, we asked what they would like the displays to show
at that very moment.

2.2 Results

The results of the interviews (shown in Table 1) showed that, for the iDisplays
and the citizen bureau, most participants said they had seen the displays, knew
the content and considered the content to be interesting to them. For the other
displays, relatively few participants said they had seen them; many expected
advertisements to be shown and not one participant considered the expected
content to be interesting for them. Some typical statements were: “You know,
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everything here is so full of advertisements, I don’t look at these things any-
more.”(an older lady). A younger woman said “No, I’m not interested in tech-
nology. I don’t look at displays.” One younger man said: “I don’t have time to
look there. You got ads everywhere, I just ignore them.” What kind of advertise-
ments participants expected depended strongly on the context. Most participants
tried to guess who the display owner was (the telecommunications company for
the MobiDiC displays, and the shop for displays installed in shop windows) and
expected that the displays would show advertisements for the display owner.
No participant expected any of the displays to show general ads for different
advertisers. Finally, we asked participants what they would like to see on the
displays. For the citizen bureau and the iDisplays, 3 participants (7%) would like
to see information on the building. At the iDisplays, 7 (19%) participants would
like to see information about events at the university. For the other displays, 15
(45%) participants would like local information about the city, and 10 partici-
pants (30%) would like current (local) news. 5 (15%) participants would like to
see sports news (e.g. football results) and 4 (12%) participants would like en-
tertainment content and lifestyle news. Two (6%) would like to see the current
temperature, and two would like advertisements. Two participants suggested
that it would be best to turn off the displays.

From the interviews, two major factors seemed to affect whether participants
looked at public displays. The comparison between the display in the citizen
bureau and the café (which showed the same television channel) showed that
displays where people wait and have nothing else to do received a lot more at-
tention. A comparison between the iDisplays and the other displays showed that
displays where participants expected something interesting (for them) received a
lot of attention (in various locations). Displays where the participants expected
nothing interesting on the other hand (like the MobiDiC displays and others)
were largely ignored. Interestingly, the content that participants would have liked
to have seen on public displays and what they expected seem to be diametri-
cally opposed. While they would like to have seen local information and news,
sports and lifestyle news as well as entertainment, they expected only advertise-
ments to be shown. Another interesting observation was that while expectations
were quite homogenous (ads), different people indicated they wanted to see very
different content, implying it might make sense to personalize the content.

3 Study 2: Directions for Further Research on Top-Down
and Bottom-Up Effects on Attention

After identifying the correlation of expectations with attention towards digital
signage, we were interested in a broader view of potential factors that influence
attention. We considered this would be useful both for placing the role of ex-
pectations in the context of other factors and for identifying promising areas for
further research. To achieve this, we wanted to consider a corpus of very different
signs, rather than investigate the impact of a few factors in detail. Therefore,
we decided to study participants’ responses to videos, showing a broad range of
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digital signs in the context of their surroundings. Using repertory grid interviews
[5], it is possible to systematically elicit the dimensions that participants used
to compare different digital signs. Using this method, each interview results in a
number of dimensions used to compare different displays - these dimensions are
then used by the participant to rate each display. In this case, Honey’s content
analysis[3] was used to analyse the grids, as this enables analysis of multiple
grids (one from each participant) and comparisons of the importance of different
dimensions by measuring the correlation of each dimension with the participants
rating whether they would look at a display. The elicited dimensions are then
categorized using affinity analysis[5] and for each category a mean correlation
with the rating whether participants believe they would look at a display can
be computed. This score can be used together with the number of dimensions in
that category to estimate the relative importance of that category.

3.1 Method

We first collected videos (both our own and from YouTube) showing public dis-
plays including their surrounding context (e.g. people passing by, nearby build-
ings etc.), until no more videos dissimilar to those already in the corpus could
be found. The resulting corpus contained 93 videos. A selection of these videos
was then presented to a total of 17 participants on a computer screen. Seventeen
participants were selected because the repertory grid technique dictates that one
only adds participants until no new dimensions arise during the course of the in-
terviews. The 17 people (7 female, 10 male, age 23-30 years) were selected among
students of the institute and were not compensated for their participation.

In line with the repertory grid technique, each participant saw only a subset
of the corpus. In this case, for each participant 10 videos were selected randomly
and these were presented in random sets of three next to each other on a com-
puter screen. For each group of three displays, participants were asked to state
which two of them had something in common (emergent pole) that was differ-
ent from the third (implicit pole). Exemplary poles were ’The display content
is informative’ versus ’The display content is not informative’. After providing
a description, they were asked to rate each display from the 10 selected on a
(5-point) Likert Scale on this new dimension. This process was repeated until
no more dimensions arose. On average this occurred after 10 triples. Thus, each
participant saw only 10 different videos but on average saw each video three
times. At this point (when participants could not find any new dimensions), we
asked them to rate each video on an additional, but key, dimension ‘I would
always look at this display in this situation’ versus ‘I would never look at this
display in this situation’ (overall dimension).

We computed the correlation of all elicited dimensions to the corresponding
overall rating of whether they would expect to look at the display or not. Finally,
we used the bootstrapping technique[5] to group the dimensions into categories.
Dimensions were categorized by two independent raters. Each dimension was
picked from the stack and compared by similarity to all the existing categories.
It was decided whether the dimension would fit any of the existing categories,
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if existing categories needed to be split, or if a new category should be created.
This process was repeated until all dimensions were categorized. The catego-
rizations of the two raters were then compared and discussed. Then, the raters
repeated the categorization process, until over 90% similarity was reached. For
each category, the mean % similarity score (correlation to the overall likelihood
that they would look) was then computed. Finally, the categories were sorted
based on this value.

3.2 Results

The results of the repertory grid study are depicted in Table 2. In the first
column, a descriptive name for the category, chosen by the raters, is given. In the
second column, exemplary results are presented. The pole that correlated with
the pole ‘I would always look at the content’ is printed in bold. Furthermore, the
degree of correlation between this dimension and the overall dimension is given.
In the third column, the number of dimensions in this category is given. In the
fourth column, the mean similarity (correlation) of dimensions in this category to
the overall dimension is presented. This mean similarity to the overall dimension

Table 2. Factors that correlate with whether participants believe they would look
at public displays as resulting from the Repertory Grid interviews. A high similarity
score means the rating for dimensions in this category strongly correlates with whether
participants expect to look at a display, a low score means it correlates only weakly.

Category Dimensions n mean
% sim.

Conspicuity
of display and
content

does not attract attention ↔ attracts attention (90%sim.,H),
eye-catching ↔ simple (65%sim.,H)

5 60

Colorful content not so colorful ↔ colorful (75%sim.,H) 3 56.67
Interesting con-
tent

interesting ↔ boring (70%sim.,H), informative ↔ not informa-
tive (40%sim.,I)

6 54.17

Aesthetical con-
tent

not attractive ↔ attractive (65%sim.,H), not so beautiful ↔
beautiful (60%sim.,H), dull, sterile ↔ aesthetic (60%sim.,I)

9 42.78

Emotional con-
tent

not emotional appealing ↔ emotional appealing (50%sim.,H),
emotional content ↔ informative content (40%sim.,I)

3 40

Long distance
visibility

visible on long distance ↔ visible on short distance
(25%sim.,H)

2 40

Content
adapted to
context

target audience undirected ↔ target audience directed
(60%sim.,I), differs from surrounding area ↔ fits to surround-
ing area (45%sim.,I), isolated in surrounding area ↔ integrated
into surrounding area (40%sim.,I)

7 39.29

Animated con-
tent

animated ↔ static (65%sim.,H), fast content change ↔ slow
content change (55%sim.,H), dynamic content ↔ static content
(55%sim.,I)

14 37.5

Waiting area time to watch the display ↔ no time to watch the display
(55%sim.,H), waiting in front of the display ↔ walking by the
display (50%sim.,I)

4 36.25

Display size large ↔ small (70%sim.,H) 10 35,5
Type of content advertising ↔ entertainment (60%sim.,H), news ↔ video

game (55%sim.,H), news, commercials ↔ planning, design
(45%sim.,H), advertising ↔ information system (45%sim.,H)

17 32.94

Different con-
tent

varied content ↔ identical varied (55%sim.,H), varied commer-
cials ↔ single commercial (35%sim.,I)

6 32.5
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can be interpreted as an indication of how strongly this category correlates to
whether people expect to look at displays.

The first category simply describes the likelihood of looking and as such is
not a “factor”. Thus “colourfulness” (second row) is the most important factor
we found influencing whether people thought they would look at the displays.
The expectation of participants as to whether the content shown on the displays
would be interesting comes in third. If participants expect interesting or informa-
tive content on the displays, they say they are more likely to look. The category
“Content adapted to context” is somewhat ambiguous. Participants said they
would be more likely to look at public displays if they appealed to the general
public rather than to specific groups and did not agree whether they would look
more if the display contrasted with surrounding context or if it was integrated
with it.

4 Discussion

A limitation of Study 2 is that it only asked what people believed they would do,
instead of determining what they would actually do, so these findings demand
further research. As a next step, these factors should be validated in experiments
to explore whether people’s behaviour really reflects their stated beliefs in this
context. As can be seen from Table 2, there are a range of factors associated with
peoples’ belief that they would look at a public display. These include bottom-
up factors like colourfulness or attractiveness of the display and, mentioned less
often, the amount of time the display is potentially visible to a passer-by (men-
tioned as long distance visibility) and the size of the display. Other effects that
have been mentioned in the literature, e.g. by Huang et al. [4], are the angle
to walking direction, installation height, the distance of the display to a passer-
by and level of distraction (e.g. by other displays). Notably, however, whether
participants expect interesting content seems to be more important than other
effects that could be naively assumed, like the display size (which scores rela-
tively low in this list). This is very much in line with the results from Study 1,
where audience expectations strongly correlated with audience attention. Thus,
we propose that in addition to bottom-up effects, top-down effects - audience
expectations - need to be considered. The combination of the two studies in-
dicates that for public displays people may expect nothing interesting and so
do not look at them. People’s expectations appear to depend on the perceived
context; in particular who they believe the display owner is. For certain owners
(e.g. the university, the citizen bureau) people expect the content to be inter-
esting, while for others (e.g. shops) they expect advertisements. People would
like to see content interesting to them, like local city information, local news,
sports and entertainment content. It is likely that none of these bottom-up and
top-down factors alone determines how much attention a display receives, but
rather it is more likely that it is combination of these factors at play depend-
ing on the particular context. The influence of expectations is indeed similar to
the effect of Banner Blindness. An interesting departure from this analogy is
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that while for Banner Blindness, increased colorfulness and animation do not
increase attention[1], for displays, such bottom-up factors do appear to correlate
with whether participants believe they will look at displays.

5 Conclusion

We can conclude that indeed the process of selective attention that is known from
the Web also applies to digital signage. Thus, similar to the effect of “Banner
Blindness”, there is an effect of “Display Blindness” meaning that expectations
of uninteresting content leads to a tendency to ignore displays. The relatively
short time for which public displays have existed seems to have been sufficient to
build such negative expectations for many passers-by. In order to avoid an “arms
race” for the audience’s attention, display owners should investigate audience
expectations for certain displays and take them seriously. Content should be
designed to fit these expectations, and if recognizable displays provide interesting
content, it may even be possible to influence audience expectations over time.
It should be kept in mind however that expectations are not the only effect to
influence attention, but are embedded in a complex interplay of bottom-up and
top-down factors.
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Abstract. Cars are ubiquitous and offer large and often highly visible surfaces 
that can be used as advertising space. Until now, advertising in this domain has 
focused on commercial vehicles, and advertisements have been painted on and 
were therefore static, with the exception of car-mounted displays that offer dy-
namic content. With new display technologies, we expect static displays or uni-
formly-painted surfaces (e.g. onto car doors or the sides of vans and trucks) to be 
replaced with embedded dynamic displays. We also see an opportunity for ad-
vertisements to be placed on non-commercial cars: results of our online survey 
with 187 drivers show that more than half of them have an interest in displaying 
advertising on their cars under two conditions: (1) they will receive financial 
compensation, and (2) there will be a means for them to influence the type of ad-
vertisements shown. Based on these findings, as well as further interviews with 
car owners and a car fleet manager, we discuss the requirements for a context-
aware advertising platform, including a context-advertising editor and contextual 
content distribution system. We describe an implementation of the system that 
includes components for car owners to describe their preferences and for adver-
tisers to contextualize their ad content and distribution mechanism.   

1   Introduction 

Cars are ubiquitous in today’s societies and, given their size and shape, offer potential 
space for placing highly-visible advertising. Vehicles are used and seen by people, 
and can therefore lead to many points of visual contacts between people and cars. For 
example, a pedestrian seeing cars driving by, a driver or passenger driving behind 
another car and looking at its rear, and a person walking by a row of parked cars at a 
parking lot and glancing at each of them. Until now, very few privately-owned cars 
have become advertising spaces and commercial vehicles have mostly static adver-
tisements that promote the services and products of the company that bought them. 
Since the early 90s, vehicles used in public transport have been utilized as advertising 
space. One of the first examples is the Pepsi advertising campaign that started in 
1993, where the Pepsi logo was painted on urban buses in the Seattle area. Since then, 
advertising on vehicles has remained mostly static, in the sense that the ads do not 
adapt to their immediate situation or context. The first approaches to offer dynamic 
advertising content involved mounting electronic displays on cars where the content 
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might be location dependent, e.g. taxis in the Boston area1. With advances in display 
technologies, we anticipate that there will be new ways for attaching or embedding 
electronic displays into car surfaces, such as car doors or the sides of vans and trucks. 
This will create new opportunities for advertising. We argue that context will play a 
major role for efficiency and acceptance of advertising displays.  

We explore the potential of cars as dynamic and contextual advertising space in 
this paper. In section 2, we present the results of an online survey with 187 drivers 
summarizing their attitudes towards car-based advertising. Based on these findings, 
we describe in section 3 the requirements, concept and design space for a contextual 
advertising system for vehicles. In section 4, we describe an implementation of the 
central components and a platform of a dynamic advertising system prototype to show 
its feasibility. We then discuss related work in this domain and further opportunities 
and implications of our work in the conclusion. 

The contribution of this paper is twofold: 
• A detailed analysis of users expectations on context advertising on vehicles 

that reveals an interest in providing advertising space on privately-owned cars 
in return for an incentive (e.g. money) if there is an appropriate way for users 
to influence which advertisements are shown.  

• A discussion of the design space and requirements for a platform that provides 
a means for creating and deploying contextual advertising to be shown on cars 
and a proof-of-concept implementation based on these requirements. 

2   Car Owners’ Expectations on Contextual Car Advertising  

To understand users’ expectations, motivations, and constraints for providing their car 
as a platform for advertising, we conducted an online survey and follow-up interviews 
with car owners and a car fleet manager. We hope that by looking broadly at potential 
target groups–from private car owners to large companies with company car fleets–, 
we can provide a more comprehensive picture of the requirements. 

2.1   Privately-Owned Cars: Online Survey  

In our survey, we were especially interested in 1) when users want to make their car 
available for advertising, 2) product categories users would be willing to show adver-
tisements for, 3) the acceptance of different technological solutions, and 4) possible 
rewards for showing advertisements on private vehicles. 

The survey was completed by 187 persons, 130 males and 57 females. The average 
age of the participants was 27.4 years (25.2 among males vs. 23.3 among females). 
The majority of participants were driving compact-sized vehicles (128) and medium-
sized vehicles (41). Recruitment for the survey was done via email.  

First, we asked for the preferred reward schema. We suggested different types of 
rewards, including monthly allowance, discount on car purchase, benefits from third 
parties (coupons for cinema/concerts, etc.), and coupons for free fuel. On a 5-point 
Likert scale (1=not interesting at all, 5=definitely interesting), 155 of 187 participants 
                                                           
1 Taxis with roof mounted signs that change their content according to the GPS position, see 

http://www.clearchanneltaximedia.com/products/taxi-tops-digital-smart.asp for details. 
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were interested (gave a rating of 3 or higher) in a monthly allowance, 139 in a dis-
count upon purchasing the car and 137 in coupons for free fuel. Only 50 subjects were 
interested in receiving coupons from third parties as a reward.  

Then, we asked when users would like to provide their cars as advertising space. 
Users were asked to choose from several options: at any time, while driving, while I 
am not close to my car, and while I cannot see my car. We found that 105 subjects 
(56.1%) did not care when advertisements are displayed on their car, while 37 sub-
jects (19.8%) preferred not to be close to their car while it was showing ads 24 sub-
jects (12.8%) did not want to see their car while it was advertising. 

Next, we evaluated the effect of the advertised products on the attitude of car  
owners towards advertisements. We provided users with a selection of different cate-
gories, including music, clothes, fast food, beverages, tobacco, firearms, politics, 
culture, eroticism, and sport events. We found that users preferred not to show adver-
tisements on their cars for controversial categories. These included tobacco (124 sub-
jects, 66.1%), eroticism (144 subjects, 77.0%), firearms (151 subjects, 80.8%), and 
politics (116 subjects, 62.3%). On the other hand, they strongly preferred showing 
advertisements on culture (173 subjects, 92.5%), music (167 subjects, 89.3%), sport 
events (161 subjects, 86.1%), and clothes (151 subjects, 80.7%). 

Additionally, we looked into the acceptance of different technical solutions. 
We suggested four options to the users: painting, easy-to-detach foil, fixed labels, 
and roof-mounted equipment. Using a 5-point Likert scale (1=inacceptable, 5= 

acceptable), we found that the most popular solution among the participants was 
easy-to-detach foil (92.0% with a rating of 3 or better), followed by fixed labels 
(55.62%). Rather unpopular were painting (43.85%) and roof-mounted equipment 
(19.78%). 

Finally, we wanted to know which parts of the car participants preferred to 
have the advertisements appear on. Participants used a 5-point Likert scale to 
evaluate the following locations: rear/trunk, rear windshield, rear side windows, 
sides/doors, roof, front lid. The result shows that most participants favor the 
sides/doors (83.9% with a rating of 3 or better), followed by the vehicle’s 
rear/trunk (78.6%), roof (77.01%), rear side windows (67.4%), rear windshield 
(60.9%) and front lid (60.43%).  

The survey revealed the following findings with regard to privately-owned cars:  
(1) Incentives are essential for convincing users to provide their cars as advertis-

ing space. Preferred rewards for placing advertisements on cars are monthly 
allowance, discounts upon purchasing a car, and coupons for free fuel.  

(2) More than half of the participants would not care if they were close to their 
car while ads were being shown. However, one third preferred not to have 
the ads shown when they were close by or could see the ads themselves.  

(3) Users want to stay in control of the products advertised, especially those fal-
ling under controversial categories, such as eroticism, firearms, and tobacco.   

(4) For technical solutions, easy-to-detach foil was rated by far the most pre-
ferred option while roof-mounted equipment was rather unpopular.  

(5) The side doors, trunk and roof are among the favorite areas on the car for 
placing advertisements. 
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2.2   Privately-Owned Cars: Qualitative Interviews  

In order to gain further understanding of the car owners’ views on car advertising, we 
conducted 4 follow-up interviews with people who participated in the online survey. 
The subjects were two students (each 21 years old), a contractor (50), and a real estate 
administrator (45). First, we asked them about concrete incentives and values. All 
subjects would be interested in a monthly allowance (80€€ -120€€  monthly), two of them 
would also like to receive coupons for free fuel (80€€ -100€€  monthly). Next, we asked 
the subjects about how to select the products they would be willing to advertise on 
their cars. Two favored a category list, where they could select groups of products, 
and the other two favored positive lists for a more fine-grained selection. However, all 
of them wanted to be able to update the list at any time. Finally, we asked about pri-
vacy concerns regarding contextual and location information that might be transmit-
ted about their car, e.g. GPS data. Three of the subjects were not concerned at all, 
adding that they were participating in payback programs anyway. However, all four 
subjects stated that their GPS data should not be provided to the advertisers. 

2.3   Company-Owned Cars: Interview with a Car Fleet Manager 

To complement the view of privately-owned cars with that of large companies that 
own cars for business use, we conducted a telephone interview with a fleet manager 
of a pharmaceutical company, who is responsible for a fleet of approximately 600 
cars with a replacement rate of 200 cars/year. During the interview, we discovered 
issues and concerns regarding the hypothetical introduction of car advertisements in 
the fleet. One of the manager’s primary concerns was the additional administrative 
workload. This additional workload would be partly due to the need to equip cars with 
the required technical gear and partly due to the necessity to define products that 
should not appear as ads on the fleet’s vehicles. The manager also felt that a monthly 
allowance of about 10% of the monthly leasing rate of the cars would be an attractive 
incentive. A final and interesting finding was with regard to the acceptance among the 
employees using the cars. Since cars are a part of an employee’s compensation, as 
well as a status symbol, the manager felt that it would be essential (especially among 
sales personnel) to allow the employees to have a strong influence on the decision of 
whether or not to allow advertising on their cars.  

3   Contextualized Advertisements on Cars  

In this section, we outline the design space for a system for context-aware car adver-
tisements.  

Means for expressing preferences. One central requirement is that car owners have 
the power and means to specify what advertisements are shown on their car. It is also 
essential that the system is easy to use. Potential solutions include giving the user a 
list of products and brands that she or he can accept or deny (not individually but as a 
whole). Asking the user to provide preferences for each product may lead to a lengthy 
and tedious process and asking for each product category may be too general to accu-
rately specify their preferences. Therefore, we suggest creating a preferences editor 
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based on a combination of product groups and brands. This approach scales well to 
large numbers of advertisements and appears to satisfy the users’ concerns.  

Simple technical solution. The technical solution for advertising must be very simple 
to apply and remove. A major change to the appearance of the car (e.g. display system 
on the roof) is also not welcomed. The required effort by the car owner for adminis-
trating, configuring, and maintaining such a display surface must be minimal. One 
potential technical solution is a self-contained display unit consisting of a magnetic 
foil (to make it easily attachable to the car door) with a bendable display (e.g. eInk 
display) on top and built-in communication and context-sensing. This unit would 
potentially be powered by energy harvesting. 

Defining context. In the case of contextualized advertisements on vehicles, the adver-
tising message would be broadcasted to all people who focus directly or indirectly on 
the car. Thus, the audience is not limited to a specific user but rather to a group de-
fined by context. We identified the following crucial context information: 

• Spatial: Location is an important factor when dealing with context-aware 
ads. Using knowledge of the geographic location of the display, ads can be 
targeted at the audience expected in that region. It may also be possible to es-
timate the potential view context (e.g. distance of the observer to the car).  

• Demographic: From spatial information, demographical data can be derived, 
such as information on the people living, working, or staying in that area.  

• Temporal: For the advertiser, knowing when ads are shown is important. 
The temporal context can either be date- and/or time-based or even further 
abstracted (e.g. during rush hour, lunch break, after work).  

• Weather: For several product groups (e.g. cloth, drinks, food), the current 
weather conditions, temperatures and forecasts may be relevant to deciding 
which ads to display.  

• History: Past information on displayed advertisements can facilitate the de-
cision-making process when other context-information is unavailable. 

Gathering context. There are two steps to gathering the context: (1) collecting objec-
tive data from the context using sensors embedded in the display, and (2) comple-
menting the sensor data with external information. For the first step, location data via 
a GPS sensor is an obvious option but additional sensors that provide information 
about proximity (e.g. WLAN or Bluetooth scan) or weather conditions are also possi-
ble. Other types of context information (e.g. traffic, weather, demographics) may be 
gathered from external sources, e.g. of the Internet or from a database.  

Matching context and content. One of the challenges of context-aware advertising 
systems is the matching of ad content to context (e.g. time, location, etc.). In a tradi-
tional advertising business, the marketing group decides when, where, and under what 
circumstances to display the content. With context-aware systems designed to make 
the decisions about content selection automatically, context information would have 
to be available in real time. Instead, we recommend giving the advertisers the freedom 
to specify the conditions in which an ad is shown. Then, the current context of a car 
and its display(s), the car owner’s preferences, and the conditions specified by the 
advertiser could simply be matched to the context data.  
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Fig. 1. Architecture of the advertising platform. (1) Client side: context agents gather context 
data (2) Communication Interface: data exchange between client and server side (3) Server 
side: front-end for advertiser and car owner. 

4   A Platform for a Dynamic Contextual Advertising System  

As a proof-of-concept, we implemented a prototypical platform that supports contex-
tual advertising on dynamic displays. The system is set up based on a client-server 
architecture. In order not to rely upon the car’s internal computational resources, we 
implemented a thin client, requiring as few computations and data storage as possible.  

The two core functionalities of our car advertising system are 1) the matching of 
the current context in which the car is situated with the available advertisements, and 
2) the smart and efficient exchange of information between multiple cars and the ad 
server. In the existing prototype, we follow an exact matching approach. Our imple-
mentation supports a push-pull communication model: cars send an update of their 
current context to the server periodically. At the same time, the server itself constantly 
calculates the best available ad campaign for every client’s car. The best-fitting adver-
tisement is then pushed to the client. This is technically realized by dynamically 
modifying the web page used by the client to display the content. 

The front-end of our system consists of two web interfaces – one for the advertiser 
and one for the car owner. The advertiser’s interface provides a way of specifying 
both the content of the advertising itself, as well as additional settings that define the 
context in which an ad has to be shown. The decision algorithm needs to know where, 
when, and under what circumstances to display the ads. The web interfaces were 
implemented using PHP and currently support the input of locations, date, and time, 
as well as weather and temperature conditions. The advertiser can select the desired 
area(s) on a map that is realized by the Google Maps API. The advertiser’s interface 
also supports the upload of pre-designed content (e.g. images). In the car owner’s 
interface, the people providing their cars as advertising space can specify their prefer-
ences and tell the system what ads they will and will not allow. 

The client side includes three different context agents for gathering the context: 
(1) a GPS agent reporting the location of the client, (2) a time agent providing the 
time, and (3) a weather agent pulling current weather information and weather fore-
casts. The server keeps a record of which ads were shown where and on which car. 
This information can be used to make the car owners context-aware and give them 
incentives to change their parking behavior (e.g. parking in an highly frequented area 
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will provide a higher revenue than parking in a private backyard), as well as to allow 
advertisers to assess how successful their campaigns are. 

5   Related Work 

In the following section, we provide an overview of recent work that relates to con-
text-sensitive car advertisements. We focus on three main areas: (1) location-based 
mobile advertisements supporting the context-based selection of advertisements, (2) 
suitable technologies for distributing content among mobile devices, and (3) public 
displays as suitable media for targeting large audiences with advertisements towards. 

Examples of mobile applications that support the selection of advertisements based 
on context are SMMART [7], Ad-me [4] and SmartRotuaari [8]. The first two ap-
proaches use Bluetooth, the third one uses WLAN in order to determine the location 
of a device. All systems support the concept of making decisions about the to-be-
displayed content based on context information.  

When it comes to distributing advertisements on mobile clients, two approaches 
prevail: push (sending information automatically to the client) and pull (sending the 
information only upon the client’s request). Both approaches have been discussed by 
Ratismor [3] et al. and Varshney [10]. Another interesting approach has been taken by 
Castro [2]. Castro tries to migrate from a push to a pull model, where users can decide 
if they wanted to receive more ads after an initial notification.  

Finally, research on context-aware advertisements for public displays is closely re-
lated to our work, since both types of advertising media try to attract large audiences 
with different personal backgrounds and interests. Work that focuses on maximizing 
the exposure of advertisements based on context has been presented by Karam et al. 
[5] and Kern et al [6]. Both approaches take the interests of the people in the vicinity 
as context in deciding which advertisements can be tailored to the target group. 

6   Conclusion and Future Work 

Our survey showed that cars have the potential to become an interesting, dynamic and 
context-aware advertising space in the future. However, it is essential that users stay 
in control of their vehicles, have an appropriate means for specifying their preferences 
and are provided with an agreed-upon compensation model. We recommend that 
location, demographics, time, weather, and history be considered as important contex-
tual parameters. As a proof-of-concept, we implemented a client/server-based plat-
form that provides a web interface for advertisers and car owners to enter content and 
preferences. On the client side, several context agents provide real-time data about the 
current context of the advertising medium. On the server side, a matcher and content 
creator assemble and prepare web pages for rendering.  

Several challenges arise while trying to provide dynamic car advertisements. Al-
though static deployments, such as labels or printed advertisements, are widely  
available, robust technological solutions for easily setting up context-sensitive adver-
tisements on cars are still under development. National traffic regulations can also 
lead to additional challenges. For example, according to a telephone interview we 
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conducted with a representative of the German Technical Monitoring Association 
(TÜV), the use of light-emitting or light-reflecting materials is only allowed after 
passing a strict approval procedure, due to their high risk of distracting other drivers 
on the road.  

As future work, we plan to extend the advertising platform and further develop the 
contextual displays to make them robust and easy to deploy. We also aim to conduct a 
larger-scale study to better understand the needs and preferences of advertisers and 
car owners and to create an appealing business model for both groups.  
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Abstract. This paper presents ReflectiveSigns, i.e. digital signage (pub-
lic electronic displays) that automatically learns the audience preferences
for certain content in different contexts and presents content accordingly.
Initially, content (videos, images and news) are presented in a random
manner. Using cameras installed on the signs, the system observes the
audience and detects if someone is watching the content (via face de-
tection). The anonymous view time duration is then stored in a central
database, together with date, time and sign location. When schedul-
ing content, the signs calculate the expected view time for each content
type depending on sign location and time using a Naive Bayes classifier.
Content is then selected randomly, with the probability for each con-
tent weighted by the expected view time. The system has been deployed
for two months on four digital signs in a university setting using semi-
realistic content & content types. We present a first evaluation of this
approach that concentrates on major effects and results from interviews
with 15 users.

1 Introduction

As display prices drop and cheaper display technologies are invented, digital
signs are beginning to be installed everywhere in public spaces, gradually com-
plementing and replacing paper signs. This leads to a radical change in the
urban landscape, as can already be observed in places such as Times Square,
New York or Shibuya Crossing, Tokyo. On the positive side, a new generation
of information access is enabled, as digital signs have many properties and affor-
dances that differ from that of their traditional paper counterparts (e.g. cheap
dynamic updates, context adaptivity and interactivity). On the negative side,
such signs may lead to visual clutter and information overload for audiences.
In addition there are ecological costs by installation & maintenance, power use
and recycling. Signage and its content is known to work differently in different
contexts. As Mitchell states: “Literary theorists sometimes speak of text as if
it was disembodied, but of course it isn’t; it always shows up attached to par-
ticular physical objects, in particular spatial contexts, and those contexts—like
the contexts of speech—furnish essential components of the meaning.” [7], p.9.
Traditional signs have been adapted to their context for a long time. However for
contexts other than location, this has proven laborious (e.g. manually displaying
an “Open” sign when a shop is open). When digital signage is equipped with
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Fig. 1. Information flow in the proposed concept, consisting of the scheduling and
learning loops

sensors, this process of adapting to context can be automated. However its been
a difficult task for media planners to estimate how content works in different
contexts and manually schedule content accordingly. We propose to automate
this process by just using the audience as a laboratory. By simply presenting
content to an audience, using appropriate sensors it can be observed how the
audience reacts to the content shown in a particular context. Machine learning
mechanisms (e.g. the Naive Bayes classifier), can then be employed to auto-
matically learn scheduling strategies from these experiences. Thus, the proposed
process consists of two feedback loops: A scheduling loop and a learning loop (see
Figure 1).

2 Related Work

While bodies of research exist for public displays, ambient displays and context-
aware systems, less study has been undertaken for context-aware public displays
or learning public displays. GroupCast[5]is an example of public displays that
identify the audience via a wireless badge and display content according to a pre-
stored user profile. The Vision Kiosk[11] observes the audience with a camera and
shows an animated face that looks in the audience’s direction. The Interactive
Public Ambient Display[12] observes the audience via a motion tracking system
and adapts content to their distance and posture. BluScreen[10] is a system that
identifies the present audience via Bluetooth-enabled mobile phones and employs
auctions to select content the audience has not seen before. MobiDiC[8] is a sys-
tem that distributes coupons to passers-by, measures advertising effectiveness
with the coupons and optimizes content shown with auctions. Huang[3] presents
an investigation of digital signage deployments in the wild and concludes that
most digital signs receive relatively little attention. So, while some work has been
done for showing different content in different situations, the task of automat-
ically determining which content works best in various contexts has not been
approached yet.
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3 Adaptive Digital Signs through Sensing, Learning and
Content Scheduling

The concept we propose for learning digital signage consists of two feedback
loops (see Figure 1). First, the signs are context adaptive, i.e. they can auto-
matically select content that fits the situation (the scheduling loop). Second, the
signs are enabled to automatically learn how the audience reacts to different
content in different situations (the learning loop). In the scheduling loop, the
signs sense their context with any sensors that are available. Interesting context
for selecting appropriate content could for example be the location, the time,
weather, gender or age of the audience as well as audience profiles. Also, context
that can be influenced by the audience, such as where they are looking, their
distance from the sign or facial expression can also be used. From this informa-
tion, the signs then decide which content to show in this situation. The audience
hopefully reacts to it in some way (e.g. by watching, smiling, or interacting with
it). Then, again, the context can be measured, and the loop begins anew. As
long as users do not consciously understand this process, one would speak of
incidental interaction[1], where the system reacts to the actions of the audience
but no conscious interaction takes place. However, as soon as the audience un-
derstands this process, this loop potentially transforms to classical interaction.
For example, the audience could notice that whenever they look sad, the signs
would present some jokes. As soon as they start to look sad to make the sign
present jokes, one would speak of classical interaction. One major difficulty in
this scheduling loop is the creation of scheduling rules, e.g. the decision of which
content to show in a certain context. The learning loop automates this process.
After presenting particular content, the audience reaction to the content shown
is measured with sensors. A learning mechanism can then be employed to learn
which content provokes which audience reaction in a certain context.

In the presented prototype, the scheduling and learning mechanisms are de-
signed to measure and maximize the time the audience looks at the signs. At the
beginning of a content cycle, each sign determines autonomously which content
to show. To determine context, instead of a set of active sensors, ReflectiveSigns
currently only uses time and location. The sign uses the current time (in the
categories night, morning, lunchtime, afternoon and evening) and its location,
to retrieve the expected view time (an estimation of how long the audience is
expected to look at the content) for each available content category. Then, a
category is selected randomly, where the probability of each category to be se-
lected is weighted by its expected view time relative to the other categories.
Thus, content that attracts attention (in terms of time spent looking towards
the signs) in a certain context is shown more often.

In the learning loop, currently the only sensor is the face detection that mea-
sures the audience’s view time and then calculates the expected view time.
Whenever some content is shown, the number of faces that are oriented to-
wards the sign as well as the duration of time that these faces look at the sign
are determined. The sum of these view times is then stored to a database. In
order to be able to estimate the view time even with only few data, we used the
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Naive Bayes approach to calculate the expected view time. The expected view
time e is then calculated as e =

∑
i=1..∞ p(v = i|l, t)i, where v is the view time,

l the location and t the current time. Under the assumption that location and
time are conditionally independent, the Naive Bayes rule[6] is used to estimate
p(v = i|l, t) = p(l|v=i)p(t|v=i)

p(l)p(t) p(v = i). In practice, these parameters are simply
estimated from historical data. As the system starts with no data, there is a
problem of many probabilities being zero at the beginning. This problem is cir-
cumvented by applying the m-estimate[6] to individual probabilities. The effect
of this is to give the system a set of values for a hot-start.

4 Implementation

The ReflectiveSigns prototype consists of four digital signs installed at a uni-
versity department with approximately 60 employees. One sign is located at an
entrance (see Figure 2), one in a sofa corner, one in a hallway and one in a
coffee kitchen. Before being used for this project, the signs were used for the
university information system iDisplays[9]. We measure the audience reaction
to content shown via cameras installed on top of the signs. The system uses a
face detection algorithm[4] that detects faces when they are oriented towards
the signs. For the system, we aimed at providing very different kinds of content.
Besides the iDisplays system, which has been designed in a user-centered design
process [9], we collected videos as well as text and still images that would be eye-
catching, interesting and appeal to different people. Such content was somewhat
unusual for a research institute (although many comics can be found attached
to walls, and employees have used the displays to show sports channels during
olympics). This is reflected in the interviews. Content includes video categories
such as animated movies, short films showing people who are cooking, football
matches or funny animal videos. There are seven non-video categories includ-
ing landscape photography, three comic strips, textual news, buzzwords and the
iDisplays as a mixed information category. The videos are cut into pieces of 20
seconds, still images and text rest on the display for 20 seconds each. Graph-
ics and photographs are scaled to full screen size. All contents are presented
without audio. The scheduling algorithm does not decide on individual pieces of

Fig. 2. A user passing a ReflectiveSign, and exemplary content



ReflectiveSigns: Digital Signs That Adapt to Audience Attention 21

content but only on categories. Every day there will be a new piece of content
for each category. As a consequence, the same items will be displayed multiple
times per day. The system consists of four components: face detection software,
a MySQL database, a Java-based content scheduler and a Java-based content
player. We use the real time face detector from Fraunhofer IIS[4] to analyze the
video stream. This software is able to detect multiple faces within the camera
image during runtime. The data that is collected by the face detection running
on the different machines is stored in the database. The content scheduler decides
on a new category to be played every 20 seconds applying the described schedul-
ing mechanism. Based on the category determined by the content scheduler the
content player displays one item from this category.

5 Noise

One of the most important problems for ReflectiveSigns is the amount of noise
due to the face detection. In order to estimate the error rate, we collected 8
hours of video for two different display locations and hand annotated all view
times. In total, 87 views towards the signs occured in this time. The face detec-
tion recognized 27 of these views, totaling a recognition rate of 32%. Looking
more closely at the nature of the errors however reveals that the face detection
only missed views with a duration of under 1 sec. All views with longer duration
were correctly recognized. The face detection however also recognized 304 false
positives, mostly faces recognized for a single frame in objects like the fire ex-
tinguisher. We implemented a filter for false positives by ignoring regions where
many faces appeared at exactly the same position. Although methods for coping
with people moving to fast or being present but not looking at the sign exist
(e.g. high speed cameras and eye detection like Xuuk1), the further reduction of
error rates is considered future work.

6 Data Collected

The system operated for two months 24 hours per day, seven days a week. The
first month served to learn audience attention patterns, the second month to
collect data. The data from the second month is analyzed. In total, 38612 views
towards the signs were detected. There were obvious effects for different attention
towards the signs depending on location, time and content shown. The display
installed in the sofa corner received the most attention (mean (μ)= .323s, stan-
dard deviation (sigma) =1.383s). All times are mean view times when content is
shown for 20s. As often nobody is looking the mean values are quite small. How-
ever as so much data was collected, most differences are still significant. The sofa
corner was followed by the coffee kitchen (μ = 0.312s, σ = 1.427s), the hallway
(μ = 0.229s, σ = 1.146) and the entrance (μ = 0.146s, σ = 0.920s). Not surpris-
ingly, attention was highest during lunchtime (μ = 0.592s, σ = 3.876s), followed

1 www.xuuk.com



22 J. Müller et al.

Table 1. ANOVA for location, hour, content, regarding view times. df are the degrees
of freedom for that variable (e.g. 24 hours -1), Sum Sq is the summed square error
for this variable, and mean sq is weighted by the degrees of freedom. These variables
indicate how much variance in the view times can be explained by location, hour, and
content, respectively. The last column shows that each of the variables has a significant
influence on view times.

df Sum Sq Mean Sq F value Pr(> F )
Location 4 56996 14249 8577.836 < 2.2e−16 ∗ ∗∗

Hour 23 3894 169 101.928 < 2.2e−16 ∗ ∗∗
Content 18 1178 65 39.385 < 2.2e−16 ∗ ∗∗
Residuals 291947 484967 2

by the afternoon (μ = 0.523s, σ = 2.728s), the morning (μ = 0.307s, σ = 1.424s)
and the evening (μ = 0.178s, σ = 0.894s). More interestingly, different content
received different degrees of attention. For example, whenever animal videos
were shown, they were viewed for 0.287 seconds on average, whereas iDisplays
were only viewed for 0.206 seconds. Resulting from this difference, animal videos
were shown 28115 times in total, while iDisplays were only presented 21091 times.
When we conducted interviews (Section 7), we asked interviewees to rate each
content with grades on a scale from 1 (very good) to 6 (bad). Surprisingly, we
found no strong correlation between the average viewtime for certain content
and these grades (Pearson correlation=-.089, Significance .83). Apparently, user
preferences do not significantly influence their attention to display content.

We were interested in how big the influence of the content on audience atten-
tion is compared to the influences of location and time. Therefore, we conducted
a three-factor analysis of variance on the view times (see Table 1). The influence
of all three factors, location, time and content, are all significant (which is no
surprise given the large sample of 291,947 content slots of 20s each). More in-
teresting is the relative ordering of the factors (see column for Mean Sq.). This
indicates that in our data location has the biggest impact on view times, followed
by time. The influence of content on view times is considerably smaller. This is
not surprising given that viewing the signs is usually not planned. Nobody will
pass a sign only because certain content is being shown. Instead, mere presence
of people is obviously only influenced by time and location. Often, people who
pass the signs will look at them (or not) regardless of content shown. Presenting
the right content only has the opportunity to make users look longer.

7 Interviews

After running ReflectiveSigns for two months, we conducted semi-structured
interviews with 15 employees and regular visitors of the institute (age 23-31,
μ = 27). The interviews were partially transcribed and evaluated using Grounded
Theory[2]. The system was understood with mixed feelings. Five users perceived
the system as one that would show random videos and comics. While four users
liked this content, three experienced an information overload: “[there is] only
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trash, always changing videos, simply totally crazy, everything colorful and fast.
It drives me crazy.”(User 9). Three users critized the system as it was apparently
not “useful” (as opposed to the iDisplays shown on the same signs before). Asked
what they believed the system was for, three users experienced the display as
agressively attracting attention: “The display cries: Hello, here I am!”(U 11).
Still, five users liked the (static) comics shown (“It’s like a noticeboard, its nice to
look there and laugh a bit.”(U 13)), the iDisplays, and the surfing videos (“There
were surfing videos, sport videos. That was an eye-catcher!”(U 11)). Four users
considered the content, especially the videos, annoying. One user stated that
he considered videos without sound useless: “For most of the videos you need
sound. Because there is no sound, it’s not interesting. Videos would be better
with sound, but—when you don’t like to see it, the sound would be horribly
annoying.”(U 8). Regarding the observation through the cameras, there were
mixed feelings. Four of 15 users were heavily annoyed by the cameras, mainly
because they did not understand their functionality: “[the cameras] annoy me
because I don’t know what happens with the videos taken. I don’t want others
to know the ways I walk [...]”(U 3). Four said the cameras are OK because
they know who put them up. Seven did not care at all about the cameras.
There was an interesting effect where incidential interaction (i.e. looking at the
sign) turned into conscious interaction. Two users said they tried not to look
at the sign when they don’t like the content: “I think the content is stupid but
then I look there and you know that”(U 5). Asked, what other content they
would find interesting, four users mentioned news (esp. regarding the university
and the city) and three mentioned sports videos (if short and self-contained).
Two users said that they prefer useful content to entertainment: “I consider the
display to be more for information, less for entertainment.”(U 12). The chosen
content apparently annoyed some of the audience, and some were annoyed by
the cameras. However, most of them found some of the content interesting.

8 Conclusion

In this paper we have presented ReflectiveSigns, a digital signage system that
automatically learns the audience attention for certain content (depending on
the context), and presents content accordingly. The system was deployed for
two months and evaluated through analysis of the logging data and interviews
with users. Somewhat to our surprise, the analysis of variance of the view times
indicates that the influence of the chosen content categories on view time is
relatively small. Apparently, the right choice of sign location bears a much greater
potential than the right choice of content. This is an important finding for the
use of public displays in Pervasive Computing scenarios. However, the audience
was very homogenous for all locations. If signs attract very different audiences at
different locations and times, the impact of the content may be much higher. It
was also somewhat surprising to us that there seemed to be no strong correlation
between view times and whether users liked the content. It may simply be the
case, that users also look at content they don’t like. Regarding the cameras, there



24 J. Müller et al.

are three kinds of users. Some disapproved of using cameras at all, some didn’t
care and for some it seemed OK as long as they trusted those who installed
them. The approach presented opens many opportunities for future research.
For example, it should be investigated whether a signage system that optimizes
for audience attention indeed makes users look more and longer, and if so, how
much. It should be further investigated how strongly attention towards different
content in various contexts differs. Therefore, the noise in the system needs to
be reduced, and more data collected. As such systems appear in urban spaces,
visual spam and audience privacy are two major problems that need to be solved
to not make them a harmful or annoying experience but beneficial for society.
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Abstract. Simulated, false location reports can be an effective way to confuse a 
privacy attacker. When a mobile user must transmit his or her location to a cen-
tral server, these location reports can be accompanied by false reports that, 
ideally, cannot be distinguished from the true one. The realism of the false re-
ports is important, because otherwise an attacker could filter out all but the real 
data. Using our database of GPS tracks from over 250 volunteer drivers, we de-
veloped probabilistic models of driving behavior and applied the models to 
create realistic driving trips. The simulations model realistic start and end 
points, slightly non-optimal routes, realistic driving speeds, and spatially vary-
ing GPS noise. 

Keywords: location privacy, location-based services, false trips, GPS. 

1   Trip Simulations For Privacy 

Some location-based services require users to transmit location from their mobile 
device to a central server. These transmissions can be user-initiated and sporadic, 
such as a query to find nearby restaurants. Other location transmissions can be period-
ic and relatively frequent, like those querying for alerts about nearby friends, events, 
and advertising. These location transmissions and the responses from the server could 
be compromised by an attacker, resulting in a potentially sensitive privacy leak. 

One approach to bolstering privacy is to anonymize the location transmissions by 
stripping away any identifying information. The server often still requires a pseu-
donym, however, in order to know how to respond and to whom. It has been shown in 
[6] that an attacker can find a person’s home even with pseudonomized GPS tracks, 
and [10] shows how such an attack can go further and find the actual name of the 
victim based on publicly available street address listings. Even using completely ano-
nymized tracks, with no pseudonym, [4] has shown how to find which location points 
belong together in the same track, effectively creating a pseudonym for each trip. 

Another commonly proposed technique for improving location privacy is obfusca-
tion. This approach degrades the transmitted location in some way that reduces the 
chance that an attacker can find the potential victim’s true location. Obfuscation tech-
niques include inaccuracy and imprecision, introduced for location privacy in [1]. 
Inaccuracy can be achieved by adding random noise to location measurements, and 
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imprecision can be achieved by snapping measurements to a grid. Unfortunately, [10] 
showed that the amount of obfuscation necessary to foil an attack can be very high, 
e.g. an identity attack still worked after adding noise with a 1-kilometer standard 
deviation. Gruteser and Grunwald [3] introduced k-anonymity for location privacy, in 
which point location reports are replaced by regions containing k-1 other people, 
another way of achieving imprecision. While obfuscation can be effective, it necessi-
tates the degradation of the location data, which can be fatal for certain applications. 

One little-explored but promising technique for location privacy is for the user to 
send several false location reports along with the real one. The server would respond 
to all the reports, and the user would ignore all but the response to their actual loca-
tion. With enough false reports, the chances of an attacker picking the true one could 
be reduced to an acceptable level. This technique uses no obfuscation, meaning it 
would still work for location-based services that require accurate and precise point 
reports, such as alerts of nearby friends and location-based advertising. The only 
previous work exploring this idea appears to be that of Kido et al. [9] who explore an 
algorithm for reducing the inevitable increase in communication cost. 

The effectiveness of false reports depends heavily on minimizing the ability of an 
attacker to determine which reports are false. Reporting completely random locations 
is risky, because they may fall at obviously unlikely locations like lakes, oceans, 
swamps, and rugged mountains. Furthermore, since locations from the true report will 
follow a plausible path, the false reports must also be plausible paths. Otherwise, the 
continuity of the true path would be easy to distinguish from the “twinkling” of the 
false reports. 

The Kido paper concentrates on reducing communication costs, so its two pro-
posed false path generation techniques are not emphasized. One of these techniques, 
“Moving in a Neighborhood”, is essentially a random walk model, while the other, 
“Moving in a Limited Neighborhood”, modifies the first to avoid clumping false re-
ports near other users’ true locations. However, Duckam et al. [6] point out sophisti-
cated techniques that can be used to filter out false reports. For instance, they note that 
movement may be constrained to a graph, like a road network. Also, people normally 
move with a goal in mind. Thus, random walk models are likely to be easily identifia-
ble by an attacker who could then strip away all but the true location report. 

Related to our work is research on mobility patterns to model the use of wireless 
networks. For mobile networking, mobility simulations are important for wireless 
networking with both fixed base stations [11] and mobile peers [1, 3]. Because fixed 
base stations normally have a large range, the associated mobility models can work at 
the relatively coarse level of cells surrounding each base station, as in [18]. For mo-
bile ad hoc networks (MANETS), however, finer grained simulations are necessary 
due to the short range of the participants’ radios. Such models are used to help simu-
late a collection of wireless nodes, such as automobiles, forming a network with no 
central control. The Random Waypoint model [2] is one of the first simulations rele-
vant to this situation. Here, a subject moves in a straight line toward a randomly cho-
sen waypoint at a randomly chosen speed, then chooses another waypoint and speed, 
etc. Other such mathematical models have been developed since, all aimed at increas-
ing realism. For the case where the mobile nodes are vehicles [8], as in this paper, one 
of the more sophisticated models constrains the vehicles to a road network, either 
random or from a real map [20]. These mathematical models fall short of reality, 
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however, because they lack the degrees of freedom to faithfully simulate real drivers. 
Maximum realism comes from trace-based models that use actual path traces played 
back from real subjects. These are limited, however, because measuring traces is 
relatively expensive, especially for high volumes of traffic in cities. 

We also note that simulated trips for privacy vs. wireless networking have different 
goals, and therefore different criteria. For instance, mobility simulations for wireless 
networking often try to account for group behavior and interactions among mobile 
nodes, because this can affect loads on base stations and present opportunities for 
messages to hop between peers. For privacy, however, our goal is to fool an attacker, 
which means we can give many isolated, false trips that do not need to show any 
regard for each other. 

This paper presents simulated traces based on an actual road network. Our method 
approaches the realism of actual traces by using probabilistic models of driving beha-
vior abstracted from real traces. Our simulated driving trips exhibit these realistic 
characteristics, all derived from a statistical analysis of actual driving traces: 

• Realistic starting and ending points 
• Goal-directed routes with randomness 
• Random driving speeds 
• Spatially varying GPS noise 
We can generate an arbitrary number of these traces, all of which adhere to the sta-

tistical behaviors we see for actual drivers. 
The following sections describe how we model each of these characteristics, pre-

ceded by a description of our measured driving data. 

2   Multiperson Location Survey 

Our statistical behavior models are based on observations of where drivers drive 
measured from GPS receivers. We have been gathering GPS data from volunteer 
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Fig. 1. (a) We analyzed and generated trips inside the 20 kilometer radius circle covering  
the area around Seattle, Washington, USA. (b) Our road network is anchored by nodes that 
occur at intersections, dead ends, and road name changes. 
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Fig. 2. We used a map-matching algorithm to determine which roads correspond to noisy 
GPS points. From [11] 

drivers in our Microsoft Multiperson Location Survey (MSMLS) starting in March of 
2004. Volunteer drivers are loaned one of our 55 Garmin Geko 201 GPS receivers, 
capable of recording 10,000 time-stamped latitude/longitude measurements. The GPS 
receivers are set to an adaptive recording mode that records more points when the 
vehicle is moving and accelerating. The median interval between recorded points is 6 
seconds and 62 meters. 

For this study, we used data from 253 subjects. From these subjects, we have ap-
proximately 2.3 million time-stamped latitude/longitude points comprising about 
16,000 separate trips. We split the sequence of points into individual trips at gaps of 
more than five minutes and at apparent speeds of more than 100 miles per hour. We 
also eliminate trips with fewer than 10 measured points. High apparent speeds and 
unusually short trips often come from random, noise-induced measurements while a 
vehicle is parked. 

Approximately 80% of our GPS data is contained in a 20 kilometer radius circle 
centered in the Seattle, Washington, USA region, so we limited our analysis to this 
area, shown in Figure 1(a). 

3   Simulating Trip Endpoints 

The first step in our simulation is choosing start and end points of a trip. Vehicle trips 
normally start and end near a road, and some parts of a geographic region are more 
popular than others. We attempt to model this behavior, first, by constraining starting  
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and ending points to nodes in a road network. The road network is a graph, in a ma-
thematical sense, where roads are edges and nodes occur at intersections, dead ends, 
and changes in the road name, as shown in Figure 1(b). Our analysis region  
(Figure 1(a)) contains 51,637 nodes and 65,549 edges with an average length of 131 
meters. While actual trips could start or end almost anywhere, our nodes give a con-
venient spatial sampling of the geographic space. An attacker may notice that the 
false trips start only on nodes, but this is mitigated somewhat by the random GPS 
noise we add, described in Section 7. 

Our goal is to compute a probability for each node governing the chances that a 
trip will start or end there. Toward this end, we first examine our GPS data to find the 
node nearest to the start and end of each actual trip. In subsequent sections, we need 
to know the entire sequence of nodes for each trip, which we compute with a proba-
bilistic map-matching technique [11], illustrated in Figure 2. This algorithm takes as 
input a sequence of time-stamped latitude/longitude points and produces a sequence 
of nodes that best represents the trip. The map-matching algorithm uses a hidden 
Markov model to produce a route that simultaneously minimizes the GPS error and 
accounts for the GPS time stamps in light of the road network’s connectivity and 
speed limits. After processing each GPS trip, we have a time-stamped sequence of 
nodes and edges for each one, including the start and end nodes. 

We examined a variety of features of the nodes to compute the probability  
that a node  will be a start or end point of a trip. The features are shown in Table 1. 
All except the “USGS” (United States Geological Survey) and “Roads attached” fea-
tures are actually features of road edges, not nodes. To compute the corresponding 
node feature, we let the attached edges vote for the feature value and take the plurali-
ty. For instance, one of the features is called “Autos allowed”. This will be true if 
most of the node’s connected roads allow cars to drive on them. The meaning of the 
binary features is obvious from their names in Table 1. For these features, Table 1 also 
gives the fraction of the endpoint nodes whose corresponding feature value was 
“true”. For instance, of all the endpoints extracted from the GPS data, a fraction of 

Table 1. These are the features that determine the probability of a node being chosen as an 
endpoint of a trip 

Feature Values “true”  
probability 

Autos allowed true/false 1.000 
Ferry route true/false 0.000 
Paved road true/false 0.997 
Private road true/false 0.050 
Roundabout true/false 0.001 

Through traffic true/false 0.965 
Toll true/false 0.000 

USGS 21 ground types -- 
Roads attached 1,2,3,4,5,6 -- 

Number of lanes 1,2,4 -- 
Road type 7 road types -- 
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0.997 of them were on 
nodes whose plurality of 
attached edges was 
paved. Similarly, no 
routes started or ended 
on nodes whose plurali-
ty of attached edges 
were toll roads or ferry 
routes, which makes 
intuitive sense. 

The “USGS” feature 
pertains to the ground 
cover at the node, e.g. 
urban, grasslands, etc. 
The USGS makes avail-
able free, digital maps of 
the U.S. giving a ground 
cover type for each 30m 
x 30m square of ground 
[7]. The 21 ground cov-
er types and the asso-
ciated probability of an 
endpoint node landing 
on them are shown in 
Figure 3. 

The “Roads attached” feature counts the number of roads attached to the node. The 
number of roads attached and associated probabilities of endpoint nodes occurring 
there are 1 (0.010), 2 (0.152), 3 (0.436), 4 (0.295), 5 (0.014), 6 (0.001).  

“Number of lanes” is the plurality of the number of road lanes on the node’s con-
nected edges. The number of lanes and probabilities are 1 (0.751), 2 (0.241), 4 
(0.009). End points most often occur on single- and double-lane roads. 

“Road type” gives the plurality vote of the type of road connected to the node. The 
probabilities, shown in Figure 4, indicate that highways, ferries, and ramps are unpo-
pular places to start or end a trip. 

To compute the probability of a given node being an endpoint, we use a naïve 
Bayes formulation for the 11 features  from Table 1 that says 

| , , … , |  (1) 

We take the |  values from the feature probabilities described above. 
Using naïve Bayes carries a risk of overweighting some features that have correla-
tions with each other, but it has been shown to work well in practice [13]. With this 
technique, we find that the least popular endpoints are grouped along highways and 
also appear at the ends of unpaved or private roads. 

 

 
Fig. 3. The relative popularity of trip endpoints varies depend-
ing on the ground cover 
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Fig. 5. This distribution of trip times is used to pick random 
trip destinations 
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The preceding 
ysis does not 
guish between the start 
and end point of a trip, 
based on the observa-
tion that each point 
normally serves both 
roles for a typical 
driver. However, hav-
ing chosen a random 
starting point based on 
the probabilities in 
Equation (1), the end-
ing point should not be 
chosen at an arbitrary 
distance away. Intui-
tively, we know that 

most car trips are measured in minutes, not hours, which limits the range of likely 
destinations. To quantify this intuition, we used data from the U.S. 2001 National 
Household Transportation Survey (NHTS) [8]. The NHTS collected data on daily and 
longer-distance travel from approximately 66,000 U.S. households based on travel 
diaries kept by participants. A histogram of trip times from this study is shown in 
Figure 5. 

We designate this 
distribution as  , where  
is the trip time. Having 
chosen a random start-
ing point  from 
Equation (1), we com-
pute the driving times 
to all the other nodes, 
designated as , ., using a 
conventional path plan-
ner. The probability of 
picking a destination 
node  is then 

| , , … , ,| , , … , || , , … , ,  (2) 

 
Fig. 4. Nodes with a plurality of highway, ferry, or ramp 
connections are unpopular places to start or end a trip 
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This is simply the endpoint probability of the candidate destination node multiplied 
by the distribution governing trip times, evaluated at the time it would take to drive to 
the candidate destination. This gives the false trips the same distribution of trip times 
as the NHTS study suggests. 

We use Equations (1) and (2) to randomly chose a start and end point of the trip, 
respectively. We note that the driving times used for computing ,  are 
based on the speed limits in the road network database, which may or may not be 
realistic driving speeds. For choosing a route and ultimately making a time-stamped, 
simulated trip, we need probability distributions governing the speeds that drivers 
actually drive. This is the topic of the next section. 

4   Speeds at Nodes 

For simulating routes and eventually time-stamped location traces, we compute 
probability distributions of actual driving speeds at every node from our measured 
GPS data. For each trip from our GPS loggers, the map-matching algorithm gene-
rates a sequence of time-stamped locations along the road network. From this, we 
compute a sequence of time-stamped distances along the trip, , , 1 … . 
Here there are  points on the trip measured at times . The variable  
represents the accumulated distance along the trip, with 0,  as the total 
length of the trip, and   monotonically non-decreasing with . We note that the ,  representation is different from the more obvious, and ultimately less con-
venient, choice of representing our recorded trips as time-stamped lati-
tude/longitude pairs. 

Since we need to sample locations at an arbitrary interval, we interpolate ,  
with a one-dimensional cubic spline, which gives  for any , . A conven-
tional cubic spline is not necessarily monotonic, thus the resulting wiggles in the 
spline could have the accumulated distance occasionally decreasing with time. We 
chose the monotonic cubic spline presented by Steffen [15], which is simple to im-
plement and ensures monotonicity with time. Speed along the measured trip is simply 

. 
While  approximates the speed on the trip at any point in time , we still do not 

know which values of  correspond to the nodes in the road network along the driv-
er’s route. We need speed samples at these points in order to compute speed distribu-
tions at all the nodes. We solve this by computing the accumulated distance along the 
trip to each node encountered. From this, we can compute which particular spline 
section pertains to that part of the trip and then find  at that point by solving a cubic 
equation. Thus, each measured trip gives a sample of the drivers’ speeds at each node 
along the way. 

Using a time and distance representation (i.e. ,  as above) proved to be a good 
alternative over using time-stamp coordinates like , lat , long . The time and dis-
tance representation made it relatively easy to interpolate points along the route with-
out the worry of the interpolant wiggling off the road. It also made it easy to compute 
speeds with a simple derivative and, in Section 6, to solve a differential equation for 
filling in simulated locations between nodes. 
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With sampled speeds at each node, we can compute a histogram of speeds for each 
node that was encountered in actual driving by our GPS subjects. However, we want 
speed distributions for all the nodes in our region of study, not just the ones we meas-
ured. Toward this end, we abstract away the particular node, replace it with node 
features, and compute a speed histogram as a function of the feature values. The fea-
tures we choose for each node are the seven possible road classifications (listed in 
Figure 4) and the seven possible speed limits of the approach and departure edges. 
With these features, we can abstract speed distributions from particular, measured 
nodes into all the nodes in our region of study. These features are intentionally sensi-
tive to the characteristics of the edges used to approach and depart from the node, 
because we expect speeds to be sensitive to the context surrounding the node. There-
fore, the same node could have multiple speed distributions depending on the roads 
connected to it. An example speed distribution is shown in Figure 6, which shows the 
speed distribution 
on a node that 
connects a limited 
access highway to 
an off ramp. 

With a four-
dimensional feature 
vector (approach 
road classification, 
approach speed 
limit, departure 
road classification, 
departure speed 
limit), and seven 
possible values for 
each dimension, 
there are 74=2401 
possible features 
vectors. We ob-
served only 434 
(18%) in our GPS 
data. We explain in the subsequent sections how we actually generated random speeds 
for a node depending on the intended purpose. For each feature vector, we had an aver-
age of 2257 observations from our GPS data. 

5 Random Routes 

Given random start and end points from Section 3, we could use a conventional path 
planner to find a reasonable, simulated route between them. However, we know from 
previous research that drivers do not always take the optimal route from the route 
planner’s point of view [12]. Drivers may be unaware of the “optimal” route, they 
may know a better route, or they may have preferences that go beyond the route-
planner’s idea of optimal, i.e. minimum time. We want our simulated trips to appear  
 

 
Fig. 6. Speed distribution observed going from a limited access 
highway (speed limit approximately 26 meters/second) to a ramp 
(speed limit approximately 11 meters/second). The average value 
is 21.4 meters/second, showing that drivers are generally slowing 
down from the highway’s maximum speed limit. This is based on 
377 observations at intersections of this type. 
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realistic to a privacy attacker. Thus they cannot always be optimal from a route plan-
ner’s point of view, because that optimality could be easily detected, even for partial 
trips. (A section of a minimum cost route is still the minimum cost route between the 
section’s start and end points.) 

We inject randomness into our routes by injecting randomness into the cost of all 
the edges. We do this by computing random speeds for the road edges from the speed 
distributions described in the previous section. Specifically, for each node, we draw 
randomly generated speeds from the speed distributions using all the possible ap-
proach/depart pairs for roads connected to the node. If we have not observed a partic-
ular approach/depart pair, we skip it. The speed assigned to the road between a pair of 
nodes is the average of the random speeds drawn for each of the two nodes. We gen-
erate new, random speeds before planning each route, which helps to differentiate 
different trips between the same start and end points. With these random speeds, we 
apply a standard A* search algorithm to find the minimum time route. 

Figure 7 shows parts of two routes, one generated with the road network’s built in 
speed limits and the other with random speeds as described above. Both appear rea-
sonable. 

6   Points along Route 

The routes from the previous section demonstrate start points, end points, and routes 
that are reasonable but random. The next element is the time stamps and locations of 
points along the route. We want to simulate a GPS taking measurements at any fre-
quency along the route. One simple alternative would be to take speed limits from the 
original road network representation and apply them to get distance along the route as 
a function of time. However, drivers do not drive at constant speeds along edges, they 
do not undergo step changes in speeds at changes in speed limits, and their behavior 
varies over time. 

 

Fig. 7. A trip starts at the right of the figure and moves toward the lower left. The black 
dots show nodes along the standard path planned using the roads' speed limits. The yellow 
(lighter) dots show a path planned with random speed limits. 
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We use our  
random speed distri-
butions again to gen-
erate random speeds 
at each node encoun-
tered on the random 
route. For each node, 
we know the charac-
teristics of the ap-
proach and departure 
edges, so we use the 
applicable speed 
distribution if we 
have it. If not, the 
computed speed for 
the node is the aver-
age of the nominal 
speeds limits on the 
approach and depar-
ture edges. This gives 
a speed at each node, 
and we do a linear 
interpolation of speed 

between nodes, resulting in a specification giving speed as a function of distance 
along the route. For example, at nodes  and 1, the (distance, speed) pairs along 
the route are ,  and , . We linearly interpolate on distance to get the 
speeds between the two nodes. 

With speed as a function of distance, we have to solve a differential equation to get 
distance as a function of time, which is what we need to generate points along the 
route. For example, with linear interpolation along an edge, we have this relationship 
between speed ⁄  and distance : 

 

 ( 3 ) 

 
With the initial condition that 0 when 0, the solution in terms of  is 
 1

 ( 4 ) 

 
We move along the route in  as we increment  with whatever ∆  we choose. For 

a computed  along the route, we convert to latitude/longitude using our knowledge 
of the lengths and coordinates of the route’s constituent edges. The result of this step 
is a sequence of time-stamped latitude/longitude pairs along the route, sampled at 
whatever frequency we chose. Figure 9 shows the result of this step, where points 
have been filled in at one per second according to randomly chosen speeds. These 
points represent the locations where the simulated driver made GPS measurements. 

 

Fig. 8. GPS noise varies with location. The white dots show all 
the points where we estimated the standard deviation of GPS 
noise. The black dots show the 5% of points with the largest 
standard deviation. 
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7   GPS Noise 

As a final step in simulating data from a real trip, we add noise to the simulated 
latitude/longitude points. This is not to obfuscate the data, but to make it look more 
realistic to a potential attacker. Although there are statistics published on GPS inac-
curacy, e.g. [16], we chose to compute our own statistics from our data. In section 
3, we explained how we matched each measured GPS point to a point on a nearby 
road. We regard the matched point as the driver’s actual location, giving us differ-
ences in distance for computing statistics. Adopting the Gaussian assumption from 
[16], we further assume that the GPS errors have zero mean, leaving only the stan-
dard deviation as the parameter of interest. Our observations show that some GPS 
measurements are outliers, so we use a robust estimate of the standard deviation, the 
median absolute distance (MAD) [14]. The MAD gives a valid estimate of standard 
deviation even if up to half the values are outliers. This is why, even if up to half 
our GPS measurements are outliers or mismatched to a road, we can still compute a 
reasonable estimate of GPS standard deviation. If the GPS errors are , the MAD 
formula is 1.4826 · median| median |     (5) 

Here, since we assume that GPS error has zero mean, we replace median  with 
zero. The factor of 1.4826 makes the estimate consistent for Gaussian distributions. 
We computed 7.65 meters using data from all our subjects. 

Our observations also show that GPS error varies with location, with higher errors 
perhaps coming in areas with more obstacles to prevent a clear view of the GPS satel-
lites. With this in mind, we compute a separate GPS error standard deviation for each 
node we observed in our GPS data. Specifically, for each GPS point matched to a 
road, we associate that error to the nearest road node and compute each node’s stan-
dard deviation from its associated errors. 

Figure 8 shows in black the 5% of nodes with the highest GPS error. Although 
there is no obvious pattern, there are several clear clusters of points, indicating areas 
of extended disruption, caused possibly by trees or buildings. 

To add realistic GPS noise to our traces, for each point, we first generate a random 
direction with a uniform distribution, ~ 0,2 . We then find the  associated with 
the nearest node and generate a random magnitude ~ 0, . The point is then 
moved by ∆ , ∆ cos , sin . Figure 9 shows a section of one of our trac-
es, with and without added noise. 

Adding noise is the last step of our process. We note that this is the only step that 
does not abstract away the specific training region. Our simulated start and end points, 
routes, and speeds are based on generic features that could be extracted from any city 
without taking GPS data there (i.e. the road network and USGS ground cover data). A 
simple alternative to site-specific training for GPS noise would be to use the same 
value of  everywhere. A more interesting alternative would be to learn a model that 
infers  as a function of relevant features, perhaps USGS ground cover and the densi-
ty of nearby buildings. 
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8   Summary 

To summarize, this is the list of steps used to generate a false trip: 
 

1. Trip endpoints – Use features from Table1 to compute the probability of 
each node serving as a trip endpoint. The start of the trip is chosen according 
to these probabilities. The end of the trip is chosen according to the same 
probabilities, augmented with the probability distribution of trip times given 
in Figure 5. This gives realistic starting and ending points and realistic trip 
times. 

2. Trip speeds – Based on simple learning from GPS traces, compute probabilis-
tic speed distributions for each node as a function of the posted speed limits 
and types of road approaching and departing each node. For example, Figure 6 
gives a speed distribution for going from a limited access highway with a cer-
tain speed limit to a ramp with another speed limit. 

3. Random routes – Given a random start and end of a trip, generate a route. In-
stead of using posted speed limits to compute the minimum time route, we 
use speeds randomly drawn from the speed distributions in the previous step. 
This makes the routes somewhat random and unpredictable, but still reason-
able. 

4. Points along route – Draw another set of random speeds at nodes along the 
computed route. Linear interpolation gives the speed at any point along the 
route, and solving a simple differential equation gives distance along the route 
as a function of time. 

5. GPS noise – Add spatially varying GPS noise to the previously computed 
points on the route. The spatial variation was computed based on our sam-
pled GPS data. 

 

Fig. 9. The larger black dots show points sampled at a rate of one per second, filled in 
along edges according to randomly generate speeds. The smaller, white dots have had 
spatially varying, GPS noise added to them.
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9   Discussion 

The steps outlined in the preceding sections constitute a method for generating realis-
tic, false trips for location privacy. Some false trips generated from the method are 
shown in Figure 10. As a way to enhance privacy, the technique’s ultimate utility 
comes in whether or not an attacker could distinguish the false trips from real ones. 
The likely attack method would be to find some characteristic of real trips and test to 
see which trips pass the test. The current method incorporates the major characteris-
tics of everyday trips. 

Techniques like this should be subjected to scrutiny from unbiased researchers pos-
ing as attackers. If they find an unmodeled characteristic that distinguishes false trips 
from true trips, that characteristic should be incorporated into the simulation. Toward 
this end, we have made available 1000 simulated trips and 10 real trips from our test 
area available on a public Web site1. The simulated trips come from the technique 
described in this paper. This site also contains a movie showing the progress of the 
1000 false trips on a map. The movie shows that most trips start and end in more 
urban areas, with fewer in less populated regions. 

While ours is one of the first efforts to produce realistic trips for location privacy, 
there are published criteria for trip simulation. One list of criteria comes from a sur-
vey of vehicular simulation techniques for mobile ad hoc networks [5]. Their five 
“macro-mobility” criteria apply to our technique: 

                                                           
1 http://research.microsoft.com/en-us/um/people/jckrumm/RealisticDrivingTrips/data.htm 

 

Fig. 10. These are ten false trips generated by our method 
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• Graph – Vehicular models that move on a map-derived graph, like ours, are 
considered more realistic. 

• Initial Destination and Position – Our endpoints are not random. They are 
restricted to the graph and represent characteristics of the endpoints we ob-
serve in data. 

• Trip Generation – Endpoints can be generated based on likely activities of 
drivers (e.g. shopping, entertainment). Our models do not account for this. 

• Path Computation – Our computed routes are based on random, but plausi-
ble, road speeds and thus demonstrate variability similar to actual drivers. 

• Velocity – We take driving speeds from probability distributions based on 
our GPS data. 

Another list of criteria, for a related purpose, comes from Duckham et al.’s [2] 
speculation on how a privacy attacker might attempt to refine obfuscated location 
data. The same refinement techniques could be applied to filter out false reports: 

• Maximum/minimum/constant Speed – Road speeds that deviate signifi-
cantly from normal are suspicious. Our trips use speeds derived from obser-
vations. 

• Connected Refinement – An attacker would check that a sequence of loca-
tion reports adheres to a connected graph of locations. Our false trips are 
consistent with the road network. 

• Goal-directed Refinement – A trip that wanders aimlessly is unlikely. Our 
trips move toward a goal, but they do not always follow the optimal path ac-
cording to published speed limits, thereby enhancing realism. 

The benchmark for privacy-related, false trips is the random walk methods in Kido 
et al. [9], which is the only previous attempt we know of. Our trips are sensitive to the 
road network, the locations where drivers start trips, their destinations, the random-
ness of their routes, and the speeds they drive. While this is a significant improvement 
over previous work, there are more trip features to consider: 

• Time Sensitivity – All our models disregard the time of day, day of the 
week, etc. It is likely that trip characteristics vary with time. For instance, 
commuters normally leave residential areas in the morning to drive to com-
mercial areas. However, our goal is to simulate plausible trips, not aggregate 
traffic flows, so time sensitivity is not critically important. It would be easy 
to retrain our driver behavior models with different time slices. 

• Stops – Without knowledge of the locations of stop signs, stop lights, and 
traffic slowdowns, we could not adequately model stops during a trip. While 
our speed distributions do admit very slow speeds, we do not explicitly mod-
el stops nor their durations. 

• GPS Outliers – We know that GPS receivers occasionally produce outliers, 
sometimes repeatedly whenever they return to a certain place. We do not at-
tempt to model this. 

Increasing realism is not the only way to improve the effectiveness of false reports. 
It is also worth considering making the true report look more like a false one in order 
to confuse an attacker. For instance, if the false reports lack fidelity on a micro scale 
(e.g. lane selection before a turn, brief stops), it may be easier to simply add more 
noise to the false and true reports to cover minor infidelities. Decreasing precision 
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and accuracy of location reports is an acknowledged method for protecting privacy 
[1], and it can make it more difficult for an attacker to distinguish real trips from false 
ones. Likewise, instead of adding outliers to the false reports, it may be easier to filter 
outliers from the real reports. 

Still unresolved is when a privacy-minded client would report false trips – conti-
nuously, only while the client is actually moving, random times? It would be possible 
to build a higher level process that invokes our realistic trips at realistic times of the 
day to simulate movement and stop patterns over extended periods of time. 

10   Conclusion 

Generating false trips is one way to enhance location privacy. We generate false trips 
by abstracting probabilistic models from real trips and using these probabilities to 
generate random start and end points, random routes, random speeds, and random 
GPS noise. 
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Abstract. Navigation systems are in common use by drivers and typically pre-
sent information using either audio or visual representations. However, there 
are many pressures on the driver's cognitive systems in a car and navigational 
systems can add to this complexity. In this paper, we present two studies which 
investigated how vibro-tactile representations of navigational information, 
might be presented to the driver via the steering wheel to ameliorate this  
problem. Our results show that adding tactile information to existing audio, or 
particularly visual representations, can improve both driving performance and 
experience. 

1   Introduction 

Humans are limited in what they can simultaneously perceive. This is particularly 
noticeable when driving a car and trying to do something else at the same time, such 
as talking and changing the radio channel. In-car navigation systems are now making 
new demands on a driver’s attention [3]. Extensive research has been carried out to 
investigate how this cognitive demand might be reduced through the provision of 
various kinds of collision detection systems and on how best to warn the driver of 
possible collision using different modalities and also representing information in 
multiple modalities (see [13]). Our research focuses on a less safety-critical aspect of 
driving, although one that is still affected by the multiple stresses on a driver's atten-
tion: navigating when using an in-car navigation system. 

In-car navigation systems are common and many drivers use them regularly. Typi-
cally, three types of systems are in use: (1) built-in systems offered by the manufacturer 
(2) specific navigation add-on devices offered by third party companies, and (3) naviga-
tion applications on mobile phones which include GPS. Sales trends show that these 
devices are increasingly being used and that it will be the norm to use a navigation sys-
tem within the next few years1. In our work we are investigating how vibro-tactile  

                                                           
1 http://www.telematicsresearch.com/PDFs/TRG_Press_Jan_08.pdf  
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output, as an additional channel, can help to provide navigation information without 
interfering with the overall user experience and without distracting the driver.  

From a technical perspective, the devices of built-in systems are more tightly inte-
grated with the car’s sensors, displays, and speaker system. The main navigation 
screen in these systems is often of high fidelity and commonly only shared with other 
information and entertainment systems in the car. Hence, when using one of the other 
functions (e.g. browsing the music collection or looking up weather or news) this 
screen is not used for navigation. In many built-in designs there is an additional dis-
play of smaller size (e.g. in the dashboard or the head-up-display) that shows only the 
next action for the driver. The audio output of built-in systems is linked to other audio 
sources in the car and, hence, it can be prioritized over entertainment content. How-
ever, if the user listens to the radio, to music or information, the interruption is disrup-
tive and interferes with the user experience.  

In contrast, add-on devices typically provide an additional single screen that can be 
exclusively used for the navigation task. The audio output is provided by additional 
speakers, but which compete with the in-car audio system for the user’s attention. Some 
of these devices can be linked to the in-car audio system via Bluetooth for a tighter level 
of integration. Navigational applications on mobile phones are similar to add-on devices 
with regard to their output capabilities, with the exception that the output channels may 
be shared with other applications on the phone (e.g. SMS, music player, calling) and 
hence the output channel is not exclusive to the navigation application.  

All of these systems provide visual and audio output to convey information about 
the recommended driving direction to the user. The complexity of the information 
presented varies from simple directional indicators (e.g. an arrow that indicates the 
driver should turn right or left at the next crossing) to complex 3D scenes (e.g. a first 
person view of the geographical surrounding with an added arrow indicating driving 
directions) and map views. The additional audio information can also vary in com-
plexity, ranging from simple commands (e.g. “turn right”) to longer explanations (e.g. 
“take the next exit and continue towards highway 7”).  

If visual and audio output are present and the user concentrates on the driving task 
then current systems work very well. However, this optimal scenario often fails to 
occur in real driving scenarios as drivers engage in many tasks while driving, ranging 
from social conversation with passengers, talking on the phone or consuming enter-
tainment such as music or audio books. These additional tasks are important to the 
driver and contribute significantly to the user experience. For example, engaging in a 
conversation or listening to an audio book can keep the driver alert and may make a 
trip seem shorter. The audio output of current navigation systems fails to integrate 
well with these practices and hence can negatively affect the user experience.  

Answers given by participants in our user studies indicated that audio output is 
problematic for many users of these navigation systems. They deal with this issue in 
different ways. A common approach is to mute the navigation system while in con-
versation or listening to the radio or music, and to rely exclusively on visual informa-
tion. However, people reported that this can lead to missing turns as the audio doesn’t 
prompt them to look at the display. In this situation, the driver either has to focus on 
the navigation system or risk missing important information.  
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These considerations, and previous work on tactile driver warning systems, e.g. [6] 
motivated us to look at different modalities for presenting navigation information to 
the driver. Our hypothesis was that vibro-tactile signals might be less intrusive than 
audio signals and interfere less with other activities. Our study therefore explores the 
design space of different modalities for presenting information to the driver. We cre-
ated a prototype to explore the utility of vibro-tactile feedback in the steering wheel 
both for transmission of simple information and as an additional modality that sup-
plements the conventional channels.  

2   Prototype and Design Space 

To build our prototype navigational system, we first assessed potential locations in 
which to present vibro-tactile output in terms of feasibility and user experience. To 
make vibro-tactile output useful as an additional modality a central requirement is that 
the actuators are in constant contact with the user. This leaves three potential options 
for integration: steering wheel, pedals and floor, and the driver seat.  

We decided to explore the design space for the steering wheel. Some car manufac-
tures have recently added vibration output to their steering wheels for warning signals 
e.g. Audi2. The whole steering wheel vibrates to provide binary information. There 
has also been initial work on providing tactile information in the steering wheel to 
communicate more specific information that inspired our prototype [4]. The seat has 
been used to provide coarse tactile information, e.g., for warnings3 or other informa-
tion [10, 14].  

The steering wheel is used with hands and fingers, which are very sensitive to tac-
tile information. Additionally, in contrast to the body (driver seat) or feet (pedals), 
fingers are usually bare, making it easier to provide rich tactile information. To ex-
plore the design space we created a prototype steering wheel with integrated tactile 
actuators. An advantage of integrating the signal into the steering wheel is that the 
signal itself might intuitively prompt the driver to turn the wheel using a direct physi-
cal mapping [8], nudging and tugging the driver in the correct direction. This ap-
proach has been successfully employed, for example with a shoulder-tapping system 
for visually impaired people [11] which was preferred over and engendered better 
performance than audio feedback. According to research on stimulus-response com-
patibility (see [9]) spatially corresponding mappings yield better performance than 
non-corresponding mappings, and matching modes of stimuli and response (e.g. man-
ual responses to visuo-spatial stimuli). This further motivates investigation of vibro-
tactile cues in the steering wheel.   

The system consisted of a microcontroller (PIC 18F252), 6 power drivers, 6 vibra-
tion motors, and a Bluetooth communication module (Linkmatik). The microcontrol-
ler ran a small application that received commands from the serial line (via Bluetooth) 
and controlled the vibration motors using a pulse-width-modulation via power drivers. 
Via the Bluetooth module, the prototype can be connected to a test application or the 

                                                           
2 http://www.audiworld.com/news/05/naias/aaqc/content5.shtml 
3 http://www.citroen.com.hk/tech/sec_04.htm 
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navigation system. Each vibration actuator could be controlled individually with re-
gard to intensity and duration of tactile output. The minimal perceptible duration for 
the on-time of the motor is about 300ms and about 5 levels of intensity could be  
discriminated. Any software that can send command strings over the Bluetooth serial 
link could generate the control commands. In our experimental setup we used Flash 
and Java on a PC to control the hardware. 

The physical design was a steering wheel the same size as that found in cars. The 
vibration motors (6 x 3.5 cm) were integrated on the outer rim of the wheel under a 
layer of rubber (see fig 1). It was attached on top of a gaming steering wheel used to 
control car racing games (logitec). This acted as controller for our simulated driving 
task. 

 

       

Fig. 1. The steering wheel: concept and internal data flow and photo of the prototype used in 
the study with the elements exposed 

In the design of the tactile output we were able to use the following dimensions:  
1) number of actuators: each of the six actuators could be used independently; 2) 

intensity: the intensity of each actuator could be controlled independently from an off-
state up to level 5;  and 3) timing of the signal: the actuators could receive signals at 
any time. This enabled us to create static output (e.g. switching on the left side of the 
steering wheel with a medium intensity for 2 seconds) as well as dynamic patterns 
(e.g. activating vibration in a circular pattern moving clockwise, with 1 actuator al-
ways on and a brief overlap during transitions).  

For our comparative studies, we mainly focused on static patterns because our cur-
rent setup with only six distinct locations (actuators) for the signal limited the fidelity 
of dynamic patterns and the speed of the traveling signal. Our static pattern consisted 
of two different vibration signals: 1) vibration on the right side (actuators 2 and 3 
turned on) indicating that the driver should turn to the right; and 2) vibration on the 
left side (actuator 5 and 6 turned on) indicating a left turn. 

However, we also used the study as an opportunity to probe the general feasibility 
of dynamic patterns. We introduced a dynamic circular pattern, where the vibration 
signal moves along the wheel (i.e. a vibration signal starts at actuator 1 with full  
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intensity, then after 300ms the vibration stops and starts immediately at actuator 2 for 
the same time with the same intensity and so on). The idea is to lead the driver to turn 
the wheel in the correct direction by following the moving signal, i.e. when it moves 
from left to right the driver should turn to the right and vice versa. Dynamic patterns 
are also an interesting alternative, since they are not affected by extreme turns of the 
steering wheel and could transmit more complex information. Integrating many small 
actuators into the wheel would allow the signal to quickly move between adjacent 
actuators, enabling the user to, for example, feel the vibration move along the fingers 
of one hand.  

In the studies described below we concentrate on simple static vibration signals. 
This was feasible because our test situation required no extreme turns. Thus, there 
was no risk of the wheel being turned around to a degree where a vibration on the left 
side of the wheel might be felt at the driver’s right hand. Participants were instructed 
to keep both hands on the wheel. To ensure that they felt the vibration regardless of 
where their hands were located (the next motor might be a few centimeters away from 
the hand) the vibration signal had to be put on maximum intensity. This unfortunately 
resulted in some vibration transmitting to the entire wheel, negatively affecting the 
ease of distinguishing left/right vibration.  

3   Setup and Experiments 

We ran two studies using an almost identical technical setup to explore the design 
space. Variations were due to the studies being run in different locations and lessons 
learned from the first study. Both studies utilized the steering wheel prototype and 
vibration signal (see fig 2).  

The first study compared three conditions: a spatially localized audio beep (pro-
vided via headphones), a tactile-only condition, and an audio+tactile condition. The 
second study investigated spoken audio instructions, visual instructions (arrows), and 
multimodal instructions (visual+audio, audio+tactile, visual+tactile). While the first 
study aimed at a comparison of signals of similar length and informational content, 
the second study was designed to closer emulate current navigation systems which 
employ spoken instructions.  

For the simulated driving task we chose a deliberately simple road layout, inspired 
by the Lane Change Task layout [7]. Our road consisted of three straight lanes. The 
participants had to drive on the middle lane of the road and to change to the left or 
right lane whenever they received a corresponding instruction and then return to the 
middle lane again. They also had to keep to the speed limit indicated by the road signs 
they were passing. Order and timing of direction instructions were randomized. 

The chosen road layout offered the opportunity to easily measure direction recog-
nition and driving performance without the risk that the drivers might turn the steering 
wheel to an angle where the actuators were not at the left or the right side.  Recom-
mended speed limits alternated between 30 and 50 km/h at varying distances. Partici-
pants also had to carry out a distractor task. The setup is depicted in fig. 2.  
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Fig. 2. Setup in the first study with the control panel on a laptop (left), setup in the second 
study with control panel on a 8” display (middle) and a close-up of the control panel with an 
direction arrow used in the second study (right)  

3.1   Software and Equipment 

Participants were seated on a chair in front of our prototype steering wheel. The logi-
tec driving game pedals were located on the floor, taped to the ground, and aug-
mented to provide some resistance to being pressed.    

The physical setup can be seen in figure 2. A 42” display behind the steering wheel 
emulated the view through the front window, showing the road ahead. As a driving 
simulator we employed CARS4 , run on a PC. The CARS software was adapted to 
send messages to the vibration actuators using UDP over a Bluetooth connection. In 
the first study we utilized a laptop located towards the side of the driver behind the 
steering wheel to show the speedometer on a control panel, (see fig 2 right). Due to 
the design of our wheel prototype (with electronics filling the inside of the wheel) the 
control panel could not be placed directly behind the wheel. In the second study we 
used an 8” display to show the control panel, this time including navigation instruc-
tions for the visual information conditions (see fig 2, middle and right).  

The drivers were equipped with a headset that delivered audio information, distrac-
ter information and tasks (background music emulating a radio show in the first study 
and spoken questions in the second study) and additionally shielded off audible noise 
from the vibration actuators. In the first study a Sennheiser HD 280 pro 64 Ω was 
used, and in the second study a Philips headset.   

3.2   Study 1: Driving with Audio, Tactile or Combined Directional Information 

In the first study we utilized spatially localized audio (a beep) as the most direct 
equivalent to a vibration signal for the audio condition. The audio signal was given by 
a 140 ms beep following guideline 7 from Green [5] about the duration of signal 
bursts. In the vibration condition two actuators were activated for 300 ms on the left 
or right side of the wheel (much shorter signals are not noticeable). The third  

                                                           
4 https://www.pcuie.uni-due.de/projectwiki/index.php/CARS 



48 D. Kern et al. 

condition combined audio and vibration. 16 participants took part in this study, with 
the order of conditions counterbalanced.  

As a distractor task participants heard music through their headphones made to re-
semble a radio station playing standard easy-listening pop music, and were instructed 
to tell the experimenter when they hear a specific jingle. All music tracks were about 
a minute long, and the jingle lasted three seconds.  

To investigate the general viability of a dynamic vibration pattern for conveying 
directional information, we presented the participants with a final task after they had 
completed the three conditions. The actuators were turned on one after another to 
create a signal moving along the steering wheel either clockwise or anticlockwise. 
Holding the wheel without any driving task, participants had to recognize and tell the 
experimenter either verbally or using gestures in which direction the signal was mov-
ing. We researched two different conditions: in the first one the signal made one circle 
of the steering wheel, meaning that each actuator was turned on only once; in the 
second condition, the signal made two circles of the steering wheel. In each condition 
they were presented with 16 instances, half running clockwise and the other half anti-
clockwise in random order.  

Design  

A within-subjects design was employed, with each subject performing the task in all 
conditions (in counterbalanced order). Participants were first introduced to the simula-
tor and to the task. The three modalities of directional information were demonstrated: 
audio, tactile and combined audio+tactile). They were then given six minutes to drive 
the simulator in order to get used to it with signs on the road giving left-right  
instructions.  

Each condition then lasted six minutes, during which subjects received 18 instruc-
tions (nine left and nine right) in random order. The time between instructions was 
randomly between 15 and 24 seconds. Subjects were instructed to drive in the middle 
lane and to switch to the left or right lane according to the signal and to come back to 
the middle lane immediately after having reached the respective lane. At the end, 
participants were given a questionnaire and asked to rate the conditions according to 
their preferences (e.g. being annoying or pleasant). Further open-text explanations 
(e.g. why it was annoying) for their statements were collected, as well as demographic 
data.  

As dependent variables we assessed driving performance, measured in terms of 
lane keeping (mean deviation from the race line) and compliance to the suggested 
speed and correctness of lane-shifts in both studies.  

As a measure of lane keeping we examined the position of the car on the street in 
comparison with an ideal race line that we assume participants should drive along (cf. 
[7]). Every 20 millisecond the standard deviation of the mean distance of the car from 
the ideal race line was calculated up to this point. To make the calculation of the 
curves to the left and right lane easier we approximate them also with straight lines, 
see figure 3.  
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Fig. 3. graphical representation of calculating the driving performance by measuring the stan-
dard deviation of the mean distance to the ideal race lane 

Participants 

16 participants took part in the study: 9 female and 7 male, aged 25 to 52 (mean of 
36). All were administrative or research staff from the Open University. Driving ex-
perience varied from having held a driving license from 1 year up to 36 years (mean 
of 15.3 years) . Only 2 people had less than 6 years driving experience. The majority 
(nine people) drove more than five times per week and only five drove less than once 
a week. Only one used a navigation system, but reported that they frequently turned 
off the audio when listening to radio or talking with other passengers.  

3.3   Results of User Study 1  

Analysis of driving performance data  

The effects of representing directional information in different modalities (audio, 
tactile or audio+tactile) were compared for three measures of driving performance 
using repeated-measures ANOVAs: likelihood of moving in the correct direction, 
average speed and mean standard deviation from the race line. 

There was an effect of interface condition on participants’ accuracy in choosing 
whether to steer left or right, F(2, 28) = 14.25, p < .001. Planned comparisons showed 
that participants were correct less often in the vibration condition (M = 16.4) than in 
either the audio (M = 17.9), p < .01, or combined condition (M = 17.9), p < .005. 
There was no significant difference in accuracy between the audio and combined 
conditions, p > .05. There was no significant effect of the modality of directional 
information on the average driving speed, F(2, 30) = 2.42, p > .05. There was also no 
effect of the modality of directional information on the standard deviation from the 
race line, F(2, 30) = 1.04, p > .05. 

Therefore, we can conclude that the tactile information led to decreased driving 
performance compared to the audio and there was no improvement in providing both 
together. There were however interesting qualitative responses to the different mo-
dalities from participants’ responses to the questionnaire. These are outlined in the 
next section. 

All participants were able to distinguish the direction of the dynamic vibration sig-
nal in the follow-up experiment. The variation of having the signal run twice around 
the wheel was preferred, as this enabled a confirmation of the initial judgement after 
the first round. The fidelity of the signal (due to our setup with only six actuators) was 
not high enough to be easily detected. 
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Analysis of questionnaire results 

The questionnaire asked participants to rate the output modality variation they pre-
ferred and to what extent they found each pleasant, annoying or distracting. There was 
no significant effect of interface condition on the rating of pleasantness, annoyance or 
distraction. However, 11 participants were found to prefer the audio-only interface 
and 5 preferred the combined interface. No participant preferred the vibration inter-
face. A Friedman's ANOVA found differences in participants' preferences for differ-
ent navigational systems to be statistically significant χ2= 11.37, p < .005. Post hoc 
Wilcoxon tests indicated that the audio condition was preferred to the combined con-
dition (p<.05), which was in turn preferred to the tactile condition (p<.05).  

All of the participants in the first study gave extensive answers to the free text 
questions in the questionnaire. These asked them to explain what they liked and dis-
liked, and what was annoying, pleasant or distracting in the three conditions as well as 
what they thought were advantages or disadvantages. These open text answers as well 
as remarks by participants during the study indicate that the preference for the audio 
condition was mostly due to difficulties in distinguishing the direction of the signal 
and the limitations of our prototype: for example, ensuring that vibration could be felt 
regardless of how or where participants held the wheel required a maximum intensity 
signal, which resulted in vibration transmitting across the entire wheel).  

Almost two-thirds of the participants mentioned difficulties in distinguishing direction 
and location of the tactile vibration signal, possibly due to the insufficiencies of our cur-
rent hardware implementation. Vibration on its own was considered to be less clear or 
comprehensible than the audio signal. Several participants thought there was a risk of 
confusing the signal with road vibrations or it being masked. As a practical issue, several 
participants mentioned that it might be hard to notice if only one hand is on the wheel 
(although this issue might be alleviated by a more sophisticated setup with many actua-
tors). One possibility is that integrating more actuators into the steering wheel, increasing 
signal fidelity and reducing its intensity for a more localized signal, would provide a 
remedy to most of these issues except for the potential interference of road vibration.  

Many general problems were listed for the audio-only condition, confirming our 
hypothesis that alternative modalities would be useful. Half of the subjects mentioned 
that background noise, conversation and radio could interfere, mask the signal or 
distract the driver. As a practical issue, hearing impairments were mentioned. The 
utility of spatially localized sound instead of verbal instructions was questioned, e.g. 
the audio signal could be masked by other sounds (although it should be noted that the 
beep signal was used more for reasons of experimental parity than practical utility). 
Participants furthermore wondered whether it would be feasible without headphones, 
as they would not want to wear headphones while driving, and were concerned that 
turning one’s head around could lead to a mismapping of directions. Several partici-
pants commented on the audio being annoying. Thus, it seems that verbal instructions 
are superior to more abstract sound, even if they might feel tedious to listen to. 

Overall, problems in one condition mirrored advantages of the other: Several peo-
ple who mentioned background noise/radio as a problem for audio signals listed as an 
advantage of vibration that it would not be masked by surrounding noise, while the 
audio signal was listed by the majority as being “easier to notice” and to “distinguish 
direction”.  
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Participants almost unanimously liked the multimodality of the audio+tactile con-
dition. Its main advantage was seen in providing confirmation and reinforcement of 
the signal perceived in the other modality, and a backup in case one signal was 
missed, for example: “alerting more than one sense not to miss it”; “the sound rein-
forced the vibration”; and “the sound will confirm the vibration if the driver was not 
sure”. A few people were concerned that an inconsistency in the combined signal 
would be highly confusing and that the combination of two modalities might become 
overwhelming or distracting when experienced over an extended time.  

The questionnaire results led us to continue to explore the design space and to focus 
on the utility of vibration as auxiliary information. Results and user feedback indicated 
that this might be a likely avenue for finding benefits. That performance measures for 
speed and race-line for the vibration-only signal were comparable to the other conditions 
despite of the limitations of our prototype was encouraging. User feedback confirmed our 
hypothesis that audio information on its own is felt to be problematic in driving practice 
due to interference with the radio and passenger chat). Vibration-only might be useful, 
but needs much better prototypes (better resolution of signal) to be evaluated fairly. Fur-
ther research in this direction will need to keep in mind users’ concerns about one-handed 
driving and the possibility of road vibrations masking the signal.  

3.4   Study 2: A Comparison of Different Forms of Multimodal Directional 
Information 

The questionnaires in the first study revealed a range of concerns regarding spatial-
ized audio (use of headphones while driving, danger of confusing directions when 
turning head during the audio signal). Furthermore a spatially localized beep sound is 
too restricted in terms of the information it can convey to be useful for complex driv-
ing instructions. The second study therefore investigated a more realistic scenario 
emulating existing navigation systems. This study investigated whether multimodal 
information improves performance and whether an auxiliary vibrotactile signal would 
outperform the existing combination of audio and visual information.  

Design 

A within-subjects design was again employed: participants took part in 5 conditions 
in counterbalanced order: audio information alone, visual alone, audio+visual, vis-
ual+tactile and audio+tactile. 

Information was presented via spoken audio instructions (“please change to the 
left/right lane”) by a female computer voice, and in the visual conditions through an 
arrow next to the speedometer indicating the direction. The vibration signal, again, 
was given for 300 ms by two actuators on the left or right side of the wheel.  

An audio distractor task was designed to emulate distractions from passenger conversa-
tions that interfere with audio navigation information. It consisted of mathematical ques-
tions, asking participants to calculate (e.g. “Peter and Paul are 16 together, Paul is nine, 
how old is Peter?”), with a ten second interval between questions. The volume of ques-
tions was lower then the audio instructions. Participants also had to pay attention to visual 
information by looking out for signs indicating the speed limit and making sure they did 
not go to fast or slow. All other aspects of the design were identical to the first study. 
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Participants  

17 master’s students from the University of Duisburg-Essen participated in the second 
study: 2 female and 15 male, aged between 23 and 35 (mean 26). Driving experience 
varied from having held a license for between one and 12 years (mean of 7.8) years. 6 
typically drove less than once a week, another 6 between one and four times a week 
and 5 five to seven times. Half (9 people) used a navigation system. Six reported that 
they found voice output inappropriate or disturbing when talking with passengers or 
listening to the radio. One reported turning it off while talking to people and another 
when listening to the radio. Three never turned it off. Those participants who used a 
navigation system were asked to specify on a scale from 0 (very often) to 5 (never) 
how often they miss turns while the voice output is turned off: the mean was 2.96 
(standard deviation 0.94). 

3.5   Results from User Study 2 

Analysis of driving performance data 

Participants’ driving performance with each of the five representations of directional in-
formation (audio, visual, visual+audio, audio+tactile, visual+tactile) were compared using 
repeated-measures ANOVAs. Modality of the information had no effect on the number of 
correct lane changes F(1.9, 30.3) = 2.45, p>.05. There was also no effect of the modality 
on the average speed, F(1, 16) = 1.21, p > .05. However, there was a significant effect of 
information modality on the standard deviation from the race line, F(4, 64) = 3.40, p < .05. 
Mean standard deviations from the race line are shown for each condition in fig. 4.  
 

 

Fig. 4. Mean standard deviation from the race line by condition. The combined tactile and 
visual condition has the lowest mean standard deviation.  
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Pairwise comparisons revealed that there was a significant improvement in per-
formance when coupling audio with tactile information compared to audio alone  
(p < .05); however, there was no improvement when coupling audio with visual in-
formation compared to audio alone (p > .05). There was also an improvement in cou-
pling visual and tactile information over visual information alone (p < .05), but no 
improvement over visual alone when coupled with audio (p > .05). There was no 
significant difference in performance between the audio+tactile and visual+tactile 
conditions (p > .05). 

Questionnaire Data: Preference ratings 

Participants were asked to rate each of the five navigational system configurations 
in terms of preference from 1 (most preferred) to 5 (least preferred). Preference 
scores were compared using Friedman’s ANOVA. A significant effect of the type 
of navigational system was found on participants’ preferences (χ2(4) = 43.77,  
p < .001). Wilcoxon tests were carried out to follow up on this finding. A Bon-
ferroni correction was applied, so all effects are reported at a p<.007 level of sig-
nificance. Both the visual+tactile (Mdn = 1, T = 3.71, p=.001) and visual+audio 
(Mdn = 3, T=2.81, p=.005) configurations were preferred to the visual alone (Mdn 
= 5). Similarly both the audio+tactile (Mdn = 3, T =2.76, p=.006) and visual+audio 
(T=3.10, p=.002) configurations were preferred to the audio alone. The vis-
ual+tactile configuration was also preferred to the other two multi-modal configura-
tions: visual+audio (T= 3.70, p=.001) and audio+tactile (T=3.25, p=.001). There 
was no significant difference in preference for the audio+tactile and visual+audio 
configurations. Therefore to summarize, multi-modal are preferred to single modal 
navigational system and the most preferred multi-modal configuration uses visual 
and tactile representations. 

Questionnaire Data: Ratings of Pleasantness and Annoyance 

Participants were asked to score how pleasant and annoying each of the navigation 
systems were to use, indicating their preference by crossing a line. The distance 
along the line was then measured and translated into a scale ranging from 0 (not at 
all) to 5 (very). Mean ratings are shown in figure 5 for both pleasantness and  
annoyance. 

Mauchly’s test indicated that the assumption of sphericity had been violated for the 
pleasantness scores (χ2(9) = 27.6, p<.05), therefore degrees of freedom were corrected 
using Greenhouse-Geisser estimates of sphericity (ε=.49). A significant effect of 
navigational system was found on pleasantness ratings, F(2.0, 31.4) = 12.3, p<.001. 
Planned contrasts revealed that visual+tactile was found to be more pleasant than 
visual alone (p<.001), visual+audio (p<.001) and audio+tactile (p<.005). No signifi-
cant differences were found between the audio and visual+audio (p>.05) or  
audio+tactile (p>.05). 
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Fig. 5. Mean rating of how pleasant and annoying the conditions were perceived to be (0 = very 
unpleasant, 5 = very pleasant)  

Mauchly’s test also indicated that sphericity had been violated for the annoyance 
ratings (χ2(9) = 31.7, p<.05) ), therefore degrees of freedom were corrected using 
Greenhouse-Geisser estimates of sphericity (ε=.54). A significant effect of naviga-
tional system was again found, F(2.2, 34.6) = 16.7, p<.001). Planned contrasts re-
vealed that participants found no difference between visual+tactile and visual alone in 
terms of how annoying they were (p>.05), but found the visual+audio to be signifi-
cantly more annoying than either visual-alone (p<.005) or visual+tactile (p<.001). 
Adding vibration (p<.01) or visual representations (p<.05) to audio were found to 
make it significantly less annoying. Audio+tactile was found to be significantly more 
annoying than visual+tactile (p<.001).  

In summary, participants tended to find the visual+tactile representations both most 
pleasant and least annoying. The audio navigational system was found to be particu-
larly annoying and unpleasant. This effect was ameliorated somewhat by combining it 
with another representation: either tactile or visual. 

Questionnaire Data: Ratings of distraction 

Participants were also asked to rate how distracting they found each of the naviga-
tional systems, again by crossing a line between the extremes of ‘very’ and ‘not at 
all’. Mean ratings of distraction are represented in figure 6. 

Mauchly’s test indicated that the assumption of sphericity had been violated for the 
distraction ratings (χ2(9) = 19.3, p<.05), therefore degrees of freedom were corrected 
using Greenhouse-Geisser estimates of sphericity (ε=.58). A significant effect of 
navigational system was uncovered, F(2.3, 37.0) = 4.8, p<.05. Planned contrasts re-
vealed that participants perceived the visual alone system to be more distracting than 
the visual+tactile (p<.001), but no more distracting than the visual+audio system 
(p>.05). The audio system was perceived to be neither more nor less distracting than  
the audio+tactile system (p>.05), or the visual+audio system (p>.05) The vis-
ual+tactile system was perceived to be less distracting (p<.05) than the visual+audio 
system. 
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Fig. 6. Mean rating of perceived distraction (5=most, 0=least distraction). The visual-only and 
the visual+audio condition are considered most distracting.  

Questionnaire Data: Summary 

The navigational system that combined visual and tactile information came out as a 
clear winner in participants’ questionnaire responses. In the preference ratings, it was 
preferred to all other modality variations. Multi-modal systems were also preferred 
generally to the single modality systems. The visual+tactile system was found to be 
the most pleasant system to use, the least annoying and the least distracting. 

The most frequently listed advantage for the audio condition was that audio in-
formation allows the driver to keep their eyes on the road (7 times) and that it is very 
salient (4 times). As a disadvantage, interference with conversation was listed, and 
that it can quickly become annoying. Participants seemed to perceive as an advantage 
of the visual information display that it does not distract from driving or listening to 
passengers. Four people mentioned that its biggest advantage is that one can look a 
second time and therefore do not need to remember the information. Visual informa-
tion was considered useful as a back-up and confirmation for another signal that has 
not been well understood or clearly perceived, in particular since it does not disappear 
and can be looked up again. The back-up/confirmation function was listed frequently 
for all of the multimodal conditions.  

The biggest disadvantages of visual information, listed most often, are that it re-
quires the driver to look away from the road (listed 10 times) and can be missed as it 
does not attract attention unless glancing at the display. An auxiliary channel, either 
audio or vibration, was felt to provide a remedy to both disadvantages. Few people 
listed any disadvantages for the visual+tactile condition, while visual+audio was 
listed by a some people as having the ‘disadvantages of both’. Vibration was valued 
as more ambient and less distracting by a few people and also listed as being fast and 
providing the least distraction from traffic or conversation.  
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3.6   Limitations and Potential Improvements 

The studies were conducted in a simulator setting and not in a car, hence there were 
no vibrations induced from the actual driving. In current cars there are suspension 
mechanism that ensure that little vibration from the road can be felt in the car and in 
particular on the steering wheel. We expect that the results acquired with the simula-
tion environment are similar to those in an actual car.  

Due to our prototype hardware setup we have tested the general viability of using 
vibration signals using a fairly rough-grained signal (only 6 actuators and switching 
times of 300ms). Participants were able to identify the information from static (left 
side or right side vibrates) signals well, leading to increased performance. They were 
furthermore able to distinguish a dynamic pattern of the vibration moving direction-
ally around the wheel (left to right or right to left). However the small number of 
actuators and the long switching time of our prototype consequently made the pattern 
too ‘slow’ to be utilized during a driving task. Even with these limitations of using a 
static signal (instead of a dynamic pattern) we achieve a better user experience. We 
expect that with more actuators distributed throughout the steering wheel and a faster-
moving signal, the experience could be further improved with vibration being felt to 
move between the fingers of one hand on the wheel, supporting one-handed driving.  

4   Discussion and Conclusions 

Presenting information to users during a driving task is challenging. The central goal 
is to communicate useful information in a timely fashion without creating distraction 
and without increasing the cognitive load. Navigation devices provide just-in-time 
information for drivers on upcoming decisions, such as turning at the next corner or 
changing lanes. Providing this information in small pieces at the time the driver needs 
it to decide where to go eases the navigation task and hence reduces cognitive load 
and distraction. However, how this information is provided remains crucial as it is 
typically presented to the driver in situations where the primary task requires addi-
tional caution (e.g. taking a turn or driving off a motorway). The modality in which 
this information is represented can be critical, especially given the limitations to what 
the human cognitive system is able to simultaneously perceive. There are multiple 
potential demands on a driver's attention: talking with passengers, telephone conver-
sations, looking out for potential dangers and in the car's mirrors, to name just a few. 

In the research described in this paper we investigated the effects of presenting vi-
bro-tactile information to the driver [6, 14].  In particular, we looked at the effect of 
presenting navigational cues with vibration output embedded into the steering wheel. 
Our hypothesis was that as most driver distractions are either visual or auditory, by 
presenting tactile information, we might minimize the cognitive load associated with 
navigation. The result of the first study indicated that vibro-tactile information display 
may not be as beneficial as more conventional auditory display of information in a 
distracting environment. This was because participants found it more difficult to  
perceive the direction represented by the tactile information and thus made more 
directional mistakes. Largely because of this, the participants preferred an auditory 
interface. We predict that tactile output in our prototype could be improved upon to 
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increase the perceptibility of information (e.g. by using tactons [1]). However, based 
upon our user feedback, we chose to pursue the different approach of investigating 
whether representing redundant information in the tactile modality might be benefi-
cial and favoured over single modality setups. In the second study we investigated 
whether multimodal representation of directional information would be associated 
with improved driving performance compared to single modality visual and audio 
representations. We also compared users' qualitative impressions of the different 
systems using questionnaires. 

As predicted, we found the best driving performance in the conditions where there 
was redundant multi-modal representation of information. However, this performance 
improvement was only found in the two conditions where audio and visual represen-
tations were coupled with vibro-tactile representation and not where visual and audio 
representations were combined. As the task carried out by the participants was highly 
demanding of visual and auditory attention, one plausible explanation for this finding 
is that the participants were able to use the tactile information as a pointer to tell them 
when to attend to the other forms of information being presented, thus enabling them 
to offload the cognitive work associated with monitoring for navigational information 
in the auditory or visual modalities and allowing them to concentrate on the driving 
and auditory distracter tasks (cf. [12]). Some participants indicated in the question-
naire that they relied primarily on the tactile representation for navigational informa-
tion, but were able to use visual or auditory information as a backup where they were 
unsure which direction had been indicated. 

This finding is supported and augmented by the questionnaire findings: participants 
showed a strong preference for the multimodal navigational interfaces, and in particu-
lar visual information coupled with tactile information. Participants reported finding 
audio information on it's own distracting when they were trying to concentrate on 
speech. This led to an unpleasant experience and annoyance, which was somewhat 
ameliorated through the simultaneous provision of tactile information. 

Our research suggests that the current design of in-car navigational systems, where 
both visual and audio output are combined, is acceptable for users, but inferior to the 
combination of visual output and embedded vibration suggested in our work. Our 
observations suggest that users rely on the vibro-tactile output as a trigger and use the 
visual display for confirmation and to gain additional information. The main advan-
tage over audio as second modality is that vibration is unobtrusive, does not hinder 
ongoing conversation, and does not interfere with music or media consumption.  

Overall the design recommendation drawn from the results are to present naviga-
tional information multimodality combining visual and tactile output. Our results, 
found that despite using a quite crude form of tactile interface, such a design improves 
the driving experience and might make it saver.  

In further work we will investigate further how vibro-tactile presentation influ-
ences driving performance and overall user experience. In particular we are interested 
what effects spatial distribution, fidelity of tactile output, and timing of the actuators 
have. A potential way of increasing the fidelity of tactile information might be to use 
tactile icons or 'tactons' [1,2], where directional information might be associated with 
a particular tactile pattern.  

We also plan to use more sophisticated measures to quantify changes in visual at-
tention when tactile feedback is introduced, using an eyetracker. Here we expect that 
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the driver will look significantly more at the road. Our current hardware includes an 
acceleration sensor that provides information about the steering angle; in a car similar 
information could be obtained from the can-bus. Making use of the measured angle of 
the wheel we plan to compare the effect of output that is relative to the wheel or rela-
tive to the car. This is important when the information is presented while the wheel is 
turned far out of its normal position, e.g. while turning. In the first case output on the 
left side would always be on the same (originally left) part of the wheel (which may 
then be on top if turning right) and in the second case output on the left will be always 
on the left side of the car. From a technical and systems perspective we are currently 
improving the output actuators (allowing faster switching and greater spatial resolu-
tion) and looking at options how to integrate this in an actual car – as built-in solution 
as well as an add-on device.  
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Abstract. Computer vision techniques can enhance landmark-based
navigation by better utilizing online photo collections. We use spatial
reasoning to compute camera poses, which are then registered to the
world using GPS information extracted from the image tags. Computed
camera pose is used to augment the images with navigational arrows
that fit the environment. We develop a system to use high-level reason-
ing to influence the selection of landmarks along a navigation path, and
lower-level reasoning to select appropriate images of those landmarks.
We also utilize an image matching pipeline based on robust local de-
scriptors to give users of the system the ability to capture an image and
receive navigational instructions overlaid on their current context. These
enhancements to our previous navigation system produce a more natu-
ral navigation plan and more understandable images in a fully automatic
way.

1 Introduction

Mobile phones provide users with highly portable and connected computing de-
vices. Moreover, the trend towards increased performance and inclusion of new
sensors such as GPS and cameras in mobile phones make them a compelling plat-
form for location-based services. In particular, navigation is emerging as a criti-
cal application for the mobile phone industry. We extend our previous work [1]
on automatically generating landmark-based pedestrian navigation instructions
with improvements on multiple fronts. In addition to improving landmark selec-
tion to provide more natural directions, we utilize computer vision techniques to
improve both image selection and the quality of arrows augmenting the image.
This extension also allows us to support the live annotation of images as the
user follows a path.

Consider the situation of a visitor attending a talk on a university campus.
A user can use their GPS enabled mobile device to navigate the campus by
entering their desired destination. In the simplest case, this navigation aide may
just be calculating a path and displaying it on a map along with the current GPS
location. Matching the physical environment to the map may still be challenging,
even if there are landmarks labeled on the map, as in Figure 1A. It is also
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Fig. 1. Examples of landmark-based instructions. A (left): A map client with landmarks
labeled. B (middle): Using text and canonical images C (right): Our system, utilizing
reconstructed camera pose to accurately augment images.

possible to generate text-based instructions referencing landmarks, and provide
accompanying images (Figure 1B). This makes it easier for a user to match to the
physical environment, but without camera pose information for the images, an
image may be chosen that is a significantly different perspective than the user
sees. To lower the cognitive load further, we utilize the reconstructed camera
pose to choose an image that is similar to the expected view of the user, and to
automatically draw accurate arrows on the image, as in Figure 1C and Figure 2.
This makes it easier for the user to orient themselves with respect to the images
and the path. As a user walks along the path, the GPS location can be used to
automatically show the next direction.

Many studies have shown that landmark-based navigation instructions pro-
vide significant benefits over map or distance-and-turn based directions [2,3,4].
Landmark-based navigation instructions are easier to follow, shorten the naviga-
tion time, and reduce confusion by providing visual feedback on the correctness
of a navigation decision. Our previous work addressed the challenge of automat-
ically creating landmark-based navigation instructions by leveraging an existing
collection of geotagged images [1]. This work demonstrated the possibility to pro-
duce a set of navigation instructions utilizing these images. It also showed that
users are able to follow these instructions and preferred them over other types
of directions. The user studies from this system guided us toward the multiple
improvements presented here.

Our previous system made decisions about which landmarks and images to
use on a local basis. Here we improve on this by including higher-level reasoning
to choose landmarks across larger regions of the path. This ties into user com-
ments about the prior system indicating that text directions to accompany the
images were important. While generating text corresponding to a single image
is relatively straightforward, we aim to produce an entire set of directions that
fits naturally with the way people navigate. For this reason, we have developed
a set of heuristics to guide landmark choice. We also optimize landmark choice
over larger sections of the path to provide a smooth flow. In addition, we pro-
vide support to fallback on map-based directions when appropriate landmarks
or images are not available.

The previous system rendered arrows onto the chosen images using rough
estimates for viewing direction and camera tilt. While this worked well in many
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Fig. 2. A sample client view of a generated instruction. The current direction is dis-
played prominently, but a preview of the next step is shown in the top right corner.

cases, it would occasionally produce confusing augmentations due to high GPS
error or landmarks and camera poses that violated the standard assumptions.
For example, see the uncorrected case in Figure 5. To address these problems we
run an automated reconstruction algorithm to solve for full 3D camera poses of
the images in the database, where a camera pose is described as a 3D location and
a 3D orientation. This corrects for GPS error and provides accurate camera pose
information, allowing us to improve low-level spatial reasoning. This information
improves both image selection and augmentation, leading to more realistic arrows
without any manual labeling. It also allows us to solve for camera pose of a new
image, giving us the ability to augment a live image a user has just taken. Live
augmentation is done by matching the image provided by the user with the
images in our database and computing its pose from the poses of the matching
images [5]. Matching is done using a mobile phone implementation of an image
matching pipeline based on robust local descriptors [6]. This enhancement opens
the possibility of rendering the image as part of a larger context. In summary,
our proposed framework provides more compelling landmark-based navigation
instructions in a fully automated way.

1.1 Prior Work

Requirement studies and user surveys have shown that landmarks are by far the
most predominant navigation cues and should be used as the primary means of
providing directions for pedestrians [7]. Goodman et al. [8] showed that land-
marks are an effective navigation aid for mobile devices—they shorten the nav-
igation time, reduce the risk of getting lost and help older people lower the
mental and physical demand required to navigate. See our previous publications
for more background on the advantages of using landmarks in navigation on
mobile devices [1].

Recently mobile phones are becoming a popular platform for Augmented Re-
ality type applications. Kähäri and Murphy [9] demonstrate such an application
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running on the newly released Nokia 6210 Navigator mobile phone. It uses an em-
bedded 3D compass, 3D accelerometer, and assisted GPS unit for sensor-based
pose estimation. Viewfinder images are augmented with information about the
landmark at which the user is pointing the camera. However, sensors are often
not accurate enough to allow for precise augmentation. A closed loop approach
based on robust image matching supported by our system alleviates this prob-
lem. Recently, Google has announced Street View for mobile [10]. The software
downloads a panoramic view of the current location and supports walking direc-
tions. Unfortunately, it is being reported that data transfer speeds are limiting
the usefulness of that system.

Efforts to build a guidance system based on online collections of geotagged
photos include the work by Beeharee and Steed [2]. They built a prototype
database of geotagged photos by manually entering the location and the viewing
direction of each photo. The study found that with landmarks the users finished
the route significantly faster than without them, and that users found the land-
marks helpful and informative. Since the authors did not use any augmentation
of images, the users found some of photographs that were not taken exactly
along the navigation path confusing.

We previously extended their work by making landmark images of primary
importance in generating directions and automatically augmenting images with
navigation directions, which greatly increases the confidence of the users and
their understanding of the navigation instructions [1]. The technique of lever-
aging collections of photographs is a good approach for mobile devices since
it is lightweight and does not require special hardware, which are drawbacks
of some other systems [11,4]. While this previous work was designed to choose
landmarks with important features (good advance visibility and saliency [12]),
it would occasionally result in confusing images due to a lack of quality orienta-
tion information. This was partially alleviated by manually labeling a subset of
images with orientation information, but it unfortunately limited the number of
images available for annotation. The previous approach also reduced landmark
choice to a local decision, resulting in a set of instructions that was not very
natural for the user.

1.2 Contributions

This work extends pedestrian landmark-based navigation into a number of new
areas:

– We propose a set of heuristics to optimize landmark choice over a larger area
in order to produce a more comprehensible set of instructions.

– We present an approach to automatically solve for camera orientation and
correct poor GPS readings by leveraging computer vision techniques. Our
system automatically reconstructs camera pose by using the Photo Tourism
system [13]. In addition to providing orientation information for more pic-
tures than the previous approach of manually labeling a subset of images, it
also provides complete camera pose information with refined location. The
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reconstruction step also serves as a filter for quality images, removing im-
ages with poor exposure, excessive clutter, or mislabeling. We extend Photo
Tourism’s computation by automatically aligning the reconstructed geom-
etry to the world by using (possibly noisy) GPS data associated with the
images.

– We support automatic live augmentation of images taken by the user, which
was deemed important in the user feedback on our previous system. Instead
of using a system based on matching to a 3-D reconstruction as is done in
Photo Tourism and other previous work [13,14], we propose a new method
based on image-to-image matching that can work with a system designed to
run in real-time on a camera phone [6].

– Additionally, since our technique automatically aligns the 3D reconstruction
of a landmark with the world data, the system can be further extended to
support other features that users asked for in our initial study: features such
as zooming out to give users additional context information (for example
street information), warping images so that they appear as if they were taken
from the current location, highlighting a portion of an image that contains
the landmark, etc.

2 System Overview

This section describes the details of our landmark-based pedestrian navigation
system with enhanced spatial reasoning. Figure 3 shows the block diagram of
the system. Our system supports two types of user interaction: following a set
of cached navigational instructions and augmenting a live image taken while the
user is en route. Our navigational instructions are built using images from a
database of geocoded and labeled images, as described in Section 2.1. In order
to produce a set of navigational instructions from an input path, we first apply
high-level spatial reasoning to optimize landmark selection over longer sections

Navigation 
Path

Camera
Image

User Input

Live Camera 
Pose Estimation

Path
Segmentation

High-Level  
Spatial Planning

Low-Level  
Spatial Planning

Image
Annotation

Augmented 
Navigation Path
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Camera Image

Robust Image 
Matching

Robust Feature 
Computation

2D Alignment to 
the World

Structure-and-Motion 
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Unstructured Collection 
of Labeled Photos

Spatially Enhanced 
Image Database

Spatially Enhanced Image 
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Fig. 3. Block diagram for landmark-based navigation supporting two modes: one that
produces a set of augmented images for a user-supplied navigation path and one that
augments a user-supplied image. Below the dotted line we show construction of the
spatially enhanced image database from an unstructured collection of labeled photos.
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of the path (Section 2.2). Next, we apply lower level spatial reasoning to optimize
image selection locally and augment the images, as described in Section 2.3. In
the case of the live image, we use a robust image matching pipeline adapted
to mobile phones to find matching images in our database. We then use the
poses of those images to compute the pose of the live image and augment it
directly on the device. This is discussed in Section 2.4. Finally, in Sections 2.5
and 2.6 we describe how the unstructured database is processed to produce
the spatially enhanced image database that includes 3D reconstruction of the
landmark shapes and 3D camera poses for the images aligned to the real world.
In each section we also present the results of each step.

2.1 Image Database Organization

We are currently using a database of landmarks and images from an existing
outdoor augmented reality project [6]1. It was populated by many users taking
pictures with GPS-enabled camera phones over a period of time. Each image was
tagged during capture with the names selected from a list of nearby landmarks.
Additionally, most (but not all) of the images were tagged with GPS location.
The phones used in collecting the data did not have a built-in compass, hence
no orientation information was recorded. In addition, the GPS accuracy is also
limited, ranging between 10-100m. We choose to use this data instead of data
from Flickr or other photo sharing services because the image tagging found on
those sites is generally of poor or inconsistent quality.

The landmarks stored in the database also have an associated GPS location—
a single point placed somewhere within the geometric extent of the landmark.
This data may come from a mapping service or may be manually entered. As
was shown in the past, this crude approximation to landmark location is often
not sufficient for estimating accurate camera orientation, which is critical for a
correct image augmentation [1]. To deal with this problem, we utilize additional
information: a 3D camera pose calculated using computer vision algorithms. The
camera pose is defined as a 3D location described in terms of longitude, latitude
and altitude and a 3D orientation defined as a unit sphere vector. The details
of how this information is computed is left until Sections 2.5 and 2.6, as we first
discuss the applications of the spatially enhanced image database.

2.2 High-Level Spatial Reasoning: Selecting Landmarks for Natural
Navigation

Navigation studies have shown that landmarks are important for pedestrian way-
finding. Most importantly, landmarks are used to identify points where there is
a change of direction [15]. In addition to identifying turns, they are also used to
confirm travel in the correct direction [7]. Our system is given a path consisting
of a series of GPS coordinates as input and outputs a complete set of navigation
1 The readers can access our databases through a web-based interface available from

this URI: http://mar1.tnt.nokiaip.net/marwebapi/apiindex.

http://mar1.tnt.nokiaip.net/marwebapi/apiindex
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A. “Walk past Physics and Astrophysics
and make a right turn”

B. “Make a right turn before reaching
Moore Materials Research”

C. “Make a right turn, West Gate will be
on your left.”

D. Map view of the same instruction,
showing landmarks

Fig. 4. Example showing degrading choices of landmark at a corner. A uses a landmark
inside the corner, producing a natural description. B uses a landmark on the inside half.
C uses a landmark on the opposite side of the turn and is less optimal. D shows an
option to show a map of the turn, with landmarks used in A,B and C labeled.

instructions. The previous system made local decisions about landmark choices
based on visibility and saliency. We aim to incorporate the ideas of how people
naturally navigate by choosing landmarks based on larger regions of the path.
We have developed a set of heuristics that we believe will support this.

Our heuristics focus first on turns, since these are the important decision
points along a path. Figure 4 shows the landmarks and images chosen for a
sample corner using various options. When navigating a turn, it is most natural
to reference a landmark on the inside corner of that turn, for example, “Walk
past landmark and turn” (Fig. 4A). To achieve this, we look for landmarks in the
inside quadrant of the turn that have images taken along the path approaching
the turn (to measure visibility). If a landmark is not available in this region,
we search the inside half of the turn (“Turn before landmark,” Fig. 4B), and
lastly fall back to landmarks on the outside of the turn (Fig. 4C). If there are
still no appropriate landmarks, we can produce a map representation of the turn
(Fig. 4D). If a landmark exists but has no appropriate images, it can still be
referenced in the text directions and labeled on the map.
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We also note that a turn consists of two parts: the path before the turn and
the path after the turn. The view before the turn gives an indication of where
to turn, and the view after the turn serves to confirm that the correct turn was
made. For this reason, the navigation client shows the current step and the next
step, so the user knows what to expect next, as seen in Figure 2.

When choosing landmarks for straight segments, it is important to choose
landmarks with good visibility. However, choosing the landmark with the best
visibility at each point along a route can result in a user seeing several differ-
ent landmarks along a straight segment, even if a single landmark might be
visible throughout the entire length. It is preferable to minimize this switching
between landmarks in order to provide a more coherent navigation experience.
To accomplish this, we define a cost function over the set of landmarks used at
each point in a straight segment. We assign a small penalty for using less visible
landmarks (in proportion to its visibility rank) and a large penalty for switch-
ing landmarks (adjustable to the desired level of landmark stability). We then
find the optimal (least costly) set of landmarks using dynamic programming.
We believe this produces more natural directions that allow users to navigate
using landmarks as waypoints, rather than present a navigation experience that
consists of precisely following a series of “micro-steps.” Reducing the number
of landmarks associated with a route also increases each landmark’s significance
and can promote learning the path. Although we believe these heuristics to align
with desired properties in navigational instructions, we plan to carry out user
studies to evaluate their effectiveness.

2.3 Low-Level Spatial Reasoning: Using Reconstruction for Image
Selection and Augmentation

The previous step in planning the navigation instructions only selects which
landmarks to use at different portions of the path. The next step is to select an
appropriate image of that landmark at each location. This is accomplished by
using the reconstructed 3D camera poses stored in the database. The computer
vision reconstruction also serves as a filter for quality images: images with poor
exposure, excessive clutter, or mislabeling are not likely to be reconstructed.
This inherent filtering allows us to simply pick a reconstructed image that is
close to the path and well aligned with the path. This is an improvement over
our previous approach which only selected from a small set of images with high
computed saliency, some of which were manually tagged with camera direction
information. Having a larger set of images to choose from increases the likelihood
of finding a good match to the current path.

Once an image is chosen, the reconstructed camera information can be used
to augment the image with navigational instructions. Figure 5 shows an example
of how this information is used to improve the quality of image augmentation.
Without reconstruction, the camera orientation is estimated by simply using the
direction from the GPS location of the camera to the GPS location of the land-
mark. This will produce poor results when the landmarks are large, when an
image capture location is very close to a landmark, or when there is high GPS
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Fig. 5. An example of correcting image augmentation using reconstruction data. The
goal is to specify a path which passes alongside the building. Compare the uncorrected
case (left), which relies on GPS location of the camera and the landmark, to the case
which uses the automatically computed camera pose (right). The center map shows
the difference in camera angle between the two techniques.

error. This case can be seen in the left image of Figure 5, with the estimated
camera direction shown in the center map. In addition to providing a more ac-
curate orientation and corrected GPS coordinates, the camera pose also includes
an estimate of tilt. This allows the arrow to be drawn in the correct orientation
and also the correct perspective, making it seem better integrated with the im-
age. The resulting image is shown in the right image of Figure 5. Another benefit
of having full camera pose information is it opens the possibility of rendering
the image in a new view with additional context, as discussed in future work.

2.4 Pose Estimation and Annotation of Live Images

We use the image matching pipeline for mobile phones developed by Takacs et
al. [6] to support annotation of live images. First we compute the camera pose
of the user-provided image from the poses of the matched images stored in our
spatially enhanced image database. Next we use the computed camera pose to
augment the live image using the same methodology as was described in the
previous section for annotation of images from the database. An alternative
approach is to try to register the user supplied image with the reconstructed
3D geometry using the structure-and-motion computation discussed in the next
section. However, the approach we have chosen allows us to compute the camera
pose and annotate the live image directly on the handset, thus reducing latency,
bandwidth and computation. The whole process of finding matching images,
computing the camera pose and augmenting the live image takes less than 3
seconds on a typical smart phone available today.

Figure 6 shows an example of a live image (shown in the middle) annotated
using the camera pose computed from the poses of the two best matching im-
ages found in the database (shown on the sides). Given a new query view, we
match it to the database using the existing system described by Takacs et al. [6].
From the returned images we select the top k images with the largest amount of
geometrically consistent matches. Out of these we select the top two views (de-
noted (R1, t1) and (R2, t2)) which have been successfully registered in the stage
described in Section 2.5 and with locations and orientations in the global world
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Fig. 6. An example of a live image (shown in the middle) annotated using the camera
pose computed from the poses of the two best matching images found in the database
(shown on the sides). The camera pose computed using this lightweight technique
closely matches the result of the more complex structure-from-motion computation.

coordinate frame derived using the global pose alignment process described in
Section 2.6. We denote the relative displacement between these two reference
views to be (R12, t12). The position and the orientation of the query view can
then be determined by triangulation using the following algorithm. Using the in-
formation about the focal length of the query view from the Exif (Exchangable
image file format) tag stored in each image, we can compute the essential matrix
E and consequently the motion between the query view and the two reference
views. Let (R1q, t1q) be the motion between the first reference view and the
query view and (R2q, t2q) be the motion between the second reference view and
the query view, with both translations computed only up to scale. Note t12 and
t1q are with respect to the coordinate system of the first view, while t2q is not.
For the triangulation to proceed, we need t2q in the coordinate frame of the
first reference view t̃2q = RT

12t2q. All three translation vectors are then projected
to the ground plane. The three translation vectors in the coordinate system of
the first reference view form a triangle. Knowing the absolute scale of t12 and
the two angles between t12 and t1q and t2q we can use simple trigonometry to
compute the correct location of the query view. The remaining orientation of
the query view in the world coordinate frame is then Rq = R1R1q.

We tested our pose estimation algorithm by comparing it to the camera pose
computed using the structure-and-motion algorithm described below. For each
query image we tested, the camera pose computed using our algorithm was nearly
identical to the camera pose obtained using the more complex computation.

2.5 Structure-and-Motion Reconstruction

The navigation system enhancements detailed above require a way of automat-
ically computing spatial image details from an unstructured set of images. We
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Fig. 7. Structure-and-motion reconstruction results for one of the landmarks in the
database. 3D structure shown as a gray point cloud in the back and the reconstructed
camera poses shown in red in the front.

propose an algorithm for computing the camera orientations and propagating
other meta-data, such as GPS location, to the images in the database that do
not contain this information. Additionally, we show that when meta-data such
as GPS information or compass orientation exists, we can correct for the error in
sensors. This can be accomplished by means of full 3D registration of available
views using visual information only, thanks to robust large scale wide base-line
matching using scale invariant image features and a structure-and-motion es-
timation algorithm. At this step we use an open source package developed by
Snavely et al. [13] which facilitates fully automatic matching and full 3D registra-
tion of overlapping views. The core of the incremental and final pose registration
algorithm is done by a modified version of the sparse bundle adjustment package
of Lourakis and Argyros [16]2.

The structure-and-motion pipeline is used to improve the quality of the meta-
data associated with the images in a collection of user contributed photos. Pro-
cessing is done independently for each landmark. First, we extract from the
database all images labeled with the given landmark. The camera registration
pipeline detects SIFT features [17] in all the images. Features are matched be-
tween images and the resulting matches are pruned by enforcing geometric con-
sistency.

Geometrically consistent views are incrementally registered together using the
bundle adjustment algorithm after selecting an initial starting image pair. For
more information on this algorithm, refer to the Photo Tourism paper [13]. This
algorithm requires significant computation and can take hours to run. However,
this is an offline process and the results are easily cached for later use. The

2 The software is available from this URI:
http://phototour.cs.washington.edu/bundler

http://phototour.cs.washington.edu/bundler
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resulting reconstructed 3D points Xj and the registered camera poses (Ri, ti)
are given in the reference frame of the initial camera pair.

Figure 7 shows a result of structure-and-motion computation for one of the
landmarks in the database. This reconstruction is one of the most detailed, since
it was computed from 150 images. Typically our reconstructions are done us-
ing between 5 and 15 images, resulting in much sparser 3D structure. However,
since we are mainly interested in the camera poses, which are always recon-
structed very accurately, this is not an issue. Figure 8 shows results of aligning
the reconstructed camera poses to the world.

Often the images representing a landmark will form disconnected clusters
(images in separate clusters will not have any features in common). This is
particularly common when we are dealing with large landmarks visible from dis-
similar viewpoints. Due to this disconnection, it is often not possible to register
all images of a landmark in a single stage. Instead of dealing explicitly with clus-
tering of views prior to reconstruction, we deal with this issue by running the
bundler registration incrementally. In the first stage we register as many images
as possible and reconstruct the first cluster. We then rerun the reconstruction
pipeline on the images which were not successfully registered in the previous
stage and repeat these steps until no more poses can be reconstructed success-
fully. Although computationally not optimal, this naturally enables us to keep
initializing the registration process with new views, which may have no overlap
with the starting image pair. This process typically converges after at most three
iterations.

2.6 Aligning 3D Reconstructions to the World

In order to utilize the computed camera pose information, the reconstruction
must be aligned to the real world. The structure-and-motion algorithm result is
expressed in the reference frame of the first selected image pair, and it is ambigu-
ous up to the similarity transformation comprised of rotation, translation and
scale. In order to align these results to the world, we use available GPS infor-
mation extracted from the image tags. We use the grid-based UTM (Universal
Transverse Mercator) coordinate system, since it makes alignment to the metric
3D reconstructions simpler than the latitude/longitude coordinates.

First we compute the gravity to ensure that the y-axis of all camera coordinate
frames is perpendicular to the ground plane of the world. Using the formulation
described by Szeliski [18], we estimate a global rotation of the entire recon-
struction, which minimizes the deviation of the perpendicularity for all camera
coordinate frames. All the camera poses can then be projected to the ground
plane, where the 2D similarity transformation is then estimated. Since some of
the GPS coordinates of the reconstructed images have large errors, we proceed
to estimate the 2D similarity transformation Ts = (Rs, ts, s) in a robust way
similar in spirit to the RANSAC algorithm.

The minimal number of poses and corresponding GPS locations needed to es-
timate the 2D similarity transformation is two. Given two reconstructed camera
locations Cpi and Cpj and two corresponding GPS sensor readings Li and Lj ,
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Fig. 8. Two examples of a pose alignment using our algorithm. High GPS sensor error
is recorded in many cases indicated by long red lines connecting green (GPS reading)
and red circles (reconstructed position). Yellow lines indicate reconstructed camera
direction. Dark blue triangles are synthesized GPS location for images that did not
have a GPS reading. The right image shows an alignment computed from the 3D
reconstruction shown in Fig. 7.

the scale s can be estimated as the ratio of the two distances s = ‖Li−Lj‖
‖Cpi−Cpj‖ . The

translation ts is then taken as the displacement vector between two mean loca-
tions of the chosen image pair ts = C̄p−L̄, and the rotation angle αs is the angle
between two lines connecting the reference GPS locations and the reconstructed
image locations after the translation alignment ts.

With a few GPS locations that are well distributed (not all close to each
other), we can find a good alignment. From the set of n GPS locations we pick
randomly 2 GPS locations that are relatively far away from each other and use
them to compute a translation, rotation and scale hypothesis. Given the obtained
hypothesis, we transform all reconstructed camera poses to obtain their GPS
positions. We then evaluate the hypothesis by computing the total alignment
error, which is the sum of distances between the original GPS location and the
reconstructed GPS location for each camera pose for which GPS information
was available. We repeat this hypothesis selection process k times and select the
hypothesis which generated the smallest total alignment error. This optimization
allows us to correct for errors in GPS positioning.

Figure 8 shows the results of this algorithm for two examples. The green dots
indicate the original GPS locations and the red dots indicate the reconstructed
camera poses. The original and the reconstructed GPS locations are connected
by red line and the the yellow lines show the reconstructed camera orientations.
The two cyan pins indicate the two GPS locations that were used to compute
the similarity transformation.

It is worth noting that many original GPS locations have a high error (green
dots showing on top of a building, or in the middle of a street). Relatively
high error is characteristic of the GPS sensors in today’s mobile devices. Our
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algorithm is able to identify this error and correct for it. The reconstructed poses
tend to be very accurate, to the point that they can be used as the reference
locations. The reconstructed orientations are also computed appropriately, since
they are all pointing in the direction of the building facade.

It is difficult to determine the accuracy of this algorithm because ground truth
information is not easily obtainable. In order to evaluate the reconstruction and
alignment, we performed the following experiment. For a number of reconstruc-
tions, we confirmed by visual inspection that the reconstructed camera poses
project to the locations where the images were taken from. We then computed
the mean/max GPS reprojection error. The average correction across our exam-
ples is approximately 6 meters, with a maximum of 47 meters. For a number
of images for which we had correct GPS locations, we manually labeled the ap-
proximate orientation. We then compared that orientation with the orientation
we got from the reconstruction. The typical error was small, on the order of 10
degrees, and well within the error of our manual labeling. We also calculated how
much the reconstruction estimate of angle changed over the previous estimate
that relied on GPS location of the camera and landmark. For our examples,
the average angle correction was 38 degrees, and the maximum observed was
170. This indicates the reconstruction has significant impact on the generated
instructions.

An added benefit of computing the structure-and-motion reconstruction is
that after the alignment, we can synthesize the GPS locations and the world
camera orientations for the images that did not have this information originally.
The reconstructed GPS poses for the images with no GPS sensor reading are
shown as dark blue triangles in the right image of Figure 8. We can see by visual
inspection that these positions are also reconstructed with good accuracy.

Alternative Alignment Method. There are situations where the above de-
scribed algorithm fails; for example, when all images for a single landmark are

Fig. 9. Two examples of pose alignment using our alternative method for small land-
marks. Some GPS locations have very large errors–on the order of a hundred meters.
Meanwhile, the reconstructed poses correctly identify that all images were taken from
roughly the same location. The orientation and scale are also correctly estimated.
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taken from roughly the same location. This may happen when we are dealing
with small landmarks, or landmarks with a single interesting feature. In this
case, the GPS error starts to dominate the distances between the different GPS
samples, which prevents us from having a robust rotation alignment. In those
situations, we use a different technique for aligning the poses.

We first compute the mean GPS location L̄ and the mean reconstructed cam-
era location C̄p. We then search for those GPS locations that are far away from
L̄ (the distance is bigger than the mean distance) and consider those locations
to be the outliers. We re-estimate L̄ and C̄p using only the inliers. As before,
the translation ts is taken as the displacement vector between the two mean
locations: ts = C̄p − L̄.

We compute the mean orientation by averaging the direction computed from
the GPS locations of the inliers to the landmark location (since this algorithm
is used only for small landmarks, a single point approximation of the landmark
location works quite well). We also compute a mean orientation of the camera
viewing direction obtained from the reconstruction. We use the difference in
those two directions to determine the alignment rotation Rs. The scale s is
determined by computing the ratio of the mean distance to L̄ and the mean
distance to C̄p. Once we have the proper alignment, we can propagate the correct
pose reconstruction to those cameras that were considered to be outliers (or those
that do not have the GPS information available).

Figure 9 shows two examples. The green dots indicate the original GPS lo-
cations and the red dots represent the reconstructed GPS locations. The yellow
lines indicate the reconstructed viewing directions. The two cyan pins connected
by a line correspond to the landmark location and the mean GPS location L̄.
The direction of the line connecting them was used to estimate the rotation an-
gle of the alignment. As we can see, some of the GPS locations have very large
errors—on the order of a hundred meters. Meanwhile, the reconstructed poses
correctly identify that all images were taken from roughly the same location.

Fig. 10. Left image shows what happens if we apply the original algorithm to the
landmark in the left image of Fig. 9. Large GPS error leads to bad pose estimation.
Right image shows what happens if we do not perform outlier detection. We get proper
orientation but scale is not estimated correctly. This demonstrates the need for our
alternative alignment method.
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If we were to apply the original alignment algorithm to the landmark shown in
the left image of Figure 9, the GPS locations with a large error would be used to
estimate the pose orientation (since they are far away from each other), and that
would result in an incorrect orientation estimate. This is shown in the left image
of Figure 10. The image on the right shows results for the same landmark if we
do not eliminate outlier GPS locations. This leads to correct pose estimation,
but incorrect scale estimation. This indicates the need for both corrections used
in our alternative alignment method.

3 Future Work

Although we have made significant improvements over our previous system, we
still have several areas of future work to explore.

Currently we have only used the detailed camera pose information for better
augmentation of the images already present in the database or the live images
taken by the user while navigating. However, this information could be further
leveraged to produce zoomed-out and/or warped views showing more context
and better viewing angle. Instead of rendering a directional arrow in the camera
space of the image (which often do not contain a view of the desired path), we
can render a view of the image using a virtual camera at the path location.
This should provide more understandable views and can also include additional
context. This approach is still lightweight enough for mobile devices since it
uses few images, in contrast to full panoramas or complete 3D models. It also
preserves the ability to highlight important landmarks along a route by not
showing extraneous information. A conceptual view of this is shown in Figure 11.

Furthermore, the ability to register landmark geometry with the world could
be used to increase visual fidelity of the navigation system. For example, the
reconstructed geometry could be used to compute a landmark shape proxy. The
database images of the landmark could then be projected on the shape proxy,
resulting in a simple, compact and photo-realistic representation of the object
akin to a surface light field [19]. This full 3D representation of the world would
allow us to move away from giving navigation instructions as sequences of static

Fig. 11. This shows the concept of leveraging detailed camera pose information to
produce zoomed-out view showing more context. The diagram on the left shows the
camera location for the available image with respect to the desired camera position for
the user. The right shows how this information is put together with additional context
to create a representation for the new camera position.
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images taken from fixed viewpoints to a continuous unconstrained 3D animation
of the navigation route with total freedom in camera path selection.

We also currently take a complete navigation path as input, leaving the path
planning to another system. We would like to include path planning in our
system to produce a route between two points taking landmark information into
account. Instead of simply generating the shortest route, we could generate the
easiest to follow route or the most interesting route. Because individuals may
have different preferences, we are also working on an adaptive framework to
create a personalized user model for selecting better routes that contain more
appropriate landmarks [20]. Finally, we plan to conduct user studies to evaluate
the enhancements introduced in this work and those planned for the future in
terms of qualitative improvements in user experience and clarity of navigation.

4 Conclusion

We have presented a pedestrian landmark-based navigation system with en-
hanced spatial reasoning. This work extends prior results in the area with new
techniques to compute better choices of landmarks and more realistic augmen-
tations of images, resulting in more natural navigation instructions. We enhance
the system with a live-matching mode that augments the images of landmarks
taken by the user while navigating.

Underlying these improvements are key computer vision technologies. The
structure-and-motion reconstruction pipeline for computing the 3D landmark ge-
ometry and camera poses is necessary for better spatial reasoning and improved
realism of image annotation. The robust image matching pipeline for mobile de-
vices allows for a quick and reliable pose estimation of live images directly on
the mobile device. A combination of these technologies leads to significant im-
provements in the quality of image selection, realism of their augmentation, and
novel user-directed functionality. This work also shows a clear path for further
improvements involving landmark-based navigation systems, some of which we
discussed in the future work section.
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Abstract. Ambient intelligence (AmI) is a growing interdisciplinary area where 
the focus is shifted towards users instead of merely emphasizing the technologi-
cal opportunities of AmI. Different methods are employed to understand the 
adoption of AmI appliances by users. However, these are often small-scale 
methods that are focused on specific subgroups. Large scale quantitative studies 
to understand the adoption of AmI appliances are scarce. In this study, a ques-
tionnaire was designed to examine how the Dutch people (n = 1221) perceive 
AmI appliances for domestic settings. Findings show that intention to adopt 
AmI appliances was low and that respondents had a negative to neutral attitude 
towards AmI appliances. On the basis of structural equation analysis, results 
suggest that adoption of AmI appliances could be explained by outcome expec-
tancies of AmI appliances. The potential implications of the findings are dis-
cussed.   

Keywords: ambient intelligence, pervasive technologies, technology accep-
tance. 

1   Introduction 

Enhanced computing power and convergence of technologies make it possible for 
embedded systems and appliances in the environment to adapt to and anticipate users’ 
needs [30]. The integration of these systems and appliances in everyday lives of peo-
ple is a particular vision of the future called Ambient Intelligence. Ubiquitous com-
puting, pervasive computing and calm computing are synonyms of AmI, which refer 
to visions of people surrounded with embedded computing which is mostly invisible 
to the user [46, 6, 17]. Different names emphasize different aspects of this vision, but, 
Abowd and Sternbenz [1] have noted, they all have one thing in common, namely the 
desire to create a more symbiotic relationship between humans and their environment. 
Therefore, in the rest of this paper we will use the term Ambient Intelligence (AmI).  

In the ubiquitous computing field, various methods such as ethnographic studies 
[29], scenarios and risk assessment [25], historical analysis [47] and interviews com-
bined with diary studies [19] are used to get a better understanding of ubicomp and its 
possible consequences in different domains. However, large-scale quantitative studies 
of the acceptance of AmI appliances are scarce. This study aims to, first, increase the 
diversity of formative evaluation results for AmI appliances by using a large-scale, 
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survey-based, quantitative study and, second, to empirically investigate the perception 
of a large group of prospective users toward AmI appliances. Here we present results 
from a large scale quantitative study exploring people’s attitudes and intentions to-
wards AmI appliances for domestic settings. Furthermore, we attempt to predict 
which variables influence the future adoption of AmI appliances. We conclude the 
paper reflecting on the anticipated adoption and use of domestic AmI appliances.    

2   Related Work  

Researchers from different backgrounds try to gain understanding of AmI in various 
settings to inform future design and to evaluate what kind of implications AmI can 
have for prospective users. In this section, we discuss the diversity of methods in 
relevant studies that used some form of formative evaluation of AmI appliances.  

Health care is seen as a potential area where AmI could provide many benefits for 
both the patient and the care giver and where different research methods are used to 
explore this area. Interviews are widely applied in this area, for example to address the 
physical and cognitive needs of elderly to support their daily activities [36], to investi-
gate the needs of technologies for elderly [7] and combined with a two-week phone 
diary study to explore the needs and implications of eldercare technologies [14]. 

Studies have also been undertaken which focus not only on health care for elderly 
but on the general needs and expectations of people regarding AmI. Venkatesh et al. 
[44] used photographs and illustrations of smart homes and appliances during inter-
views to gain insight into the attitude and potential interest of American household 
members towards the home of the future. To explore the requirements that people 
have for domestic AmI technologies workshops were used in a European study. Pic-
tures of emerging technologies were shown to residents of five homes to trigger future 
scenarios [4]. Interviews combined with dairies were used for 47 people from differ-
ent European countries (Norway, Finland, Hungary, and UK) to gain insight into user 
receptions of AmI [19]. Here, the respondents were mainly recruited through the 
researchers’ social networks and therefore white collar workers were over-
represented. Garfield [23] investigated the acceptance of the pc tablet as an example 
of ubiquitous computing in an organizational context. She conducted a longitudinal, 
qualitative study based on interviews with participants who voluntarily used the tablet 
for a three-month period. As mentioned earlier, survey-based studies are scarce in the 
ubicomp field. Only recently a survey-based study has taken place in Germany to 
measure the experiences of people with ubicomp technologies, specifically focusing 
on privacy issues [42]. 

This brief overview of studies shows that different methods such as small-scale 
questionnaires, focus groups, interviews, diary studies, and cultural probes studies are 
the most frequently used methods to elicit responses from users regarding AmI  
technologies. However, these are often small-scale methods that focus on specific 
subgroups. In many other fields, from the pharmaceutical industry to technology  
product development, large-scale survey methods are commonly used [13]. As AmI 
technologies will ultimately be woven into society and into the everyday lives of 
many people [18], large-scale quantitative studies can be a valuable addition to  
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current methods to provide an overall picture and understanding of the anticipated 
adoption of AmI technologies by a large, diverse group of people. Therefore, in this 
research a large-scale survey was adopted to examine the anticipated adoption of AmI 
technologies.  

3   Research Questions 

Precursors of AmI appliances are entering the public domain and research activities 
worldwide have been employed to realize AmI. However, not enough knowledge is 
available about people’s perceptions of domestic AmI appliances to understand and 
inform the future development of AmI. Therefore, the following research questions 
are addressed: 

RQ1: How are the benefits and disadvantages of domestic ambient intelligent           
appliances perceived by potential users? 

RQ2: What are the attitudes and intentions of potential users regarding ambient in-
telligent appliances? 

Another aim of this study is to explore the variables which could explain and pre-
dict the anticipated adoption of ambient intelligent appliances. Therefore, a third re-
search question is proposed: 

RQ3: Which variables explain and predict the attitudes and intentions for           
adopting ambient intelligent appliances in domestic settings, and what are their rela-
tionships?   

Existing user acceptance theories and models of technology such as the technology 
acceptance model (TAM) [15, 16] or the unified model of acceptance and use of  
technology (UTAUT) [45] could offer insight into the adoption process of ambient 
intelligent appliances. Only, they are usually applied to technologies which are fully 
developed and already in use. Furthermore, in TAM and UTAUT, performance ex-
pectancy and effort expectancy play an important role as predictors of technology 
acceptance intentions. However, because these predictors are very specifically opera-
tionalized at a level of detail that is not possible for technologies that do not exist yet, 
these predictors are only meaningful when people have at least some experience with 
the technology to be able to reflect on its performance. This is not yet the case with 
AmI appliances; they are not widespread and used by people. Therefore, using more 
general statements in the form of outcome expectancies [34] that people could have 
towards AmI technologies was more meaningful in this case. Furthermore, applying 
these models to a technology which is in its development phase means that only the 
anticipation of adoption and use can be investigated. For this purpose a new model 
has to be constructed. From the existing user acceptance theories and models of tech-
nology a number of relevant constructs are selected to investigate the anticipated 
adoption of domestic AmI appliances by prospective users. These constructs and their 
hypothesized relations form the basis of a conceptual model which will be used to 
explore the anticipated adoption of AmI appliances. This model will be tested in the 
user survey. In the next section, the conceptual model will be discussed in more  
detail.   
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4   Adoption of Ambient Intelligent Appliances: A Conceptual   
Model  

Several factors influence the adoption of new technologies. Previous research on user 
acceptance of technologies has shown that factors such as social influence [41], per-
formance expectancy, effort expectancy [45], attitudes, behavioral intentions [2], and 
outcome expectancies [34] play an important role in the adoption process of new 
technologies. Fishbein and Ajzen’s theory of reasoned action (TRA) postulates that 
behavioral intentions are the most immediate determinant of behavior. Thus, we ex-
pect a strong correlation between people’s intentions and their actual behavior. There-
fore, we hypothesized that the anticipated intention to adopt AmI appliances will also 
strongly correlate with people’s actual behavior to adopt these technologies and, 
therefore, intention to adopt AmI appliances will be included in the conceptual model.  

We hypothesized that the specific characteristics of AmI will also play an impor-
tant role in the adoption process. The specific characteristics of AmI such as its unob-
trusiveness, invisibility, adaptability and pro-active anticipation of user behavior, are 
supposed to bring ease and convenience to everyday domestic life [40]. However, 
next to these potential positive benefits negative outcomes are also related to AmI, 
such as loss of privacy, loss of control, less reliability, and a low social acceptance of 
these technologies [32, 33, 37, 40, 8]. Loss of privacy and loss of control are often 
mentioned as potential negative outcomes of AmI in daily life or, in other words, as 
the “dark side” of AmI [43]. If users also have these concerns, this will probably have 
a negative effect on the adoption process of AmI appliances. McCullough [35] argues 
that we should pay considerable attention to privacy aspects in the development proc-
ess of AmI. The loss of privacy and control are included in the conceptual model as 
perceived disadvantages because they can be seen as important potential barriers to 
the widespread adoption of AmI appliances. The potential positive benefits of AmI 
such as convenience, easiness, and personalization will be included in the model as 
perceived advantages of AmI appliances. In this study, we focused on the advantages 
and disadvantages to the ones currently dominating the literature, though we recog-
nize that there are more and other benefits and disadvantages related to AmI, for ex-
ample, having too much information, providing false information and using energy. 

In addition to the perceived benefits and perceived disadvantages of AmI appli-
ances, we hypothesized that attitude towards AmI appliances will also play an impor-
tant role in the adoption process. Attitude towards a behavior is defined as “the degree 
to which performance of the behavior is positively or negatively valued” [21]. It re-
fers to the desirability of the behavior, which is considered to be a function of the sum 
of the perceived values of the expected consequences of the behavior. We hypothe-
sized that perceived benefits and perceived disadvantages of AmI appliances can 
influence people’s attitude and, therefore, in the conceptual model perceived benefits 
and disadvantages will strongly correlate with people’s attitude towards AmI appli-
ances. Furthermore, we hypothesized that attitude strongly correlates with outcome 
expectancies because outcome expectancies are more specifically presented to future 
users (specified in specific items such as “I expect this technology to make everyday 
life easier”) than the more general attitude concept (specified in general items such as 
“I think that using ambient intelligent appliances is good vs. bad”). It is also hypothe-
sized that the more specific outcome expectancies will have a direct influence on 
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users’ intentions to adopt AmI appliances. Thus, we hypothesized that attitude to-
wards AmI appliances will influence the outcome expectancies of people and these 
expectancies will probably have a direct effect on intentions to adopt AmI appliances.  

The variables of the conceptual model are not independent of each other. We hy-
pothesized that if people have a negative attitude towards AmI appliances, they will 
probably perceive fewer benefits of them, and vice versa. Therefore, a reciprocal 
relationship is expected between the perceived benefits and the perceived disadvan-
tages concerning attitudes towards AmI appliances. Figure 1 shows the proposed 
conceptual model, including its proposed relationships among predictive variables.  

Intention  to 
adopt AmI

Perceived 
disadvantages

Outcome 
Expectations

Attitude

Perceived  
benefits 

 

Fig. 1. Proposed path model 

5   Method  

5.1   Sample and Procedure 

Members of a national panel (N = 1539) which is supposed to represent the Dutch popu-
lation and is administrated by a research and consultancy company were invited via email 
to voluntary participate in the online survey. The survey was pretested by 25 people with 
ages ranging from 18 to 63 years on vocabulary, understanding of sentences, irregulari-
ties and length of time. Adjustments to the survey were made accordingly. 

The 1221 panel members who responded (79.3% response rate) to the invitation 
were included in the sample. Pearson’s chi-square test was used to test for differences 
in demographics between the respondents and the non-respondents. There was no 
significant difference between the non-respondents and the respondents concerning 
gender (χ2 (1, N = 1539) = .01, p > .05); age (χ2 (4, N = 1539) = 4.57, p >.05); educa-
tion (χ2 (8, N = 1522) = 12.73, p > .05) and income (χ2 (6, N = 1539) = 4.06, p > .05).      

In comparison with the Dutch population [11] gender was almost equally distrib-
uted (48% males compared to 49% of the adult Dutch population and 52% females 
compared to 51% of the adult Dutch population). Respondents younger than 25 years 
(7% compared to 12% of the Dutch population) and respondents of 65 years and older 
(5% compared to 17.4% of the Dutch population) are underrepresented in our sample. 
The other age groups were all slightly overrepresented, namely respondents aged 26 
to 35 years (18% compared to 16.5% of the Dutch population), the group of 36 to 50 
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years (39% compared to 30% of the Dutch population) and the group of 51 to 65 
years (31% compared to 24.1% of the Dutch population).  

The higher education level of the respondents was also overrepresented in our 
sample. There were more respondents with a bachelor degree (32% compared to 16% 
of the Dutch population and a master degree (11% compared to 9% of the Dutch 
population) and respondents with only primary education or less were underrepre-
sented (1.3% compared to 9% of the Dutch population). Of the respondents, 99.7% 
owned a computer and/or laptop and 99.2% had access to the internet in their own 
home. In the Netherlands, 88% of the population has access to a PC and 85% of the 
population has access to the Internet [12]. The sample of this study is thus not com-
pletely comparable to the Dutch population. As social demographics were no part of 
the hypothesized model to be tested we did not take the somewhat arbitrary step to 
weigh the results. 

5.2   Measures 

A questionnaire was designed to examine how people perceive AmI appliances in 
domestic settings. The questionnaire consisted of two parts. The first part of the ques-
tionnaire was dedicated to current possession of ICTs and domestic technologies in 
the home, past experience with computers, and attitude towards ICTs. 

To assess whether respondents with a positive attitude towards current ICTs hold a 
more positive attitude towards AmI appliances, respondents’ attitude towards current 
ICTs issues was measured with a scale consisting of six positive judgments (scaled 1 
to 5 where 1 was totally disagree and 5 was totally agree) following Punie [39]. Punie 
distinguishes three different attitudes using this scale, namely: tech-phobes, the tech-
nuanced and the tech-savvy. A tech-phobe attitude is characterized by a negative 
attitude towards technological development; a tech-nuanced attitude corresponds with 
a position between tech-phobe and tech-savvy and a tech-savvy attitude is a positive 
attitude towards technology.  

Some judgments were rephrased to Netherlands-Dutch (Punie’s was Belgian-
Dutch) and some ICT examples were adjusted to suit current practice in the Nether-
lands (e.g. telephone was adjusted to internet).  

Cronbach’s alpha (α) was used as an indication of how well a set of items measures 
a latent construct. A scale is often regarded as reliable when Cronbach’s α is at least 
.70 [38]. The internal consistency (Cronbach’s α) of the ICT-attitude scale was .72.    

The second part of the questionnaire started with a short description of what AmI is 
(i.e. ‘a vision on the future which includes intelligent appliances that know what you 
want and automatically can do things for you. These intelligent appliances will also 
be available for the home’). After the general introduction of AmI, four specific cur-
rently existing AmI appliances, were described in detail to explain their characteris-
tics (i.e. after each description of an AmI application questions followed and then the 
second application was described, questions followed etc.). The AmI appliances 
where an intelligent fridge, an intelligent mirror, an intelligent TV and a set of intelli-
gent appliances, labelled intelligent appliances for the home, which consisted of 
blinds automatically closing, lights automatically turning on and off when entering 
the door (and leaving the house) and the temperature automatically adjusting to a 
person when entering a room in the house because the temperature appliance ‘knows’ 
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what the persons likes. Each application except for the intelligent appliances was 
accompanied with a photo to give respondents a better idea of the specific application.  

Perceived benefits. Perceived benefits of AmI appliances were measured with five 
items including: more or less perceived enjoyment, making usage more or less 
easy/complex, having more or less convenience, having more or less personalization, 
and perceiving more or less utility through usage of the particular AmI application (all 
scaled 1-5 where 1 was not at all enjoyable and 5 was very enjoyable, etc.). A Cron-
bach’s α of respectively .88 for the intelligent fridge; α = .89 for the intelligent mirror; 
α = .83 for the intelligent television and α = .88 for the intelligent appliances indicated 
reliable scales to measure perceived benefits of the four AmI appliances.  

Perceived disadvantages. Privacy and loss of control were two measures of the 
perceived disadvantages of AmI appliances. For each appliance two privacy items and 
two control items were used to assess how respondents perceive privacy and control 
aspects of AmI appliances. A high score (5) scale meant that the respondent regarded 
this aspect of the appliance as very attractive and a low score (1) meant very unattrac-
tive. We recoded the scale so that higher values reflect lower perceptions of privacy 
and control. The items for the intelligent fridge are given as examples (the items for 
the other three appliances were almost similar, they were only adapted to the specific 
characteristics of the appliances). The privacy items were ‘this intelligent fridge can 
order foods and give you cooking tips if you give permission to the fridge to keep 
track of what you are keeping in your fridge’ and ‘when and how you use the intelli-
gent fridge is being recorded by an intern system so that the intelligent fridge can 
better suit your wishes’. The control items consisted of ‘this intelligent fridge can 
automatically take over a couple of tasks from you such as keeping track of which 
foods are out of stock’ and ‘this intelligent fridge can automatically take over a cou-
ple of decisions from you such as ordering foods at the grocery store if you have pro-
grammed the fridge to do this’. The privacy items of the four AmI appliances were 
summed up to form one overall privacy construct (two items per appliances makes 8 
items in total) and the control items (also in total 8 items) were also summed up to 
form one control construct. The internal consistency of the privacy scale was α = .88 
and α = .85 for the control scale. 

Attitude. As a measure of attitude towards the four AmI appliances, respondents 
rated the use of the four appliances on six five-point bipolar scales. The scale  
endpoints were defined as good/bad, wise/unwise, beneficial/harmful, pleas-
ant/unpleasant, valuable/worthless and enjoyable/unenjoyable. The internal consisten-
cies of the attitude scales were respectively, α = .94 for the intelligent fridge; α = .95 
for the intelligent mirror; α = .94 for the intelligent TV and α = .95 for intelligent 
appliances.  

Outcome expectations. Expected outcomes (i.e. “using the ubicomp appliances, 
how likely are you to _”) were measured in a Likert-type scale that ranged from 1 
(very unlikely) to 5 (very likely). We used monetary outcomes (α = .92), activity 
outcomes (α = .89), social outcomes (α = .85), self-reactive outcomes (α = .89), nov-
elty outcomes (α = .80) and fashion/status outcomes (α = .86). 

Intention. Three intention measures asked the respondents to rate their intention to 
use each specific ubicomp appliance if they will become available on a five-point 
bipolar scale ranging from ‘extremely unlikely’ to ‘extremely likely’. The three inten-
tion measures were: ‘I intend to use this intelligent fridge if it will be available’; ‘I 
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plan to buy this intelligent fridge as soon as it will be available’ and ‘I will use this 
intelligent fridge if it will be available’. Cronbach’s α was respectively, .95 for the 
intelligent fridge; .95 for the intelligent mirror; .95 for the intelligent TV and .93 for 
intelligent appliances. 

The questionnaire ended with socio-economic questions (i.e. age, gender, educa-
tion level, income, household situation, and amount of leisure time during a week-
day). 

5.3   Data analysis 

SPSS v12 was used to analyze the data. Statistical comparisons between groups used 
Chi-tests for categorical data and Mann-Whitney tests for ordinal data.   

Structural Equation Modelling using Amos 6.0 [3] with maximum likelihood esti-
mation was used to test the hypothesized model to predict intention to adopt AmI 
appliances in domestic settings. As suggested by Holbert and Stephensen [26] the 
following model fit indices were used: the χ2 estimate with degrees of freedom given 
that still is the most commonly used means by which to make comparisons across 
models [27]. Additionally, the standardized root mean squared residual (SRMR) as a 
second absolute fit statistic [28] in combination with the Tucker-Lewis index (TLI) as 
incremental index and the root mean squared error of approximation (RMSEA) [10] 
are reported. Hu and Bentler [28] recommend using a cutoff value close to .95 for TLI 
in combination with a cutoff value close to .09 for SRMR to evaluate model fit and 
the RMSEA close to .06 or less. Fit indexes are relative to progress in the field [22]. 
Although there are rules of thumb for acceptance of model fit (e.g., that TLI should be 
at least .95), Bollen [9] observed that these cut-offs are arbitrary. A more salient crite-
rion may be simply to compare the fit of one's model to the fit of other, prior models 
of the same phenomenon.  

6   Findings 

The questionnaire on AmI appliances was designed to examine the perceptions of 
future users regarding AmI. It was also designed to get a better understanding of how 
specific AmI appliances are perceived and what respondents’ attitudes are towards 
these appliances. However, since respondents already have certain attitudes towards 
today’s existing information and communication technologies, we wanted to compare 
the results of the perceptions of AmI appliances with current attitudes towards infor-
mation and communication technologies and therefore we also present these findings. 
Finally, we test which variables are strong predictors for the anticipated adoption of 
AmI appliances.   

6.1   Attitude towards Information and Communication Technologies 

Respondents’ overall attitudes towards information and communication technologies 
were measured with a scale consisting of six positive judgments regarding informa-
tion and communication technology issues (Cronbach’s α = .72). Overall, the respon-
dents had positive attitudes towards information and communication technologies. 
The item ‘the disadvantages which some technical appliances can cause just belong 
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to this kind of appliance’ scored the lowest (M = 3.42, SD = .96) and the item ‘I find it 
good that when I want to know something, I can also get that information via techni-
cal appliances’ was the highest (M = 4.50, SD = .70).  

 There was no significant difference for gender and education regarding ICT atti-
tudes. Respondents aged 26 to 35 years (mean rank = 664.64) and people older than 
65 years (mean rank = 700.16) had a significantly more positive ICT attitude (χ2 (4, n 
= 1221) = 11.72, p < .05) than other age groups. The group of respondents who did 
not provide answers about their incomes (mean rank = 557.18) and people who have 
an income of 1.5 times the average (mean rank = 584.65) had a significantly less 
positive attitude (χ2 (6, n = 1221) = 21.13, p < .01) towards information and commu-
nication technologies than the other income groups. People who earned three times 
the average income or more had the most positive ICT attitude (mean rank = 753.79). 
There was a significant correlation between age and income level (r = .70, n = 1221, p 
< .05), which indicates that people who are older have a higher income.  

 Generally, the respondents had a positive attitude towards information and com-
munication technologies. The overall score of the ICT-attitude scale ranging from 6 to 
30 is the sum of the six items on a five point scale ranging from 1 = totally disagree to 
5 = totally agree. Thus, although the overall attitude towards information and com-
munication technologies was high, based on the mean score of the ICT-attitude scale 
(M = 23.88, SD = 3.48), three ICT groups were formed to assess differences in their 
attitudes towards AmI appliances. The first group (range 6 to 23) had the most nega-
tive attitude towards information and communication technologies (labeled the tech-
phobic) and consisted of 42.8% of the sample. The second group (range 24 to 25) was 
labeled the tech-nuanced group and consisted of 24.2%. The last group, the tech-
savvy (range 26 to 30) consisted of 33% of the respondents.    

6.2   Perceived Benefits and Disadvantages of Domestic AmI Appliances 

To answer the first research question concerning the perceived benefits and disadvan-
tages of AmI appliances, the perceived benefits were measured separately for all four 
AmI appliances. The perceived benefits of the intelligent fridge and intelligent mirror 
were regarded as low by the respondents. The mean value (SD) for the intelligent 
fridge ranged from 2.20 (1.14) to 3.23 (.99) and the mean for the intelligent mirror 
ranged from 2.35 (1.18) to 2.97 (.90). Respondents perceived the intelligent TV, with 
a mean ranging from 2.34 (1.04) to 3.61 (.98), and intelligent appliances, with a mean 
ranging from 3.00 (1.16) to 3.62 (.89), as having slightly greater benefits. See Table 1 
for the exact means and standard deviations of the perceived benefits of the four AmI 
appliances.  

Among the three groups with different attitudes towards information and commu-
nication technologies, significant differences were found in how they perceive the 
benefits of AmI appliances. The tech-savvy group perceived all four AmI appliances 
as having more benefits, followed by the tech-nuanced and the tech-phobes. Consider 
intelligent appliances as an example. The tech-savvy group (mean rank = 717.45) 
perceived intelligent appliances as having significantly greater benefits (χ2 (2, n = 
1221) = 92.31, p < .001) than the tech-nuanced (mean rank = 658.26) and the tech-
phobic groups (502.32).   
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Table 1. Descriptive statistics and Cronbach’s α of perceived benefits and perceived disadvan-
tages of AmI appliances 

M SD 
Perceived benefits intelligent fridge (  = .88) 
   Enjoyment 
   Ease 
   Convenience 
   Personalization 
   Usefulness

3.03
2.20
3.23
2.92
2.40

1.28
1.14
  .99 
1.13
1.17

Perceived benefits intelligent mirror (  = .89) 
   Enjoyment 
   Ease 
   Convenience 
   Personalization 
   Usefulness

2.83
2.69
2.97
2.76
2.35

1.22
1.03
  .90 
1.10
1.18

Perceived benefits intelligent TV (  = .83) 
   Enjoyment 
   Ease 
   Convenience 
   Personalization 
   Usefulness

3.61
2.82
3.57
3.37
2.34

  .98 
1.12
  .92 
1.06
1.04

Perceived benefits intelligent appliances (  = .88) 
   Enjoyment 
   Ease 
   Convenience 
   Personalization 
   Usefulness

3.45
3.00
3.62
3.46
3.34

  .97 
1.16
  .89 
  .98 
1.16

Perceived disadvantages: Loss of privacy (  = .88) 
  P1 intelligent fridge 
  P2 intelligent fridge 
  P1 intelligent mirror 
  P2 intelligent mirror 
  P1 intelligent TV 
  P2 intelligent TV 
  P1 automatic appliances 
  P2 automatic appliances 

2.96
3.19
3.23
3.60
2.48
2.94
2.80
2.53

1.20
1.16
1.11
1.19
1.08
1.08
1.08
1.05

Perceived disadvantages: Loss of control (  = .85) 
  C1 intelligent fridge 
  C2 intelligent fridge 
  C1 intelligent mirror 
  C2 intelligent mirror 
  C1 intelligent TV 
  C2 intelligent TV 
  C1 automatic appliances 
  C2 automatic appliances 

2.85
3.63
2.90
2.83
2.32
3.63
2.74
2.63

1.14
1.19
1.09
1.20
  .99 
1.07
1.07
1.07  

 
The disadvantages of the AmI appliances were in general perceived as varying 

from not very attractive to neutral to the respondents (see Table 1). With regard to 
privacy aspects of AmI appliances, the intelligent mirror’s sending private informa-
tion (such as weight and blood pressure) to the doctor was least appealing to the re-
spondents (M = 3.60, SD = 1.19). Respondents seemed to have fewer privacy con-
cerns with the intelligent TV’s keeping a record of programs the user watches and, 
based on this recorded list, suggesting a list of interesting programs for the user (M = 
2.48, SD = 1.08). A similar response was seen when intelligent appliances keep track 
of temperatures in the home and adjust the temperature based on the recorded list of 
previous temperatures (M = 2.53, SD = 1.05). Respondents did not find it very attrac-
tive that AmI appliances could do things for them when this caused a loss of control 
over tasks typically done by the user. The intelligent fridge ordering food (M = 3.63, 
SD = 1.19) and the intelligent TV ordering products (M = 3.63, SD = 1.07) were 
found to be the least attractive. The intelligent TV taking over the selection and re-
cording of movies seemed to be a little bit more attractive to the respondents (M = 
2.32, SD = .99).  

How privacy and control aspects of AmI appliances were perceived differed sig-
nificantly among the three ICT groups. The tech-savvy group (mean rank = 506.30) 
significantly had the fewest problems (χ2 (2, n = 1221) = 77.92, p < .001) with the 
privacy aspects, followed by the tech-nuanced (mean rank = 581.03) and the tech-
phobic groups (mean rank = 708.58). The tech-savvy people (mean rank = 502.87) 
were also significantly more positive χ2 (2, n = 1221) = 76.70, p <.001) towards the 
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idea that AmI appliances could take over some control tasks, as compared to the tech-
nuanced (mean rank = 591.03) and the tech-phobic (mean rank = 705.59).  

6.3   Attitude, Outcome Expectations and Intention to Adopt AmI Appliances 

The results for research question two concerning the attitudes and intentions to adopt 
AmI showed that respondents did not have a pronounced attitude towards AmI appli-
ances. The attitude towards all four AmI appliances varied from a neutral to a slightly 
positive attitude. People seemed to have a more positive attitude towards the intelli-
gent TV and towards the intelligent appliances than towards the intelligent fridge and 
intelligent mirror (see Table 2). 

Table 2. Descriptive statistics and Cronbach’s α of attitudes towards AmI appliances   

M SD 
Attitude intelligent fridge (  = .94) 
  Good/bad 
  Wise/unwise 
  Beneficial/harmful 
  Pleasant/unpleasant 
  Valuable/worthless 
  Enjoyable/unenjoyable 

3.00
2.89
2.88
2.91
2.71
3.07

1.09
1.07
1.04
1.22
1.09
1.36

Attitude intelligent mirror (  = .95) 
  Good/bad 
  Wise/unwise 
  Beneficial/harmful 
  Pleasant/unpleasant 
  Valuable/worthless 
  Enjoyable/unenjoyable 

2.89
2.91
2.74
2.68
2.75
2.86

1.10
1.13
1.00
1.19
1.15
1.32

Attitude intelligent TV (  = .94) 
  Good/bad 
  Wise/unwise 
  Beneficial/harmful 
  Pleasant/unpleasant 
  Valuable/worthless 
  Enjoyable/unenjoyable 

3.35
3.08
3.06
3.48
3.15
3.58

  .98 
  .92 
  .96 
1.09
  .94 
1.15

Attitude intelligent appliances (  = .95) 
  Good/bad 
  Wise/unwise 
  Beneficial/harmful 
  Pleasant/unpleasant 
  Valuable/worthless 
  Enjoyable/unenjoyable 

3.45
3.38
3.37
3.60
3.28
3.51

1.02
1.02
1.01
1.08
1.02
1.14  

The attitude towards AmI appliances differed significantly among the three ICT 
groups. The tech-savvy group had the most positive attitude towards all four AmI 
appliances. The intelligent TV is taken as an example. The tech-savvy group (mean 
rank = 692.17) had a significantly more positive attitude (χ2 (2, n = 1221) = 49.15, p 
<.001) towards the intelligent TV than the tech-nuanced (mean rank = 638.48) and the 
tech-phobic (mean rank = 532.96).   

Respondents seemed to expect the most from AmI appliances in terms of activity 
and monetary outcome. These outcome expectancies are more focused on making 
daily life easier (e.g., “to make your everyday life easier”, M = 3.19, SD = 1.11) and 
bringing more enjoyment (e.g. “to make daily domestic activities more pleasant” M = 
3.22 SD = 1.13). Social outcomes which focus on the enhancement of social relations 
or the building of social relations through AmI appliances scored the lowest of all 
outcome expectations (see Table 3). 

For all four AmI appliances (intelligent fridge, intelligent mirror, intelligent TV, 
and intelligent home appliances), the behavioral intention to adopt the appliances was 
measured in order to answer research question two. Respondents’ intentions to adopt 
the four appliances were generally low (see Table 4). The intention to adopt the  
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intelligent mirror was the lowest and the intention to adopt the intelligent home appli-
ances (e.g., blinds automatically closing) was the highest.  

The intention to adopt AmI appliances differed significantly among the three ICT 
groups. The tech-savvy group had a higher intention to adopt all four AmI appliances 
than the tech-nuanced and the tech-phobes. For example, the tech-savvy (mean rank = 
685.09) had the highest intention (χ2 (2, n = 1221) = 45.62, p <.001) to adopt the intel-
ligent mirror compared to the tech-nuanced (mean rank = 637.63) and the tech-phobic 
(mean rank = 538.89).  

6.4   Explaining and Predicting Adoption of AmI Appliances 

Prior to the analyses, data were checked for normality; no significant deviation from 
normality was found (skewness and curtosis Z < 1.96). The variables (e.g., intention,  
 

Table 3. Descriptive statistics and Cronbach’s α of outcome expectations of AmI appliances 

M SD 
Activity outcomes (  = .89) 
  To make it easier for you  
  Because it offers you more freedom 
  Because it makes the tasks in the home more pleasant  
  To make daily domestic activities more pleasant   
  Because you like to use such appliances 
  To be entertained 

3.38
3.07
3.25
3.22
2.85
2.46

1.07
1.07
1.07
1.13
1.25
1.20

Monetary outcomes (  = .92) 
  To be able to do different things at once 
  To have more control over your daily life 
  Not to have to do everything yourself 
  To make your everyday life easier 
  Because it is convenient that you do not have to carry out certain  tasks yourself 
  To save time 

3.07
2.88
2.94
3.19
3.03
3.06

1.09
1.08
1.12
1.11
1.14
1.21

Social outcomes (  = .85) 
  To strengthen my relationship with family and friends  
  To be able to communicate with family and friends  
  To maintain valuable contact with others  
  To belong to a particular group   
  To have something to talk about with others 

1.98
1.95
2.33
1.61
1.74

1.07
1.08
1.17
  .85 
  .95 

Self-reactive outcomes (  = .89) 
  To have something to do 
  When you are bored 
  To relax  
  When you do not have anything to do 
  To feel less lonely 
  As a way to pass time 

1.97
2.02
2.66
2.10
1.79
1.68

1.07
1.16
1.23
1.10
  .96 
  .94 

Novelty (  = .80) 
  Because it is something new 
  To be able to use the internet via the intelligent fridge 
  To be able to order products via the intelligent TV 
  To actively monitor your health through the intelligent mirror 
  To discover new possibilities 

2.28
1.68
1.86
2.55
2.97

1.11
  .96 
1.01
1.29
1.17

Fashion/Status (  = .86) 
  Because these appliances are modern appliances 
  To keep up with the newest technology 
  Because it belongs to your lifestyle 
  Because it increases your status 

2.21
2.54
2.10
1.60

1.16
1.19
1.12
  .86   

Table 4. Descriptive statistics and Cronbach’s α of intention to adopt AmI appliances 

M SD 
Intention to adopt intelligent fridge (  = .95) 
  I intend to use this intelligent fridge if it is available 
  I plan to buy this intelligent fridge as soon as it is available 
  I will use this intelligent fridge if it is available  

2.14
1.93
1.98

1.25
1.08
1.14

Intention to adopt intelligent mirror (  = .95) 
  I intend to use this intelligent mirror if it is available 
  I plan to buy this intelligent mirror as soon as it is available 
  I will use this intelligent mirror if it is available 

1.93
1.79
1.83

1.08
1.01
1.06

Intention to adopt intelligent TV (  = .95) 
  I intend to use this intelligent TV if it is available 
  I plan to buy this intelligent TV as soon as it is available 
  I will use this intelligent TV if it is available 

2.76
2.50
2.56

1.18
1.13
1.20

Intention to adopt intelligent appliances (  = .93) 
  I intend to use these intelligent appliances if they are available 
  I plan to buy these intelligent appliances as soon as they are      
  available 
  I will use these intelligent appliances if they are available 

2.78
2.67

2.72

1.13
1.14

1.21   
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attitude, perceived benefits, and privacy) used for each of the four AmI appliances 
were summarized to construct ‘overall’ variables regarding adoption of AmI appli-
ances. In other words, the intention scales of the four AmI appliances were summed 
up in one overall scale to measure intentions to adopt AmI appliances, the four atti-
tude scales were summed up to measure overall attitudes towards AmI appliances, et 
cetera. 
 

Measurement model. The initial measurement model generated a poor fit, χ2(1035) = 
8472.06, χ2/df = 8.19, SRMR = .0649, TLI = .864 , RMSEA = .077 (CI: .075, .078). 
Items with highly correlated error variances identified by post-hoc modification indi-
ces were removed. Although the Cronbach’s alpha of the indicators of novelty was 
above the aspiration level (α > .70), the error variances co-varied with various indica-
tors of other constructs and were, therefore, excluded from further analysis. The ob-
served items of monetary outcomes and activity outcomes were loaded on both latent 
variables. This was also the case for the observed items of social outcomes and self-
reactive outcomes. With regard to the content of their items, the four constructs were 
indeed closely related and were, therefore, reconstructed into two new constructs. The 
new construct of monetary outcomes and activity outcomes was labeled instrumental 
outcomes; the combination of the constructs social outcomes and self-reactive out-
comes was labeled personal outcomes. This procedure resulted in a reduced number 
of observed indicators of the latent constructs. The internal consistency of the meas-
ures to predict adoption of AmI appliances was above the aspiration level (α > .70). 
The modified measurement model generated a good fit, χ2(209) = 779.32 , χ2/df = 
3.73, SRMR = .026, TLI = .976, RMSEA = .047 (CI: .044, .051).  
 

Structural model. The results obtained from testing the validity of a causal structure 
of the hypothesized model showed a reasonable fit χ2(222) =1271.44 , χ2/df = 5.73 , 
SRMR = .0597, TLI = .959, RMSEA = .062 (CI: .059, .066). Post-hoc modification 
indices suggested an improved fit by correlating the error terms of personal outcomes 
and fashion outcomes (r = .67, p < .001). The respecified model generated a good fit 
χ2(221) = 930.31, χ2/df = 4.21 , SRMR = .0355, TLI = .972, RMSEA = .051 (CI: .048, 
.055). Table 5 summarizes the mean and standard deviation, Cronbach’s α, the factor 
loading (β), and the squared multiple correlation (R2) of the observed indicators to 
predict adoption of AmI appliances. The path model with standardized path coeffi-
cients is featured in Figure 2.  

As shown in Figure 2, there was a significant direct effect of outcome expectations 
on the intention to adopt AmI appliances. Perceived benefits and perceived disadvan-
tages had a significant direct effect on attitude. The attitude-outcome expectancies 
path, as well as the outcome expectancies-intention path, appeared to be significant. A 
correlation was found between perceived benefits and perceived disadvantages of 
AmI appliances, r = -.93, p < .001. This indicates that the error terms of the two con-
structs are very closely related.  

Squared multiple correlations (Table 5) showed that the intention to adopt AmI ap-
pliances was accounted for 75%, the attitude towards AmI appliances was accounted 
for 89%, and the outcome expectancies of AmI appliances were accounted for 76%. 
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Intention  to 
adopt AmI

Perceived 
disadvantages

Outcome 
Expectations

Attitude

.53 ***

.-43***
.82***

.87 ***

.73 ***

.87 ***

Perceived  
Benefits 

Instrumental Personal Fashion/ 
Status

.56 ***

-.93***

.67***

 

Fig. 2. Standardized path coefficients for the model to predict intentions to adopt AmI appli-
ances  
Note .The observed indicators of the latent constructs are not shown (see Table 5).  
***p < .001.  The error terms of the double-headed arrows are correlated.  

Table 5.   Descriptive statistics, factor loadings, squared multiple correlations and Cronbach’s 
α of the observed indicators to predict intention to adopt AmI appliances  

M SD  R2

Intention (  = .97) 
  I intend to use this AmI appliance if it is available 
  I plan to buy this AmI appliance as soon as it is    available 
  I will use this AmI appliance if it is available  

2.40
2.22
2.27

.90

.85

.89

.92

.98

.98

.75

.85

.95

.96
Attitude (  = .95) 
  ATT 1 (good/bad) 
  ATT2 (beneficial/harmful) 
  ATT3 (pleasant/unpleasant) 
  ATT4 (valuable/worthless) 

3.17
3.01
3.17
2.97

.81

.76

.88

.81

.93

.85

.95

.92

.89

.86

.73

.90

.85
Perceived benefits (  = .85) 
  Enjoyment  
  Easy 
  Personalization 

3.23
2.68
3.13

.84

.82

.83

.89

.62

.91

.79

.38

.83
Perceived disadvantage (  = .95) 
  Privacy 
  Control 

2.97
2.94

.83

.77
.94
.96

.88

.92
Personal outcomes (  = .86) 
  To have something to talk about with others  
  When you do not have anything to do  
  As a way to pass time  
  To feel less lonely  

1.74
2.10
1.68
1.79

 .95 
1.10
  .94 
 . 96 

.78

.78

.82

.74

.32

.60

.61

.67

.54
Instrumental outcomes (  = .90) 
  Because it makes the tasks that you perform in the home   
  more pleasant
  To make your everyday life easier  
  To make daily domestic activities in the home more  pleasant  
  To not have to do everything yourself 

3.25

3.19
3.22
2.94

1.07

1.11
1.13
1.12

.87

.84

.84

.80

.68

.76

.71

.70

.65

Fashion/status outcomes (  = .87) 
  To keep up with the newest technology  
  Because it belongs to your lifestyle  
  Because they are modern appliances  

2.54
2.10
2.31

1.19
1.12
1.16

.83

.80

.85

.53

.70

.64

.73  

7   Discussion  

In this study, people’s perceptions of AmI appliances in domestic settings and the 
variables that explain and predict future adoption of these technologies were explored. 
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The results show that increasing the diversity of formative evaluation methods for 
AmI contributes to a wider understanding of the acceptance process of AmI tech-
nologies. The results of this large-scale, survey-based study indicate that respon-
dents perceived the benefits of the four AmI appliances as varying from low to 
neutral. Enjoyment and convenience often scored the highest of all the measured 
perceived benefits for all four AmI appliances (other perceived benefits were ease 
of use, personalization, and usefulness). Attitudes towards AmI varied from nega-
tive to neutral and the intention of prospective users to adopt AmI appliances was 
low.  

The structural equation analysis showed that outcome expectancies of domestic 
AmI appliances could largely predict the intention to adopt these appliances. This 
finding indicates that people’s expectations about a new technology play a very 
important role in anticipating the adoption of a new technology. More specifically, 
instrumental, personal, and fashion outcomes have a large influence on the intention 
of prospective users to adopt AmI. This finding is interesting from both a theoreti-
cal and practical standpoint. For theory development, using outcome expectancies 
as a predictor for technology acceptance appears to explain people’s intention to 
adopt a new technology to a large extent. From a practical point of view, designers 
and producers of AmI technologies could focus on these outcomes expectancies, 
namely instrumental, personal, and fashion outcomes, to better obtain the attention 
of prospective users. 

In this study, the perceived disadvantages of AmI appliances appeared to be the loss 
of privacy and the loss of control. The findings show that there is statistical evidence for 
a relationship between perceived benefits and perceived disadvantages of domestic AmI 
appliances. However, on the basis of the results of this study, the exact nature of this 
relationship is unclear. It could be that benefits and disadvantages of these appliances 
act simultaneously, or that one of the constructs has a stronger influence on the other. If 
the nature of this relationship is known, designers of AmI  could keep this in mind when 
developing these technologies. For example, when it appears that people are willing to 
accept and use AmI appliances in domestic settings because they derive enough per-
sonal benefits from them, then some of the disadvantages of these appliances could be 
accepted by the majority. Or, if people are not willing to lose their privacy and control 
and thus perceive the disadvantages of these appliances as being stronger than the bene-
fits, the intention to adopt AmI appliances will probably be lower. Further research 
could bring more insight into this reciprocal relationship.  

Furthermore, the findings suggest that perceived disadvantages, in this case the loss of 
privacy and loss of control, did have a direct effect on attitudes towards AmI. When the 
disadvantages with regard to AmI were perceived to be high, the attitude towards these 
appliances was low and thus more negative. From the start of the development of AmI, 
loss of privacy and loss of control has been recognized as important concerns for the 
future success of the adoption of AmI technologies. Even though the specific features of 
AmI, such as being able to anticipate owner behavior by constantly using data about user 
behavior and personal routines, make it difficult to exclude all potential privacy and 
control disadvantages, designers should make the effort to minimize the loss of privacy 
and control for users from the start of the design process.  
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The AmI research field is a young domain and there is no common perception 
among ordinary people about its content and possibilities. The appliances in this study 
were specifically chosen to include a broad spectrum of domestic AmI appliances and 
to summarize key technology aspects of AmI. Appliances from other key areas such 
as health and energy saving might deliver different outcomes in terms of acceptance. 
However, since these AmI appliances are used more often in previous studies [e.g., 
41] we wanted to maintain the continuity of the research field.  

In future research, we hope to investigate some of the questions raised by this research 
study. First, the influence of one’s social network is known to be an important factor in 
technology acceptance. Rogers postulates that diffusion of an innovation happens when 
this innovation is communicated through certain channels over time in a social system 
[41]. AmI is still in a research and development phase and not widely available on the 
market, so our focus was not on social influence. Yet, we do believe that one’s social 
network plays an important role in the acceptance of new technologies, especially, for 
those technologies meant for private settings such as the home and not for an organiza-
tional context where it can obligatory to accept and use new technologies. We are cur-
rently expanding the model by including social influence as a variable to investigate the 
role of social influence in the acceptance process of these technologies.  

Second, this study was done in a Western-European country with a high penetra-
tion and use of both the mobile phone and the internet [20]. Bell et al. [5] argue that 
there are cultural differences in technology behavior and that we have to take these 
into consideration when designing technologies for domestic settings. Even among 
European countries, differences were found in the use of mobile ambient intelligent 
services [22]. Therefore, the results cannot automatically be translated to other 
countries and cultures. Furthermore, the sample was relatively ICT-minded, which 
could lead to two different conclusions. First, if ICT-minded people are not very 
positive about ambient intelligent appliances, the population at large would be even 
less positive. Second, and opposite, less-ICT-minded people would embrace ambi-
ent intelligent appliances because they are supposed to be relatively easy to use and 
can be smoothly integrated into everyday environments. More research is needed to 
determine how this acceptance process precisely works in these groups. However, it 
is important to pay attention to this finding to ensure that ambient intelligent appli-
ances will be adopted by everybody and not just by a certain group of people. 

Ambient intelligence is cheered and criticized for its possible influential role in people’s 
everyday lives. Obviously, more research is needed to assess the variables and their interre-
lationships as ambient intelligent appliances become more widespread in societies. Most 
importantly, variables such as real user experience of AmI should be incorporated into 
future studies. Overall, this study presents evidence that people’s current attitudes and out-
come expectations of ambient intelligent appliances are important factors to consider when 
anticipating the future adoption of ambient intelligent appliances in domestic settings. 
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Abstract. Although manual and programmable home thermostats can save en-
ergy when used properly, studies have shown that over 40% of U.S. homes may 
not use energy-saving temperature setbacks when homes are unoccupied. We 
propose a system for augmenting these thermostats using just-in-time heating 
and cooling based on travel-to-home distance obtained from location-aware 
mobile phones. Analyzing GPS travel data from 8 participants (8-12 weeks 
each) and heating and cooling characteristics from 5 homes, we report results of 
running computer simulations estimating potential energy savings from such a 
device. Using a GPS-enabled thermostat might lead to savings of as much as 
7% for some households that do not regularly use the temperature setback af-
forded by manual and programmable thermostats. Significantly, these savings 
could be obtained without requiring any change in occupant behavior or com-
fort level, and the technology could be implemented affordably by exploiting 
the ubiquity of mobile phones. Additional savings may be possible with modest 
context-sensitive prompting. We report on design considerations identified dur-
ing a pilot test of a fully-functional implementation of the system.  

1   Introduction 

With only 5% of the world's population, the U.S. uses 25% of the world's energy [1]. 
The U.S residential sector is responsible for 21% of the total U.S energy consump-
tion, and heating and cooling accounts for 46% of the total energy consumed in U.S 
residential buildings. Overall, 9% of total U.S energy consumption is expended on 
residential heating and cooling [2, 3].  Forty-nine percent of homes in the U.S are 
unoccupied during the day, and it is estimated that in 53% of U.S homes the tempera-
ture (T) is not lowered during the daytime when no one is at home in winters (con-
versely, in 46% the T is not raised in summers) [4]. Even in the 30% of the U.S 
homes that have programmable thermostats (P-Therms), as many as 44% may not use 
daytime setbacks to save energy [4]. As Table 1 shows, as many as 55 million U.S. 
households – some with manual thermostats (M-Therms) and some with P-Therms – 
may not change their T settings when no one is home.  

Although per capita consumption of energy is much lower in other countries [1], a 
significant amount of energy is likely being wasted heating and cooling unoccupied 
environments in many industrialized countries because common thermostats do not  
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Table 1. Thermostat usage statistics in the U.S (summarized from [4]) 

(In millions) Total homes 
in the U.S.  

Estimated no. of homes 
using setback when away  

Estimated no. of homes not 
using setback when away  

Manual Thermostat 62.16 21.7 40.46 
Programmable Thermostat 33.3 18.7 14.60 
Total  95.46 40.4 55.06 

 
adapt to variable occupancy schedules and because people have difficulty setting and 
optimizing P-Therms [5]. The challenge, therefore, is to create a system to augment 
existing thermostats so that regardless of what the home occupants do, the thermostat 
(1) saves energy, (2) requires non-burdensome user input and no reliance on memory, 
and (3) doesn’t sacrifice comfort, where we define comfort as ensuring that the home 
is always at a desirable temperature upon return. Additionally, a thermostat needs to 
be inexpensive to use and install.  

We describe a concept for augmenting existing thermostats with a just-in-time 
heating and cooling mode that is controlled using travel-to-home time computed from 
location-aware mobile phones.  Although existing P-Therms can save substantial 
amounts of energy when used effectively [6], we show, via a set of simulations using 
real travel data and home heating and cooling characteristics, that the proposed just-
in-time system augmentation might provide energy savings for the substantial number 
of people who do not use M-Therms or P-Therms optimally. The system that we pro-
pose does not require users to program occupancy schedules. In fact, no change in 
behavior on the part of the home occupants from what they currently do is necessary. 
We focus on standalone housing and commuting patterns common in the northern 
U.S. and leave the question of how these results might generalize to other climates, 
housing types, and lifestyles for future work.  

2   Prior Work 

Pervasive computing systems that can infer context clearly offer potential for energy 
saving. Harris et al. [7], for example, argue that context-aware power management 
(CAPM) could use multi-modal sensor data to optimally control the standby states of 
home devices to optimize energy use, reducing so-called vampire power consumption 
[8]. They conclude that to optimally save energy, in addition to predicting what 
someone is currently doing, a system should predict what someone is about to do. 
Reliable detection of intentionality to control appliance energy use indoors is a diffi-
cult problem that is the subject of ongoing research [9]. Nonetheless, Harle and  
Hopper [10] showed that even without such prediction, in one office building using 
location of occupants would have permitted energy expended on lighting and “fast-
response” electrical systems to be reduced by 50%. 

Although inefficient use of electrical devices can be a substantial source of energy 
waste in a home or office, others have instead focused on improving home thermo-
stats to lower heating, ventilation and air condition (HVAC) costs.  A thermostat 
balances two competing factors: energy savings and air temperature/humidity comfort 
levels. There are three common types [11].  
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Manual thermostats (M-Therms) can be the most energy efficient option. People 
who set the T very low in winter when they leave the house and then turn up the T 
when they return achieve maximal energy savings but with significant discomfort 
upon return to the home. Avoiding that discomfort may be one reason that over 65% 
of people with M-Therms do not use setbacks when they are away from their homes 
in winter [4].   

Programmable thermostats (P-Therms) automatically regulate the T according to a 
pre- scheduled program. P-Therms do not adapt to variable occupancy schedules – if 
schedules change, the user must remember to re-program the system in advance, and 
reprogramming is often tricky with current interface designs. The lack of responsive-
ness and difficulty of programming may be one reason that over 43% of people with 
P-Therms do not use daily setbacks when away in winter [4].   

So-called intelligent thermostats have “adaptive recovery control,” so that rather 
than starting and stopping based on timers, they set the T when away to ensure that 
given typical heating/cooling patterns, the home will reach the comfort T at the right 
time. These thermostats may also learn the T preferences of the user for different 
contexts [12] and use occupancy sensors to infer occupancy patterns [13, 14]. Others 
use light levels to change the T settings in the house [15] or control the air velocity 
and direction [16]. Some even have persuasive elements, such as informing users 
about the minimum T settings that can produce the desired comfort level [12, 17]. 
When these systems imperfectly infer behavior patterns, however, they optimize sav-
ings at the expense of comfort, and they typically require complex sensor installations 
to be retrofit into the home.  

Unfortunately, all of these thermostats are often misused. An estimated 25-50% of 
U.S. households operate the thermostat as an on/off switch rather than a T controller 
[18]. A common misconception is that the more one changes the T dial, the faster the 
thermostat will make T change [19, 20]. Also, it has been shown that P-Therms do not 
save as much energy as predicted [5, 21, 22], most likely because they are difficult to 
use [5, 23]. Clearly, it is important that the thermostat interface be made as simple as 
possible.  

3   Opportunity 

The key idea advocated here is to augment current thermostats with the ability to 
control heating and cooling using travel time, as determined automatically via GPS-
enabled mobile phones that will become commonplace.1 When the thermostat is not 
being used regularly in setback mode, the thermostat should switch to this “just-in-
time” travel-to-home-time mode. In this mode, the thermostat system communicates 
with the GPS-enabled mobile phones of the residents. Based on the location of the 
residents as determined by each resident’s mobile phone and free geo-location map-
ping services, travel-to-home time is continuously estimated. The thermostat uses 
travel time of the home occupants, inside and outside T, and heating/cooling charac-
teristics of the home to dynamically control the thermostat so that energy savings are 
                                                           
1 In this work we use GPS data and the terminology GPS thermostat (GPS-Therm), but phones 

may also use multiple methods to determine location (e.g., cell tower triangulation or  
beacons).   
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maximized without sacrificing comfort. By setting T as a function of the fastest pos-
sible return time of the closest resident (and the other factors mentioned above), the 
system ensures that the home will always be comfortable on return. 

The system has the following characteristics: (1) it requires no thermostat pro-
gramming from the user, (2) it adapts to irregular schedules, (3) it ensures that the 
user always returns to a comfortable house, (4) it creates opportunities for motivating 
additional savings using context-sensitive prompting, and (5) and it does not require 
installation of a complex new sensor system in the home. As we will discuss, in its 
most straightforward implementation, it does not save more energy than a M-Therm 
or P-Therm that is regularly used with daily setbacks, but it will save energy overall 
for the general population because so many people fail to use their thermostats prop-
erly. The concept, therefore, is to layer the GPS thermostat (GPS-Therm) capability 
on top of existing thermostats, so that the GPS system engages only when users are 
not using a more efficient setback strategy.  

This work is inspired by solutions for controlling appliance use in the home or of-
fice based on indoor location [9, 10, 24], but the proposed system does not require an 
extensive sensor or distributed appliance control network to be installed in the home 
to achieve savings.  We make only the following assumptions: (1) that mobile phone 
adoption trends continue so that in many households everyone who travels alone will 
have a phone, (2) that within a few years nearly all new phones will have location-
finding and Internet data transfer capabilities, and (3) that many homes will have 
Internet access and home wireless networks. For households where these assumptions 
hold, we discuss the energy saving potential of the system.  

4   Measuring Potential Energy Savings 

In this section we describe the results of an exploratory simulation we conducted to 
better understand the extent to which a GPS-controlled thermostat system might save 
energy.  

4.1   Data Collection 

We recruited 8 people living in 4 different homes in the greater metropolitan area of 
Boston, Massachusetts using mailing lists, flyers, internet advertisement and word of 
mouth. None of the subjects had any affiliation with the research team. Each person 
worked outside of his or her home and had a separate car that was used as the main 
mode of transport. Each house had a heating system that was not shared with any 
neighboring residences (see Table 2). The study was approved by our human subjects 
review board.  

To gather realistic data on travel patterns, between March and June, 2008 a Track-
Stick Pro GPS logger [25] was installed on the dashboard of each vehicle of each 
member of each house. The logger was plugged into the cigarette lighter socket. 
These loggers were left for up to 3 mo, recording position of the vehicle each minute 
whenever it was operating. Data were recovered from each logger every 4 weeks.  

To measure the heating and cooling properties of the homes, two T and humidity 
loggers (EL-USB-2, EL-USB-1) [26] and Logit LCV electrical current loggers [27] 
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were installed in each house for 3 d of measurement.  One T and humidity logger was 
placed near the thermostat and another outside of the house on the north facing wall 
or window, where the sensor was not in contact with direct sunlight. The current log-
ger was attached to the current-carrying wire from the thermostat to the HVAC sys-
tem to gather information about when the heating system was activated.  

During the 3 days that the sensors were installed, each home had its P-Therm re-
programmed by the investigators as follows:  set to 50ºF (10ºC) from 9 AM to 4:30 
PM and set to a comfortable T, typically between 67-69ºF (19.4-20.5ºC), other times. 

In addition to the participant homes, data were collected from an unoccupied, 
newly constructed and well insulated (R-25) 1100 ft2 condominium (control house) in 
December, 2007.  A typical day for the type of people who participated in the study 
would be a person leaving at 7 AM for an 8 AM to 6PM workday with arrival home 
at 7 PM. This routine was scheduled on the P-Therm for 3 wk, with a comfort T of 
69ºF (20.5ºC) and a setback T of 45ºF (7.2ºC), the Energy Star recommended settings 
[28]. 

Table 2. Participant house details. At the time of the experiments, the cost of natural gas was 
$1/therm. The cost of oil was $1.20/liter. Hot water heating systems used radiators. All the 
homes had programmable thermostats.  

House 
Heating 
fuel  

Heating 
system 

Capacity 
(Btu/h)  Insulation  

Commute  
travel time 

Days of 
data  Vehicles 

1 Gas Forced air 100k Low 35 min-50 min 75 1 
2 Gas Hot water 130k Medium 10 min-15 min 75 2 
3 Oil Hot water  133k Medium 7 min-10 min 63 2 

4 Oil  Hot water  154k High 20 min-35 min 63 2 
Control  Gas Forced air 100k Very high Simulated 90 0 

4.2   Evaluation 

Software was written to simulate the functionality of manual, programmable, and 
GPS-controlled thermostats.  The simulator, which uses the same algorithm later 
described when discussing a real-time, fully-functional prototype in Section 6, re-
quires the following for input at each point throughout the day at 1 min intervals: (1) 
indoor T, (2) outdoor T, (3) latitude/longitude coordinate for each occupant’s phone 
(if available), and (4) heating/cooling tables for the home. Additional information can 
be provided to the simulator when modeling various conditions (e.g., minimum al-
lowable T in the home, occupant schedules, a T setting for P-Therm and M-Therm, 
and heating system type).  

Heating/cooling tables were created for each house using the T profile data col-
lected over 3 d. A heating table was created for heat gain (i.e. the time it takes for the 
house to heat up by 1ºF (-17.2ºC) from each starting T given an outdoor T with the 
heating system running at full capacity), and a cooling table was created for heat loss. 
The 3 d of data typically do not span the entire range of outdoor T for winters for the 
region (0oF (-17.7oC) to 60oF (15.5 oC)). Therefore, values not directly observed were 
estimated from the 3 d of data and the energy transfer equation for a building [29].  

At each point in time throughout the day when a longitude and latitude coordinate 
is available, to simulate operation of the GPS-Therm, the simulation software sends 
the location and the occupant’s home coordinate to the MapQuest web service [30] 
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and obtains estimated travel-to-home time. The MapQuest web service uses a  
proprietary algorithm for calculating travel time and distance that appears to use road 
type, speed limit, and distance, but not local traffic conditions. An outdoor T file was 
created for the greater Boston area for the entire duration of the study by accessing 
two online weather archive databases. 

Each minute the simulator outputs the target T based on the travel-to-home time, 
estimated indoor T, and HVAC on/off cycle duration. It also outputs the simulated 
indoor T and the HVAC cycle state (on/off). Using either the pre-programmed times 
for leaving for work and returning or the time detected when someone returned home, 
the system also simulates the operation of the M-Therm and P-Therm.   

4.3   Results with Common Travel Patterns for Daily Workers 

First we discuss simulator results using the control home and simulated travel patterns 
where people commute every weekday with average commute times of 15 min, 26 
min (Boston’s mean commute time) [31], and 90 min. We assume that the comfort T 
of the home is set to the Energy Star recommended setting of 69ºF (20.5ºC) [28]. We 
compare four scenarios. The first is the baseline, where the thermostat is set to the 
comfort T at all times of day. As indicated in Section 1, many people [4] with both P-
Therms and M-Therms do not use setbacks at all. The second is manual setback, 
where the T is lowered manually upon leaving the house and raised manually upon 
returning. The third is programmable setback, where schedules are programmed for 
lowering and raising the setpoint each day based on standard work patterns. In pro-
grammable mode, we assume that the system starts heating 30 min before the return 
time and maintains a target T (setback) of 60ºF (15.5ºC) during the day when the 
home is unoccupied. Finally, the last case is the GPS-thermostat, where the target T is 
set as a function of travel-to-home time. All of the savings reported are calculated 
with respect to the baseline condition.  

 

   
(b)   
     

 
(c) 
30 min difference in starting 
of programmable and manual 

thermostats 

Fig. 1. A typical day with 90 min simulated travel time and simulated results with different 
thermostat types, as explained in the text  

 

(a) 
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Figure 1(a) shows the simulation results for a 24 h period assuming a long travel 
time to and from work of 90 min each way. Approximately 1.7 million people in the 
U.S. commute for 90 min or more each way [26]. Line A shows when the simulation 
software estimates that the heater will cycle on and off in the baseline condition, with 
up being an on-cycle. Line B is the baseline T, showing how the target T will oscillate 
around 69ºF (20.5ºC), assuming the HVAC triggers when the T drops 0.3ºF (0.17ºC) 
below the target (at 68.7ºF (20.4ºC)) and runs until the T exceeds the target by 0.5ºF 
(0.28ºC) above the target (or 69.5ºF (20.8ºC)). Line C shows the 90 min travel time, 
leaving at 7 AM and returning at 7 PM, assuming an 8:30-5:30 workday. Line D 
shows the outdoor T fluctuation, which does influence cycle times (a small change 
can be seen in lines A and B from morning to mid-day in cycle length).  Line E is the 
target T determined based on travel distance. This value is determined using the esti-
mated heating/cooling parameters of the home at various indoor and outdoor T. It 
drops as the travel time increases and plateaus at the lowest T that will allow the 
home to heat back up in time to achieve the comfort T given the travel time. In Fig-
ure 1(b), line F shows the target T for the P-Therm simulation.  In Figure 1(c), line G 
shows the target T for the M-Therm simulation. 

First we compare the just-in-time GPS-Therm directly to M-Therms and P-Therms. 
In addition to presenting results for daily savings when the devices are properly used, 
we present results in terms of “expected energy savings” and “expected monetary 
savings.” Expected savings is equal to the estimated savings multiplied by expected 
compliance of use of the particular thermostat type. The expected compliance of a M-
Therm assumes 35% [4] of users will use manual setbacks when leaving the house. 
The expected compliance of a P-Therm assumes 56% of users will have it pro-
grammed to use setbacks. Although the GPS-Therm requires no action on the part of 
the user, we assume that 10% of the time the user may forget to take the phone, lack a 
GPS connection, be out of mobile phone coverage, or discharge the phone battery 
(resulting in a relatively high estimated compliance of 90%).  

Table 3 shows the simulation results for the three thermostat types for different 
travel times. The savings using the GPS-Therm increase as the travel time increases, 
whereas the savings from P-Therm and M-Therm are constant and independent of 
travel time. The expected savings from the GPS-Therm begins to exceed the expected 
savings from the P-Therm and M-Therm when travel time reaches 60+ min.  The 
simulations show what we expect to be true: that maximal savings can be achieved by 
simply turning off a heating or cooling system whenever someone leaves home and 
sacrificing comfort on return. Using travel time provides less substantial savings than 
P-Therm for people with short commutes and predictable work schedules, because if 
someone works near home the system does not allow the T to drop very far to ensure 
that the home can return to comfort quickly enough no matter when a person leaves 
work for home. Therefore, even though the GPS-thermostat is likely to have a much 
higher compliance than M-Therms and P-Therms, the simulations suggest advising 
against generally replacing P-Therms with GPS-Therms. Instead, the travel-time con-
trol should activate only in those situations where the system detects that manual or 
programmatic setbacks will not be in use.  
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Table 3. Simulation results on daily savings on workdays of different thermostats for different 
travel times. The data are for the unoccupied, well-insulated control home (see Table 2), 
assuming an 8:30AM-5:30PM job. The expected savings are adjusted by expected compliance 
rates.  

Type (travel time) 
Savings each 
workday (%) 

Savings each
workday ($) 

Expected 
compliance (%) 

Expected 
savings (%) 

Expected 
savings ($) 

Manual thermostat 24.7 2.16 35 8.65 0.756 
Prog. thermostat 21.74 1.9 56.2 12.22 1.068 
GPS therm (15 min) 5 0.38 90 4.5 0.342 
GPS therm (26 min) 7.6 0.57 90 6.84 0.513 
GPS therm (45 min) 11.75 0.88 90 10.57 0.792 
GPS therm (60 min) 13.82 1.04 90 12.44 0.936 
GPS therm (90 min) 17.05 1.28 90 15.35 1.152 

Table 4. The expected savings for the control home when the GPS-Therm mode augments M-
Therms and P-Therms for a 26 min commute and 90 min commute  

 Type (commute length) 
Compliance 
(%) 

Expected 
savings per 
workday (%) 

Expected 
savings  per 
workday ($) 

Manual thermostat (26 min) 35 8.65 0.76 
Manual therm augmented with GPS therm (26 min) 100 13.59 1.13 
Programmable thermostat (26 min) 56.2 12.22 1.07 
Programmable therm augmented with GPS therm (26 min) 100 15.55 1.32 
Manual thermostat (90 min) 35 8.65 0.76 
Manual therm augmented with GPS therm (90 min) 100 19.73 1.59 
Programmable thermostat (90 min) 56.2 12.22 1.07 
Programmable therm augmented with GPS therm 100 19.69 1.63 

 

 
 

 

Fig. 2. (a) One week of real travel time data of a participant (House#1) and GPS-Therm simula-
tion. (b) GPS-Therm simulation for a vacation period of participant of House#2 

 

(a) 

(b) 
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A key benefit of the GPS-Therm concept is that, unlike existing technologies, it 
adapts to changes in behavior without requiring any behavior change on the part of 
the end user. For the over 50% [4] of households not performing manual setbacks or 
using programmable thermostats properly, the GPS-Therm could provide a low-
burden energy-saving option.  

Table 4 shows “GPS add-on” expected savings. Here, expected savings are esti-
mated using the programmable thermostat model for the 56.2% of the programmable 
thermostat owners who program it, but for the remaining 43.8% who do not program 
it, we assume that the thermostat defaults to the GPS model. Similarly, we assume 
that 35% of households that use the M-therms use setbacks but that the remaining 
65% would default to the GPS system. For the control home with a 8:30 AM-5:30 PM 
job and commute of 26 min, the GPS-Therm add-on system would improve the over-
all expected performance of M-Therms by 4.9% and the overall expected perform-
ance of P-Therms by 3.3%. For a commute of 90 min, the savings jump to 11.1% and 
7.5% respectively.  

4.4   Simulation Using Real Travel Time Data   

In the simulation above we assume that the person commuting always leaves and 
returns at the same time each day. To better evaluate potential savings, we used the 
real travel data from our 8 participants obtained from the GPS devices in their vehi-
cles. Each house had two participants, so the simulator always used the minimum 
travel-to-home time of the two. The drive time given by the MapQuest server does not 
take into account the traffic congestions and delays in commute time during the dif-
ferent hours of the day.  Therefore we increased travel times at each hour of the day 
proportionally to the traffic congestion index for Boston.  

Figure 2 shows the travel data and GPS-Therm simulation for a typical week of 
one participant from House#1. The travel pattern of the participant is fairly regular 
throughout the work week with a small trip during a weekend. Figure 3 shows the 
travelling patterns of the participants in House#2. The simulation algorithm  uses min 
travel time because the system must always be able to condition the environment in 
time to reach comfort conditions for the closest person. For some homes this puts an 
upper bound on savings at a short (e.g., 7 min) commute. The figure areas that are  
 

 

Fig. 3. Travel patterns for entire duration of the study for one household and the minimum combined 
travel time. V’s mark vacation periods.  
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marked with “V” are the time periods where participants went for a vacation. If only 
one person in a house went for the vacation, the travelling time of the person staying 
at the home is considered. Travel time during vacations was manually entered into the 
dataset in cases where participants left their cars at home. For example, participants in 
House#2 went to London which is 8 h by airplane. Therefore we manually entered 8 h 
of travel time during the vacation. 

Table 5 shows the simulation results for the entire study duration for all the 
four participating houses for P-Therms and GPS-Therms. The house details are 
given in Table 2. The baseline for calculating the energy and monetary savings is 
the cost of maintaining the comfort T throughout the study using no setbacks. 2  
For the simulation, the P-Therm for all the participants is scheduled from 7 AM to 
6:30 PM every day (and, to be conservative, including weekends).  This interval 
was selected because all of the participants leave and arrive home at about this 
time. The target T (setback) for the P-Therm was set to 60ºF (15.5ºC). The effec-
tiveness of the GPS-Therm fully depends on the travel patterns of the individuals 
and their home heating characteristics. For House#3, the GPS-Therm performs 
only 0.3% better than the baseline and a P-Therm with daily setback settings 
would be most effective. House#2 has larger savings because the house occupants 
had 2 vacations during the study totaling 12 days when the GPS-Therm automati-
cally selects a very low target T that is sustained for the duration of the trips – a 
situation where the GPS-Therm excels, as shown in Figure 2(b). Overall, how-
ever, when only considering savings and not return comfort, M-Therms or P-
Therms are clearly preferable over the GPS-Therm when they are used properly. 
The savings for P-Therms are higher than that of M-Therms, because the occu-
pants spent more time in the home than the programmable settings assumed (es-
pecially on weekends).  

We know, however that compliance rates are low and that use of the GPS system 
can increase overall expected performance without requiring complicated program-
ming or sacrificing comfort if augmented on top of M-Therms or P-Therms that are 
not being used. Table 5 (bottom) shows the expected savings that might have been 
achieved in that case in the larger population for similar homes as the test homes.3 
Savings range from 4.9% to 9.4% for GPS-augmented M-Therm to 7.9% to 12.2% for 
GPS-augmented P-Therm.  

                                                           
2 Our baseline condition assumes that some of the 64% of U.S. manual thermostat owners who 

do not set them back regularly do not do so even when leaving for vacation, either due to lack 
of understanding, concern about plants, pets, or pipes, not desiring to return to a uncomfort-
able home, or simply forgetting to do so.  

3 The households selected all have dual commuters and therefore the results represent savings 
that might be achievable for only that type of household. We fully expect, for example, that 
savings in households with stay-at-home parents and young children might be substantially 
less, because setbacks are often not appropriate. The GPS-Therm might actually be most con-
venient in those homes, however, where the occupants have highly variable travel time 
schedules that are rarely known in advance, and where the occupants may be less willing to 
tolerate a house that is uncomfortable upon return. 
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Table 5. Simulated energy and monetary savings for the entire duration of the study for all the 
participating houses, including energy and monetary savings when using the GPS-Therm to 
augment manual and programmable thermostats, based on actual commuting patterns and 
expected compliance rates. CT = comfort temp. LT = lower temp.  

Savings for study duration % ($) 

Thermostat 
House#1 - 75 days 
CT = 67, LT = 65 

House#2 - 75 days  
CT = 69, LT = 67 

House#3 - 60 days  
CT = 69, LT = 67 

House#4 - 60 days 
CT = 69, LT = 67 

Programmable 19.4% ($168) 14.1% ($102.80) 17.1% ($387.50) 13.5% ($244.30) 
Manual  18.0% ($165.90) 13.7% ($97.30) 14.6% ($332.90) 12.6% ($225.70) 
GPS  2.9% ($25.50) 7.1% ($49.70) 0.3% ($7.50) 0.8% ($15.50) 
 Expected savings for study duration % ($) 
Manual defaults
to GPS  8.2% ($74.60) 9.4% ($66.30) 5.3% ($121.40) 4.9% ($89.10) 
Programmable 
defaults to GPS 12.2% ($105.60) 11.0% ($79.60) 9.7% ($221.10) 7.9% ($144.10) 

4.5   Simulation Using Just-in-Time Questions   

Using the GPS data, it is possible to improve the GPS-Therm mode by creating a 
system that benefits from modest user feedback without requiring the user to proac-
tively remember to change the thermostat or predict schedules far in advance. Sup-
pose when the user is detected to be away from home and not moving (i.e., just ar-
rived at work), the system prompts with a simple question on the phone.  

To estimate the savings this small interruption might enable, three additional (win-
ter time) scenarios were simulated for the control house.   
• Return at lower T: A user agrees to return at a T slightly lower than his or her com-

fort T. On the user’s return, the home will be at a lower T, but the house will con-
tinue to heat up until it reaches the comfort T (see Figure 4 (a). In this scenario the 
system will have a lower target T and more energy savings during the day as com-
pared to the T set automatically by the GPS-Therm. 

• Specify a time to return home:  If the user decides to return back at a specific time, 
the GPS-Therm will ignore the GPS data and operate like an intelligent thermostat 
that calculates the lowest possible target T (setback) and heating start time so that 
when the user returns, the house is at comfort T, resulting in a lower target T and 
more savings. 

• Return at lower T and specify a return time: If the user agrees to return at a lower T 
and also specifies a return time, maximal savings are achieved (see Figure 4 (b)). 

Occasional questions presented on a mobile phone and only asked when someone is 
away from the home may be an effective way to gather energy-saving information 
with only modest burden. A properly-programmed P-Therm may achieve similar 
savings, but remembering to change schedules in advance when someone has a vari-
able schedule may be a challenging task. To evaluate potential savings from a small 
amount of user input, we simulated expected savings results for two cases for the 
control house where questions are answered on 2 and 3 workdays on the mobile 
phone when the system detects that someone has left home. Table 6 shows the results 
for the scenarios described above with a travel time each way of 26 min. In short, 
answering just 2 prompts per week can boost workweek savings by up to 3.6%.  
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(a)  

(b)  

Fig. 4. 24h simulation for workday travel time of 26 min with GPS-Therm where user re-
sponded to a prompt to (a) return at lower T and (b) return at a lower T at a specified time 

Table 6. Simulated savings for a work week for prompting scenarios with a travel time of  
26 min  

  
Num prompts 
answered/wk 

Expected 
savings(%) 

Expected  
savings($) 

Manual augmented with GPS  0 13.59 1.13 
Manual augmented with GPS + Return time 2 16.91 1.37 
Manual augmented with GPS + Return time 3 18.62 1.50 
Manual augmented with GPS + Lower T 2 14.54 1.20 
Manual augmented with GPS + Lower T 3 15.03 1.23 
Manual augmented with GPS + Return time + Lower T 2 17.21 1.41 
Manual augmented with GPS + Return time + Lower T 3 18.89 1.53 
Programmable augmented with GPS  0 15.55 1.32 
Programmable augmented with GPS + Return time 2 17.79 1.49 
Programmable augmented with GPS + Return time 3 18.92 1.57 
Programmable augmented with GPS + Lower T 2 16.19 1.37 
Programmable augmented with GPS + Lower T 3 16.52 1.40 
Programmable augmented with GPS + Return time + Lower T 2 17.95 1.51 
Programmable augmented with GPS + Return time + Lower  T 3 19.21 1.61 

5   Design Observations from a Real-Time Implementation 

To begin to assess the practical feasibility and usability issues that might arise with 
the proposed GPS-based travel-time mode, a fully-functional prototype was imple-
mented in a participant’s house for 2 wk. Due to this study being conducted in 
warmer months,  the system controlled air conditioning rather than heating. We report 
on some observations from this pilot deployment. 

5.1   System Design  

The back-end of the GPS-Therm prototype system is a client server model using TCP. 
The client is the GPS-enabled mobile phone (Motorola 9Qh Global) and the server is a 
laptop computer that was placed at the participant’s house near the location of the ther-
mostat. The server receives the GPS coordinates from the client (via GPRS) once per 
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minute. It contacts the MapQuest web service to get the travel time and distance from 
the home of the participant.  The server then contacts Yahoo weather web service [32] 
to get the outside T of that area. The algorithm calculates the target T based on the travel 
time and outside T using the heating/cooling tables measured in the home (using the 
process described in Section 4.2). Finally the server sends the new target T over a serial 
connection to the computer-controlled thermostat (RCS TR40 [33]), and in reply the 
server gets the confirmation and the current room T. The client, in reply to sending the 
GPS coordinates, receives the travel time, distance, current home T, and energy saving 
information related to the intervention questions. In some cases, the phone prompts for 
information, and the responses are sent to the server as well.   

The prototype GPS-Therm system is divided into two interfaces: one on the laptop 
located in the house and the second on the mobile phone. The interface on the phone 
is minimalist. Nothing is displayed except when the phone detects that the phone user 
is over two-minutes (drive time) away from home after just having been there. In that 
circumstance, the phone beeps and a question is displayed on the phone’s screen, 
which remains until the user has a chance to respond – typically on arrival at a desti-
nation.  The prompt asks the user if he or she is willing return home to a 1-2ºF 
warmer house and a return time (if known). In each case, the interface provides the 
user with the information on the savings expected when additional data are entered. If 
arrival at a slightly warmer house is selected, the interface indicates how much time it 
will take the warmer house to reach the desired comfort T upon return home. The 
prompts are easily ignored – the user is not forced to answer the questions. 

The laptop interface in the prototype system is intended to simulate a replacement 
thermostat wall interface that would have a small digital display. It provides the user 
with system status information and full manual control. Unlike most current thermo-
stats, it always displays what the system is currently trying to do. As shown in Figure 
5, the system displays (A) the current home T , (B & C) the current state of the sys-
tem, (D) why that is the state, and (E) what the user should do if he or she wants to 
change the T settings. The interface provides the energy and monetary savings since 
the system was installed (F). It also provides control to manually change the comfort 
settings (L). It rewards the participant for making energy savings decisions by  
 

  

Fig. 5. Screenshots of the laptop thermostat interface (simulating a wall thermostat LCD)  
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showing monetary tradeoffs in real-time (K) and how the system is going to react to 
the change (I&J). There is a “COOL” button that can override the GPS control and 
resume the manual control of the cooling system (H).  Figure 6 (left) shows a typical 
scenario that may occur when the participant returns to a warmer home and system is 
not able to track his or her mobile phone. 

5.2   Participant  

A working professional (realtor and musician) living in a single family house near 
Boston with a central cooling system was recruited. The study protocol was approved 
by our IRB and the participant had no affiliation with the researchers.   

The participant used his car as the main mode of transport during the 14 d study 
and lived alone in a stand-alone house with a cooling area of 3000 ft2 (278.7 m2). At 
the time of the experiment, the house was approximately 40 years old, and the cooling 
system was approximately 23 years old. The cooling capacity of the compressor was 
60,000 BTU/h and the whole system was controlled by one M-Therm. The participant 
had a pet but he mentioned that he left his pet in the basement whenever he was away 
from the house, and the basement was not included in the area cooled by the air con-
ditioning system. The comfort T of the participant was 74oF (23.3oC). The travel 
pattern of the participant was irregular because he sometimes worked from home. 

5.3   Experimental Setup  

A professional electrician installed the computer-controlled thermostat (RCS TR40) in 
the participant’s home. The laptop computer (server) was kept underneath it on a table 
with the screen clearly visible. The participant had a broadband wireless Internet con-
nection, which was configured so that the client (mobile phone) and server could com-
municate. The participant was given a GPS-enabled mobile phone (Motorola 9Qh) 
running the software continuously and was asked to use it as his personal phone (mov-
ing his SIM card). The participant was told to recharge the phone every night. A GPS 
logger was also installed in the participant’s car. The remaining procedures were the 
same as those described in Section 4.3, although adapted for cooling rather than heating. 

5.4   Evaluation  

The same procedures as described in Section 5.2 were used to estimate savings that 
the GPS-Therm add-on could have achieved for the 2 wk period of the pilot study. 
The baseline used was the comfort T of the participant (74oF (23.3oC)). The primary 
goal of the pilot experiment was to gather qualitative feedback on the practicality and 
usability of a fully-functional system.  

5.4.1   Energy Saving Estimations 
Under normal circumstances, this participant said “I never change my setback tem-
perature.” Based on the participant’s home cooling characteristics and his travel pat-
terns as obtained from the mobile phone, our simulations showed that  by running the 
GPS-Therm prototype for two weeks he therefore saved an additional 3.4% and 
$2.70. The impact of using the phone’s GPS versus a GPS logger in the car was  
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Fig. 6. Travel patterns of the participant for 2 wk. Highlighted portions show the difference 
between travel data from the phone’s built-in GPS and GPS logger in the car, which are  
modest. 

Table 7. Expected savings across similar homes and commute patterns for two weeks  

Thermostat Expected 
Savings 
(%) 

Expected  
Savings 2 wks 
($) 

Manual  1.05 0.84 
Manual augmented with  GPS 3.3 2.60 
Programmable 5.84 4.64 
Programmable augmented with GPS 7.3 5.80 

 
minimal. As indicated in Figure 6, an additional savings of only 0.2% would have 
been achieved had the phone GPS worked equivalently to the Trackstick Pro in the 
car.  

As in previous simulations, we used this participant’s travel patterns and his 
home’s temperature response characteristics to estimate the expected savings across 
others with homes and travel patterns like his, assuming the M-Therm and P-Therm 
compliance rates. Table 7 shows the expected savings possible for the two week 
period. Although programmable systems would save the most energy,  

5.4.2   Responding to Prompts 
During the 14 d study, the participant answered 8 of 24 prompts he received on occa-
sions when he left his home, and he entered some information that led to energy sav-
ings in each case. During 3 of his trips, for example, he responded positively to the 
“return at warmer temperature” and the “specify a return time” questions. Due to the 
novelty effect, we hesitate to make generalizations about the question-answering. 
However, we can measure the energy saving impact, and each answer he gave saved 
the participant an average of 0.32%, or $0.25, in energy when the thermostat was in 
GPS mode. For some people, this amount earned may offset the burden of the inter-
ruption.   

6   Discussion  

The results from our participants using both simulation and the functional system 
suggest that a GPS/travel-time thermostat mode could save substantial amounts of 
energy. Here we list issues that may need consideration if such a system were to be 
implemented at scale.  
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Issue 1: Aesthetic concerns and impact on design. Most thermostats are wall 
mounted at eye-level, far from a either an electrical outlet or an Internet outlet. Home 
occupants may be unwilling to introduce unsightly cables running to the device or 
invest in costly, messy renovation. To encourage widespread adoption of a thermostat 
with a GPS mode, the system must (1) be powered by the 24v line running to every 
thermostat, and (2) connect to the Internet via a wireless link. The extra energy con-
sumed by the continuous wireless link (e.g., 802.11) must be factored into the poten-
tial savings. A typical wireless router consumes approximately 0.3KWh/d, which in 
the Boston area would cost $0.06/d and $22/year, far less than the GPS-mode savings 
for many people. 

Issue 2: Cost. In our prototype, the server was implemented on a laptop, but mobile 
phones with data connections are sufficient to run the simulations. By leveraging the 
phones that people will buy anyway, the only new functionality that must be added to 
a thermostat is a wireless link so the thermostat can be set and read remotely. In 
homes similar to our participant houses where people do not use setbacks, the tech-
nology could pay for itself quickly. On average, winter month savings would range 
from approximately $45 to $120 in our area. Considering only winter months, this 
leads to estimated payback times from 12 mo for House#2 to 36 mo for House#3. 
Without knowing how much he could have saved, the participant using the prototype 
reported that he would pay up to $300 for the device that he tested, an amount ade-
quate to cover the cost of the device.  

Issue 3: Unanticipated consequences in behavior. Our participant using the fully-
functional system  mentioned that his work travelling patterns are irregular and that he 
did not use setbacks, but that the GPS mode was beneficial because, “I don’t have to 
remember to change my temperature settings before leaving.” However, if long term 
he relied on GPS mode instead of using setbacks for his regularly scheduled trips, he 
would waste energy. If the system detects someone is relying on GPS mode, the inter-
face should gradually introduce interactive prompting with the goal of encouraging 
use of the P-therm or gathering information every day that allows the system to oper-
ate at the same efficiency.  The unintended consequence of someone who otherwise 
would have adjusted the thermostat instead relying on the GPS mode must be dis-
couraged. 

Issue 4: Time away: inference or prompting? Due to the (long) lag time of heating 
and cooling a home, maximal savings can only be obtained when return time is 
known or accurately inferred. Otherwise, many people during a normal workweek 
will work so close to home that the interior T cannot drop/raise sufficiently fast to 
accrue major savings because return time is so fast. An alternative is to infer typical 
return-time behavior automatically from prior behavior. Inferring intentionality may 
be valuable for energy savings [7], but it is also prone to error. An alternative that 
may lead to a more predictable user experience would be to simply recognize one 
particular behavior – when someone has stopped traveling -- and then present an easy-
to-ignore prompt on the phone. The burden of the interruption could be softened by 
presenting real-time, tailored information about the savings that the interruption en-
ables. Our simulations suggest that the daily value of answering a question for many 
homes could be as high as $.25. The participant, “liked the persuasive status mes-
sages, because they were showing how much I can save,” but even a single extra 
reward message screen generated the comment that, “the message was adding extra 
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information to an already cluttered day.” Is $.25 savings enough to offset the incon-
venience of the interruption? Determining prompting sustainability requires longer-
term studies with functional systems.  

Issue 5: Explanation of thermostat state and behavior. The GPS-Therm prototype 
always indicated the current T, target T, and time to reach target T, unlike most ther-
mostats on the market today, to discourage the user from falling into the common  
thinking that a higher setting leads to faster T change [19]. The participant using the 
pilot implementation did comment that, “the laptop interface gave me information 
about what the system was doing and why, which I cannot see on my thermostat.”  
Unfortunately, adding a GPS/travel-time mode creates new special case conditions 
that can be challenging to convey. For example, if a person leaves his or her phone at 
work or the phone battery dies, the home will be quite uncomfortable on return; the 
reason (that the system thinks the occupant is not home) must be conveyed to the 
user. Handling these special cases must be accomplished without losing the desirable 
simplicity of the GPS-Therm mode. Here too, longer term studies are warranted.   

Issue 6: Incremental prompting frequency tailored based on prior answers. Our pi-
lot interface could put the user in a position where a prompt for savings or return time 
information must be declined on a regular basis for reasons beyond the user’s control, 
thereby repeatedly creating disconcerting feelings of cognitive dissonance if the per-
son wants to save energy. With respect to the prompts, the participant commented 
that, “it made me feel good if I make energy saving decisions, and feel bad if I did 
not.” To avoid creating negative feelings, the system could be improved by tailoring 
prompting rates based on previous frequency of positive responses.   

Issue 7: Temperature vs. comfort. Our participants were accustomed to thinking in 
terms of “temperature” rather than comfort. The participant using the prototype, for 
example, reported about the minimal phone interface that intentionally did not show 
temperature that, “I did not find the GPS thermostat phone interface informative [be-
cause] it was not showing me the temperature of my house.” He further added that the 
phone should display current T, target T, and energy savings, and the ability to change 
the T or return time decision at any point of time. However, particularly in summer, 
the humidity can have an impact on T, as can other factors, such as what one is wear-
ing. Ideally an interface would guide the user to focus on comfort instead of T, allow-
ing more fluctuation in T (and therefore more energy savings).  

Issue 8: Phone limitations. GPS lock times on the phone ranged from 2-5 min on 
sunny days with open skies to 15 min on cloudy days in urban areas. Fortunately, the 
ongoing massive industry investment in improving phone location-based services will 
only further improve the performance of the GPS-Therm mode. Despite current limi-
tations, however, as mentioned in Section 5.1, the phone still performed adequately to 
produce savings.  

Another consideration for practical deployment is battery life. Using the phone 
data transfer scheme described in Section 6.1 resulted in a battery life on the MotoQ 
9h global of only 10-12 h on a charge. To improve the battery life, we subsequently 
devised a simple scheme for pilot testing where the GPS switches on every 3 min and 
remains on for 2 min to get a lock, which enabled 24 h performance.  

Other issues. As we ran these experiments, we identified several other areas where 
our prototype could be improved that we mention briefly: (1) implementing an algo-
rithm which dynamically updates the lookup tables for the T profile of the house 
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based on the current weather conditions like outside T, humidity, wind velocity, and 
sunshine, (2) implementing algorithms that  take into account not only outside T but 
also forecasted outdoor T, so that a sudden change in weather condition does not 
create a situation where the GPS-Therm cannot catch up in time to ensure the home is 
at a comfortable T when the occupants return, (3) detecting “driving” from the GPS 
data in order to minimize the chance of  an ill-timed prompt, (4) modification of the 
question-prompting to handle multiple participants in the house, including exchange 
of information between family members as they make decisions that might impact 
each others comfort, and (5) controlling the hot water heater. We have not considered 
night setbacks in our simulations, which may also be amenable to this type of interac-
tive control.   

7   Conclusion 

In summary, in this pilot work we have prototyped, tested and evaluated a GPS-
controlled thermostat system. We have shown through simulations that such a system 
is capable of saving as high as 7% on HVAC energy use in some households. This is 
less than savings obtained from optimal use of M-Therms or P-Therms, but the GPS 
mode we propose has the potential to save energy for the more than 50% [4] of the 
U.S homes that do not change their T settings when there is no one in the house, and 
the system could be easily and affordably installed in many homes. More work is 
needed to fully evaluate potential savings and feasibility and usability of the user 
interface and interactive prompting components and to explore differences in climate, 
living environments, and lifestyles in other parts of the world.  
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Abstract. Mobile applications of automated capture present many interesting 
design challenges, balancing the desire for rich media against ease of use and 
availability. In particular, capturing rich media of young children has many po-
tential benefits, but remains a difficult challenge due to the many unique con-
straints of recording children. Motivated by the aim of supporting a parent’s 
need to record the life events of a young child, we have designed KidCam, a 
prototype rich media capture device. This paper presents the design, implemen-
tation, and evaluation of KidCam and its goal of addressing some of the chal-
lenges of recording young children. Results from a three-month study with four 
families show that KidCam addresses some of the challenges of recording rich 
media of children, but there are still remaining hurdles. We discuss these re-
maining challenges, potential ideas for how they could be addressed, and emer-
gent uses for KidCam beyond the initial domain for the creation of family 
memories. 

1   Introduction 

The capture and access of rich media, such as audio and video, has many potential 
applications [4,8,9,22] and is one of the three central application themes of pervasive 
and ubiquitous computing [1]. Our particular interest in this paper is the use of these 
recordings to support the collection and reflection of children’s moments of interest 
by parents and families. Past capture solutions usually assume a static capture infra-
structure, limiting their coverage across spaces, such as all rooms in a large home. 
Although mobile capture and access applications have been implemented to monitor 
activities of daily living [20], generate field reports for soldiers on patrol [21], and 
provide tourist services [6], they typically involve wearable computers, on-body sens-
ing, or both. Despite the potential benefits of these applications, there are many issues 
associated with these wearable systems, such as weight, fragility, and heat dissipation, 
which may make them unsuitable for a general population, especially children and 
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individuals with special needs [16]. In this paper, we explore how mobile technolo-
gies can be designed and developed to aid in capturing rich media experiences in the 
lives of young children. 

The inspiration for a non-wearable, mobile capture and access device came from a 
need to support parents of young children in documenting important moments of their 
child’s development [17]. For example, many families with children purchase a digi-
tal camera, a camcorder, or both for the purposes of recording their child’s special 
moments and development. Parents share these recordings with others, such as grand-
parents, and archive them for sentimental reflection when the child is older. In addi-
tion to collecting keepsakes, many parents may wish to remotely monitor their child 
while they are asleep or otherwise away from them, and thus often purchase audio or 
video baby monitors. Parents with questions about their child’s development and may 
wish to record information to share with a pediatrician or a specialist. In addition, 
there has been increased use of home movies of children to assess how childhood 
disorders look at young ages [4]. 

The prevalence of these digital recording devices has grown dramatically over the 
past decade. Many people own multiple recording devices, including digital cameras, 
video camcorders, camera phones, web cams, security cameras, and more. However, 
the presence of these devices does not ensure the capture of important events nor the 
ability to find and retrieve the relevant media. One of the problems that can arise from 
owning so many devices is the variety of media types that can be recorded, which can 
cause people to become overwhelmed with the choice of recording device and storage 
media. This can prevent both capturing the event and later viewing or sharing the 
event with others. A further complication is that many traditional capture devices 
have limited storage and thus do not support continuous recording, which allows 
people to capture unplanned events. 

A potential solution to these issues may be to combine many recording features 
into one single, semi-mobile, and semi-continuous recording device – a design space 
that has yet to be explored for this domain. However, how do we design such a device 
so that it incorporates many of the desired recording features without overwhelming 
the user?  How do we determine if mobile recording is appropriate for this particular 
domain?  To answer these types of questions, we explored the problem by designing 
such a device with this context of use in mind. The device we designed, called Kid-
Cam, was based on our previous research in mobile and continuous capture and de-
sign requirements for technology for supporting families [17]. KidCam has the goal of 
enabling families to record their children’s moments of interest through the continu-
ous collection of video using a buffering technique that allows the manual recording 
of spontaneous segments of videos and remote monitoring and capturing. To deter-
mine whether this new design space is appropriate for families in realistic settings, we 
evaluated the effectiveness of this device through a three-month, long-term deploy-
ment with four different families with young children. We found that although we 
designed KidCam for and with families, there are still some remaining challenges in 
capture for this domain. 

In this paper, we begin with a discussion of related work in mobile capture and ac-
cess and record-keeping for young children. We then discuss a classification of  
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recording approaches and how KidCam addresses a gap in existing recording tech-
nologies. Next, we discuss the design requirements we used for building a capture 
device for recording children and provide an overview of the prototype application. 
We then continue with a description and results of the three-month evaluation of 
KidCam by four families. Finally, we discuss the implications for the results of our 
study and how the field of research in mobile capture and access can be moved to-
ward more effective technologies for recording children’s moments of interest. 

2   Related Work 

In this section, we discuss how our work relates to and expands upon previous work 
in relevant areas. This work includes projects related to mobile capture and access 
applications along with their associated techniques supporting record-keeping for 
young children. We also provide a discussion of a classification for existing recording 
technologies and how KidCam fills a particular gap. 

2.1   Existing Capture Technologies 

In recent literature, there has been a large amount of work in understanding and pro-
viding for the mobile capture of rich media such as audio, video, and photographs. 
Several studies have looked at how people use camera phones [18,19] and digital 
cameras [7] to capture pictures and video segments for personal and social purposes. 
These studies aim to understand current practices for how people use the devices they 
already own, rather than explore the design of new devices. Other researchers have 
designed and built devices that provide automated capture, including one that auto-
matically takes photographs based on scene changes [14] and a proposed system for 
automating experience capture for tourists [3]. Although these systems are similar to 
what we have built in terms of automating the capture process, they differ in features 
and purpose. KidCam supports a variety of capture types, including both still images 
and video, and combines everything into one stand-alone apparatus suitable for both 
stationary and mobile use.  

Other mobile systems have supported more traditional capture and access in that 
they support a specific domain. The Personal Audio Loop [10] is an audio-based 
wearable system that is used to support near-term memory recall, but does not allow 
users to save events for future use. The Soldier Assist System [21] is wearable and 
supports the collection of still images, video footage, environmental audio, spoken 
audio, and motion information along with automatic indexing into this data for the 
purposes of supporting post-patrol debriefings. However, this system is very cumber-
some to use, requiring the soldier to wear multiple pieces of hardware that would be 
very awkward in civilian settings.  

We provide means for recording spontaneous and unplanned events by allowing 
for a buffering of video data. Others have explored the use of this type of technique to 
help classroom teachers identify the causes of children’s behaviors [10] and record 
information in informal meeting spaces [12]. Other systems provide automatic trig-
gering using sensors, such as the SenseCam platform [14], which takes still pictures 
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based on sensor data built into the device (e.g., light sensors, GPS data). StartleCam 
[13] is a wearable camera that circularly buffers data and automatically archives pic-
tures when the user experiences a startle, which is measured by a significant change in 
their skin conductivity. The HP Casual Photography project describes another wear-
able system which constantly record videos and pictures for later viewing [23]. Kid-
Cam differs from these by recording not just still pictures, but rich video and audio as 
well. In addition, all four of these projects require playback or viewing of pictures on 
a separate device, whereas our system supports the reviewing of videos and pictures 
on the same device.  

In the specific domain of recording young children, the Human Speechome Project 
[24] uses an extensive recording infrastructure throughout a house to gather linguistic 
data to help researchers ascertain how children acquire language. While our system 
could make use of an extensive video recording infrastructure, we aimed to build a 
device that could be moved from room to room and to places outside the primary 
home of the child. Though we may sacrifice the amount of footage our system will 
collect, we believe our system enables capture in more places and will enable parents 
to collect only the videos they want without as much invasiveness.  

2.2   Classification of Existing Capture Technologies for Children 

One useful way of classifying existing recording technologies is through two separate 
dimensions. These dimensions are whether the recording happens continually or 
whether it is on-demand and whether the devices cover a single, fixed space or are 
highly mobile. A review of the existing strategies for capturing rich media of chil-
dren’s moments of interest revealed a particular gap in the needs. In particular, exist-
ing recording technologies tend to be on the extremes of these two dimensions. While 
there are benefits at the extremes of each of these dimensions, there are also disadvan-
tages that prevent a desirable and easy-to-use recording system that can capture un-
planned moments throughout all the locations a child may need to be. Figure 1 shows 
a diagram of the capture dimensions and how KidCam fills that gap. 

Along the dimension of continuousness is a spectrum of devices that continuously 
record information without any intervention (e.g., security cameras) at one end and 
those that only record when explicit user action is taken (e.g., a digital camera) at the 
other end. The advantage to the continuous recording at the extreme end of the spec-
trum is that every event is recorded and likely nothing would be missed. The disad-
vantage to this end of the spectrum is that there are social concerns over privacy and 
technical problems of storage and searching through many hours of footage to find the 
appropriate moment of interest. In addition, the quality of this type of recording may 
be compromised for the sake of storage space or privacy. At the opposite end of the 
spectrum is the notion of on-demand capture. This has the advantage of being pre-
cisely what the user intends to capture and is often of higher quality in terms of cap-
tured content. However, the disadvantage to this end of the spectrum is that it is often 
difficult to capture unplanned moments. The center of this axis is a middle ground 
where data is constantly recorded but only saved when the user explicitly takes an 
action. The selective archiving approach described by Hayes et al. [10] meets this 
middle ground. 
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Fig. 1. Classification of existing capture technologies along the dimensions of continuousness 
and mobility 

The second dimension of capture in relation to children’s moments of interest is 
along the axis of mobility, which ranges from stationary (e.g., cameras permanently 
affixed to a wall) to completely mobile or wearable capture devices (e.g., camera 
phones). At the stationary end of the spectrum, the advantage is that the capture de-
vice is always in a particular space and that space is always covered if something 
happens. The disadvantage to this is that the device only covers this space, and if 
events of interest occur outside of the covered location, the event will be missed. 
Because children are often mobile and have many different areas where events occur, 
it would be difficult to provide coverage for all potential areas of interest. At the other 
end of the spectrum would be a completely mobile system that could be anywhere the 
child may be, such as a wearable device. The advantage to this is that the device can 
capture events anywhere. The primary disadvantage to the mobile approach is that it 
is possible the device would not be in the correct location or orientation when the 
moment of interest occurs. In addition, mobile capture devices tend to be fairly low 
quality due to their need for compactness and have limited storage capabilities. At the 
center of this spectrum is a device that is portable enough to be taken anywhere, but 
can still be placed in a fixed location while in a room. 
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Because of the disadvantages of each of the far ends of the two dimensions, we de-
signed KidCam to meet at the halfway point of each. KidCam uses a selective archiv-
ing technique that constantly buffers when running, and parents can choose to save 
videos from a 20 minute buffer stream of past recorded events. For mobility, the de-
vice is lightweight enough to be easily moved from location to location, but comes 
with a built-in stand that can be set in a fixed location, thus is considered semi-
mobile. One interesting note is that there is a second gap in the classification, which is 
in the area of semi-mobile but fully continuous. This could describe a technology that 
is constantly recording, but can be easily moved from one location to the other. 

3   KidCam: Design Requirements and Implementation 

In this section, we describe the specific design requirements we used based on our 
analysis of the design space for capture technologies and a formative study on tech-
nologies to support recording data on young children. We also provide an overview of 
how these results influenced the KidCam prototype implementation. 

3.1   Design Requirements 

The requirements for KidCam came through an in-depth formative study we conducted 
on how new parents might wish to record their children’s developmental progress [17]. 
In this study, we interviewed new parents, experienced parents, secondary caregivers, 
and medical professionals on the design requirements for how designers might develop 
technology to support record-keeping for young children. From this work, we determined 
several important considerations and challenges for recording technologies for children.  

• Families enjoy taking digital pictures and videos of their children to preserve 
sentimental memories and share with family and friends. Digital photos allow 
them to take multiple pictures to try to get the “best shot.”  Videos allow them 
to record their child’s voice and actions and are often used during special oc-
casions, like birthday parties and holidays. 

• Parents do not need or want to continuously record every move. Rather, they 
care most about recording interesting moments, such as accomplishing a sig-
nificant milestone, such as saying their first words, or a sentimental purpose, 
such as reading a bedtime story together. Very young children also sleep for a 
significant amount of the day, so continuous recording may not be necessary. 
Thus, shorter, filtered video segments are optimal.  

• Children are in several locations throughout the day. Although they may have 
bedrooms with cribs, they are often in the living room, the kitchen, a play-
room, or parents’ bedrooms. They may also visit daycare centers or the homes 
of childcare providers where they also spend a significant amount of time. 
Thus, capture systems should be mobile enough to work in many places. 

• It is difficult to predict when moments of interest may happen. A parent may 
prompt a child to do various activities, but many times a child will spontane-
ously act when a parent does not expect it. Any recording technologies should 
be able to capture these unplanned moments. 

• Continuous, always-on video recording may be more invasive than a mobile 
device where parents control the recording. In addition, a mobile solution 
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would alleviate having to instrument an entire house with cameras, which can 
be impractical for everyday use and violate home aesthetics. 

In designing KidCam, we aimed to build a technology that would meet each of these 
considerations and enable parents and caregivers to record throughout the home and 
other places where the child may go, such as daycare or the home of another care-
giver. We followed an iterative design process to ensure that KidCam was meeting 
the needs of the users for which we were designing, including some low-fidelity pro-
totyping and short-term evaluations on the interface design. 

3.2   Overview of Prototype Implementation 

The final design of KidCam uses the Sony VAIO™ UX running Windows XP, an ultra-
mobile PC (see Figure 2), though any model of ultra-mobile PC would work. The VAIO 
has two built-in cameras (one on the front and one on the back), a microphone, a touch 
screen interface, a mini-qwerty keyboard, Bluetooth and 802.11 wireless communications, 
and 30 GB of storage space. We then wrote a software application using C# that provides 
a user interface and supports all of the capturing and reviewing of the audio-visual data.  

The user interface is themed as a child monitor and recording device, which child-
friendly graphics and colors and large widgets for touch-screen interaction. The basic 
functionality enables the recording of video, audio, and still pictures using either the 
front or the back camera, as well as reviewing multimedia data based on different 
annotations that are provided either during or after capture. A commercially available 
mobile RAM® mount stand was added to the system to allow people to situate the 
device and camera to whichever angle they need in a variety of environments. When 
attached to the mount the entire unit stands about 9 inches (23 cm) high. The device 
can be easily removed from the stand for hand-held recording and viewing. The  
battery life of the device enables it to run for approximately 1.5 to 2 hours while un-
plugged. We recommended that parents leave the device plugged in while it is situ-
ated in the stand. Overall, the device is completely mobile when detached from the 
base, and measures approximately 6 inches (15 cm) wide, 4 inches (10 cm) high, and 
1.5 inches (4 cm) thick, and weighs 1.1 pounds (0.5 kg). When attached to the base, it 
is slightly less mobile weighing approximately 3.75 pounds (1.7 kg). 

  

Fig. 2. View of KidCam prototype on a Sony VAIO (left) and a screen shot showing the main 
menu of KidCam's interface (right) 
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3.3   Continuous Video Buffering for Saving the Past and Future Events 

To archive videos, we wanted to allow for continuous recording during an event and 
have users specifically choose to save videos either during, before, or after an event 
occurs. To accomplish recording prior to an event, users can set the recorder to save 
video for a specified number of minutes in the future. For example, parents may wit-
ness their children spontaneously take their first steps and wish to go back and record 
those moments, or at the child’s first birthday party, the parent may set KidCam to 
record from the beginning of opening presents until they are finished. Thus, we im-
plemented a video buffering system similar to that which a digital video recorder 
uses. The concept of our design was similar to that of the notion of selective archiving 
[10], which allows for saving only the past events of interest. When the user chooses 
to save a video file (see Figure 3), she specifies how far in the past and how far into 
the future to save the video using a range slider widget. The device then copies a 
segment from the buffer to a video file that corresponds to the beginning and ending 
of the desired video segment. While the device is buffering multimedia data, the inter-
face shows a live preview of the video so it can be easily positioned to the desired 
angle while in the stand or used like a handheld video camcorder. 

 

 

Fig. 3. Interfaces for previewing current capture of KidCam (top) and saving videos using 
sliders to indicate the start and stop points to archive (bottom) 

3.4   Remote Monitoring and Remote Capture 

Parents may want to capture video or photographs where they cannot be present or it 
would be inconvenient to be present. For example, if a child is napping in her crib, the 
parent may wish to monitor from the kitchen while he is making dinner. Alternatively, 
a parent may wish to monitor his child at daycare from his desk at work. Because 
parents may already be using a baby monitor to monitor their child while sleeping, 
this may also encourage them to have the device near their child more often, which 
may in turn increase the opportunities to capture spontaneous events. Thus, we 
wanted to develop a way of remotely viewing and triggering the KidCam. For our 
implementation, we used the Nokia n800 Internet Tablet™ to create a remote connec-
tion over an ad-hoc wireless network between itself and the KidCam (see Figure 4). 
The remote connection copies the screen of the KidCam to the Nokia and provides for 
remote interaction through the touch screen of the Nokia Internet Tablet. The live 
audio-visual feed from the KidCam can be remotely accessed on the internet tablet, 
though at a reduced video frame rate. 
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Fig. 4. KidCam's interface can be remotely viewed and controlled via another device (i.e., a 
Nokia Internet Tablet) that can replicate its screen and audio 

3.5   Media Reviewing Interface 

Users of KidCam may also need to review videos in a variety of locations. For exam-
ple, if parents have recorded videos of their child playing with toys a relative has 
given her, they may want to show it to that relative while at their house for a visit. 
Thus, we have implemented a file viewing interface for the device that enables quick 
reviewing of videos and pictures (see Figure 5). The media file reviewing interface is 
divided into a screen for reviewing videos and a screen for reviewing still pictures. 
The video review screen allows the user to sort the files by date and time, length of 
video, or name. In the list, when the user clicks on the video file, it will play the 
video. The still picture review screen is similar to the video review screen, but shows 
thumbnails instead of text labels for easy viewing. For both the video and the picture 
reviewing interfaces, the user can choose to delete videos and pictures they no longer 
want to keep. They may also choose to “export” videos, which will copy them to an 
export directory for later synchronization with a home computer. 

 

  

Fig. 5. KidCam interfaces for reviewing videos (left) and still pictures of their child (right). The 
video and the pictures can both be enlarged to take up the full screen. 
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4   Evaluation Study of KidCam 

In this section, we describe the design of and results from the KidCam study, in which 
we provided the device to four families to use over a three-month period to capture 
their children’s experiences. 

4.1   Study Design and Participants 

The iterative design process showed that KidCam was functional and could success-
fully capture data. However, we wanted to evaluate the effectiveness of KidCam in a 
manner that was ecologically valid and to determine if it was actually useful to fami-
lies. Thus, we deployed the device with four families for approximately 3 months. 
The goal of the study was to evaluate the use of KidCam in realistic settings with real 
families and determine how often parents would run the device and how many photos 
and videos they would capture and review using the device. We also wanted to expose 
any problems with the design and refine our design requirements to develop future 
versions of the KidCam system. 

Families in this study were recruited as part of a larger study investigating technol-
ogy solutions to support record-keeping of young children [15] and were given Kid-
Cam in addition to a software application for tracking their children’s progress. We 
recruited 4 families who were all clients of a single pediatrician’s office in a suburb of 
Atlanta, Georgia. All families were of similar demographics and socio-economic 
statuses, which was college-educated, middle class, married, and with two parents in 
their early to mid 30s. Three of the families were American-born, and one of the fami-
lies (Family 2) had a father who was born in South America. All families were com-
puter literate and were familiar with digital photos and digital cameras. The number 
of children in each family was either 1 or 2, and all children in the study were aged 5 
and under. Table 1 shows the composition of each of the four families we recruited for 
our study. The families in the study were compensated monetarily for their participa-
tion in the study as a means of recruitment and retention over the 3-month period, but 
it was not in any way contingent on using the system. 

For the study, each family was given a KidCam recording device and a remote 
viewing device (i.e., a Nokia internet tablet). They were instructed on how to use the 
system, but were told to use it however they wanted and were not given any specific 
instructions. They also had a developmental milestone tracking technology installed 
on their home computers, which they could use to synchronize the videos and pictures  
 

Table 1. Overview of families recruited to evaluate the KidCam system 

Family  
ID 

Number of 
Children 

Children’s Ages 
Children’s 
Genders 

Both  
Parents 

Working? 
1 2 12 months, 4 years M, M No 
2 1 9 months M Yes 
3 2 9 months, 3 years M, F No 
4 2 15 months, 5 years M, F Yes 
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taken with KidCam to their home computers. Synchronizing KidCam with the home 
computer also updated a list of three upcoming milestones for which parents should 
be watching. We logged all interactions with the KidCam device to its local hard 
drive, as well as all photos and videos recorded (unless the parents explicitly deleted 
them). Prior to being given the device, we interviewed parents about their current 
techniques for capturing and reviewing their children’s moments of interest. We also 
met with them once halfway through the three month time period to download the 
logs, photos, and videos and conduct a mid-study interview on their use of the device 
and suggestions for improvement. We conducted a similar meeting at the end of the 
three-month period, where we also collected the device and conducted a final inter-
view, which probed on their use of KidCam, suggestions for improvement, and a 
description of their ideal recording device. Following the study, each interview was 
transcribed for further analysis. 

4.2   Study Results 

In this section, we provide data on the general usage of KidCam by each of the fami-
lies as determined by the logs. We then present the general perceptions of KidCam 
from the families as reported during the mid-study and final interviews. 

4.2.1   Overall Use 
The videos that parents recorded were appropriate for what might be needed for pre-
serving child memories or aiding a pediatrician in analyzing whether a child has 
achieved a developmental milestone. They tended to be shorter segments of the 
child’s development or fun experiences they wanted to save for later, with the average 
length per video being 3 minutes, 43 seconds. Family 2 recorded longer videos in 
general, because they used the device to record the child’s family events, such as the 
dinner for his first birthday party. For photos taken with the device, the quality was 
not as high as what parents were used to with digital cameras, which is why parents 
reported that they did not use that feature often. 

Overall, use of KidCam was lower than we expected. Parents reported in their in-
terviews that they did not have a practice for setting up KidCam regularly and thus 
did not have it running unless they explicitly remembered to get it out and set it up, 
which is not often in busy families with small children. In total, KidCam was only 
running an average of 12 hours and 27 minutes across 16.5 days during the entire  
 

Table 2. General usage of KidCam for each of the 4 families in the study 

Family 
ID 

# of 
videos 

Average video 
length 

# of  
pictures 

Total running 
hours 

Number 
of Days 
of Use 

1 10 0 min., 54 sec. 1 8 hrs, 10 min 11 
2 16 7 min., 13 sec. 10 3 hrs, 16 min 20 
3 3 5 min., 19 sec. 3 15 hrs, 25 min 15 
4 9 1 min., 28 sec. 2 22 hrs, 58 min 20 

Average 9.5 3 min., 43 sec. 4 12 hrs, 27 min 16.5 
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three-month period. In addition, families averaged 9.5 videos and 4 photos per family 
at the end of the study. This does not include videos and photos that were recorded 
but deleted, which for some families, was fairly often due to their varying uses of the 
device explained below. Table 2 shows the individual usage for each of the families. 
Despite the lower than expected use, when parents did use the device, they liked the 
buffering capabilities and the ability to record unplanned events. We discuss more 
about how we can improve frequency and utility in Section 5. 

4.2.2   User Perceptions 
In general, the families in our study liked the concept of KidCam, despite their low 
use of it. They appreciated the functionality and ability to capture unplanned moments 
while KidCam was in the room and turned on. The size of the device was appropriate, 
and the stand made it easy to situation to view the room. Most parents reported said 
they just forgot to turn on the device when they were playing with the child or forgot 
to move the camera when the child moved to a different space. Parents reported that 
they rarely used the baby monitor function because it did not provide much function-
ality beyond their already existing baby monitors. Many described it as being more 
complicated to use than their existing monitors. In addition, parents typically only 
used their baby monitors while the child was sleeping and did not think their child 
would do anything interesting while they were sleeping. 
 

Mother, Family 3: “[A baby monitor] is only for when he’s sleeping and he does nothing 
we want to record when he’s sleeping…  the reason why it was nice to have KidCam is be-
cause it would capture things awake. But like I was saying, nine times out of ten he was 
over here and it’s so far away that it doesn’t get him…” 

 
Parents became discouraged when they did remember to start KidCam and try to play 
with their child to get them to do interesting actions, but the child was not in the mood 
to perform. They also commented that KidCam itself became an attractive toy, and 
when they would interact with it, the child became interested in the device itself and 
want to play with it or watch themselves on the camera’s playback screen. 
 

Father, Family 4: “He’ll do something and it will be so fascinating, and then when you 
try to get the video to record it, the process of going to get it, or whatever, set it up. Then 
he’ll be distracted by it, and it’s like, “Oh, let me look at the toy.” Rather than do the 
trick.” 

 
Family 1 used KidCam as a way to record and analyze their child’s activities. The 
mother reported wanting to record and save her child’s progress, but only if she was 
unsure about whether the child was able to do something. That way, she could go 
back and play what he had just done to see if he had actually performed the skill cor-
rectly. She mentioned that if she knew her child could do something, she did not feel 
the need to record it. 
 

Mother, Family 1: “If I knew it, then I wasn’t going to record it. But if I wasn’t sure, then 
I got the video thing out and I went through the list of what I wasn’t sure of. Like I really 
wasn’t sure about, for example, that throwing the ball. And even when I got it on video I 
replayed it a couple of times to make sure…” 
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Besides just recording videos for review later, Family 2 used KidCam as a way to 
immediately play back what had happened when they were not in the room. However, 
the mother said she did not feel the need to save these videos because they were only 
for entertainment as opposed to trying to capture a specific moment for later. 

 
Mother, Family 2: “And the video is always more fun because I can just turn it on. And 
what was nice with the video, I think I did last week, is I had to come downstairs and make 
his breakfast, so I put the little KidCam in there while he was playing in his crib. And it 
was kind of neat to go back and see what he does when I’m not around.” 

 
For the families with older children, several parents mentioned that the children liked 
to perform for the camera and watch themselves on the playback screen. The mother 
of Family 2 reported that this generated a significant number of videos that they did 
not necessarily want to keep, so they deleted them after the child was finished. 

The pictures that families took tended to be of their child doing cute things or mak-
ing silly faces they wanted to save and maybe share with family later. Videos were 
taken of a specific special event, such as Family 2 and their child’s first birthday 
party, parents playing with their child trying to get them to do specific actions, or 
children doing silly things such as singing a song, dancing, or making a mess with 
cake. Video and picture content seemed to depend on the family, as Family 1, which 
had a history of developmental delay, took more videos of developmental activities 
such as stacking rings and jumping, while Families 2, 3, and 4 focused more on sen-
timental activities like playing and family time. Figure 6 shows an example of a video 
and a picture taken by Family 1 and Family 2 respectively. 

Finally, despite being satisfactory in initial usability studies, the prototype KidCam 
device was a bit cumbersome for everyday use. Because the UMPC was a Windows 
XP machine, parents had to wait for it to boot before beginning to use the device and 
then wait for the application to load and the video to begin buffering, which could 
take several minutes. This often happened when parents forgot to plug in the device 
and charge the battery. In addition, touch screens are not necessarily optimal for 
quickly taking pictures. The baby monitor required starting up a second device and 
 

  

Fig. 6. Still from video taken by Family 1 of their child stacking rings (left) and photo taken by 
Family 2 of their child having breakfast (right) 
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application and took even longer to get started, which is the main reason cited for not 
using that feature. As a side note, these results highlight the usefulness of real-world 
deployments, as they did not surface until parents tried to use the device in real  
situations. 

5   Discussion, Implications, and Future Improvements 

Through the implementation and evaluation of a prototype that attempts to balance 
two dimensions of recording, continuousness and mobility, we have uncovered addi-
tional challenges and potential solutions for the difficult problem of recording chil-
dren’s moments of interest. In this section, we discuss the implications for this design 
space and how future improvements to KidCam can address these problems. 

Quality of recorded media. There were many considerations and tradeoffs we 
needed to make in designing and implementing this device for recording young chil-
dren. The requirement of semi-mobility meant that we had to sacrifice some features 
that would be needed for various aspects of child recording. For example, the re-
quirement to capture video using a single, self-contained mobile device meant we had 
to sacrifice high-resolution video and recording from multiple angles simultaneously. 
This lower quality, single view video and low resolution photographs may affect what 
the media can be used for in the future. For example, parents desire higher quality 
photographs for printing or keeping in scrapbooks and the videos are not high enough 
quality for any sort of automated analysis or tagging using computer vision tech-
niques. The quality on smaller off-the-shelf devices may improve with time, and 
could be improved now by making a custom hardware device. 

Need for semi-automated continuous capture. The second dimension of the design 
was to provide for semi-continuous recording through the use of buffering and selec-
tive archiving. While many parents appreciated this approach to recording, the device 
was not quite continuous enough. There was a separate step in turning on the re-
cording device to begin buffering, which we contribute to be the biggest hurdle to 
high frequency of use. Redesigning the device to run continuously without the extra 
step of booting it and turning it on could significantly increase the frequency at which 
the video buffer is available for recording. Thus, in the classification described in 
Section 2.2, we believe that KidCam should be moved toward the continuous end of 
the continuous vs. on-demand dimension. 

Need for quick interactions. While parents liked the idea of being able to go back 
and choose the time and precise times for the archived video, in practice it just took 
too long to find the specific start and end points for a particular video, when parents 
were already likely busy and wanting to interact with their child rather than review 
portions of the video to decide what to save. The small screen size and touch screen 
interface of the ultra-mobile PC were also not ideal for quick interactions. Thus, we 
suggest keeping this feature for those who want it, but also providing the ability to do 
a “quick save” by just tapping a button which will save a small video clip with a pre-
set start and end point around the point of capture. We could accomplish this by using 
a physical button on the device, a remote control (similar to how the CareLog system 
[10] initiated the recording of videos), or through voice commands. 
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Semi-automated trigger of media archival. The use of KidCam required parents to 
manually trigger when events of interest occurred that they would like to save for 
later. In practice, this was somewhat problematic, as a parent interacting with a child 
may not have the time to go to the device to manually trigger the recording. We sug-
gest that future technology might employ the use of wearable or environmental sen-
sors or computer vision to detect the presence of individuals in the scene to occasion-
ally archive pictures and videos while moments of interest are occurring. This could 
be through communication with accelerometers embedded in different child’s toys or 
special markers stitched onto children’s clothing. This adds an additional task for 
parents to decide on rules for when automated capture should occur. These rules can 
be designed to occur by default, or could be programmed by parents using an end-user 
programming environment such as CAMP [25]. 

Better integration into existing lifestyles. We intended for KidCam to be used as a 
baby monitor to encourage more frequent use. However, the device was not as easy to 
set up as commercial baby monitors. Furthermore, parents did not typically associate 
baby monitors as something they used while the child was awake. Thus, we believe 
that KidCam needs to rely less on parental interaction and designers should find addi-
tional ways to build recording into the family’s life. For example, the camera might 
be integrated into a favorite stuffed animal of the child or capture from existing video 
baby monitors that the family already owns. In addition, parents reported just forget-
ting to turn on the device when they were playing with their child. Recording tech-
nologies could be tied to an explicit activity that parents do anyway, such as initiating 
video buffering when the light switch in the child’s bedroom is turned on. In addition, 
video buffering could be automatically activated during times of day when the chil-
dren are most active. Finally, the device could be made more child-friendly so that 
older children can also participate in the recording process. 

Physical design of the capture device. In addition to the need for physical buttons 
for triggering the capture of the media, we learned several other valuable lessons 
about the physical design of the device. The size and weight of the current device 
were about right for a semi-mobile device. However, one aspect to consider may be 
durability and cost. Parents thought KidCam was fairly expensive and fragile and thus 
wanted to keep it out of reach of their children. However, the device had a nice screen 
and was colorful, so naturally attracted children to want to play with it. Thus, KidCam 
should be redesigned to be durable enough to withstand a child playing with it, similar 
to commercially available digital cameras built specifically for children. In addition, 
steps that can be taken to reduce the cost of the device may lead parents to take more 
risks with the device. It can also increase the range of families that can have access to 
the recording device, as the technology used for the prototype was fairly expensive 
and may be beyond many families’ budgets for technology purchases. 

Issues of privacy. We expected there would be concerns over privacy from the 
semi-continuously recording capability provided by KidCam. Because the device is 
portable, parents can take it to a variety of places with other people present who may 
not consent or be comfortable with to continuous recording, even if the buffer deletes 
video that is older than 20 minutes. For example, a parent may take their child to play 
group at another person’s house and want to record her interactions with the other 
children. However, in our study, we found that parents only used KidCam at home 
and did not take it to other places. In addition, because they were in complete control 
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of the position of the device and what was in the field of view and could see what was 
being recorded, they did not feel a sense of invasion. This also suggests that the ideal 
placement of KidCam on the continuousness dimension could be more toward the 
fully continuous end of the spectrum and more automated recording techniques may 
be appropriate for this domain. In addition, it indicates that a child-specific recording 
device can be thought of as an appliance for the home, rather than a truly mobile or 
wearable device. 

Uses of a semi-mobile, semi-continuous capture device in other domains. Though 
we designed KidCam to be used by families of young children, there are aspects that 
will be useful for a variety of applications. Through interviews with families and 
further analysis of applications, we uncovered several emergent uses of KidCam that 
are quite different from our original design requirements. For example, people may 
want to record family or friends in a variety of places, such as at holiday dinners or 
parties. Teachers may want to record different activities throughout a school for train-
ing newer teachers on how to improve their teaching skills [2]. Other uses might be to 
support recording for traditional capture and access in more than one location. The 
traditional capture and access model in ubiquitous computing was to instrument a 
space, such as a classroom, meeting room, or operating room. This mobile architec-
ture allows the model to stay with a single person, such as a teacher, a meeting man-
ager, or a physician. However, changes in the context of use will require the design to 
adapt certain capture behaviors, such as to record longer videos in meetings or class-
room lectures. 

6   Conclusion 

The capture of rich media for young children remains a difficult but interesting chal-
lenge. In this paper, we explored the design and use of a mobile capture device, called 
KidCam, which allows families to capture video and photographs of children for 
generating sentimental keepsakes and monitoring activities. KidCam was designed to 
fill a void in capture technologies along the combined dimensions of mobility and 
continuous recording. However, a three-month deployment study with four families 
showed there were still problems. Despite the lower than expected usage of the de-
vice, parents identified interesting uses of KidCam and helped reveal additional de-
sign guidelines for the space of mobile capture and access. The study also underscores 
the importance of conducting real-world deployments when evaluating pervasive 
computing applications, as data from our formative evaluations did not predict some 
of the problems uncovered by parents. 

The main contribution of this work was to explore the design space of mobile cap-
ture and access for a specific domain beyond existing work. A classification scheme 
of existing devices along two dimensions – continuousness and mobility – showed 
that KidCam addressed a gap by being semi-mobile and semi-continuous. We identi-
fied that this technology still suffered from some of the same disadvantages as other 
existing technologies within this classification, such as the camera not being turned on 
at the appropriate times and manual capturing interfering with family activities. We 
suggest that further design exploration is needed to make KidCam more continuous, 
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rather than semi-continuous, through the use of automated recording techniques and 
semi-automatic capture through the use of sensors or through more pervasive actions 
of parents. The study of KidCam showed that this space, although full of challenges, 
remains a high-need domain for technology researchers to explore. 
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Mobile Device Interaction with Force Sensing
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Abstract. We propose a new type of input for mobile devices by sens-
ing forces applied by users to device casings. Deformation of the devices
is not necessary for such “force gestures” to be detectable. Our proto-
type implementation augments an ultra-mobile PC (UMPC) to detect
twisting and bending forces. We describe examples of interactions using
these forces, employing twisting to perform application switching (alt-
tab) and interpreting bending as page-down/up. We present a user study
exploring users’ abilities to reliably apply twisting and bending forces to
various degrees, and draw implications from this study for future force-
based interfaces.

Keywords: Force, sensors, mobile devices, interaction.

1 Introduction

Many pervasive computing applications rely on mobile devices. To give three ex-
amples, such devices can be used in the control of intelligent environments, they
can be used to locate users and objects and provide location-aware applications,
and they can be used for communications to support applications requiring per-
vasive connectivity. Thus, improving users’ experience of interacting with mobile
devices is a key ingredient in pervasive computing.

For mobile devices such as tablet or slate PCs, ultra-mobile PCs (UMPCs),
PDAs, or new smart phones such as the iPhone, much of the surface of the device
is devoted to the screen. The trend for increasing screen sizes is continuing, since
larger screens facilitate better information presentation. However, since users
also want their devices to be small, less and less space is available for physical
controls such as numeric or alphanumeric keys, buttons, jog dials, etc. While
these devices typically have touch-sensitive screens, dedicating a portion of the
screen to an input interface reduces the available screen area for information
presentation.

In contrast, the sensing of physical forces made by the hands grasping a mobile
device can provide an input mechanism for devices without taking up screen
space or requiring external controls mounted on the surface area of on the device.
By sensing forces such as bending or twisting that users apply to the device casing
itself, input can be provided to the device’s operating system or applications.
The body of the device does not need to actually bend for forces to be detectable,
so this sensing mechanism is compatible with today’s rigid devices.
� Now at Vodafone.
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In this paper, we describe the concept of force sensing as a user input. We
detail our prototype implementation based on a UMPC using thin load sensors.
We present examples of device interactions where force sensing may prove useful,
namely to provide functionality normally associated with shortcut keys such
as alt-tab and page-down/up on mobile devices without keyboards. We then
describe our user study into the capability of users to control the forces applied
to devices, allowing us to evaluate the usefulness of force sensing as an input
mechanism.

2 Related Work

In the past decade there has been a move to consider new interaction techniques for
mobile devices beyond the use of physical or virtual on-off buttons, including work
using accelerometers, e.g.Rekimoto [1] andHinckley et al. [2], or inertial sensing [3].

The Gummi concept and prototype [4] propose a vision for a fully flexible
mobile computer. The elastic deformation of such a device can be used to interact
with it, e.g. to zoom in and out by bending it like a lens. Our work differs in that
users do not actually bend the device significantly when they apply forces to it,
allowing for simpler integration with current device designs which incorporate
many rigid components.

Previous work on force sensing for rigid devices uses direct pressure (see Fig-
ure 1, top left), whereas our work explores several different types of forces such
as bending and twisting (Figure 1, bottom left and right). Researchers at Xerox
PARC used pressure sensors [5] both as a physical “scroll bar” so that squeez-
ing 2/3 of the way along the top edge would navigate 2/3 of the way along
a document, and to detect which side a user was gripping a device to inform
“handedness-aware applications”. Direct pressure input has also been explored
in the context of a touchpad [6] or touch screen [7]. Jeong et al. [8] also used
direct pressure applied to a force sensor mounted on a 3D mouse to control
movement speed in virtual environments.

A number of input devices have been proposed which use force sensing in
various ways but do not have any computing or display electronics. The Haptic
media controller by Maclean et al. [9] uses orthogonal force sensing (using strain
gauges) to sense forces applied to different faces of a thumb wheel in addition
to rotation of the wheel to provide richer interactions. The haptic rotary knob
by Snibbe et al. [10], which can sense the rotational forces applied by a user.
TWEND [11] and Bookisheet [12] are flexible input peripherals which can sense
the way they are bent.

Another related field of work is that of Tangible User Interfaces [13], which
if defined widely can include any type of physical UI such as force sensing. In
Fishkin’s terminology [14], the current focus of our work is on “fully embodied”
interaction in that the output is shown on the device itself, in contrast to the
input-only systems above. However, our ideas could in future also be applied to
augment passive objects while retaining their rigidity, e.g. to provide computer
inputs for the control of intelligent environments.
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Fig. 1. Four force gestures that can be sensed

3 Sensing User-Applied Forces

Physical forces that users apply to device casings can be sensed and used as
input for applications or the operating system running on such devices, with
graphical, audible, haptic or other types of feedback provided to the user. Such
forces can be detected with a variety of sensors including load sensors which
sense direct mechanical compression between parts of the casing, strain gauges
which sense the elastic stretching of the case due to the force applied, or pressure
sensors sensing gaseous or liquid pressure in a channel in the device.

Users can apply various types of force, with four examples shown in Figure 1.
Each force can be applied in two directions (the way indicated by the arrows
and the opposite directions), and can be applied to a variable degree. Forces can
be applied along different axes (e.g. vertically as well as horizontally) and to
different parts of a device. Thus, force sensing can potentially be a rich source of
input information and is not limited to the simple presence or absence of force.
In this work, we focus on two of the forces shown, namely bending and twisting.

Unlike with flexible technologies such as Gummi, detecting force does not re-
quire that the device must actually bend significantly, or be articulated around
a joint. The device can be essentially rigid, with only very small elastic deforma-
tions due to the applied pressure. This is crucial as it allows force sensing to be
deployed in many types of device which rely on current-day components such as
LCD screens or circuit boards which are rigid, and avoids the need to use less
mature or more expensive flexible technologies in a device.

3.1 Qualities of Force Sensing Input

Force sensing has some intrinsic qualities that make it an interesting alternative to
other forms of input. With force sensing, the user interacts with the casing of the
device, turning an otherwise passive component that just holds the device together
into an active input surface. Forces applied to the casing are mechanically trans-
mitted through it and parts attached to it. Therefore, unlike for physical controls
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such as keys or dials, force sensors do not necessarily need to be located at the ex-
ternal surface of the device in the part of the device that the user holds, and device
cases can be made with fewer holes for physical switches, which can facilitate more
robust, more easily manufactured, and smaller form factor devices. Force sensing
shares this advantage with accelerometer-based input and similar sensors.

Another advantage of force sensing over other physical controls is the ability to
apply an input in many places or ways. When physical controls are present on a
device, their positions lead to an implied orientation and grip for the device, while
with force sensing, the device can be easily made more symmetric, allowing a device
to avoid having an intrinsic “right way up” which may be useful in some scenarios.

We can also compare force sensing with other types of input such as touch
or multi-touch input on the screen, the use of accelerometers or other physical
sensors, etc. Compared to shaking or tilting the device or using a touch screen,
force sensing allows the screen to be kept at the most natural viewing angle,
unobscured by a finger or stylus. During force sensing input the device can be
essentially stationary, thus inputs can be made subtly which may be useful in
some situations (e.g. during a meeting).

One potential disadvantage of force sensing is its ability to be triggered acci-
dentally, e.g. while the device is being carried or handled. This is in common with
many other input mechanisms for mobile devices, such as accelerometer-based,
touch-based or even button-based. With force sensing, it may be necessary to use
a “hold” button or “keylock” key-combination for users to indicate that input
(including force sensing input) should be ignored.

Another disadvantage of force sensing may be in the need for using two hands,
which is the mode of operation of our prototype based on a UMPC (see be-
low). One can envision one-handed use of force sensing, e.g. using another ob-
ject/surface as an anchor, or using a device small enough to both support and
apply forces to in a single hand. However, the desirability and usability of this
for input remain questions for future work; advantages such as the ability to
keep the screen at the correct viewing angle and unobscured may be lost.

A further issue with force sensing is in the effects of repeated shearing and
bending forces that the user applies to the device over time. While this may
result in higher mechanical demands on the casing of the device, there is also an
advantage to the device being “aware” of its physical environment, so that it can
warn the user (e.g. audibly) if excess forces are applied, either during force-based
user interface actions or otherwise (e.g. placing heavy books on the device).

Although this section compares force sensing to other forms of input, it is impor-
tant to note that an either-or decision is not implied, as many input mechanisms
can be built in to the same device. Mobile computers are general-purpose toolswith
many applications, and thus the inputs required are complex. By employing multi-
ple input mechanisms with separate functionalities, we can avoid overloading any
one input mechanism. The best choice of input mechanism at any given time will
depend on the application, the user, the usage scenario, the environment/context
of use, and so on. Thus, we present force sensing as a mechanism to add to the
richness of input on a device rather than a way of replacing another input.
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Fig. 2. Force sensing prototype using augmented UMPC

4 Prototype Force Sensing Hardware

We built a prototype force sensing device by augmenting a Samsung Q1 UMPC
with a custom additional casing incorporating four force sensors, as shown in
Figure 2. We used an additional casing rather than an integrated solution for
feasibility reasons; UMPCs are tightly packed with components and have pre-
cisely fitted cases, making it difficult to incorporate force sensing hardware inter-
nally. However, in an device with force sensing designed in from the beginning,
an additional casing would be unnecessary. We pilot-tested both strain gauges
(which detect tension forces) and pressure sensors (which detect compression
forces) and found the latter to be easier to obtain useful data from and easier to
integrate in the mechanical construction of a first prototype.

The additional casing comprises an exterior acrylic section made of layers
cut with a laser cutter, screwed together and hand-filed to round the corners.
This tightly surrounds a central hand-cut metal layer (magnesium alloy) which
is rigidly attached to the body of the UMPC at the same screw points that hold
the top and bottom half of the UMPC casing together.

For the force sensors we use four FlexiForce 0-25 lb load sensors from TekScan
Inc. These are small (the sensing area is 10mm wide and can be made smaller)
and thin (0.2mm) making them simple to incorporate into the prototype, and
in future work to incorporate into a redesigned device casing. The force sensors
are placed tightly between “tongues” on the metal layer and the acrylic layers
(using blobs of epoxy to make sure of a good fit), two on each side of the metal
layer, at the top and bottom. The placement of the force sensors and shape of
the tongues and casing are dictated by the forces that we intended to sense; this
prototype was built to sense “twist” and “bend” gestures (see Figure 2).

The Flexiforce sensors lower their electrical resistance from over 30 MΩ when
no pressure is applied to around 200 kΩ when squeezed hard between a thumb
and finger. We apply a voltage to one contact of each Flexiforce sensor and
measure the voltage at the other, with a 1 MΩ pull-down resistor. These voltages
are measured in the prototype using analog to digital converters in a Phidgets
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Analog Interface Kit which is attached to the back of the UMPC (as shown in
Figure 2) and software on the UMPC queries the force values through a USB
interface.

4.1 Determining Force Gestures Using Sensors

With load sensors we can detect only compression forces. We could, of course,
preload a sensor so we can detect release from compression, or even load a sensor
to halfway to detect both compression and release of compression. However,
initial experiments showed this to be unreliable since friction causes the “zero”
point to move each time the device is manipulated. Therefore, the prototype
design senses only compression.

When building the casing described above we had intended to sense each of
the four gestures (twisting and bending in two directions each) using the sum of
inputs from two force sensors. Twisting in each direction should compress two
diagonally opposite sensors, while bending should compress either the two front
sensors or the two back sensors. The initial gesture magnitude calculations were
therefore done according to the following rules:

TwistClockwise = BottomBack + TopFront

TwistAnticlockwise = BottomFront + TopBack

BendTowards = TopBack + BottomBack

BendAway = TopFront + BottomFront

where TwistClockwise etc are the gesture magnitudes and TopFront etc indi-
cate the raw sensor values (which rise with increased pressure). However, this
did not work as well as expected. After some experimentation, we found that
pressure was concentrated at the edges of the metal tongues and not centred on
the tongues where we had placed the force sensors. We derived a more optimal
positioning whereby the top tongue’s two sensors were placed at the side edge
of the tongue, to best detect the bending gestures, while the bottom tongue’s
two sensors were placed at the top and bottom edges of the tongue, to best
detect twist gestures. Thus, the second term in each of the equations above was
removed. However, while this greatly improved the true positive rate, it did not
eliminate false positives, i.e. the sensors also sometimes trigger when the wrong
gesture is applied, e.g. the BottomFront sensor indicating TwistAnticlockwise
would sometimes trigger for BendAway. We therefore further modified the rules,
such that when two sensors trigger, the gesture detected corresponds to the
one compatible with these two sensors, and the other gesture is “damped” by
subtraction. This results in reliable performance in practise.

TwistClockwise = BottomBack - TopBack

TwistAnticlockwise = BottomFront - TopFront

BendTowards = TopBack - BottomFront

BendAway = TopFront - BottomBack

4.2 Interaction Using Force Sensing

Force sensing is a general input mechanism providing a number of scalar values
that can be mapped onto any desired functionality. To illustrate the potential
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Fig. 3. Two examples of force-based interactions: (left) bending for page turning and
(right) twisting for application-switching, with visual feedback

usefulness of force sensing, we built demo software showing how it can be used
for one class of interactions, that of replacing “shortcut keys”.

Our motivation for considering this example compelling is as follows. Mobile
devices such as UMPCs are capable of running applications that desktop PCs
run, but have reduced I/O capabilities. One of the implications of this is that the
convenient shortcut keys that users may normally employ with a full keyboard
may be unusable on a UMPC since they keys are not present or difficult to use
quickly due to their size or placement. Force-based interactions are an interesting
alternative, taking advantage of the fact that UMPCs are designed to be gripped
by the hands during use.

Page-Down and Alt-Tab Force-Based Interactions. We implemented two
force-based shortcut key interactions on the UMPC, as shown in Figure 3. The
bend action is used to indicate “page down”, and the twist action is used to
change foreground application (i.e. “alt-tab” under Windows). With both ges-
tures we provide an accompanying visual feedback which mimics a real-life inter-
action with the application window or document in question. For page-down, we
provide visual feedback as if the user was flicking through a book (by bending
the book and allowing pages to flick across). Thus, right hand page appears to
flip up and over to the left hand side. For the inverse action, page-up, we use
the inverse force, i.e. the user bends the device as if to see the backs of their
hands. For alt-tab, we twist the window vertically from one side of the screen
to the other, revealing the virtual reverse side of the window, which is the next
window. The windows are kept in a persistent order, unlike alt-tab which puts
least-recently-used first. This is so a user can go forwards or backwards from
the window they are on in a consistent fashion. Users receive differing visual
feedback with the twist direction matching the direction of the force applied.

For prototyping purposes we implemented these gestures as mock-ups rather
than integrating them into a running system. They are implemented using C#
with .NET 3.5 and the Windows Presentation Foundation (WPF) library and we
use Windows Vista as the UMPC’s operating system. A single 3D polygon mesh
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is used for alt-tab, while two meshes are used for the page-down visualisation (the
current page and the next page). We have since integrated the alt-tab gesture
with Windows Vista so that twisting causes a screenshot of the current and next
applications to be captured and the animation to be run with those images.

For both interactions, we have currently implemented the interaction by
changing a single page/application at a time, and the user can control how
far along the animation the system goes by applying a harder or softer force.
If the user applies sufficient force to move to the end of the animation (when
the new page/application is fully revealed) this is committed and as the force
returns to zero the new page/application will continue to be visible. If the user
releases the force before they have made the animation reach the end, then the
animation goes back to the beginning as the user releases the force, without any
persistent change, i.e. the same page/application is in view. This allows users to
apply small forces to see the potential effects (e.g. seeing which window would
appear when twisting that way) before committing with a larger force.

The UMPCs were used for a demo event at Microsoft where hundreds of novice
users tried it. Many were able to use the device with no explicit instruction (by
watching it being used by someone else, or reading instructions on a poster),
and nearly all users were able to operate it with a few seconds of coaching.

Other Interactions. We do not claim that the mappings chosen are in any
way “best”, merely that they illustrate the potential of force sensing as an input.
Other mappings could, of course, be used instead, e.g. twisting could be used to
indicate “cut” and bending “paste”.

We did choose the mappings based on the ease of providing visual feedback
that has strong physical analogies with the applied forces, as we expected (and
found during demos) that this made force-based interaction intuitive to discover
through observation, and easy to remember and to use. Such physical analogies
are popular choices in past work, e.g. Harrison’s page turning gesture [5]. This
analogous feedback could be extended to other interaction mappings, e.g. twist
for “cut” could involve the cut text twisting in on itself, and bend for “paste”
could involve the the document visually bending and splitting to make space
for the pasted text to appear at the cursor. Again, we expect that the visual
mapping will assist users in remembering which force performs which UI action.

Another modification to be explored is that, instead of different force levels
being used to move through the animation of a single change, different force
levels can indicate levels of change or rates of change. For example, the bend
force could cause pages to flip over at a slow rate if applied weakly (such that
one page could be flipped at a time), or at a quick rate if a strong force was
applied, giving the effect of rapidly flipping through a book.

Aside from visual feedback, the current prototype provides a click sound when
enough force is applied to reach the end of the animation and lock in the new
view. Richer audio cues can be incorporated in future, e.g. cues which also match
the physical action taken such as a crumpling sound or page-flicking sound.
Haptic feedback can also be used, particularly since the user is known to be
gripping the device, furthering the analogy with physical movements.
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While these are all exciting possibilities, before looking further into them,
in this paper we wish to address more basic questions: how repeatably and
accurately can a number of users apply forces such as bending and twisting to
devices. A study of these issues is the subject of the rest of this paper.

5 User Study

We conducted a quantitative user study to assess the capabilities of force sensing
as an input method using our prototype. We chose this form of study so as to
gain understanding of the fundamental capabilities of users to apply forces in a
controlled fashion to mobile devices, thus informing the design of force sensing
interfaces. The study aimed to assess the number of distinct levels of force that
a user could reliably “hit”, and the speed at which they could do this, for both
twisting and bending forces. The methodology was based on that used by Ramos
et al. [15]. A screenshot of the software used in the study is shown in Figure 4.

5.1 Participants

Twenty participants were recruited from within our research lab for a between
groups study with two conditions: in the Bend condition users used the bend
gesture to interact with the device, while in the Twist condition they used the
twist gesture. Ten participants (5 male, 5 female) were assigned to the Twist con-
dition and ten (6 male, 4 female) to the Bend condition. 80% of the participants
were aged 25-35, the remaining participants divided between the following age
groups: 20-24 (1 participant), 36-40 (1 participant) and 50-55 (2 participants).
All but one of the participants were right handed. Around half of the partici-
pants were researchers and the others came from a range of job roles, including
IT support, human resources and marketing. Participants were each given a box
of chocolates worth around 5 GBP in thanks for their time.

While conducting the tests, participants were provided with an office chair
with adjustable arms and a desk and could choose to sit in any comfortable

Fig. 4. Screenshot of software for user trials
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way. Some participants leaned on the desk, some sat back in the chair, and some
changed positions during the trial.

5.2 Methodology

Each user trial consisted of a familiarization phase, a training phase, and an
experimental phase. After the first and second phases, device calibration was
undertaken allowing the user to choose their preferred maximum force values to
allow for differences in individual strength.

In the familiarization phase, we explained the operation of the device, demon-
strated the force gesture being studied, and asked the users to experiment with
applying forces for a period lasting a minimum of two minutes. Whilst applying
forces, users received feedback in the form of a visual “force cursor”, represent-
ing the magnitude of the force applied, moving along a horizontal bar. At zero
force, the cursor was in the middle of the bar, and the user moved the cursor in
either direction by twisting/bending one way or the other. The mapping from
twisting/bending to left/right was decided by observing the most natural map-
ping in pilot tests; this was not a source of confusion to the participants after
the training phase.

During the calibration that followed, users configured the device with chosen
maximum forces by applying a comfortable but hard force in each direction
a minimum of three times. We considered the maximum force a user to be
comfortable with to be an individual personalization setting (akin to mouse
sensitivity).

Both the training and test phases involved the same overall structure of blocks
of tests, with the training phase simply allowing the user to become accustomed
to the type of tests being applied. This method was based on the discrete task
variation of the Fitts’ Law task [16]. A block of tests involved a set number
of targets on the screen uniformly filling the space between zero force and the
maximum configured force in each direction (i.e. for “two target” tests there
were actually two targets in each direction). Figure 4 illustrates a test with four
targets on each side (i.e. targets with the same width but varying “amplitudes”
in the normal Fitts’ Law terminology). For each test, the user was first made
to keep the device at zero force for two seconds which left the cursor at the
home position in the centre of the screen. Then, a single target was coloured
purple and the user was asked to move the force cursor as quickly as possible
into the coloured target, and then to hold the force cursor inside the target for
2 seconds. To aid the user, the currently-aimed-at target was highlighted with a
yellow glow. After the target was acquired (i.e. the force cursor was kept inside
the target for 2 continuous seconds), the purple marking disappeared and the
user was instructed on screen to return the force to zero before the next target
appeared.

We deliberately chose not to include a button for users to click on a tar-
get as soon as they enter it, for three main reasons. First, because the trial
was conducted using a two-handed grip, adding a button would add a significant
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new demand on one of the hands applying forces. Second, with force sensing
users can change the position and grip style of their hands, so it was not clear
where a button would be placed. Third, we wanted to explore the potential for
button-free interaction with force sensing.

In a given block of tests, users had to acquire each target precisely once,
though the targets were presented in random order during a block. During a
block of tests the targets were presented immediately one after the other (with
a minimum 2-second zero-force period in between). After each block of tests was
completed, the user was offered the chance to take a break, and had to press a
touch screen button to continue to the next block.

During the training phase there were four blocks with 2, 4, 6 and then 8
targets in each direction, allowing the user to become accustomed to the system
through progressively harder tasks. After the training phase, the user was given
the opportunity to recalibrate the force maximums.

During the main experiment phase, the number of targets in a given block
was varied between 2, 3, 4, 5, 6, 7 and 8 targets in each direction, with blocks
for each number of targets appearing three times, once during each of three
cycles. During the cycles, the order of number of targets was randomized. In
total, each participant was asked to acquire 210 targets during the experiment
phase, covering a wide range of widths and amplitudes. The total duration of
the study was around 50 minutes per participant.

In case of major difficulty in acquiring a target, after 10 seconds a “skip” touch
screen button became available for the user along with on-screen instructions
that they could skip the target if they were finding it too difficult.

6 Results from the User Study

In all the times presented below, the final two seconds are not included, i.e. the
time is reported until the target is entered by the force cursor at the beginning
of the two continuous seconds required for the test to be complete.

One participant’s data has been excluded from the Bend condition as the
prototype broke during the trial and it had to be aborted. The prototype was
subsequently repaired before further trials. Therefore the data reported herein
is only for the remaining nine participants.

Analysis of the data for the Twist condition showed outlier behaviour for
one participant (average times more than two standard deviations worse than
the mean for the majority of targets). Therefore, this data has been excluded
to allow analysis of the behavior of the non-outlying participants. At the same
time, we must conclude that some users may have difficulty using a force sensing
system and may be more comfortable with another input mechanism.

In this section we present the raw results and statistical analysis, discussing
their implications in the next section. We do not present or analyse data from the
training phase except where specially noted. While we offered users the ability
to skip targets, in a total of 3780 experiment-phase targets presented to the 18
non-excluded participants, only 10 were skipped (0.3%).
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Fig. 5. Effect of participant experience on target acquisition time

6.1 Learning Effects and Effects of Gesture Type

Figure 5 shows the effect of the cycle on the average target acquisition time (cycle
0 is the training phase). Two within groups ANOVAs (analyses of variance)
were carried out, one for each gesture type, to investigate whether there was
any significant learning effect. For the Bend gesture, the ANOVA showed no
significant difference between cycles. The ANOVA for the twist gesture, on the
other hand, showed a significant effect of cycle (F(3,24)=7.09, p<0.01). Post-hoc
Tukey tests showed that there was a significant difference (p<0.01) between the
training cycle and cycles 2 and 3.

Excluding the training phase, the mean target acquisition time (across all
targets) was 1.6 seconds for Bend and 3 seconds for Twist. A between groups
ANOVA showed that the average time was significantly faster for the bend ges-
ture F(1,16)=14.34, p<0.01).

6.2 Effect of Number of Targets/Target Width

Figure 6 shows the effect of number of targets on the average target acquisition
time, with error bars indicating the standard deviation for variation between
participants. Since targets in a given block of tests filled the whole force bar,
the number of targets is inversely proportional to the width of each target. Note
that in the figures and discussion, we describe the number of targets in each
direction, i.e. there are twice as many targets on the screen.

The graph shows that, for both conditions, the average target acquisition
time increased as the number of targets increased (and width decreased). Two
within-group ANOVAs were carried out, one for each gesture. These showed sig-
nificant effects of number of targets on performance for both gestures (for Bend,
F(6,160) = 55.11, p<0.01 and for Twist, F(6,160) = 23.06, p<0.01). Post hoc
Tukey tests showed significant (p<0.05) differences between numbers of targets
as follows.
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Fig. 6. Effect of different numbers of targets on average target acquisition time

For Bend:
2 was significantly faster than 4, 5, 6, 7 and 8
3 was significantly faster than 5, 6, 7 and 8
4 and 5 were significantly faster than 6, 7 and 8
6 and 7 were significantly faster than 8

For Twist:
2 was significantly faster than 4, 5, 6, 7 and 8
3 was significantly faster than 5, 6, 7 and 8
4 and 5 were significantly faster than 7 and 8

6.3 Effects of Target Position

Figure 7 plots the effect of target position, direction, and number of targets in
each direction on target acquisition time. For the Bend condition, overall, the
time taken to acquire a target decreased as the distance increased (although it
can be seen that this effect is less when fewer targets are present). It can be
observed that the most difficult target to acquire was the closest target to the
left of the zero force position. This is borne out by the analysis. Within-groups
ANOVAs were performed for each number of targets and showed that, for every
number of targets except 3 and 4 targets, there was a significant effect of target
position (p<0.05). Post hoc Tukey tests showed that this was due almost entirely
to the first target to the left being significantly slower to acquire than almost all
other targets.

A similar pattern is observed for the Twist condition. The first target to
the left is again the hardest to acquire. The analysis confirms this: individual
ANOVAs for each number of targets showed a significant effect of target position
(p<0.05) for all numbers of targets except when there were only 2 targets. Post
hoc Tukey tests again revealed that, apart from a few other isolated cases, this
result was due to the first target to the left taking significantly longer to acquire
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Fig. 7. Target acquisition times for different numbers of targets and target positions.
Note different y axis scales.
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than almost all other targets. It should be noted that “left” for twist and bend
are two very different gestures.

We also observe an increase in the time taken for the furthest target to the
left in the Twist condition, especially when 5–8 targets are present. However,
ANOVA tests found no significant difference between these points and any other
positions. Nonetheless it is interesting to note that there is a slight difference
between bend and twist for the highest-force targets. Bending remains at the
same level of ease, while twisting hard enough to reach the furthest targets
seems more difficult.

7 Discussion

Our data shows that target acquisition is significantly faster in the Bend condi-
tion than in the Twist condition. The Bend gesture was learned faster, and also
performed better throughout the experiment. There are a number of possible
causes of this difference. Despite designing for stiffness, our prototype deforms
noticeably during bending but much less so for twisting, which may make it
easier for users to apply force in the direction that our force sensors are aligned
with, i.e. the deformation acts as a guide. This deformation also meant that users
may have avoided setting maximum bend force too high for fear of breaking the
prototype, thus making the “far” targets simpler to reach. Twisting performance
improved significantly during the experiment, so it is possible that with everyday
use a user might reach equivalent proficiency in both gestures.

7.1 Fitts’ Law

As Fitts’ Law is applicable to many input devices and its implications affect the
design of user interfaces, we tested its applicability for force sensing. The Fitts’
Law model (Shannon formulation [16]) is expressed as follows, where ID is the
index of difficulty, A is the amplitude or distance to the target and W is the
target width (inversely proportional to the number of targets).

ID = log2(A/W + 1)

If Fitts’ Law were to apply to force-based interfaces, we would expect that
the target acquisition time would increase as the number of targets increased,
and this was borne out by our results. However, Fitts’ Law would also cause us
to expect that target acquisition time would increase as the distance to target
increased. Our data shows that this is not the case: acquisition time does not
increase as distance to target increases, and for the case of the closest-left target
for both gestures, it actually significantly decreases for further away targets.
MacKenzie [16] noted that force-based devices (e.g. isometric joysticks) undergo
negligible limb motion compared to a device like a mouse, and that Fitts’ Law
may be a poor fit for modeling the performance of such devices; our results
confirm that this is true for twisting and bending forces.
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7.2 Reaction Time, Movement Time and Jitter

To further understand our results, we looked at a breakdown of target acquisition
time into several stages: reaction time before any movement occurred, movement
time until the target was first entered, and jitter time during which the target
was left and re-entered any number of times before the final entry (when the
force level was held in-target for 2 seconds continuously). Reaction times were
generally low (0.6s for bend, 0.8s for twist) and consistent (they do not change
based on size or position of target). The exceptions to this are for the lowest-
force targets for which reaction times are slightly higher, which can be explained
by the user attempting to apply a very small force, and therefore applying an
undetectably small force to start with. This reinforces the conclusion that small
forces are harder to apply than large forces.

Movement time to first entering a target generally shows a minor increase
as the distance to the target increases. The exception is for the far-left case
in many-target cases of the Twist condition, for which the average time spikes
higher. By observing participants we could see that this was due to participants
sometimes being unable to reach these targets despite applying hard force, and
later finding that they needed to be more precise about the angle at which the
force was applied. This may be eliminated with practise by the user or with a
further refined implementation which is more forgiving with regards to the angle
that the force is applied.

Reaction time plus movement time typically accounts for up to 1 second of
acquisition time for bend targets, and up to 1.5 seconds for twist targets. There-
fore, by examining Figure 7 we can see that jitter time accounts for much of
the acquisition time with 5 targets or more. Unlike other input systems such
as a mouse which requires zero effort to hold in one place, the user must apply
active effort to hold the force in one place for 2 seconds, and errors in keeping a
constant force cause jitter.

We can speculate as to a number of sources of the high jitter time when users
apply low forces for both gestures. The prototype device experiences some elastic
deformation which interferes with sensing at small force levels, however, the fact
that the same result is found for two different force gestures suggests that it is not
a problem with the particular sensor mounting used. Some degree of elasticity is
present in all devices. Another explanation is that, given the users are already
applying a force with their hands to support the weight of the UMPC, it may
be difficult for users to modulate the forces they apply by small amounts while
keeping the UMPC balanced in their hands, and it is easier to apply larger forces
of similar or greater magnitude than the supporting forces.

7.3 Implications for Design of Force-Based Interfaces

A number of implications for the design of interfaces using force sensing can be
drawn out of these results. The bend gesture performs significantly better than
the twist gesture and, therefore, can be used when more targets are required.
Target acquisition time increases as the number of targets increases, so there is
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a tradeoff between speed and number of targets. Since acquisition time increases
for targets with low force, user interfaces should use avoid the use of such targets,
or use wider targets at low forces.

To avoid jitter time overhead in force sensing based systems, we could explore
adding a “select” mechanism which might be a button, another force gesture
(e.g. a squeezing gesture), or something else. Alternatively, as with our example
use of force sensing for alt-tab and page-down/up, we can make the interactions
threshold-based, therefore eliminating any jitter as the force can immediately go
back to zero after the threshold is reached.

8 Conclusions

Force sensing can be used for user inputs through applying physical forces such
as twist and bend to mobile devices. We described a prototype implementation
using pressure sensors added to a UMPC, and example uses of force sensing
to perform shortcut key functionality that is otherwise missing from mobile
PCs, for application switching (alt-tab) and page turning (page down/up). These
interactions benefit from visual feedback which is related to the physical forces
the user applies, therefore making them easier to learn and use.

We presented a user study into human abilities to apply bending and twisting
forces at certain levels. We found that users performed bending quicker than
twisting, that up to 4-5 separate levels of force were applyable by users without
excess “jitter” in holding the force at that level, and that low levels of force were
more difficult for users to apply than higher levels of force.

This work opens up a rich set of further research into force sensing as an
interaction mechanism. One area of exploration is how best to map force inputs
to user interface actions, for shortcut key replacement or otherwise. Alongside
this it will be useful to investigate how best to integrate visual, audio and haptic
feedback for force-based interaction. Future work can also explore other types of
force sensor and how best to integrate force sensing into mass-produced mobile
devices. Finally, it will be interesting to see how force sensing can be used in
combination with other input types (e.g. touch-based or position/orientation-
based) in order to take best advantage of each mechanism.
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Abstract. We show that accelerometers embedded in a television re-
mote control can be used to distinguish household members based on
the unique way each person wields the remote. This personalization ca-
pability can be applied to enhance digital video recorders with show rec-
ommendations per family-member instead of per device or as an enabling
technology for targeted advertising. Based on five 1-3 week data sets col-
lected from real homes, using 372 features including key press codes, key
press timing, and 3-axis acceleration parameters including dominant fre-
quency, energy, mean, and variance, we show household member identi-
fication accuracy of 70-92% with a Max-Margin Markov Network (M3N)
classifier.

1 Introduction

Personalizing the television watching experience has become a hot topic as service
providers, content creators, and consumer electronics manufacturers all search
for ways to expand their user-base, provide exciting and relevant programming,
increase the effectiveness of advertising [1], incorporate digital home technolo-
gies like interactive TV [2], and distinguish their devices’ features and usability.
Most personalized capabilities and services are not possible, however, without first
knowing who is watching TV. The work presented in this paper addresses this
challenge of distinguishing between television watchers in a household.

Our new method of distinguishing TV viewers applies the lightweight biomet-
ric of analyzing people’s hand motions and button press sequences on remote
controls. This method is effective yet simple enough to be invisible and embed-
ded pervasively. Users can simply grasp the remote control as needed and watch
TV without any effort to explicitly login or identify themselves. Our system ob-
serves people’s hand motion in the background and analyzes whether it matches
existing signatures.

2 Related Work

There are other research and commercial efforts to develop ways to detect and
identify TV viewers. Some existing approaches ask TV viewers to validate their
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identity explicitly. Digital video recorders such as TiVoTM ask users to enter a user-
name and password with an on-screen remote-driven virtual keyboard in order
to access some personalized services. Orca Interactive (www.orcainteractive.com)
uses a custom remote control device to read users’ fingerprints. These logins and
cryptographic-grade biometrics have high accuracy (in particular, a low false-
positive rate) compared to the sensor-based approaches like the one presented in
this paper. They are also quite secure and thus useful for authorizing sensitive
transactions like purchases or subscriptions. But logins and intentional actions are
cumbersome to perform repeatedly and their prompts almost certainly interfere
with natural TV watching behavior. Another approach that is similar to our work
uses computer vision for face detection and recognition. Hwang and colleagues’
work is a good example of this approach [3]. Similar to our approach, facial recog-
nition can be used to identify people in a “background” fashion, without explicit
user input. However, a sense of privacy intrusion can come along with an embed-
ded camera staring at every activity that happens in the livingroom, bedroom, or
wherever the TV is positioned.

Outside the television domain, the work most similar to our contribution
is that of Hodges and Pollack who showed that users manipulating everyday
kitchen appliances (coffee making materials in their experiments) could be dis-
tinguished with approximately 77% accuracy based on their patterns of usage [4].
They applied decision trees for their classification, as did we in our initial work
before we improved our results using a higher-level sequence information with a
Max-Margin Markov Network (M3N) classifier.

There is also quite a bit of work on combining machine learning with physical
sensors to infer what activities someone is engaged in. This activity recogni-
tion research is worth mentioning in that it involves similar components to our
work—namely, machine learning plus sensors like accelerometers—but it does
not specifically focus on determining identity. Three specific examples are Bao
and Intille’s work using body-worn accelerometers to recognize physical activi-
ties [5], Philipose and colleagues’ work where participants wear an RFID bracelet
to sense which objects they are interacting with to infer their Activity of Daily
Living based on web-mined models [6,7], and Consolvo and colleague’s Ubifit
persuasive fitness technology [8,9].

3 Feasibility Study

To consider the feasibility of the entire project, we first conducted a small study
to understand how people use remote controls to watch TV. We recruited five
of our lab colleagues videotaped them watching TV and channel surfing. We
found some interesting patterns in the video recordings, which not only made us
feel more comfortable to proceed in the research, but also inspired some of our
feature selection approach.

Remote Control Orientation. One participant, shown in Fig. 1b, did not
hold the remote control horizontally while switching channels. Another par-
ticipant did not aim the remote control at the TV when switching channels.
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(a) (b) (c)

Fig. 1. Snapshots of different hand motion patterns as captured in our plausibility
study. In comparison to (a), the participant in (b) holds the remote with different
orientation, and the participant in (c) leans his arm on the sofa, which stabilizes his
movements.

Physical Support. Some participants put their hands on the sofa arm, as
shown in Fig. 1c, which stabilized their hands and induced less vibration
on the remote control. Some participants usually put their arm on their lap.
Another participant regularly left the remote control directly on the coffee
table and switched channels without holding it.

Shaking while Surfing. One participants tended to shake the remote control in
a seemingly unique way while surfing. Specifically, between each button press,
he wiggled the remote while deciding whether to switch to the next channel.

Based on these high-level observations, we hypothesized that hand motion
pattern might be distinguishable if we look at acceleration features before, during,
and after each button press. Features before the press roughly capture the hand
motion when the remote control was picked up or held between surf actions;
features during the press capture distinctiveness in the orientation of remote
as well as the dynamics of actually pressing the buttons; features after a press
capture how the remote falls back to the arm, couch, lap, or table. We use these
characterizations simply as a principled way to create features from the data
stream for use by the machine learning algorithms. As such, it is not important
that these descriptions are precise or exactly capture how all people use remotes.

In addition to our motion pattern observations, the ethnographic literature,
specifically the work of Langan, revealed that females tend to switch to a planned
channel by channel numbers while males tend to surf channels more using channel
up and down buttons [10]. Though this work predates innovations like on-screen
program guides and digital video recorders, which may alter or nullify some
of the potential gender differences, it nonetheless led to our second hypothesis
that capturing data about which keys were pressed and in which sequence may
be valuable. Again, the veracity of these ethnographic claims is probably not
critical since we use them simply as principles to justify including button press
and button timing information as features for the machine learning algorithms.
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4 Data Collection

We created the hardware and software needed to record the acceleration forces
imposed on remote controls and also to capture the button presses. We used this
capability to conduct a real-world data collection study in five households.

4.1 Hardware and Software

We wanted to have no dependency on a particular brand of remote or type
of TV source (e.g. cable, fiber, satellite, broadcast) so we could collect data
on the devices already owned by our participants. Thus, we designed our data
collection hardware to easily integrate into a variety of TV setups. The hardware
and software components are described below and shown in Fig. 2.

Accelerometer Module. Our 3-axis accelerometer module can be attached
and wired into the power source of any remote control. In our deployments,
we would purchase the same model remote control used by the household and
modify it to attach our accelerometer module. At the conclusion of the study
we would return the household’s original remote. The accelerometer module
continuously measures and transmits all the acceleration forces imposed on
the remote control. The module hardware is a custom 3-axis accelerome-
ter board connected to a Telos sensor mote [11], which acts as a relay to
transmit the data to the logging laptop. The module is enclosed in a custom
plastic case. We optimized the module to use as little power as possible and

Fig. 2. Data Collection Components: top, a logging laptop; bottom from left to right,
a video camera pointed at the room to gather ground truth about who was watching
TV, a remote control with our accelerometer module attached, a universal infrared
code receiver



Inferring Identity Using Accelerometers in Television Remote Controls 155

found that on most remote controls it would last 2-3 days while continuously
recording data.

Infrared Receiver. We use the Tira-2.1 multi-protocol infrared receiver made
by HomeElectronics. In our deployments, we placed this receiver by the
TV to capture the infrared signals caused by button presses on the remote
control. Each infrared code is timestamped and logged by its unique ASCII
code string. Infrared remotes will transmit the same signal several times
(typically three times for a “normal” button press) to make sure the TV
receives the signal, or continuously if the participant keeps pressing a button.

Logging Laptop Computer. A laptop computer receives and logs the accel-
eration and button press data streams. In our deployment it would be placed
next to or behind the participants’ TV operating with its lid closed. Accel-
eration data is wirelessly transmitted to the laptop through another paired
Telos mote plugged into the laptop’s USB port. The infrared code stream is
received through a direct USB connection to the Tira infrared receiver. All
data is timestamped with a precision of 100ns.

Video Camera. The last component is a video camera pointed at the room
where the TV is located. The logging laptop automatically starts capturing
a video clip whenever it receives an infrared button press and stops encoding
the clip after 10 seconds without any additional button presses. We use these
video clips in our experiments to hand-label ground truth about who was
watching TV. To give participants control over their privacy, before returning
the data collection system to the researchers, household members were given
a way to access and review the video files in rapid playback to delete any
video clips they did not wish to share with us. We omitted this data from
our experiments.

4.2 Data Collection Study

We conducted a real-world data collection study in five households in Seattle
metropolitan area of the United States. The households were recruited through
one of their members working with us as colleagues. Doing completely outside
recruiting seemed unnecessary for this study because all members in each house-
hold except one were not familiar with the project. Furthermore, we did not
see a significant potential for bias even in the one member of each house who
is our colleague since manipulating a TV remote is a simple physical activity.
Everyone in the households already knew how to use a remote control (except
one child who was very young and has not yet learned to use a remote) and
there is no additional learning curve added by our technology, therefore there
is no potential bias where someone who is technically trained might be able to
learn our technology more quickly.

The composition of the five households are different: the first household is
a four person family with two parents, a pre-teen, and a teen; the second is a
couple; the third is a couple with a child who is too young to use remote controls;
the fourth is a house with two graduate student roommates; the fifth is a large
house with four graduate student roommates.
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We asked each household to simply watch TV as they usually do while having
the data collection system installed for one to three weeks. The system collected
data 24 hours a day. Since we knew our sensor module mounted on participants’
remote controls would last around 3 days when wired into a typical remote, we
gave each household several extra sets of batteries and instructions to replace
the batteries in their remote “every other day or whenever they thought about
it.” These informal instructions were sufficient in that we only saw one dropout
in the data across all the households due to a battery dying. Even in this case
we probably did not miss any data because the participant told us that she
immediately replaced the batteries when she realized they were drained, which
is not surprising because her remote would not work without fresh batteries since
it shared power with our module.

We wanted to collect three weeks of data from each household, but the amount
of time we collected data in each house varied between one and three weeks due
to participants’ summer vacation schedules, limited data collection hardware (we
built two complete data collection rigs), and one mother who stopped partici-
pating after two weeks when she decided that the family had watched enough
television for the summer and needed to spend more time on other pursuits.

5 Experimental Method

By iteratively adding features and analyzing their performance, we settled on a
two-level classification technique: button-press-level classification and
session-level classification, the former containing motion-features and button-
features and the latter using motion-features and inter-button-features. Features
for button-press-level classification occur before, during, and after a single but-
ton press. In this classifier, an inference about who is using the remote control is
computed with each button press. At the higher level, session-level classification
aggregates a sequence of button-press-level classifications and also has additional
features that describe the longer sequence of button presses (e.g. the histogram).
In this classifier, an inference about who is using the remote control is computed
at the end of each session window. We will evaluate classification accuracy at
both levels. Our feature extraction routines are implemented in MATLAB.

5.1 Button-Press-Level Classification Features

Classification at the button-press-level makes use of motion-features and button-
features. Motion-features are computed from the accelerometer data. Twelve
different time-windows (three types with four lengths of each type) are first
located in the data stream around the current button press at time t. The three
window types are preceding, centered, and succeeding capturing hand motion
before, during, and after a button press, respectively. The preceding window
has the right end point located at t − 0.5 seconds, the midpoint of the centered
window is anchored at t seconds, and the start point of the succeeding window is
positioned at t + 0.5 seconds. The four window lengths are {0.5, 1, 2, 4} seconds.
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The same set of features is computed for each of the 12 windows. The reason
for having 12 windows is that the window size and type may influence the value
of a extracted feature and, since we do not a priori know the best choice, we
generate a variety and and let the classification algorithms decide the utility of
the features by assigning them importance weights.

For each of the twelve windows we compute the (1) energy, (2) dominant
frequency, (3) magnitude of the fundamental frequency, (4) mean, (5) variance,
(6) maximum, (7) minimum, (8) median (9) range, and (10) correlation coef-
ficient. The first nine features are extracted for each of the x, y, and z axes
of the accelerometer. Energy, describing the total amount of hand motion, is
calculated by the squared sum of the results of Fast Fourier Transform (FFT)
with the DC component excluded. The fundamental frequency is defined as the
frequency with the highest magnitude from the result of FFT (again, with DC
removed), which provides information about shaking. The mean in three axes
serves as an indicator of the remote control’s orientation. In addition, the corre-
lation coefficient is extracted from each of the x-y, y-z, x-z axis pairs, calculated
by (Σaibi − ab)/((n − 1)σaσb) where a and b are sequences of n measurements
with mean a and b and standard deviation σa and σb.

Button-features used by the button-press-level classifier include (1) the in-
frared code of the button press signal, (2) the number of times the code was
sequentially transmitted, (3) the approximate duration of the key press, and
(4) a time-of-day to let the classification algorithms take into account habits
of when particular people in a household watch TV in a day. In Section 4, we
mentioned that a button signal may repeat if a participant keeps pressing the
button. Therefore, we merge multiple sequential button presses into one clas-
sification step to create the the second and third features, which serve as an
approximation of the button press duration.

5.2 Session-Level Classification Features

Patterns or frequency in a series of motions and button presses may also ben-
efit user identification. On first glance, however, there is a “chicken and egg”
problem: we want to extract features from consecutive button presses to iden-
tify a person, but we do not know whether a given sequence of button presses
were made by the same person. Fortunately, a little domain knowledge gives us
an effective heuristic: if there is continuous acceleration imposed on a remote
control, then the same person is holding the remote during this period of time.
While no heuristic is ever completely correct, this one turns out to be both rea-
sonable and effective in practice. In examining the video clips we captured to
hand-code the ground truth, we never saw someone operate the remote and then
hand it directly to someone else to operate. Therefore we look for periods where
the remote control is stationary, specifically where the energy of acceleration
drops to near 0 for for more than s seconds, and label this point as a session
boundary and possible transition between users. Based on video analysis, we set
s = 8 and the found that the heuristic effectively segmented the data such that
over 98% of the sessions were indeed occupied by the same person. Using these
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heuristic-derived session boundaries, we can now calculate the following features
session-level features:

Motion-Features. The same set of motion-features described in Section 5.1
are also calculated over the entire session. This captures hand motion in a
“macro” view, spanning across multiple button presses.

Inter-Button-Features. We generate features about all the button presses in
a session including: (1) the number of button presses, the (2) mean and
(3) variance of the intervals in between button presses, and (4) a histogram
(count of appearance) of button presses in the session. The first three features
indicate the frequency of pressing button behaviors, and the histogram shows
the habit which buttons are used more often than the others.

6 Results

We use WEKA [12], a popular suite of machine learning software from the Uni-
versity of Waikato, to test the performance of several machine learning methods
including Naive Bayes Classifier, C4.5 Decision Tree, Random Forest, and Linear
Support Vector Machine (SVM). Our evaluations use ten-fold cross validation.
To bring more realism to our results, cross validation is done over large con-
tiguous blocks of time. For example, dividing the data at the individual button-
press level to evaluate button-press-level classification would artificially boost
accuracy, so we instead divide 5 days worth of data into 10 half-day blocks.

6.1 Button-Press-Level Classification

Table 1 shows the results for identifying users at the granularity of single button
presses. We found few accuracy differences between the various machine learning
algorithms on these data sets so we report Random Forest results for all data
sets. Table 1 also shows statistics about each data set including the number
of participants in the household, the total number of button presses recorded,
the distribution among participants, and the baseline. Since some members of a
household will watch more TV than the others, the baseline is the accuracy that
would result if an oracle knew which person in the household pressed the most
buttons on the remote control and always reported them as the answer. This
baseline oracle would achieve decent accuracy, but a poor F-measure. In gen-
eral, our classification accuracy is 12% better than the baseline (a 35% relative
improvement) with classification at button-press granularity.

6.2 Session-Level Classification

The accuracy of the button press-level result was encouraging, so we believed
that accuracy could be improved further by incorporating temporal relationships
between button presses. Our first attempt was to simply smooth over sequential
button-press-level estimates to try and exploit the theory that two button press
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Table 1. Accuracy of button-press-level identity prediction using a Random Forest
learning algorithm

Statistics Results

Household #Participants #Presses Distribution Baseline F-Measure Accuracy

1 4 8756 0.63/0.33/ 62.8% 0.80/0.52/ 70.96%
0.04/0.01 0.22/0.87

2 2 695 0.82/0.18 81.6% 0.93/0.55 87.48%
3 3 122 0.25/0.75/ 74.6% 0.68/0.89/ 83.61%

N/A N/A
4 2 834 0.72/0.28 72.4% 0.90/0.65 84.53%
5 4 1240 0.36/0.15/ 42.0% 0.69/0.39/ 66.45%

0.07/0.42 0.74/0.70

events that happen closely in time are more likely to be made by the same person.
This simple smoothing approach did not boost accuracy, however, because when
the classifier made a mistake, the confidence measure for the wrong decision was
still high making filtering or majority voting work poorly. Instead we adopted a
more principled way to improve accuracy using the previously described session-
level features.

At the session level, we trained two machine learning classifiers: Linear SVMs
and Max-Margin Markov Networks (M3Ns) [13]. The features consist of the
session-level features described in Section 5.2. The SVMs predict using a linear
combination of features. The M3Ns extend the SVMs such that they capture
the temporal relationship between consecutive sessions. More specifically, for
M3Ns we model the fact that the same user usually uses the remote control
several session in a row. Note that at the time we report these results WEKA
does not support the M3N graphical model so we implemented this algorithm
ourselves. As shown in Table 2, this more complex approach leads to better
results than SVMs—Linear SVMs are on average 11% better than the baseline
(a 30% relative improvement) and the M3Ns are on average 17% better (a 46%
relative improvement), which is 6% better than the SVMs. Accuracy for the
third household does not show a large improvement because the training set
is extremely small relative to the other 4 households. Insufficient training data
always impacts accuracy in any supervised machine learning. Even with a tiny
training set, the accuracy is still no worse than the baseline oracle and improves
slightly using the M3N graphical model.

Though it is tempting to do so, the values in Table 1 and Table 2 are not
directly comparable because partitioning button presses into sessions changes
the nature of the problem—specifically, the “baseline oracle” in the session case
knows which person in the household watches the most total TV instead of which
person pressed the most buttons on the remote. With this difference in mind, we
can conclude that temporal modeling and session-level classification does indeed
offer an improvement over button-level classification because the former shows a
17% improvement over its baseline while the latter has an improvement of only
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Table 2. Accuracy of session-level identity prediction. Household three’s accuracy does
not show a large improvement due to insufficient session training data

Statistics Accuracy

Household #Participants #Sessions Baseline SVM M3N

1 4 458 53.9% 61.79% 69.87%
2 2 124 76.6% 90.32% 91.94%
3 3 28* 75.0% 75.00% 78.57%
4 2 90 65.6% 81.11% 88.89%
5 4 340 44.1% 61.78% 72.06%

12% over its baseline (the relative improvement is even greater at 46% versus
35%). Session-level classification is also more realistic because it more closely
matches the ways people actually use and share remote controls.

6.3 Feature Evaluation

The Linear SVMs trained in section 6.2 provide a way to evaluate the importance
of features because an SVM assigns importance weights to its features for class
prediction. The prediction is made by weighted linear combination of features,
i.e. y = argmaxc

∑
k wckxk+bc. We can think of the weight wck as a vote assigned

to a particular feature xk. The feature values themselves are normalized in their
variance to a value between 0 and 1.

The first analysis is to look at how many features are actually important to the
classification. The classifiers were given 372 different features as input, but, as
the rank-order weight plot in Figure 3 shows, only about 10-20 features have high
weight after feature selection. These features contain most of the classification
power for that particular participant.

The rank-order weight analysis in Figure 3, however, does not reveal the fea-
tures’ variance, i.e. whether the set of highly weighted features is the same or
different across participants. To illuminate this issue, Tables 3, 4, 5, and 6 break
down the ten most indicative features for each participant for households 1, 2, 4
and 5, respectively (household 3 is excluded excluded due to its insufficient data).
Each feature has in parentheses its level (Session or Button), followed by a dash,
followed by its feature type (Hand Motion or Button Press Feature). For category
B-M, the feature is abbreviated as feature windowType windowLength axis, e.g.
fundamental frequency extracted in center window of length 2 in y-axis as fund-
Freq center 2 y. Similarly, for category S-M, the feature is abbreviated as fea-
ture axis, e.g. maximum in the session window for the y-axis is max y. In addi-
tion, buttons and their codes are hashed into integers to be uniquely identified.
Finally, there is a special category B/S-B because, for classification at session
granularity, aggregating individual button presses in a session actually generates
a button press histogram that spans features in both session and button level.

Looking across households we can see that the highly weighted features are
definitely not identical but there are some similarities and frequently occurring
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Fig. 3. Weights of the Linear SVM’s features for different participants plotted in rank
order shows that, although there are 372 features input to the classification algorithms,
a small set of them are selected because they contain most of the classification power
for a particular person

Table 3. Top features for predicting participant identify in Household 1

Participant 1 Participant 2

Category Feature Weight Category Feature Weight

(B/S-B) button code/histogram 16 0.545 (B/S-B) button code/histogram 25 0.379
(B/S-B) button code/histogram 15 0.370 (S-M) correlation xy 0.307
(B/S-B) button code/histogram 26 0.370 (B/S-B) button code/histogram 18 0.274
(B-M) fundFreq center 2 y 0.312 (B-M) fundFreq center 0.5 z 0.266
(B-M) fundFreq center 1 y 0.294 (B/S-B) button code/histogram 24 0.255
(B-M) range suceeding 1 z 0.242 (B/S-B) button code/histogram 22 0.248
(B-M) fundFreq center 2 x 0.221 (B-M) energy center 4 y 0.224
(B/S-B) button code/histogram 6 0.207 (B-M) magnitudeFundFreq center 4 y 0.224
(B-M) magnitudeFundFreq center 4 z 0.207 (B-M) correlation center 1 xz 0.190
(S-M) correlation xz 0.205 (B-M) energy center 2 y 0.183

Participant 3 Participant 4

Category Feature Weight Category Feature Weight

(B-M) fundFreq center 4 z 0.138 (B-M) correlation center 0.5 xy 0.074
(B/S-B) button code/histogram 5 0.094 (B/S-B) button code/histogram 18 0.040
(B-M) max preceding 4 y 0.091 (S-M) fundFreq z 0.040
(B-M) correlation succeeding 1 xz 0.083 (B/S-B) button code/histogram 22 0.034
(B/S-B) button code/histogram 27 0.070 (B/S-B) button code/histogram 6 0.033
(B-M) max preceding 2 y 0.067 (S-M) max y 0.031
(B/S-B) button code/histogram 13 0.059 (B/S-B) button code/histogram 5 0.028
(B-M) magnitudeFundFreq center 2 z 0.058 (B/S-B) button code/histogram 28 0.027
(B-M) correlation succeeding 2 xz 0.057 (B/S-B) button code/histogram 7 0.022
(B-M) fundFreq center 0.5 y 0.057 (S-M) range y 0.022
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Table 4. Top features for predicting participant identify in Household 2

Participant 1 Participant 2

Category Feature Weight Category Feature Weight

(B/S-B) button code/histogram 123 0.196 (B/S-B) button code/histogram 143 0.430
(S-M) correlation xy 0.195 (B/S-B) button code/histogram 142 0.393
(B/S-B) button code/histogram 115 0.172 (B-M) correlation succeeding 1 xy 0.136
(S-B) number of presses 0.136 (B-M) fundFreq center y 2 0.117
(B/S-B) button code/histogram 119 0.128 (S-M) min x 0.106
(B/S-B) button code/histogram 121 0.111 (S-M) energy x 0.093
(S-M) correlation yz 0.111 (B-M) range succeeding 2 y 0.089
(S-M) range x 0.102 (B-M) max succeeding 4 x 0.085
(B-M) correlation succeeding 2 xz 0.102 (B-M) max succeeding 2 x 0.085
(B-M) correlation center 1 xy 0.093 (B-M) var succeeding 2 y 0.085

Table 5. Top features for predicting participant identify in Household 4

Participant 1 Participant 2

Category Feature Weight Category Feature Weight

(B-M) fundFreq center 0.5 x 0.217 (B-M) fundFreq center 0.5 z 0.335
(B-M) energy center 4 z 0.184 (B/S-B) button code/histogram 118 0.306
(B/S-B) button code/histogram 181 0.165 (B/S-B) button code/histogram 174 0.237
(B-M) energy center 0.5 x 0.157 (B/S-B) button code/histogram 212 0.195
(S-M) correlation xz 0.153 (B-M) magnitudeFundFreq center 2 z 0.192
(B-M) energy center 0.5 z 0.151 (B-M) energy center 0.5 y 0.188
(S-M) var x 0.147 (B-M) energy center 2 y 0.179
(S-M) energy z 0.145 (S-M) min z 0.168
(S-M) range z 0.136 (B-M) magnitudeFundFreq center 1 z 0.162
(S-B) number of presses 0.125 (B-M) energy center 1 y 0.156

features. For the button-features, the code of the button press signal appears the
most, which indicates the habit of pressing certain button is a good indicator
of who is using the remote. For example, one TiVoTM user in the household
may avoid commercials with the skip-forward-30-seconds button while another
always presses the fast-forward arrow. Unsurprisingly, the session-level inter-
button-press histogram feature also shows up, indicating that the count and
sequence of button presses is also a good discriminator of users. The frequency
of pressing buttons are also distinguishing in some cases. Motion-features at both
the button-press-level and session-level are selected. In particular, the fundamen-
tal frequency, magnitude, and energy are reported several times, meaning the
shaking remote behavior is a distinctive pattern in some cases. The maximum,
minimum, and mean features are listed, showing the orientation of a remote
control can be somewhat indicative. In addition, windowing acceleration with
different types and lengths also helps. In general this analysis gives us reassur-
ance about the results since the selected features seem to match our intuitive
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Table 6. Top features for predicting participant identify in Household 5

Participant 1 Participant 2

Category Feature Weight Category Feature Weight

(B/S-B) button code/histogram 226 0.453 (B/S-B) button code/histogram 308 0.321
(S-M) correlation xz 0.255 (B/S-B) button code/histogram 227 0.153
(S-B) number of presses 0.200 (B-M) magnitudeFundFreq center 2 y 0.129
(B-M) var succeeding 4 x 0.167 (S-M) correlation 0.123
(S-M) variation x 0.155 (B/S-B) button code/histogram 159 0.105
(B-M) range succeeding 4 x 0.151 (B-M) range center 0.5 x 0.094
(S-M) range x 0.130 (B-M) range center 0.5 y 0.080
(B-M) fundFreq center 1 z 0.120 (S-M) correlation xy 0.078
(B/S-B) button code/histogram 148 0.114 (S-M) med z 0.076
(S-M) energy z 0.113 (B-M) range center 0.5 z 0.073

Participant 3 Participant 4

Category Feature Weight Category Feature Weight

(B/S-B) button code/histogram 308 0.191 (B/S-B) button code/histogram 152 0.399
(B-B) button press duration 0.137 (B/S-B) button code/histogram 151 0.352
(B-B) button signal repetition 0.132 (S-M) energy y 0.244
(B-M) magnitudeFundFreq center 1 z 0.076 (S-M) max z 0.219
(S-B) number of presses 0.072 (B-M) var preceeding 1 y 0.174
(B-M) range center 0.5 x 0.071 (B-M) energy center 4 x 0.173
(B-M) magnitudeFundFreq center 1 y 0.069 (S-M) var z 0.169
(B-M) magnitudeFundFreq center 4 z 0.065 (B-M) fundFreq center 1 x 0.164
(B/S-B) button code/histogram 227 0.053 (S-M) range z 0.161
(B-M) range center 2 x 0.050 (S-M) mean z 0.142

ideas about which features would be useful. Although it does not seem to be the
case that a particular subset of features is universally useful for all households,
from the results shown we can conclude that households members do have suffi-
ciently different behavior combinations such that machine learning methods are
able to find a unique feature subset and infer identity.

6.4 Button-Features versus Motion-Features

Tables 3, 4, 5, and 6 reveal a similar number of highly weighted button-press and
hand-motion features, which raises additional interesting questions: Do hand-
motion or button-press features contribute more to the overall accuracy? Are
button-press features alone sufficient to identify users? How does one type of
feature complement the other? To answer these questions we ran the experiments
again with only hand motion features and with only button press features. The
results are shown in Tables 7 and 8.

Table 7 suggests that for button-press-level classification, button-features alone
work as well or better than if motion-features are included. In fact, motion-features
seem to drag down the overall accuracy when combined with button-features. Us-
ing motion-features alone performs similarly to using all features. If this were the
end of the story, the conclusion would be to abandon the accelerometer hardware
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Table 7. Accuracy comparison with subsets of features of button-press-level identity
prediction

Household Accuracy with Accuracy with only Accuracy with only
all features motion-features button-features

1 70.96% 69.82% (↓) 77.58% (↑)
2 87.48% 85.90% (↓) 96.26% (↑)
3 83.61% 96.72% (↑) 87.70% (↑)
4 84.53% 85.61% (↑) 83.21% (↓)
5 66.45% 64.84% (↓) 74.11% (↑)

Table 8. Accuracy comparison with subsets of features of session-level identity pre-
diction

Household Accuracy with only Accuracy with only Accuracy with only
all features motion-features button-features

SVM M3N SVM M3N SVM M3N

1 61.79% 69.87% 58.52%(↓) 60.70%(↓) 57.86%(↓) 57.21%(↓)
2 90.32% 91.94% 86.29%(↓) 87.90%(↓) 90.32%(-) 92.74%(↑)
3 75.00% 78.57% 78.57%(↑) 78.57%(-) 75.00%(-) 78.57%(-)
4 81.11% 88.89% 77.78%(↓) 81.11%(↓) 63.33%(↓) 63.33%(↓)
5 61.18% 72.06% 54.12%(↓) 57.94%(↓) 43.24%(↓) 44.41%(↓)

and simply use a button press logger as the sole input to the classifier. However,
Table 8 shows that there is a different trend in session-level classification—we may
not want to give up the accelerometer quite yet. At the session level, only by using
both types of features can the system achieve top accuracy. In fact, using button-
features alone results in the lowest accuracy, sometimes by a significant margin
(except for household 2 where it merely holds even).

Why is this trend different from the one in Table 7? We made a hypothesis that
in button-press-level classification there might be more momentary deviation
in motion-features. Hence, they worsen the overall accuracy when combined
with button-features. In contrast, in session-level classification motion-features
are calculated in the span over several button presses, which smoothes out the
momentarily noise happened in the button-press level. The motion-features are
therefore more informative and contribute the overall accuracy in session-level
classification. We can also look at this from another perspective. The session-
level motion-features may reveal patterns of moving the remote while pressing
a series of buttons, which is less prone to having high variance.

7 Future Work

A potential confounding factor in our results, though not one we believe to be sig-
nificant, is that our accelerometer module did change the shape of participants’
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remote controls. Though we always attached the sensor module in a place where
it did not interfere with any of the normal hand positions, it may still have changed
our participants behavior in some way. Toward this end it would be beneficial in fu-
ture studies to shrink the acceleration module significantly and embed it inside the
void space in the remote’s plastic so the overall form of the remote is unchanged.

Though we are pleased with how well acceleration and button presses seem
able to identify users, there are many other features, sensors, and sources of
information that we would like to add to try and improve the accuracy. For
example, hand shape, detected using pressure sensors or capacitive field sensors,
may be a very good indicator of who is using the remote. Program guide infor-
mation is another potential source of input as different people in a household
may be attracted to different TV shows or categories of TV show. To test these
new sensors and ideas, we plan to follow this work with a longer study of least 8
families over more than 1 month. In this new deployment we will also evaluate
an application that makes use of this new personalization capability, specifically
a digital video recorder that can recommend TV programs to each household
member instead of the control case where recommendations are provided based
on the behavior of the entire household.

Television users are probably not willing to go through a training phase where
they repeatedly tell the system who is using the remote with each button press.
Therefore, our approach would be much more practical if we could apply semi-
supervised machine learning to the problem. Specifically, if we could automat-
ically cluster sequences of similar button presses and sessions we could reduce
the burden to the point where the user must only be infrequently prompted
to verify their identity to provide a training label for the machine learning. The
prompts would gradually decrease as the models improved. Even better would be
a completely unsupervised learning technique where, given the number of users
in a household, the system clusters and learns the models completely on its own,
perhaps learning the users’ names out-of-band by observing a login name (e.g.
when the user is making an online purchase) that correlates with a particular
cluster. Semi- and un-supervised learning are only possible if there are sufficient
distinguishing features in the data. In the future, we plan to test the feasibility
of these approaches on this type of data as well as study the tradeoff between
the labeling effort by users and the learning curve of the system.

8 Conclusion

We have built and evaluated the technologies to test the hypothesis that ac-
celerometers embedded in a television remote control can distinguish household
members based on the unique way each person wields the remote. Based on
real TV watching data collected from five households with 2-4 people of vari-
ous demographics in each household for 1-3 weeks we achieved user identifica-
tion accuracy of 70-92% by including both button press-level and session-level
features in a Max-Margin Markov Network (M3N) classifier. We analyzed the
feature selection finding that only 10-20 of the 372 features hold most of the
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distinguishing power for a given household and participant, but the actual fea-
tures vary somewhat by participant. We also found that button press features
alone (without motion data) work well in a simple classifier that triggers with
each button press, but to get the greater accuracy from inferring over longer
sessions, both button press and motion features are desirable.

Though more accuracy is always better, we believe our results are already suffi-
cient to enable useful TV personalization applications such as improved targeted
advertising and digital video recorders that provide program recommendations
per user instead of per device. Additional sensors, such pressure sensors or capac-
itive field sensor to detect users’ hand shapes, may boost accuracy even further
and a semi-supervised learning approach would make the system more deploy-
able. Ultimately, combining our approach with an existing heavyweight mecha-
nism such as login-password or secure biometrics could result in a complete TV
personalization system that is natural and invisible for everyday personalization
enhancements while supporting infrequent but authentication-critical situations
like financial transactions.
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Abstract. Many people experience difficulty recalling and recognizing infor-
mation during everyday tasks. Prior assistive technology has leveraged audio 
and video cues, but this approach is often disruptive and inappropriate in  
socially-sensitive situations. Our work explores vibro-tactile feedback as an al-
ternative that unobtrusively aids human memory. We conducted several user 
studies comparing within-participant performance on memory tasks without 
haptic cues (control) and tasks augmented with tactile stimuli (intervention). 
Our studies employed a bracelet prototype that emits vibratory pulses, which 
are uniquely mapped to audio and visual information. Results show interaction 
between performance on control and intervention conditions. Poor performers 
on unaided tasks improve recognition by more than 20% (p<0.05) when haptic 
cues are employed. Thus, we suggest vibro-tactile feedback as an effective 
memory aid for users with impaired memory, and offer several design recom-
mendations for integrating haptic cues into wearable devices. 

Keywords: Wearable computing, haptic interfaces, memory cues. 

1   Introduction 

Memory recall and recognition continue to pose a challenge for a variety of people 
during routine activity. Numerous wearable devices aid human memory retrieval with 
context-aware audio and video cues (e.g., [1, 2, 3]). However, these cues are disrup-
tive in environments that require acute visual or audio focus, and are often inappro-
priate in socially-sensitive situations. Haptic feedback is a discreet and unobtrusive 
alternative - it can be conveyed by a bracelet or anklet, minimizing audio and visual 
disruptions. Since interaction with haptic feedback as well as the device itself may be 
entirely concealed, tactile cues can be leveraged to assist users suffering from amne-
sia, Alzheimer’s disease, dementia and other functional memory impairments, without 
drawing social attention to their condition. 

We hypothesize that tactile cues can aid recall and recognition of visual or audio 
information. We present 4 studies which employ a wearable device that maps distinct 
haptic pulses to new concepts. When these concepts are re-encountered at a later time, 
corresponding cues are replayed. We find that high-performers on non-haptic tasks 
perform neutral or worse when assisted by cues. However, low-performers signifi-
cantly improve on recognition tasks when haptic cues are employed. 
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2   Prior Work 

Prior research has explored cross-modal priming for visual and haptic stimuli, where 
information was presented in one modality (e.g., haptically) and tested in another 
(e.g., visually). Ballesteros et al. have shown that people remember haptically pre-
sented stimuli after repetitive tactile exploration. Reliable haptic priming has been 
shown for adults, as well as healthy elderly and Alzheimer’s patients [4, 5]. Piateski et 
al. compared human recognition of vibro-tactile patterns applied to the hand and the 
torso, and concluded that torso-recognition is superior [6]. Since people are adept at 
retrieving haptic memories, we propose to explore multimodal priming where re-
trieval of video and audio concepts is assisted with haptic cues. 

Several user interfaces have leveraged haptic stimuli to direct attention and aid 
memory [7, 8]. Young et al. employed haptic cues (“taps”) to orient users’ visual 
attention to different quadrants on a screen [9], implying the possibility of cross-
modal links between haptic and visual attention. Wall, Brewster and Kildal have em-
ployed haptic feedback as memory “beacons”, enabling visually impaired users to 
mark points of interest on tactile displays and navigate by recognizing the ‘beacon’ 
pulses [10]. The Multimodal Collaboration Environment for Inclusion of Visually 
Impaired Children (MICOLE) project employed ‘tactons’ in memory games where 
visually impaired users were presented with vibro-tactile pulses and, at a later time, 
asked to identify which pulses they have experienced before [11].  While prior work 
leveraged haptic feedback in the context of attention, navigation or memory games for 
visually impaired users, we hope to explore the effectiveness of vibro-tactile cues as a 
memory aid for people who experience memory difficulties during everyday tasks. 

3   Wearable Haptic Feedback Device 

We envision a context-aware wearable device that augments human memory with 
haptic cues. To this effect, a prototype of the wearable device has been implemented 
using a small vibratory motor. This motor is integrated into a bracelet (Fig. 1), pow-
ered by an external Atmel AVR microcontroller [12] board, although the final instan-
tiation of the device would be controlled wirelessly. Distinct pulse signatures are 
produced by varying the motor speed, pulse length, and frequency. Each pulse is 
encoded by analogue signals, ranging from 0-255, with perceptible motor speeds 
starting at 120 (effectively, no pulse below the analogue signal of 120).  

 

  

Fig. 1. Vibratory motor integrated into a bracelet to serve as a haptic feedback device 
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Table 1. Example pulse encodings, durations and descriptions 

Encoding (100 ms segments) Description Duration (ms) 

120,0,120 Short pulse, pause, short pulse 300 

120,140,160,180,200,220,240 Continuously increasing long pulse 700 

120,120,120,0,0,0,255,255,255 Soft pulse, pause, strong pulse 900 

4   Methodology 

We developed several user studies to validate our hypothesis that tactile cues can aid 
recall and recognition of visual and audio information. Our studies focused on 4 dif-
ferent challenges for human memory: blending (combining multiple distinct concepts 
into one) [13], auditory recognition, visual recognition, and free recall. Blending oc-
curs when people confuse (“blend”) aspects of different objects or locations into one 
seemingly familiar concept, most notably, during witness accounts in court proceed-
ings. Poor auditory memory poses a challenge for a wide range of common tasks such 
as foreign language learning or following vocal instructions. Similarly, visual recog-
nition is crucial, for example, in remembering faces or geographic locations. Finally, 
free recall ability influences retrieval of itemized information such as tasks from a to-
do list, important dates, events, or phone numbers. 

In order to evaluate the effects of a wearable haptic feedback device on the mem-
ory challenges outlined above, we conducted four user studies, each lasting for ap-
proximately 15 minutes. Each study consisted of three parts: 

(I) Training Phase: Participants were presented with several distinct visual or au-
dio stimuli, one at a time for five seconds each. 

(II) Pause: Participants were given a distraction task of reading and rating three 
comic strips. This pause ensured that our experiments were not obscured by 
variance in short-term or working memory capacity.  

(III) Test Phase: In this final phase, participants were asked to recall the concepts 
they were presented in phase I. Answers and response times were recorded. 

Participants were asked to wear the haptic feedback device on their dominant hand. 
Participants in each study performed two versions of the tasks: control (without any 
haptic feedback), and intervention (with haptic feedback). To account for learning 
effects, the order of the control and intervention tasks were counterbalanced within 
and across participants. In the intervention tasks, a unique haptic pulse was played 
twice as each concept was presented in Phase I. During recognition tasks in Phase III, 
pulses were replayed when subjects were asked to recognize corresponding concepts. 
In recall tasks, participants had the option to replay the pulses multiple times.  

Participants were recruited through the CMU Center for Behavioral Decision Re-
search and compensated $10 upon completion of the study. Subjects  (mostly graduate 
students) were not prescreened for memory impairments. The majority participated in 
all four studies, although several subjects skipped some studies due to time constraints 
and the non-Chinese language prerequisite for the audio study. Although the task 
order was randomized, and haptic cues were not reused between tasks, an interference 
effect is nonetheless possible among different haptic stimuli.    
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Haptic Cues and Blending 
(24 participants, 15 male, 9 female, ages 21-65) 
To determine whether haptic cues reduce blending, we implemented a shape-color 
recognition test. During phase I, subjects were shown 7 shapes of varying color, filled 
or hollow. The test phase presented 7 multiple-choice questions that showed three 
images - one familiar shape and two never-before-seen shape-color combinations. 
Participants were asked to identify which image they had seen before. During non-
control tasks, haptic pulses associated with the familiar shapes were played. 
 
Haptic Cues and Auditory Recognition 
(20 participants: 12 male, 8 female, ages 21-65) 
Non-Mandarin speaking participants listened to 5 Mandarin phrases, each repeated 
twice, while viewing the English translation. During the test phase, a Mandarin phrase 
was played while participants were shown an English translation and asked if it corre-
sponded to the phrase. Each phrase was tested twice – once with a real translation and 
once with a translation that corresponded to another phrase in the set (10 total pairs). 
 
Haptic Cues and Visual Recognition 
(22 participants: 16 male, 6 female, ages 21-65) 
Participants were shown 5 black and white portraits from the AT&T face database 
[14], and a name associated with each face. In phase III, subjects were shown a por-
trait-name pair, and asked if the name matched the face. Each picture was tested twice 
– once with the correct name, and once with a name belonging to a different face in 
the set (10 pairs total). For non-control tasks, haptic pulses corresponding to faces 
were played for both correctly and incorrectly matched name tasks. 
 
Haptic Cues and Free Recall 
(24 participants: 16 male, 8 female, ages 21-65) 
We implemented a free recall test based on the Ebbinghaus nonsense syllable experi-
ment [15]. In the control phase, participants were shown 7 nonsense syllables for 4 
seconds each, for example “hik” or “lup”.  During the test phase, participants were 
asked to type in the syllables they could remember. In the test phase of the interven-
tion study, subjects had the option to replay cues from the training phase.  

5   Results 

Tactile feedback led to a marginally significant 11% improvement in audio phrase 
recognition (p = 0.0753). There was no strong effect for face or shape recognition. 
Furthermore, haptic cues hurt free recall by an average of 20% (p = 0.0094). 

Although haptic feedback did not have a strong positive main effect, our data 
shows significant interaction between subjects’ baseline performance and the effects 
of the intervention for the recognition tasks. To examine these effects, we label par-
ticipants who perform above average on unaided control tasks as high performers and 
subjects who perform below average as low performers. Low performers were sig-
nificantly better at all three recognition tasks when haptic cues were employed, while 
high performers did not show improvement or performed worse. 
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Fig. 2. Performance on shape, face, and audio recognition tasks with haptic cues interacts with 
performance on the control tasks (p<0.001, p<0.001, p=0.0239 respectively). Free recall shows 
no significant interaction, as both types of users performed consistently worse. with cues. 

A 2-way Anova regression analysis was used to determine the interaction between 
control-level performance and performance on haptically-aided tasks. For each study, 
participants were classified as high or low performers based on the portion of control 
(non-haptic) memory tasks they completed correctly. Task condition (control or inter-
vention) and performer type (high or low) were treated as independent factors. Sig-
nificant interaction effects were found for all three recognition tasks (Fig. 2). 

Fig. 3 juxtaposes the effects of haptic cues on low performers for each of the four 
memory tasks. Low performers showed an average improvement of 27% (p<0.001), 
23% (0<0.0064), and 24% (p=0.0062) in face, shape and audio tasks respectively. 
Conversely, the average accuracy of high performers dropped by 16%, (p=0.018) and 
18% (p=0.02) on the face-recognition and free recall tasks when haptic cues were 
employed. There was no significant difference in the audio and shape recognition stud-
ies for high performers, although the averages dropped by 4% and 10%.6 Discussion 

High performers often performed worse on tasks that included haptic cues. Anec-
dotally, several participants felt that the haptic cues were ‘distracting’. It follows that 
some subjects were unable to concentrate on the memory tasks while attending to the 
haptic cues. In part, this cognitive overload stems from the crude nature of our proto-
type.  The vibratory motor did not allow for fine-grain control of speed or frequency, 
making some pulses ‘too intense’. Furthermore, haptic feedback did not adapt to  
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Fig. 3. Low performers showed improvement for all three recognition tasks with haptic cues 

perceptual differences across participants, and consequently, some subjects were 
unable to accurately distinguish between pulses.  

Free recall task performance was significantly lower with haptic cues, for most 
subjects. While recognition relies on perceptual memory where priming occurs sub-
consciously, free recall is influenced by declarative memory, which requires con-
scious, semantic processing [16, 17]. Hence, effective declarative memory cues must 
have semantic meaning that ties to the underlying concept. The haptic pulses em-
ployed in our study, however, were randomly assigned to nonsense syllables without 
semantic correlation. While non-semantic feedback successfully aided perceptual 
tasks such as visual and audio recognition, it failed for free recall, which hinges on 
explicit semantic memory.  This explanation is consistent with participants’ com-
plaints about being unable to associate pulse frequencies and durations with specific 
letters of the syllables. Moreover, since participants were not screened by native lan-
guage, semantic correlations between syllables may have been established based on 
subjects’ linguistic backgrounds. 

Our results suggest that high performers on non-haptic tasks perform differently 
from low performers on recognition tasks that are augmented with haptic cues. This 
interaction effect may be caused by a difference in cognitive processing and attention 
systems between high and low performers. Prior analysis of fMRI data implies that 
attention control systems vary between people with different working memory capaci-
ties [18]. Furthermore, people with good recognition of studied concepts show  
different event-related brain potentials (ERP’s) than poor-recognizers [19]. Given this 
variance in attention and retrieval systems, the effectiveness of haptic cues may corre-
late with working memory capacity. 

Since haptic cues benefitted participants with below-average performance on unas-
sisted memory tasks, we propose haptic feedback as a memory aid for people with 
poor or impaired memory. It is not uncommon for memory-enhancing treatments to 
target poor performers while having neutral or negative effect on above-average  
subjects. For example, sabeluzole, a memory enhancing drug, has been shown to 
effectively improve consistent long-term retrieval in poor performers (below 50% 
long-term retrieval baseline), while having no effect on high-performers [20].  
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Furthermore, dextroamphetamine, a neurophysiologic inhibitor, has been shown to 
improve working-memory load only for participants with low baseline memory  
capacity, while worsening the performance of above-baseline participants [21]. Simi-
larly, our data supports the use of haptic feedback as an assistive technology for low-
performance participants.   
 
Future Work – Improving Haptic Cues 
We postulate that the adverse effects of haptic feedback can be attributed, in large, to 
a cognitive overload. Future work can focus on eliminating this effect through a re-
fined implementation of the haptic feedback device. A more fine-grained motor or 
higher-resolution haptic display can offer more subtle cues. Moreover, an adaptive 
device can adjust intensity and frequency according to individual differences in per-
ception. More importantly, however, the final wearable device must be context-aware 
and provide cues only in situations when the user is not suffering from cognitive over-
load. Since randomly assigned haptic cues proved detrimental for performance on 
free recall, an alternative approach could allow users to ‘create’ their own cues. That 
is, people may associate semantic meaning with different types of pulse signatures to 
aid personal recollection of declarative concepts.  

6   Conclusion 

We proposed haptic cues as an approach for improving human memory. While our 
user studies failed to validate haptic feedback as a universally effective aid for recall 
and recognition, we found significant interaction between performance on tasks with 
and without haptic cues. Poor performers improved by 20% or more on recognition 
tasks that were augmented with tactile pulses. It follows that vibro-tactile displays 
wield significant implications in the domain of assistive technology for memory-
impaired users. As a ubiquitous, context-aware wearable device, haptic feedback has 
the potential to aid a multitude of people in overcoming memory challenges during 
everyday tasks. 
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Abstract. More and more personal devices such as mobile phones and multi-
media players use embedded sensing. This means that people are wearing and 
carrying devices capable of sensing details about them such as their activity, lo-
cation, and environment. In this paper, we explore privacy concerns about such 
personal sensing through interviews with 24 participants who took part in a 
three month study that used personal sensing to detect their physical activities. 
Our results show that concerns often depended on what was being recorded, the 
context in which participants worked and lived and thus would be sensed, and 
the value they perceived would be provided. We suggest ways in which per-
sonal sensing can be made more privacy-sensitive to address these concerns. 

1   Introduction 

Personal devices with embedded sensing are becoming pervasive. GPS units are pre-
sent even in midrange mobile phones, and with the popularity of the iPhone and simi-
lar multimedia-oriented devices, accelerometers and proximity sensors are quickly 
moving into the consumer mainstream. Incorporating sensing into such personal, 
mobile devices enables a range of compelling applications, from location-based ser-
vices—getting a restaurant recommendation near the user’s current position, for ex-
ample—to real-time detection of the user’s physical activities.  

However, having sensors embedded in devices that users wear or carry with them 
all day, every day can also be problematic. For example, having one’s location con-
stantly sensed can enable an unwanted person to learn where and when a user spends 
her time. Such information could potentially enable stalking or other types of criminal 
activity. In addition to such security considerations, people may simply be uncomfort-
able with others knowing their location, or even with their location being sensed in 
the first place. Mobile applications such as the Audio Loop [3], which continuously 
record raw audio, also raise concerns and introduce issues around how (or even if) to 
obtain consent to be recorded from others whose data might be captured by the user’s 
device [5]. Such concerns could affect the adoption and use of devices that embed 
sensing and introduce problems into social relationships.  

The usefulness of continuous sensing to enable a wide range of applications on the 
one hand and the potential privacy and security issues that accompany sensing on the 
other, raise a design challenge for pervasive computing researchers. That is, how can 
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we design such systems so that they use sensing when and where it is needed while 
respecting the privacy and comfort of users and others who may be monitored?  

In this paper, we address this question by describing results from a study where 24 
participants who used their mobile phone and a personal sensing device to track their 
physical activities for three months were interviewed about their reactions to and 
speculations about personal sensing in everyday contexts. As part of the study’s exit 
interviews, participants were asked about any concerns they had with the sensing that 
was employed during the study and to speculate about other sensors that could be 
added to improve the system’s activity inference capabilities. Our results reveal that 
privacy concerns varied greatly depending on what the sensor was recording, the 
context in which participants worked and lived and thus would be sensed, and the 
value they perceived in the capabilities that would be enabled. Participants often 
weighed the intrusiveness of what was being monitored about them and potentially 
others with whom they come in contact against perceived application benefits. If the 
latter were not seen as compelling enough, users would reject the use of sensing. 

In what follows, we describe our method, results, and discuss implications of the 
results for the design of everyday personal sensing technologies. We then review 
related work and conclude.  

2   Method 

The data presented in this paper come from the exit interviews from a three-month 
field study of the UbiFit system which used mobile technology to encourage physical 
activity. Results that focused on how the system affected awareness and behavior 
related to physical activity and the effectiveness of the persuasive elements of the 
system have been presented elsewhere [2]. In this paper, we present results on partici-
pants’ reactions to the sensors that were used during the study and other sensors that 
we were considering for a future version of the system to improve its activity infer-
ence capabilities. We describe the participants and our interview method below. 

Twenty-eight people (15 female, aged 25-54), recruited from the Seattle metropoli-
tan area’s general public by a market research agency, participated in our three-month 
field study of the UbiFit system. The participants represented a range of professions, 
including real estate agent, personal care assistant, psychologist, teacher, comedian, 
public relations specialist and others. Twenty-four (14 female) participants took part 
in the sensing portion of the exit interview. The sensing questions were not asked of 
the remaining four because of time constraints.  

During the study, 15 of the 24 participants wore a fitness device that used a 3-D 
accelerometer and a barometer to automatically infer walking, running, cycling, stair 
machine, and elliptical trainer activities. The remaining nine participants manually 
kept track of their physical activities using a journal on their mobile phones; partici-
pants who wore the fitness device also used the phone journal to record activities that 
the device was not trained to detect (e.g., swimming, yoga). Toward the end of the 
exit interview, we asked participants how they thought the fitness device inferred 
activities, and then explained to them how it did so. As part of our explanation, we 
provided a printout of the accelerometer and barometer data for three types of activi-
ties—sitting, walking, and running—to illustrate how the device could distinguish 
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different activities. We then asked if they had any concerns about this data being 
recorded about them all day, every day and stored on their phones and, potentially, on 
a companion web site (which was not part of the study, but was something we were 
considering adding in future work).  

We then suggested potential improvements, including providing flexibility on 
where the device could be worn (for the study, it had to be worn on the waistband), 
improving the accuracy of activity inference, inferring more information about activi-
ties, and inferring more types of activities. After getting participants’ feedback about 
the usefulness of the suggested improvements, we explained that to implement the 
improvements would require the use of additional sensors, and we wanted to get their 
reactions to two sensors we were considering: (1) GPS and (2) a microphone. For 
each, we asked if the participants were familiar with the sensing technology and ex-
plained what it recorded and how it could be used to make the improvements. We also 
showed the participants a map of a run, along with the distance, elevation, and pace 
information for the run that was derived from GPS data. We then asked the partici-
pants to speculate on how they would feel about the sensors running all day, every 
day on their device, as the accelerometer and barometer had done in the study.  

After they shared their initial thoughts, we probed about the implications of using 
the sensors. To ensure that the trade-offs were fully weighed, for people who were 
positive about the sensors, we brought their attention to possible concerns, and for 
people who were concerned, we pointed out the benefits that the sensors would en-
able. In addition, we suggested that the system would not have to keep the raw sensor 
data indefinitely, but could instead only maintain a small window of sensor data 
needed to calculate higher level measures such as distance and pace, after which the 
sensor data could be discarded. Finally, for audio, we noted that we might not need 
raw audio, but could record only certain frequencies within the audio stream that were 
needed for the inference. Such filtered audio would not contain enough information to 
ever reconstruct the content of a conversation, although an audio expert still might be 
able to determine that a conversation took place, how many people participated, what 
their genders were, and the general emotional tone of the conversation (e.g., whether 
it was an argument, a happy conversation, and so on). To clarify this idea, we played 
two audio recordings of the same nine second clip of a conversation between two 
males. One clip was raw audio, recorded by a microphone that was worn the same 
way the fitness device was worn for the study (i.e., clipped to the waistband). The 
other clip was the same recording, filtered to remove the unnecessary frequencies as 
described above [9]. We then asked participants how they felt about the filtered audio 
versus the raw audio and if and for how long they would be comfortable keeping that 
type of audio recording.  

Interviews were audio-recorded and transcribed. The interview data was analyzed 
using open coding, a standard method of analyzing qualitative data.  

3   Results 

In what follows, we discuss how participants’ reactions varied for different types of 
sensors, their speculations on data retention, the context in which the participants 
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were likely to use the system, and the value that the participants saw in the functional-
ity that the use of the sensing would enable.  

3.1   Reactions to Different Sensor Types 

Not surprisingly, participants reacted differently to the different types of sensors. 
None of the participants had any concerns about the accelerometer and barometer—
the two sensors that were used during the field study. The participants did not con-
sider this data to be particularly sensitive, and therefore had no problem with these 
sensors recording all day, every day, and for the data to be stored indefinitely on their 
mobile phone or on the fitness device. In addition, all participants who expressed 
wanting a companion fitness web site had no problem with the raw accelerometer and 
barometer data being stored there as well.  

Reactions to GPS were more mixed. Unlike the accelerometer or barometer data, 
participants tended to think of the GPS data as being sensitive. 42% (14 of 24) of the 
participants had concerns about GPS being recorded all-day, every day. Concerns 
ranged from physical security—someone might get hold of the data and be able to 
figure out where the participants live or where their children go to school—to simply 
thinking that it was “creepy” or “big brother”-like. One participant commented that he 
does not like technologies that “show where a human is exactly” {Participant P3} and 
another one commented, “I don't know about that…it can tell where you live 
and…that might be a little bit too much” {P22}. When asked why GPS was different 
in terms of “being tracked” than the accelerometer, one participant explained that with 
the accelerometer “it’s not as specific, so the accelerometer isn’t going to say that she 
is at <the intersection of> First and Pine” {P22}. Nine of the 14 (64%) participants 
who were open to having the GPS data remain on their mobile phones also did not 
mind having the data stored on a companion web site.  

Reactions to the raw audio were nearly unanimously negative. Only two of the 24 
participants (8.3%) would consider a microphone that continuously recorded raw 
audio. Other participants adamantly replied that they were not willing to be recorded 
all the time, that they were uncomfortable being watched all the time (being recorded 
felt “Big Brother-ish” {P25}, “I think I would feel too watched and too listened to” 
{P22}), and even if they did not have a problem with being continuously recorded, 
they did not feel that it was okay to record those with whom they came into contact.  

Recording audio in just the frequencies needed for activity inference was more ac-
ceptable. 25% (6 of 24) of the participants were willing to use the filtered audio and 
keep the data on their phones indefinitely (although only three were willing to upload 
this data to a companion web site). However, most participants remained uncomfort-
able. They simply found any audio recording to be too intrusive. The two most fre-
quent classes of concern were 1) it made some participants feel as though they were 
being watched, and 2) even the filtered audio was seen as containing data that was too 
sensitive. One participant commented that “I mean, even filtered, just I don't know. I 
would feel too exposed, but with this device [with just the accelerometer and barome-
ter], I could care less” {P22}. Another commented that filtered recording “still just 
has that Big Brother effect to it” {P27}. Regarding the sensitivity of the information, 
one participant commented that someone could still determine if you were with 
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someone else, and another that the number of people in the conversation and its emo-
tional tone were still “a substantial amount of information” {P2}. 

3.2   Data Retention  

In some cases, concerns about seemingly invasive sensors could be mitigated by 
changing the length of time that data were retained. While nearly half of the partici-
pants were unwilling to use GPS if the raw data (e.g., the latitude and longitude coor-
dinates) were kept, all but one participant were willing to use it if the raw data were 
kept only for as long as was necessary to calculate the characteristics of detected 
physical activities (e.g., distance or pace of a run), and then promptly discarded. The 
exact length of the data window that the participants thought was acceptable varied, 
but most who wanted data purging thought that retaining one to 10 minutes of raw 
data at a time, unless a physical activity is being detected, was reasonable.  

We found similar results for audio. A sliding data window of no more than one 
minute at a time of raw audio data was acceptable to 29% (7 of 24) of participants, 
although the majority (71%) found recording of any raw audio too invasive. Filtered 
audio fared better, however. If only a 10 minute sliding window of filtered audio was 
being saved, except for times when a physical activity is being detected, 62.5% (15 of 
24) of participants were willing to use the microphone to get better activity detection. 

3.3   Influence of Context of Use on Sensor Acceptability 

Participants who worked in environments that required confidentiality unanimously 
objected to all forms of audio recording. When the use of a microphone was brought 
up, one participant explained that “at work I'm privy to sensitive information that 
other people can't hear” {P1}. Having a recording device of any sort was seen as 
completely unacceptable in that context, even if the audio was being continuously 
purged, often for fear that the device would be somehow compromised. Another  
participant, a psychologist, said that even the filtered audio contained too much in-
formation to be acceptable to use in patient consultations. She was afraid that such 
recordings could be subpoenaed in a potential legal case involving a patient, and that 
the risk was just not worth it. Even one of the two participants who would have been 
open to raw audio recording realized that his place of work would not have been okay 
with it, making the use of raw audio recording untenable for him. 

The acceptability of using and storing GPS data was judged in a similar way. One 
participant commented that having data that shows where one is going makes her 
“super uncomfortable” since she has had friends with “really controlling husbands,” 
who would abuse such information {P3}. Another worked at “a confidential site” 
{P15}, and was concerned that someone could get access to the location data that he 
deemed confidential. GPS was generally more problematic for women who tended to 
feel more vulnerable than the men did. The characteristics of the context in which a 
sensing system would be used, such as the confidentiality requirements of a work-
place, or the perceived vulnerability of the user—strongly influenced how the sensing 
technology was judged. 
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3.4   Value of Sensing-Enabled Applications 

How much value participants perceive the data would provide was a factor in how 
they evaluated the acceptability of different types of sensors and data management. 
Runners who wanted to have maps of their running routes so they could plan future 
workouts were more willing to retain raw GPS data than were runners who did not 
think that those maps were particularly valuable. The latter group wanted to calculate 
the higher level information about their runs—the pace, distance, and elevation 
changes—but preferred not to keep the location information. Similarly, the psycholo-
gist reasoned that while she would really like the fitness device to automatically de-
tect more types of activities, the risk and discomfort that any form of audio recording 
brought up for her far outweighed the benefit. She preferred to keep the device as it 
was and to continue to journal anything else manually. Another participant, who saw 
an additional benefit in the filtered audio (i.e., using the data to get feedback about her 
emotional reactions in different social situations such as being on a date), ultimately 
determined that she would not use it as she would feel obligated to explain to the 
people with whom she interacted that and how they were being recorded, and that 
would have been too complicated. Even though she found this emotional feedback 
idea really appealing, its value was not high enough to justify the potential harm it 
could do to her personal relationships.  

The usefulness of a map of a run, the decrease in burden by having activities in-
ferred automatically, and the value of other anticipated applications of the data such 
as emotional feedback, were weighed against other factors—legality, intrusiveness, 
and social etiquette—to determine whether the form of sensing needed to enable the 
desired functionality was deemed acceptable. If the benefits were not seen to clearly 
outweigh the perceived costs, the sensing method was rejected. 

4   Discussion 

The acceptability of personal sensing is a result of making trade-offs between the 
perceived value of an application and the costs—legal, social, and psychological—
that the user perceives given the context in which she lives and works. While some 
researchers have argued that over time, changes in legal policy and social contract 
will decrease privacy concerns (e.g., [3]), it is unknown how far-reaching such 
changes are likely to be. For instance, many of the privacy issues raised in Warren 
and Brandeis’s classic 1890 paper [8] remain relevant today. Moreover, there are 
clearly situations—such as attorney-client and doctor-patient interactions—where the 
need for confidentiality and privacy will not go away. Enabling users to make privacy 
trade-offs in an informed, educated way will be a key task for designers of sensor-
enabled personal devices. 

Our results suggest at least three ways in which the acceptability of sensing can be 
increased, while respecting privacy. First, sensor data should be saved only when 
relevant activities are taking place. Results for both GPS and audio revealed that con-
tinuously purging the raw data increased user acceptance of both sensors. Second, 
whenever possible, a system’s core functionality should be based on minimally-
invasive sensing. The users can then be given a choice to decide whether to enable 
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additional functionality that might require more invasive sensors. Physical activity 
detection, much of which can be done with a simple 3-D accelerometer, is a good 
example of a domain where such graded sensing could be implemented. And third, 
researchers should explore ways to capture only those features of the sensor data that 
are truly necessary for a given application. This means, however, that sensor systems 
might need to have enough computational power to perform onboard processing so 
that each application that uses a sensor can capture only the information that it needs.  

We also note that users can make informed privacy trade-offs only if they under-
stand what the technology is doing, why, and what the potential privacy and security 
implications are. Building visibility into systems so that users can see and control 
what data is being recorded and for how long supports informed use. Determining 
how this can best be done is a difficult, but important, design challenge.  

5   Related Work 

In their work on the Audio Loop, a memory aid that continuously records a sliding 
window of 15 minutes of raw audio, Hayes et al [3] found that while over half of the 
participants in their lab study raised privacy concerns, the four participants in a field 
study were positive about the system. At least two reasons could explain why our data 
indicate lower acceptance of raw audio recording than Hayes et al found in their field 
study. First, the systems are different, and participants may have therefore valued 
their functionality differently. While the benefit of improving the physical activity 
inference in our system often did not warrant the use of invasive sensing, the Audio 
Loop’s functionality might have been perceived as being valuable enough. Addition-
ally, the core functionality of our system used sensors that did not raise privacy con-
cerns; rather, the more invasive sensing would have been used to improve the func-
tionality. Second, it is unclear if Hayes et al’s participants encountered the types of 
confidential situations that were common for participants in our study. This potential 
difference in the context of use—what Hayes et al [4] call social knowledge affecting 
privacy perceptions—might explain why our results are different.  

Iachello & Abowd’s [6] proportionality method offers a design method aimed at 
ensuring that privacy is taken into account throughout the design process. Our data 
support their emphasis on desirability—making sure that the system’s value makes 
any privacy compromises acceptable—and offer specific ways (e.g., graded sensing 
and sensor data filtering) to achieve design appropriateness and adequacy. 

Nguyen et al [7] looked at people’s responses to everyday tracking and recording 
technologies (TRTs), and found that people were highly concerned about privacy 
issues in the abstract but were simultaneously unconcerned with the TRTs of every-
day life.  They argue that familiar technologies provide known benefits and that risk is 
more abstract, rarely having been experienced.  Their findings suggest that for users 
who already carry the sensors on a device they own (e.g., a GPS enabled phone), they 
may be more willing to adopt the services.  Hayes et al [4] emphasize the role of us-
ers’ experiences in shaping privacy perceptions of new pervasive systems. 

Finally, Beckwith & Mainwaring [1] found that users’ privacy concerns depend on 
their understanding of the technology they are using. Making good privacy decisions 
is difficult if the technologies are poorly understood. The high level of concern with 
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GPS and audio that we found in this study is likely due to the higher level of under-
standing that the participants had about these technologies.  

6   Conclusion 

This paper examined user reactions to four different types of sensors—accelerometer, 
barometer, GPS, and microphone—that can be used to infer physical activities. The 
reactions were obtained in interviews after 24 participants had used a mobile phone 
and/or personal sensing device to track their physical activity for three months, 
grounding their reactions and speculations in real world use. We found that what data 
is sensed and recorded, the context in which the sensing takes place, and the perceived 
value provided by the sensed data influenced the privacy trade-offs participants were 
willing to make. We suggest that conservative recording and data retention policies, 
graded functionality, and giving users visibility and control over which sensors are 
used could help with the adoption of systems that use continuous personal sensing. 
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Abstract. Emerging pervasive computing technologies present many opportu-
nities to aid ad-hoc collocated group collaboration. To better understand ad-hoc 
collaboration using pervasive technologies, or Pervasive Collaboration, a de-
sign space composed of three axes (composition granularity, sharing models, 
and resource references) is outlined, highlighting areas that are only partially 
covered by existing systems. Addressing some of these gaps, Platform Compo-
sition is a technique designed to overcome the usability limitations of small 
mobile devices and facilitate group activities in ad-hoc environments by  
enabling users to run legacy applications on a collection mobile devices. The 
associated Composition Framework prototype demonstrates a concrete imple-
mentation that explores the applicability of existing technologies, protocols, and 
applications to this model. Overall, Platform Composition promises to be an ef-
fective technique for supporting collaborative work on mobile devices, without 
requiring significant changes to the underlying computer platform or end-user 
applications. 

Keywords: Pervasive technologies, ad-hoc collaboration, mobile devices, re-
source sharing, platform composition. 

1   Introduction 

Collocated collaboration is a highly dynamic and social activity where groups of 
people share information and create shared artifacts. Pervasive Collaboration enables 
users to share information using highly mobile and capable pervasive computing 
technologies such as smart phones, Mobile Internet Devices (MIDs), laptops, and 
large-screen displays. For example, the wealth of devices commonly found in  
corporate meeting environments could be used to enable more interactive group  
presentations. Studies of specific collaborative applications such as gaming [33], 
photo-sharing [4], and general file-sharing [35], detail how such platforms enable new 
collocated experiences for specific applications. However, in order to support a wide 
range of devices and generalized applications, collaborative middleware solutions 
have spanned a diverse design space consisting of collaboration granularity, sharing 
models, and resource referencing, leading to a number of different supporting mid-
dleware solutions.  
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Platform Composition is a technique that integrates standard computing compo-
nents to support effective collaborative work by wirelessly combining the most  
suitable set of resources available on nearby devices. It is particularly well suited for 
ad-hoc tasks on wireless mobile devices such as laptops and advanced mobile phones: 
seamlessly incorporating fixed infrastructure such as projection displays. While these 
devices are becoming pervasive, their small form factors often impose usability chal-
lenges for supporting collocated group work. Composing devices enables them to act 
as a unified platform, enabling users to more easily overcome their individual limita-
tions. The Platform Composition concept specifically refers to connecting devices 
together using standard distributed network protocols in such a way that existing 
familiar applications can be run unmodified. For example, it could be used to combine 
the file shares and displays of two laptops in order to run a standard application like 
Photoshop, enabling two users to more easily collaborate. This concept builds on the 
general notion of composition tailorability [34], but focuses on adapting the support-
ing computing platform, instead of changes to the end-user applications.  

In order to understand how commonly available platforms and services support the 
general concept, the Composition Framework prototype provides a specific imple-
mentation of Platform Composition along with the user interface necessary to invoke 
standard platform services. By design, it is orchestrated around utilizing existing stan-
dards to support familiar applications on ad-hoc sets of devices. Although the under-
lying services and protocols used to share data among devices are not themselves 
new, the system instead focuses on the centralization and coordination of the sharing 
process.  Experience with the Composition Framework highlights the efficacy of 
Platform Composition and informs a discussion of how existing systems can be modi-
fied to better support mobile ad-hoc collaboration.  

The key contribution of this work is a focused understanding of how pervasive tech-
nologies can be used to support small-group collocated collaborations. The Composition 
Framework is the implementation of the Platform Composition concept, which is de-
signed to support Pervasive Collaboration. Each of these three aspects provides an 
individual contribution to understanding pervasive collaboration applications: 

Fig. 1. A Platform Composition showing the logically composed platform created out of the 
display and storage services from each user’s individual device 

Composed 
Platform 
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1. The Pervasive Collaboration Design Space gives a concrete structure within 
which to understand how different pervasive technologies support collaboration. 

2. The Platform Composition concept addresses several gaps in the pervasive col-
laboration design space by allowing the creation of dynamic ad-hoc collaborative 
device ensembles that support interaction using familiar applications. 

3. The Composition Framework prototype highlights how existing services can be 
adapted to support collaboration as well as provides a system from which to col-
lect observations on how users relate to the system. 

1.1   Motivating Scenario 

In the following detailed scenario, depicted in Figure 1, motivates Platform Composi-
tion by describing how a few friends meet in a café to create a birthday slideshow for 
their friend Kim: 
 

Sam arrives first and starts to create a slideshow on his laptop adding some 
text and using some images he has on his system. By the time Julia arrives, he 
has a basic slideshow put together. To see his work, Julia mirrors Sam’s display 
onto her laptop. She immediately thinks of a couple of funny captions she wants 
to include and adds the text while Sam discusses the images he selected.  

 

Julia mentions that on the bus ride over she had spent some time browsing 
through her photo collection and found a couple of additional images to include. 
She shares her file collection with Sam’s computer and uses the shared display 
to show him the specific images she wants. Sam nimbly drags and drops the pic-
tures into the document from the shared folder.  

 

At that point, Martin, a mutual friend, enters the café and stops by to say 
‘Hello.’ He sees them working on the slideshow and realizes he has a great im-
age in his email they could use. Using his Mobile Internet Device, he browses 
though his inbox, to find the image. They connect their clipboards together, al-
lowing them to copy/paste the images between devices, both into the document 
Sam is working on and into Julia’s personal collection. 

Fig. 2. Example sharing setup for the introductory scenario, showing how display, storage, and 
clipboard can be shared among mobile devices to form a composite collaborative working 
environment utilizing a variety of applications  

Display 
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Image Browsing 
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Slideshow Editing 
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Sam and Julia continue working on the document as Martin goes off to order 
his coffee. Julia feels that some of the images need a little editing: Sam makes 
his file share available to her, and she uses an image editing application on her 
machine to touch-up the photos. All done, they put their systems away and head 
off to Kim’s birthday party, implicitly disconnecting their shared services. 

 
In this scenario, Sam, Julia and Martin compose their systems to create a logical 

aggregate platform using several different platform-level services, highlighted in 
Figure 2. They dynamically shift between sharing their display, file storage, and clip-
board between their computers in order to accomplish their task as a group. Further-
more, they use a collection of standard applications to edit the main document, share 
personal content, and edit individual images using different resources from all three 
individuals’ devices. 

Currently, such interactions are problematic due to the numerous steps needed to 
share distributed content and difficulties resulting from interacting in mobile envi-
ronments. For example, one commonly employed solution is using email to exchange 
images between users, even though they may be sitting right next to each other. Email 
requires people to a priori decide which specific images to share and incurs an inter-
action overhead through an external (to the task) email application, and routes all 
information through supporting infrastructure. 

Alternately, collaborative sharing can be moved into the physical world, either 
through the motion of people or devices. Two people can share one display, but it can be 
difficult for multiple people to crowd around one screen. Similarly, sharing a USB mem-
ory stick between two computers would limit data sharing to a batch transfer of files, 
preventing any dynamic sharing of data between devices. As a result, these approaches 
are functional but do not necessarily offer the best collaborative experience.  

2   The Pervasive Collaboration Design Space 

This section highlights three system design issues (Figure 3) that characterize mobile 
collaboration systems. First, composition granularity impacts the nature of collabora-
tion spaces formed by users and the steps they must take to integrate with legacy 
applications. Second, sharing models governs how users interact with the underlying 
data and how shared resources are managed. Third, resource referencing refers to the 
different ways resources can be named in a system, underscoring both the infrastruc-
tural needs of the system and mechanisms by which users relate to technological con-
structs. A clear understanding of these various design options is useful to understand 
how current systems exploit various aspects of pervasive technologies.   

2.1   Composition Granularity 

Within the context of modern operating systems, resources can be shared between 
systems at a number of different granularities. There are three primary levels of 
granularity which can be used to support the interactions between systems: 
 

Events: Fine-grain sharing can be accomplished through events, which take on the 
form of small, individual occurrences that stream together to form higher-level  
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Sharing Models 

Composition Granularity 

Fig. 3. Composition design spaces. Although representing distinct axes, each spectrum follows 
the general pattern ranging from small, individual elements to more encompassing coordinated 
constructs. 

Events Objects Services 

Independent Coordinated Mirrored 

Resource Referencing 

Ad-Hoc Familiar Well-Known 

actions. User interface events, such as mouse movement or button presses are pro-
totypical examples of event level sharing: each individual event is very small and 
short lived, but by combining multiple events together a cohesive stream of  
actions can be formed to interact with a remote system. The iRoom [13] system 
utilizes event level sharing in a collaborative room environment. It employs a cen-
tralized infrastructure for sharing events among mobile devices and fixed infra-
structure to create a unified distributed work environment. 

 

Objects: Medium-grain sharing relies upon the sharing of individual objects between 
systems. These objects represent persistent individually meaningful entities that can 
be acted upon in a variety of ways. Unlike event sharing, objects are persistent, and 
represent more data than is directly transferred. Casca [6] supports object-level 
sharing and enables users to create shared “converspaces” in which objects such as 
files and printers are placed to be made available to other users; i-Land [32] simi-
larly allows objects to be managed within a collaborative space with many display 
surfaces. Multibrowsing [14] exposes web pages as objects layered on top of the 
iRoom event mechanism: persistent web objects are encoded as events, which in-
corporate transient properties such as the target display screen.  

 

Services: Coarse-grain sharing is accomplished through sharing entire services from 
the platform, which are integrated with the underlying operating system to provide 
transparent application access to the associated resources. For example, access to a 
network file share represents a collection of file objects available to an application 
in a transparent manner. Like object sharing, service sharing has the quality of per-
sistence; however, it is less specific in the semantics about what is being shared and 
more flexible in terms of legacy application support. Sharing services is currently 
possible piecemeal: users can use basic utilities to share services between their de-
vices, but there is no coordinated application for this capability.  

 
Collaboration systems such as the iRoom, Casca, and Platform Composition each 
provide the user with a different primary mechanism for sharing, encompassing a 
trade-off between fine-grain control using events and simpler construction using 
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coarse-grain sharing. The iRoom, for example, makes it very easy to remote control 
systems with keyboard and mouse events, but will incur an extra step in order to share 
a file directory between systems. Casca makes sharing collections of files among 
users easy, but would require extra mechanisms to share keyboard and mouse events 
between systems. Platform Composition, on the other hand, provides transparent 
access to remote system level services, but requires user interaction in order to share 
events or objects between systems. Composition granularity, therefore, becomes a 
primary differentiator between these systems.  

2.2   Application Sharing Models 

Similar to the different levels in which sharing can be induced between systems, indi-
vidual collaborative episodes can be managed on different levels [2]. These levels are 
similar to the composition granularity described in the previous section, but manifests 
themselves more directly in users’ work practice in terms of mechanisms for conflict 
resolution and data synchronization. Application sharing models can be broken down 
into three levels: 
 

Independent: An application can share data independently of other systems in such a 
way that changes are independently applied to each system and loosely propagated 
to other instances. For example, one implementation of a calendaring application 
might handle meeting requests between users but operate on different underlying 
databases (one per user). As a result, the instance of one appointment will not be 
inexorably linked to others. Independent sharing is supported by many variants of 
distributed single-user collaboration-transparent systems, such as email or personal 
calendars. Independent sharing offers no direct mechanism for conflict resolution, 
since there are two separate entities that only loosely correlate – relying on higher-
level resolution mechanisms.  

 

Coordinated: Sharing multiple views of the same underlying data enables coordinated 
sharing. Using the same calendaring example, the application could open up multi-
ple views of a shared calendar, such that all views show the same underlying data 
but from different perspectives (e.g., maybe showing different days). Coordinated 
sharing allows multiple people flexible access to shared data, allowing shared con-
text with independent interaction; conflict resolution is a key aspect of coordinated 
sharing, but is often handled on an application-specific basis. Coordinated sharing 
is supported by a wealth of collaboration-aware [17] systems, exemplified by pro-
jects such as the Coda filesystem [28] and TeamRooms [27].  

 

Mirrored: Finally, applications can be shared by exactly duplicating all aspects of 
presentation, from the underlying data set to the visual representation and interac-
tion. This level of sharing enables users to share interaction context while working 
on a common dataset. For example in a calendar application supporting mirroring, 
users could be using the mouse to point to a specific day and say “How about we 
schedule a meeting here?” Here, the system sharing is supplying the necessary re-
lated context. This interaction allows multiple people to coordinate directly, de-
creasing the interaction overhead but preventing independent operations. This level 
of application interaction is supported by services such as VNC [26] that support 
remote-desktop collaboration.  
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A challenge for collaborative systems is to provide support across multiple applica-
tion sharing models [2], essentially enabling users to use the appropriate model at 
different stages of their overall task, exposing a trade-off between flexibility in ma-
nipulation through independent sharing with an emphasis on communication for mir-
rored sharing. For example, in a calendaring application, users may wish to initially 
work with independent systems to understand personal commitments, use a mirrored 
view to discuss potential scheduling options, and then a coordinated conclusion to 
record the group consensus. Furthermore, it is important for a system to reflect the 
mode of sharing to the user, so that they do not form incorrect mental models of the 
underlying system. Towards this end, the different services made available through 
Platform Composition provide a unified approach to encompassing multiple sharing 
models, and provide the user with the ability for independent, coordinated, and mir-
rored sharing.    

2.3   System Resource Referencing  

Individual resources, such as devices and services, can employ a variety of means to 
discover, address, and reference each other in distributed systems. Referencing is 
important because it directly effects how users interact with the resources made avail-
able by the system. There are three rough models for resource referencing: 
 

Ad-Hoc: Systems which have never seen each other before can use ad-hoc mecha-
nisms to identify resources. Conversationally, this translates to “use this device” 
where a user can select the device from a set of nearby devices, discovered by such 
techniques as UPnP, ZeroConf, or Bluetooth wireless scan. Ad-hoc references are 
advantageous in that they allow access without requiring prior setup, allowing for 
the implicit discovery of new resources, although it can suffer from confusion if 
there are many similar resources available.  

 

Familiar: Referring to something as “the one I used before” invokes a familiar refer-
ence, which has been used in the past but is not necessarily well-known. Familiar 
references are advantageous in that they provide a mechanism to resolve ambiguity 
and complexity introduced by pure ad-hoc references, or ease a-priori set-up re-
quired by well-known references. Most systems will start from an ad-hoc or well-
known foundation and construct familiar references using techniques such as 
bookmaking or machine learning as ways to mitigate the associated disadvantages.    

 

Well-Known: Referring to something by a specific name, such as 
“fred.smith@mail.com,” represents a well-known reference in that it works unam-
biguously and consistently in all contexts. The disadvantage of well-known refer-
ences is that they require a-priori setup when they are first used and can be difficult 
to invoke in dynamic ad-hoc situations; in contrast to ad-hoc systems, well-known 
references require explicit discovery of new resources. Well-known references are 
commonly used with email and chat-client programs to send messages between 
people; also, referring to a specific remote network file-share by machine name or 
IP address would constitute a well-known reference.  

 

Similar to Casca, Platform Composition itself does not inherently rely on any given 
reference mechanism, although the dynamics of ad-hoc mobile collaboration  
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fundamentally starts with ad-hoc references. A challenge with both these systems is 
how to limit the scope of ad-hoc discovery to the most interesting or relevant devices: 
effectively relying on familiar references. Mobile systems can leverage the physical 
location or proximity of devices [19] in order to form associations, i.e., the “physical 
familiarity” of a device. Emerging mobile devices are starting to possess new input 
capabilities, such as accelerometers, cameras, and Near Field Communication (NFC), 
that may be useful in aiding mobile device composition. For example, DACS [7], 
bumping objects together [10], Relate [9], Gesture Connect [24], and Elope [25] are 
all sensor-based approaches to joining devices together, which could directly mitigate 
some of the problems associated with ad-hoc or well-known references. The trade-off 
for referencing is between the ease of accessing a new or unfamiliar object using ad-
hoc referencing with a more reliable accessibility for common objects using well-
known referencing.  

3   Platform Composition 

In contrast to the other composition systems mentioned above, Platform Composition 
enables users to interact by easily connecting their existing platforms’ services to-
gether. For example, as highlighted in the motivating scenario and Figure 2, a file 
share from one device can be made available to another user’s device; alternately, a 
user could remotely access the display of another user’s device, allowing them to 
jointly view and edit content. This section covers the high-level concept of Platform 
Composition, covering the motivation and services that are applicable to pervasive 
collaboration applications.     

3.1   Motivation 

The concept of using Platform Composition to support mobile ad-hoc collaboration is 
motivated by four main factors: technology advances, end-user benefits, standard 
services, and available applications. 

First, current improvements in mobile device processing, storage, and communica-
tion capabilities have created advanced mobile devices that can host significant appli-
cations. Mobile laptop computers are now the mainstay of many corporate environ-
ments, and the processing in some hand-held devices is capable of supporting high-
quality touch-screen interaction; solid-state drives (SSD) and other high-capacity 
storage technologies provide ample capacity to store extensive caches of digital me-
dia; while advanced wireless standards such as ultra-wide band (UWB) and 
IEEE 802.11n provide the means for high-bandwidth inter-device communication. 
These trends present an opportunity in bringing these advances to cooperative work. 
Projects such as The Personal Server [36] and Dynamic Composable Computing [37] 
have explored how these same trends impact the mobile platforms themselves.  

Next, composing systems from several mobile devices has the potential to improve 
several aspects of the collaborative user experience, addressing some of the  
fundamental limitations imposed by their small screens and limited I/O capabilities. 
Increasing the total available screen real-estate has been shown to improve group 
productivity by using multiple screens together [8], and also affords new  
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opportunities for media consumption [30]. Not only do user’s individual devices pro-
vide access to their personal resources, but they provide a readily available platform 
from which to access resources on other devices. The theme of orchestrating multiple 
devices to support collaboration is common in the research literature, having been 
addressed by systems such as Casca [6], iRoom [13], Pebbles [21], and The Display 
Mirror [22], among others.  

From an application standpoint, there exists a wide variety of single-user applica-
tions that can be utilized for group collaboration, a notion known as collaboration 
transparency [17]. Platform Composition can directly leverage these existing applica-
tions, instead of relying upon special-purpose collaborative applications. Many previ-
ous systems have focused on collaboration transparency in the context of a single 
application, e.g. intelligent collaboration transparency [16] enables distributed cross-
platform text-editing without application modification. In contrast, Platform Compo-
sition supports transparency at the system level, since it enables users to employ a 
variety of standard applications to accomplish their task.  

Finally, there are several computer industry standards which provide functional ab-
stractions for basic platform services, such as the file system, bit-mapped display, and 
socket-based networking. These standards provide a consistent programming model 
across diverse hardware platforms and utilize standard communication protocols, such 
as TCP/IP, enabling them to operate in distributed environments. Such distributed 
systems have been a cornerstone of fixed collaborative setups, which allow people to 
work collectively on distributed resources like desktop computers through shared file 
systems and remote desktop protocols. Platform Composition capitalizes on this ca-
pability by using these system abstractions as the primary building block supporting 
dynamic collaboration on wireless mobile devices. 

3.2   Platform Services 

Figure 4 shows how platform services are orchestrated by Platform Composition to 
enable existing applications to work with distributed resources. All these services are 
common platform components, with well-defined behaviors and control mechanisms: 
virtually every application can access these resources in a standard and consistent 
manner. There are three primary system resources supported by the concept:   
 

Clipboard: By sharing the system’s clipboard, users can easily transfer isolated pieces 
of information between systems. For example, a user can easily share the URL of a 
web page they are looking at by copying it to the clipboard – similarly, they can 
easily identify and share a specific image. As a standard system resource, the clip-
board is closely integrated with virtually every application available on standard 
windowing systems (although it is not currently pervasive on all small mobile de-
vices). The Remote Clip [20] project explored the impact of clipboard sharing be-
tween a personal mobile device and a desktop PC.  

 

Storage: Groups of files, such as an image collection or current working documents, 
can be made available remotely using standard network file-share techniques. For 
example, if one user is working on a slideshow, as described in the introductory 
scenario, they can share their working directory to provide other users access to the 
files. This allows them to directly work with the content; similarly, a supporting 
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user could make their local image collection available to the main document author 
enabling them to easily incorporate the images. Once a storage composition is 
formed, files are accessed through applications using their commonly available file 
open/save mechanisms. The Sharing Palette [35] and Coda [28] have explored the 
impact of storage sharing in distributed collaborative environments.  

 

Display: Visual resources can be easily shared by replicating the user’s visible display 
surface: either by remoting, pulling, or extending their display. Remoting their dis-
play to an external screen allows others to easily see (and potentially interact) with 
the primary user’s data. Pulling a remote display to the local device enables a re-
mote-control interaction with the other display. While this is fundamentally the 
same as pushing a display connection it changes who initiates the connection. Ex-
tending a system’s display to utilize a supporting device enables applications run-
ning on the host system to transparently utilize additional screen real-estate, much 
in the same way as would be accomplished by physically attaching a second moni-
tor. Several projects  such as The Display Mirror [22], MobiUS, [30], and “The 22 
Megapixel Laptop” [31] (among others) have explored the impact of display shar-
ing in a number of different environments.  

 

Additional services, such as the ability to share individual windows provided by Im-
promptu [3], arguably fit into this model as long as they provide a generic capability 
that would be available to any application. Sharing input devices, such as keyboards 
and mice, has also been incorporated into the system by sharing USB devices over the 
network based on commercially available USB-over-IP solutions. Likewise, other 
system services, such as dynamic networking, distributed sensing, and processor shar-
ing also fall under the umbrella of Platform Composition, and represent areas for 
future work. 
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Fig. 4. Platform Composition architectural overview. Each symmetric platform is represented 
as a standard set of services implemented on top of the operating system and platform hard-
ware. From the applications’ perspective, the underlying system resources appear the same if 
they are local or remote. 
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3.3   Supporting Platform Collaboration 

In contrast to the examples cited under individual services above, Platform Composi-
tion provides an integrated framework from within which to access all these services. 
Additionally, since these services represent standard system capabilities, they are 
available to most applications without modification. These services present the user 
with very familiar mechanisms for sharing data, and they are compatible with virtu-
ally every available application, allowing Platform Composition to easily support  
pervasive collaborative activities. The key aspect of the underlying concept is to share 
coarse-grain resources in order to support familiar applications, instead of redesigning 
applications or trying to adapt applications into a highly constrained design space.  

In essence, Platform Composition is creating a distributed logical platform that re-
places the underlying individual pieces of pervasive computing technology. A modern 
laptop computer is made up of tightly-coupled storage, display, processing, and I/O 
capabilities, while a distributed composed platform provides these same basic re-
sources, except sourced from a diverse set of devices. The potential downside, of 
course, is that the distribution process will either become overly confusing or compli-
cated for users, or decrease system effectiveness due to increased communication 
latencies.  

4   Composition Framework 

The Composition Framework prototype presents a concrete implementation of the 
Platform Composition concept in order to better to understand its relationship with 
higher-level applications, underlying resource sharing services, and the overall user 

Fig. 5. Join-the-dots graphical user interface (GUI) used to manually create compositions by 
sharing resources with a simple line drawing metaphor. This interface has been designed to 
work well with touch-screen or pen interfaces, and does not rely heavily on detailed manipula-
tion or textual input.  
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experience. At its core, the Composition Framework is a distributed message passing 
framework that has modules for user interfaces, device/service discovery, and service 
integration. The framework exists as a thin middleware layer that is used to orches-
trate service connections among devices; however, once services are made available 
through the operating system, the composition interface does not play a role in using 
the applications themselves, which are layered directly on the exposed services.  

The primary user interface employs a graphical join-the-dots metaphor, depicted in 
Figure 5. To effect a connection in the system, the user simply draws a line from the 
core service (small circles) to the target device (larger enclosing circles); likewise, in 
order to provide the user with feedback on the state of the system active, service con-
nections are represented by directed links between the source service and device. 
Services can be disconnected by dragging a line across the service (metaphorically 
“cutting” the connection). Users are also able to invoke various configuration and 
diagnostic operations through specialized gestures. A system-tray icon is also avail-
able, primarily for use on laptop and desktop systems. The graphical interface is simi-
lar to others that have supported composition for both objects [5][23] and 
events [1][15]. Addiontally, the interface provides the ability save and restore pre-
defined compositions, as well as automatically suggesting composition candidates.  

The Composition Framework architecture consists of four major components: 
framework core, user interface, network discovery, and service modules. DBUS, a 
standard message passing infrastructure, is used to facilitate communication between 
the modules. The core components are implemented in Java, with various specific 
components utilizing a number of other languages and interfaces, as required. The 
system supports both Linux and Windows operating systems, and has been used on a 
variety of standard computing platforms such as Ultra-Mobile PCs (UMPCs), laptops, 
desktop systems, and projection displays.  

Each individual service for sharing a resource is specified by an XML service de-
scriptor file, which encodes basic properties of the service (name, icon, etc.), and 
provides details on how to probe, invoke, monitor, and disconnect the service. Some 
services, such as storage sharing, are implemented using asynchronous operating-
system calls, while others, such as display sharing, are implemented by invoking a 
standalone client process. Services are handled using an explicit client/server model 
based on commonly available standard systems: 

 

Clipboard sharing is realized using the synergy [29] system, which enables clipboard 
and mouse sharing among a group of systems. This system seamlessly integrates 
with the system clipboard, providing a virtually transparent mechanism for users to 
share information. 

 

Storage sharing is implemented using standard SMB-based storage capability built-in 
to Windows and Linux platforms. Automation of standard command-line interfaces 
are used to access storage sharing, and the resulting client is presented to the sys-
tem as an integrated drive or folder mount point. 

 

Display sharing is built on the standard VNC protocol, using the standard VNC  
protocol [26], supporting multiple client and server implementations. This imple-
mentation allows easy access of the display between systems. Furthermore, on 



196 T. Pering et al. 

Windows platforms, MaxiVista [11] is used to enable extending a display surface 
across multiple devices.  

 

Peripheral sharing utilizes USB Redirector [12] to share USB devices between de-
vices. For example, speakers attached to one device can be used to play music 
sourced from another, or a tablet input device wired into a tabletop can be used to 
augment traditional laptop input modalities.  

 

These implementations each represent specific examples of how existing technologies 
can be used to implement the associated service, and could be easily replaced by al-
ternate implementations if/when they become available.  

4.1   Evaluation 

The Composition Framework has been tested in both a laboratory based experiment 
and by the core research team over a period of several months. The laboratory ex-
periment included eighteen participants recruited by convenience sampling from our 
corporation as well as personal friends. The participants were evenly distributed 
across gender, and 65% were between 20 and 29 years of age and 35% between 30 
and 39. The experiment tested a well-structured sequence of tasks involving composi-
tions between three systems. The extended core usage centered around five research-
ers using the system in a typical conference room environment. In both cases, the 
devices used consisted of a combination of laptops, ultra-mobile PCs (UMPCs), and 
desktop systems (attached to either a large-screen display or projector). These experi-
ences have provided a wide range of users’ reactions to the basic concept and allowed 
insights into the end-user benefits. 

Overall, it is clear that users can relate to and understand the basic concept of Plat-
form Composition, and find the Composition Framework user interface intuitive and 
easy to use. Participants from the user study were able to make use of the unified 
mechanisms provided by the Composition Framework to manipulate the state of the 
services involved in a composition. One user commented that the system was “really 
easy to understand, learn and use,” while another said that the GUI was “a good 
visualization of what's going on: makes user more comfortable with sharing to know 
exactly what's shared and if it shared successfully.” 

Routine interactions with groups of up to five people have further revealed insights 
into the effectiveness of the system for collaborative tasks. The basic ad-hoc discov-
ery mechanism and user interface have shown to be useful in lowering the barrier for 
initiating multi-device collaborative tasks. Based on this ease of sharing, users were 
able to export documents for collaboration in group settings, instead of requiring 
peers to gather around a single monitor or simply “talking to” a relevant document. 
The available alternative was generally using a standard VGA cable for projection, or 
emailing the document to all parties involved. In essence, users were able to share and 
engage their coworkers without as much interference from the underlying technology. 
One interesting use practice emerged as a result of being able to easily share two re-
sources from the unified interface, discussed more fully in the next section. 

Several conceptual difficulties with service sharing were observed relating to dis-
play and storage sharing. The most pronounced confusion was experienced with dis-
play sharing, where users would quickly become confused about which display was 
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shown where – since many computer desktops looks very similar, and the physical 
separation of screens was no longer effective at differentiation. Similarly, users were 
somewhat confused at the difference between an underlying shared directory and the 
on-screen window that represented the share: the mistaken assumption was that clos-
ing the window prevented access to the underlying data. Accordingly, users com-
mented “All the connection lines can cause confusion,” underscoring some of the 
difficulty with comprehending resource sharing. 

Another deficiency apparent with shared services as they stand is the inability for a 
user to control a remote client, when they push a local service remotely: e.g., if they 
share their display, making it available on another computer. The basic problem is 
that client/server programs typically assume interaction from the client side, and gen-
erally don’t support server-side control of the client. Specifically, the case of remote 
client control for VNC was an issue, since a user could push their screen to a remote 
display, but could not position, scroll, or maximize/minimize the client window. 
There are a number of immediate ways around this problem, specifically using an-
other VNC connection to control the remote display or remoting a mouse or other 
input device over USB, but these solutions only offer limited relief to the underlying 
problem. This becomes more relevant in a collaborative environment because users 
may need to control the client to mediate limited client resources: e.g., switching 
between shared displays or tiling clients appropriately.  

4.2   Observational Contributions 

Based on experiences with the Composition Framework, described above, Platform 
Composition contributes a number of powerful properties to collaborative environ-
ments, even though it is constructed using a number of standard services and  
protocols. First, since users can easily create new connections to facilitate sharing, it 
becomes feasible for them to create multiple connections while previously they might 
only have created one due to the perceived overhead of interaction. Second, the inter-
action of standard system services with operating environments and applications al-
lows users to fluidly adjust their composition space to meet immediate group goals. 
Essentially, these contributions stem from the lower bar for composition operations 
which otherwise are too onerous for users to consider in the midst of dynamic group 
interaction – a primary design goal of the system.   

As mentioned above, empowering users with a unified and easy-to-use sharing inter-
face crystallized new usage patterns that were not previously present. For example, 
when showing a presentation to a small group the most straightforward way to realize a 
composition system is to enter presentation mode on the local device and then create a 
composition with the projector (assuming the existence of a dedicated projection 
server). However, it was discovered that utilizing storage sharing to push a document to 
a remote display and then pull the remote display locally allowed for increased func-
tionality. This shift allowed a user to effectively present a document to a group of peo-
ple without unnecessarily exposing their system to the audience, e.g., their local screen 
was still private, and only the intended document was shared, although under their con-
trol. Furthermore, this sharing approach enabled other users to directly access the pres-
entation locally on personal devices and could flip ahead or review pages, a usage not 
possible with a simple projection or display-service export. Another advantage was that 
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the presentation program (PowerPoint) executed locally and therefore did not incur any 
display artifacts for the audience resulting from display sharing, typically present for 
animations and embedded videos. While this example utilizes infrastructure support, the 
shift in usage highlights the power of Platform Composition. 

Since they are built on common existing standards, platform services can be fluidly 
configured in the system without significantly interfering with individual applications 
or the user’s overall operating environment. Within the wealth of available platform 
services, sometimes it will be better to share individual files using the clipboard, other 
times they might want to access a complete file share, and sometimes they would 
want to interact using display sharing. Since Platform Composition utilizes resource 
sharing that is intimately integrated with standard system interfaces, users can quickly 
switch between modalities using familiar techniques like iconifying a window, press-
ing a keyboard shortcut, or drag-and-drop between windows. Once the initial connec-
tions are set-up, the composition mechanism itself does not play an active part in 
interactions. This fluidity of accessing sharing models transcends individual applica-
tions and allows users to share their resources in a manner that matches the sub-task 
of the overall group.  

Satisfying another design goal, the Composition Framework was highly successful 
in supporting different applications. Photograph sharing was easily accomplished 
using built-in photo viewers and by sharing photographs through display sharing. 
Existing audio and video playback applications, such as Real Player or Windows 
Media Player, could easily operate on data exported through shared drives.  
Furthermore, Power Point easily ran in the environment and was used for shared  
presentations, while accompanying storage sharing was able to share the underlying 
presentation itself. However, the underlying services were not able to support video 
over a display-sharing channel, and interactions with more advanced applications 
such as Photoshop suffered from network latencies, both for the underlying storage 
and display sharing.  

5   Future Work 

Based on the concepts outlined in the previous sections, a number of avenues for 
future work become apparent. First, a more comprehensive evaluation of the various 
platform sharing techniques and how they interact would provide valuable additional 
insight on how sharing is realized using Platform Composition.  

In addition to the individual underlying platform services to enable resource shar-
ing, there is additional state present in the system that could be used to facilitate inter-
actions among users. For example, data from the process table or files held open by 
programs, such as an image editor, could be used to provide a remote user with a 
more precise window into the first system’s exported storage share (by opening up a 
window directly to a sub-folder in the larger hierarchy, instead of simply to the root of 
the storage share). Similarly, if one user is browsing a specific web page and would 
like to share it with their colleague, state sharing would allow another user to easily 
access the same page (currently, this can be accomplished by sharing the clipboard 
and using it to transfer the URL, but this introduces another step).  
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Currently, the security model employed by the Composition Framework relegates 
the security policy to individual services. Integrating authentication and access control 
with the core system has the advantage of presenting a unified front to the user as well 
as, similar to above, enabling more seamless switching between services. For exam-
ple, successful authentication with one service might imply implicit authentication to 
another, reducing the number of unnecessary steps towards the final composition. 
Privacy falls into a similar situation where it is left up to social conventions or the 
pre-existing system configuration to manage users’ privacy, an arrangement that 
could possibly benefit from a more managed approach.  

As mentioned previously, an interesting aspect of resolving ad-hoc references is util-
izing physical interfaces to invoke compositions – towards that end, realizing a multi-
modal interface, combining elements of an on-screen, physical, and speech interface, 
offers several compelling properties. One complaint with the GUI interface was “When 
my hand is not free, I cannot use GUI. I have to rely on mouse a lot to use GUI, which is 
inconvenient in many environment,” highlighting another problem with traditional on-
screen interaction. Physical interfaces such as Near Field Communication (NFC) 
[24,23] can partially address the security problem between devices enabling physical 
access-based security policies. Furthermore, a speech interface would be applicable for 
small devices since it would have a reduced dependence on the screen. Overall, both 
physical and speech interfaces are attractive in a social environment because they pro-
vide transparency: one user can easily see or hear what another is doing.  

Along these lines, recommendation systems can be used to help the user better de-
cide which services to compose together. Such a module could look at the available 
devices and service, currently running applications, people involved or nearby, and 
other sources of context to suggest a specific sharing configuration. For example, if 
two colleagues often and typically share their storage and display when they are to-
gether, it would be natural for the system to recommend or automate the process.  

6   Conclusions 

The Composition Framework prototype has demonstrated the effectiveness of the 
Platform Composition concept, exploring how it fits into the framing of the Pervasive 
Collaboration application domain. Unlike many other collaborative systems, the nec-
essary enabling concepts manifest themselves in a very lightweight manner, removing 
many potential barriers-to-adoption for platform-level composition. The basic  
principle of service composition, combined with an understanding of the spectrum of 
application sharing modes, makes Platform Composition well suited to support col-
laborative work on emerging mobile devices, and further integrating them with exist-
ing infrastructure to build effective systems that support work practice. 

They key contributions outlined in this paper are a deeper understanding of col-
laborative systems by first providing a design space within which to place such sys-
tems, and then identifying several non-obvious benefits of the Platform Composition 
approach. These contributions highlight how emerging pervasive computing envi-
ronments based on common mobile devices are capable of supporting highly dynamic 
group usage models. Furthermore, based on these experiences, a number of observed 
challenges highlight ways that existing pervasive systems can be evolved to better 
support collaborative usage models.  
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Abstract. Information sharing has undeniably become ubiquitous in the Internet 
age. The global village created on the Internet provides people with instant ac-
cess to information and news on events occurring in a remote area, including ac-
cess to video content on websites such as YouTube. Thus, the Internet has helped 
us overcome barriers to information. However, we cannot conceive an event 
happening in a remote area and respond to it with relevant actions in a real-time 
fashion. To overcome this problem, we propose a system called Askus, a mobile 
platform for supporting networked actions. Askus facilitates an extension of the 
conceivable space and action by including humans in the loop. In Askus, a per-
son’s request is transmitted to a suitable person who will then act in accordance 
with the request at a remote site. Based on a diary study that led to detailed un-
derstanding about mobile assistance needs in everyday life, we developed the 
Askus platform and implemented the PC-based and mobile phone-based proto-
types. We also present the results from our preliminary field trial. 

1   Introduction 

Today, a large number of people interact and share information through various media 
such as blogs, wikis, social networking services, video sharing sites (e.g., YouTube), 
and folksonomy-based services. The Web 2.0 phenomenon has shown that the World 
Wide Web is no longer limited to being a platform for a passive consumption of in-
formation. Rather, it is now a networked medium that can amplify [18] a host of prac-
tices such as peer-to-peer interaction, participation, and community action.  

Mobile and pervasive computing could, in a manner similar to that of Web 2.0, 
provide a platform for active social practices. Existing trends of mobile phone usage 
suggest the possibility of using mobile computing as a platform for networked ac-
tions. For example, in his discussion of smart mobs, Rheingold [21] describes the use 
of mobile text messaging in collective activism in the Philippines while Ito and Okabe 
[12] describe keitai communication practices in Japan; these examples suggest that 
mobile phones can be used to quickly organize significant collective action, and to 
connect strangers as well as friends.  

Despite the ubiquity of wireless network access, we can easily imagine situations 
in which physical constraints could be frustrating. Consider the following examples: a 
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participant of an academic conference cannot be physically present at all the interest-
ing sessions that are being conducted simultaneously, it is not easy for travelers on a 
subway platform to locate the least-crowded car before the train arrives at the station, 
urbanites cannot operate the up/down arrow buttons outside an elevator until they 
walk up to the elevator door. These examples bring to the fore the challenge in inte-
grating a user’s physical and social contexts with the digital media’s capability in 
order to connect people and spaces across physical boundaries. 

In this paper, we propose an integrated mobile platform for supporting collective 
actions and information capture called Askus. This platform allows users to request 
friends and strangers in a relevant geographic area to capture information or perform 
other lightweight actions using mobile devices. In order to better understand how a 
technology like Askus can be integrated with our everyday life, we first discuss our 
diary study that had suggested the importance of awareness and privacy. The Askus 
platform considers these factors by the provision of a task matching protocol that 
incorporates location, time, and the users’ current and historical characteristics.  

We have implemented two prototypes of the Askus platform. The first prototype 
was an experimental system that operates on location-aware mobile computers. The 
second prototype was designed for scalability and consequently, operates on mobile 
phones. We tested this mobile-phone-based prototype with the aid of 20 users in the 
central area of Tokyo to examine user experiences, which led to our discussions on 
the issues related to the tool design for supporting lightweight mobile actions.  

2   Amplification of Mobile Actions 

2.1   Theoretical Framework 

Distributed Cognition can provide a theoretical framework for understanding socially 
distributed, embodied, and contextually embedded human actions in a mobile envi-
ronment. Distribution can take place among people, between human minds and arti-
facts, or as an integration of both these dimensions of distribution [8]. This framework 
emphasizes the importance of the observation of human activity “in the wild” and the 
analysis of distributions of cognitive processes [11].  

According to McLuhan’s theory [18], all the people from different levels of society 
would be connected through technology, that is, the extensions of a man. The ad-
vances of technology could enable us to form a distributed computing awareness 
without a centralized control center. Here, the people on the streets are acting as 
nodes in this awareness, much like the Borg [26] in the famous Star Trek series. To 
design a medium for networked mobile actions, we must understand how the medium 
“shapes and controls the scale and form of human action” [18,p.9], therefore, we 
carried out both a diary study and a field trial so as to understand not only current 
practices but also how the medium can change practices. 

A graceful human-human communication is indispensable in socially coordinated 
distributed actions and information capture. Social Translucence [7] is an approach 
that can be used to support digitally mediated social activities by considering  
visibility, awareness, and accountability. In mobile and pervasive systems, social 
information can be made visible in both physical and digital spaces; this introduces 
the additional challenge of integrating interactions in the physical and digital spaces.  
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Finally, we are not only concerned with the manner in which people accomplish 
tasks efficiently but also with the meaningfulness of their experiences. To understand 
the impact of mobile tools on collective practices in a broader context, we need to 
consider the roles of place and space in collaborative environments [10], and also the 
manner in which mobile tools produce alternative spatialities [6].  

2.2   Preliminary Diary Study 

There are very few studies that have focused on the need for and the requirements of 
mobile assistance in everyday life. However, an in-depth analysis of such needs and 
requirements is indispensable for an informed design of mobile tools that support 
mutual assistance among users who may or may not be co-located. Therefore, we 
undertook a preliminary diary study to explore the patterns in which urban adults 
could meaningfully use networking tools to obtain mobile assistance. Our diary study 
focused on the social aspects of mobile action needs, which complement the existing 
studies on mobile information needs [25], and daily information needs and shares [9].  

    
Method. In order to achieve a comprehensive capture of the in-situ needs and re-
quirements, we combined an hourly experience sampling method and a diary study. 
We recruited 11 male undergraduate/graduate students whose ages ranged between 19 
and 30 (mean: 22.5, SD: 2.94) and asked them to maintain an hourly diary for a day. 
This participant pool reflects the fact that young adults in their twenties use mobile 
internet the most in Japan [19]. The objective of this extensive hourly study that lasted 
for a day was to inform the design of Askus. We expect that future, in-depth investiga-
tions into various population segments will complement and extend the limits of our 
preliminary study that was based on this specific pool. We requested the participants 
to record a diary entry whenever an event occurred. An event can be something that 
happens in the world around them or in their minds. The diary entry was to include 
the event description, time, place, co-present people, busyness, and the participant’s 
feelings along with anything they wanted to ask or state. A drawback of diary studies 
is that the participants may forget to record diary entries or be selective with their 
reporting. In order to overcome this drawback, we asked the participants to record an 
entry at the beginning of each hour. To capture daily lives of urban adults, which can 
potentially be dynamic and eventful, we leaned toward frequent reporting. Partici-
pants used the alarm clock functionality of their mobile phones so as to not forget the 
hourly reporting task. In addition, we asked the participants to record a diary entry 
even when they were not mobile since they would possibly want to interact with peo-
ple who may be mobile at the time. We told participants that they did not have to 
record a diary entry while they were asleep, and that they were allowed to write 
“none” when there was nothing to report.  Finally, we conducted a short survey and 
an interview1. In the interviews, we asked participants for clarification of any unclear 
entries, and how they might use a mobile phone-based tool for sending requests to 
relevant friends and strangers.  

                                                           
1 Each interview lasted for an hour except for a half-hour interview with a participant who had 

to leave urgently (10.5 hours in total). 
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In each diary entry, participants recorded a relevant event along with additional in-
formation to answer the following eight questions2: 

1. Where are you? 
2. Who is around you? 
3. What do you want to say to some people around you? Who are they? 
4. What do you want to say to some people at a remote location? Who are they? 
5. What do you want to request of some people around you? Who are they? 
6. What do you want to request of some people at a remote location? Who are they? 
7. How busy are you? 
8. What is your mood? 
We coded the data from questions 3-6 into 12 categories according to the following 

three dimensions:  
(1) Physical distance: close or remote 
(2) Social relation: friends, strangers, or anyone 
(3) Content type: requests for action3, requests for information/data, or non-request mes-

sages such as greetings and comments 
 
Results. Our study generated 321 diary entries with an average of 29.2 entries per 
person (min 23, max: 35, SD: 3.92). Participants articulated 240 messages in response 
to questions 3-6, with an average of 21.8 messages per person (min: 7, max: 63, SD: 
17.6). These 240 messages included 119 (50%) requests for actions, 33 (14%) re-
quests for information/data, and 88 (37%) non-request messages. This suggests that 
many of the participants’ requests could not be addressed by merely improving in-
formation access. The frequencies of the types of messages, physical distances and 
social relations are shown in Table 1. Participants were able to record diary entries 
hourly; however, participants’ comments suggested that they felt it rather demanding 
to record and entry every hour.  

Table 1. Frequency of messages for content types, physical distances and social relations 

Nearby Remote Message types 
Friends Strangers Anyone Friends Strangers Anyone 

Requests for actions 43 (18%) 24 (10%) 0 (0%) 37 (15%) 7 (3.0%) 8 (3.3%) 
Requests for information/data 6 (2.5%) 2 (0.83%) 2 (0.83%) 6 (2.5%) 0 (0%) 17 (7.1%) 

Non-request messages 44 (18%) 11 (4.6%) 0 (0%) 24 (10%) 1 (0.42%) 8 (3.3%) 

 
One of the largest message categories was requests for actions sent to nearby 

friends (18%). These messages may be requests to a specified friend, to any one of a 
group of nearby friends, or to a whole group, such as “Please be quiet” (to a friend), 
“Can [any one of] you return the keys?” (to fellow students), and “Let’s hurry up 
[and finish the meeting soon]” (to a group of meeting participants). A related cate-
gory is requests for information/data from nearby friends (2.5%). For example, one of 
the participants wanted to obtain information about how much progress his colleagues 
had made on their research project. Such requests were often directly prompted by 
ongoing conversations and interactions with friends.  

                                                           
2 The original questions were posed in Japanese, and they, as well as any diary entries, have 

been translated into English for the paper. 
3 Requests that cannot be satisfied by merely providing information. They often ask for re-

sponses that involve physical efforts to go, make, find, buy, bring, wait, stop, call, etc. 
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The other largest category was non-request messages to nearby friends (18%). 
These are greetings, thanks, comments, complaints, and other messages, such as 
“Thanks for the meal” (to a friend), “It is hot in this room, isn’t it?” (to a colleague), 
and “Is it really my turn [to wash the dishes]?” (to a younger brother). Although 
these messages are not requests, some of them could have the effect of influencing 
other people’s actions. Non-request messages to remote friends (10%) were a similar 
assortment of greetings, thanks, comments, complaints, etc. These messages were 
often written when participants were not involved in interactions with nearby people. 

The third largest category was requests for actions directed to remote friends 
(15%). These are requests to do something at a remote site, to join the requester and 
help with something, or to do something in the future, such as “Please turn on the 
heater” (to a mother), “Please turn on a PC” (to a colleague), “Please keep the 
house unlocked” (to parents), “Come here, I’d like to play a game with you” (to a 
friend), and “Please take care of my part-time job tomorrow” (to a fellow part-time 
worker). These requests were often prompted when participants needed to physically 
access remote people, things, and places; desired help from experts who had the 
knowledge and skills to accomplish difficult tasks; or were not interacting with 
nearby people. A related category is requests for information/data from remote friends 
(2.5%), including messages such as “Do you want me to turn the lights off?” (to col-
leagues who were out for a quick meal when a participant was leaving the office).  

Participants also wanted to make requests of strangers. Actions requested of nearby 
strangers (10%) were often small things that could be done relatively easily and 
quickly. These requests included “Please make room for me” in a crowded train and 
“Please have the elevator wait for me on the first floor.” Actions requested of remote 
strangers (3.0%) were often more complex and time-consuming. For example, one of 
the participants wanted strangers at a remote site to look for lost jewelry. There were 
only a couple of requests for information/data directed to strangers. The 12 non-
request messages to strangers included compliments, warnings, and complaints, such 
as “This book is expensive” to a salesperson.  

More remote requests and messages were directed to friends and familiar people 
than to strangers, and the requests made of remote strangers often dealt with things 
anyone could do or cases in which the participants did not know who would be able to 
perform an action (e.g., “Buy tea and chips, and then bring them to me”).  

Three of the participants said it would be easier to communicate if they had more 
information about people, including their location, personal information, and status 
(e.g., how busy they were). At the same time, participants had privacy concerns about 
the obligatory disclosure of personal information. There were also concerns about 
receiving too many requests or irrelevant responses. Asking can be a difficult task if 
one must carefully and manually determine the right people to ask based on various 
types of information; it can be burdensome to explain what to do, find out a person’s 
skills/motivations, and avoid any misunderstanding. Participants said that they some-
times think asking for help with something is more of a burden than doing it by  
themselves.  

The participants had different expectations about a mobile phone-based tool for 
sending requests to friends and strangers. The most prominent centered around the 
possibility of easily and safely communicating with strangers and asking them to do 
various things. Five participants said they would or might respond to a request from a 
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stranger to say whether a train is crowded. Major factors in providing such a volun-
tary contribution included a context in which people are not busy (i.e., a train ride), as 
well as the ease of responding to such a light request. Small contributions of this kind 
from strangers could collectively provide useful help for various people.  

2.3   Scenario 

Our preliminary diary study motivates design of a lightweight tool that allows people 
to easily ask things in the right way from the right people and respond to requests 
with ease. An interesting question is if such a tool can facilitate networked actions 
among friends and strangers in everyday life scenarios, by leveraging situation ex-
perts and people with weak ties [5]. We have developed the following scenario, which 
will be used to guide the design of the Askus platform:  
 

Amy is a graduate student. She is paying a visit to the Jupiter Conference Center 
along with her colleague Meg to attend a large multi-track conference that pertains to 
her subject of study. The next sessions of the conference will start shortly, and Amy is 
interested in two sessions: Session A that is being held on the first floor and Session F 
that is being held on the fourth floor. Since Session A is very crowded, she wonders if 
Session F is less crowded. Meanwhile, Meg is attending the not-too-crowded Session 
E that is being held on the fourth floor. 

Amy launches the Askus application on her mobile phone and inputs a query want-
ing to know if Session F is crowded. The system then initiates a search for relevant 
people based on location, busy/available status, social networks, past experiences, 
and reputation and recommends that she forward the request to Meg and BB. Meg is 
a friend of Amy, while BB is a friend of a friend of Amy. Amy does not know BB, but 
he is in Session F, his status is in the available mode, and he has a good reputation 
score. Amy chooses to ask BB, and he quickly responds with “it's pretty crowded, but 
looks like there are several seats still available.” Amy asks BB if he can reserve a seat 
for her. He replies with “Sure,” and places his conference bag on a vacant seat and 
informs her about the position of the seat. 

Amy then starts walking toward the elevator thinking it would save her some time if 
someone was to push the elevator button even before she gets near it. She inputs a 
query for the same in Askus, which then forwards her request to people who are pre-
sent near the elevator area. One of these people, Jim, following an interaction similar 
to the one described above, pushes the up-arrow button for her (in doing so, he earns 
a small number of points that are redeemable for purchase of books). When Amy 
reaches the elevator door, it opens just in time for her to enter. She walks into Session 
F, finds the “reserved” seat, thanks BB, and takes her seat.  

The conference ends. Amy and Meg decide to go downtown for dinner. When they 
arrive at a subway station, Amy uses Askus to find the least-crowded car in the next 
subway train. Several strangers on the arriving train respond to her query. Amy and 
Meg board the 3rd car since a few people had replied that this car had vacant seats.  
 

The scenario suggests that users must be able to easily search for relevant people 
considering various contextual factors. We therefore designed a client-server platform 
called Askus, which considers social matching techniques [27] so as to recommend 
people on the basis of distances, statuses, success rates, response time, and reputation 
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scores. The scenario also motivates a design that combines automatic recommenda-
tion and visualization for supporting manual selection. 

3   The Askus Platform 

The Askus platform has a client-server architecture. An Askus server is responsible for 
many procedures including maintaining users’ information, receiving and issuing 
requests, deciding or recommending agents who carry out the requested task, and so 
on. The server is capable of servicing multiple tasks simultaneously as shown in our 
implementation and experiments. If necessary, multiple servers can work in parallel in 
order to distribute heavy loads.  

Each user who acts as both a requester and agent uses an Internet-enabled client 
device (e.g., mobile computer, PDA, cellular phone) to interact with the server. Al-
though the user can use a mobile computer to access the Askus server, a small and 
light portable device such as a mobile phone is more appropriate for outdoor usages. 
It is desirable that the client device be equipped with GNSS-enabled devices and/or 
any outdoor localization systems [22]. Indoor localization systems [1,24] can be in-
cluded, if indoor usages of Askus are preferred. Client devices are used to register 
personal information, request a task, receive a request, and report the task. 

3.1   Task Matching Protocol 

The task matching protocol finds appropriate agents that could potentially carry out 
each requested task. A requester uses a web API (Application Programming Inter-
face) provided by Askus to input a task and a place (L) where the task should be car-
ried out. The task needs to be input in the natural language thereby ensuring a high 
degree of flexibility while requesting. Numerous text processing tools (e.g., [17]) are 
available that extract the name of the place from the text input by the requester. In the 
scenario described in Section 2.3, the request could have been “Check whether ses-
sion F which is held in room 405 is crowded,” out of which “Room 405” is extracted 
as the name of the place. 

In the event that multiple agents are available, which is possible for a given task, 
Askus chooses a particular agent on the basis of a Score that is calculated using the 
following equation: 

Score = s (kdd + kpp + kt/t + krr),                                    (1) 

where kd, kp, kt, and kr are constants, d is the Euclidean distance between the center of 
the place L and the current position of a candidate agent, p is the success rate of a task 
performed by the candidate agent in the past, t is the average time taken by the candi-
date agent to finish the task, r is the reputation score of the candidate agent, and s is 
the status of the candidate agent. In our short field trial, we simply used two kinds of 
status, i.e., busy (s = 0) and available (s = 1) although a long-term user study would 
be needed to analyze users’ practices with various status settings. Other status (e.g., 
“away,” “out to lunch,” “be right back”) and the corresponding numeric values of s 
can be easily added to Askus. The initial values of p and t are set to 1. The value of r, 
whose initial value could be any predetermined number, increases or decreases de-
pending on whether an agent receives a positive or a negative reputation feedback. 
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There are two modes for choosing an agent, namely, a manual mode and an auto-
matic mode. The former lists candidate agents in the descending order of their Score. 
The list may be categorized into friends and strangers if some of the candidate agents 
are registered as friends of the requester. In this mode, the requester may choose a 
candidate agent who is a friend as the agent, although his/her Score is not the highest. 
In the automatic mode, an agent with the highest Score is automatically chosen. Askus 
does not allow the requester from requesting from an agent whose Score is zero. If 
the Score value of all the listed candidate agents is zero, Askus informs the requester 
that no agent is available. If at least two candidate agents have the highest Score, 
Askus randomly chooses one of these candidate agents, or asks all the candidate 
agents with the highest Score to perform the task. 

Askus forwards the request for a task to the selected agent through e-mail. After re-
ceiving the request, the selected agent replies whether he/she can carry out the task. 
Two modes can be used for task forwarding: serial forwarding and parallel forward-
ing. In the former, candidate agents are accessed one after the other, i.e., Askus will 
send the request to a new candidate agent, if a selected candidate agent either refuses 
to perform the task or fails to reply before the reply timer, before which a reply to the 
request has to be sent, expires. On the other hand, in parallel forwarding, Askus sends 
the request to multiple candidate agents simultaneously. The candidate agent who 
replies first will perform the requested task. In parallel forwarding, Askus also notifies 
all other candidate agents—except the candidate agent that replied first— that the 
agent has been determined; this is done so as to avoid redundant agents. In the case of 
serial forwarding, Askus notifies all requested candidate agents whose reply timer has 
expired after receiving a reply from a candidate agent. 

The agent carries out the task and notifies the requester upon completing it. If, for 
some reason, the task is not completed, Askus can restart the task matching process. 
The details of the completed task are also included, if necessary, in the notification 
sent by the agent. In the scenario mentioned in Section 3, the notification could be 
“The second seat from the right in the last row has been reserved for you.” 

In addition, if a task can be divided into multiple sub-tasks, a requester may ask 
multiple agents to complete the entire task collaboratively. For example, imagine that 
Amy, who is attending the last session of the multi-track conference in Boston, real-
izes that she must submit the scholarship application at the department office in Los 
Angeles on the same day. In this scenario, Askus could help her by asking the first 
agent who could be working in the laboratory to print the document. Then, a second 
agent could deliver the printed document from the first agent’s laboratory to the de-
partment office. In some cases, it may be better (faster or easier) to complete a task by 
relying on multiple agents.  

4   Prototype Implementation 

The Askus prototype has been developed as a client-server application. In the Askus 
server, we utilize MySQL to manage information about each client (location, status, 
user ID, nickname, and e-mail address) and task (task ID and place). We developed 
Askus clients that work on a mobile computer equipped with a GPS receiver, as well 
as a mobile phone. The Askus clients are responsible for: (1) registering/updating 
location and status, (2) requesting a task, and (3) responding to a requested task.  
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Fig. 1. Procedures to request/respond a task 

Whenever a user changes his/her location, the mobile computer-based Askus client 
first determines the user’s current area based on GPS coordinates and then sends the 
area description to the Askus server. To test the system with many users in the field, 
we also developed a mobile phone-based Askus client that allows users to update their 
location by choosing their current area/location from a drop-down list (see Fig. 1)4. 

Fig. 1 shows the procedures for requesting and responding to a task. As shown 
in Fig. 1, a requester uses a web API provided by the Askus server to submit a task 
and a place where the task should be carried out. After the client submits the re-
quest, the Askus server determines candidates to carry out the task using the Task 
Matching Protocol described in the previous section. In the prototype, the Askus 
server finds people who are not busy and are in the area of the requested task and 
lists the nicknames of those candidates. The requester looks through the list of can-
didates’ nicknames and chooses at least one from the list using the Web API. This 
allows the requester to choose a friend or a user whose outcomes on previous tasks 
have satisfied him/her. Although we utilize location and status as the contextual 
information for Task Matching in our prototype, we can easily extend the prototype 
by storing historical information about task performance (e.g., task success rates 
and completion time) in a user profile, since such information can be extracted from 
the server log files. After obtaining the requester’s list of chosen candidates, the 
Askus server sends the REQUEST message to the chosen candidates via e-mail5. A 
user who receives the REQUEST message sends his/her decision to either work on 
the task (YES) or not (NO). We call the user who submits a “YES” message and 
accepts the task an agent. When the agent finishes the task, he/she submits a result 
to the Askus server using the Web API. The Askus server then notifies the requester 
of the results with an e-mail message that links to a web page showing all the 
agents’ results. 

                                                           
4 Because of the restrictions imposed by the telecom industry, our software is currently unable 

to track users continuously by using mobile phones’ GPS chips. 
5 Japanese mobile e-mail service is push-based, i.e., similarly to SMS, users receive immediate 

notification when a new message arrives. 
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Fig. 2. State Transition Diagram for the Askus server 

The Askus server operates according to the state-transition diagram illustrated in 
Fig. 2. The figure does not include the detailed descriptions of all possible fault situa-
tions. There are four states: WAITING, FINDING_CANDIDATES, 
SENT_REQUEST, and RECEIVED_YES, where WAITING is an initial state and the 
others in the dotted box are created for each task. When the Askus server receives a 
request for a task (TASK-REQUEST) from the Askus client, the server moves to the 
FINDING_CANDIDATES state and determines candidates according to the Task 
Matching Protocol. In the prototype, the Askus server chooses the candidates who are 
online and are in the acceptable range for the requested task. If there is no candidate 
in the acceptable range of the requested task, the state moves to WAITING; other-
wise, the user selects nicknames from the list, the Askus server sends the request to 
the chosen candidate(s) via e-mail, and the state moves to SENT_REQUEST. Upon 
receiving a YES message from a candidate, the Askus server moves to the RE-
CEIVED_YES state and waits for the result of the task. After receiving a result from 
the agent, the Askus server sends it to the client who requested the task, and the state 
moves back to WAITING. The prototype Askus server immediately sends a message 
to a client every time a result is generated for the client’s request. In a future version 
of Askus, we can also incorporate a slower yet less obtrusive notification mechanism 
that waits for a certain amount of time before aggregating/summarizing multiple 
agents’ results. Finally, the current prototype is designed to cope with problematic 
situations interactively (i.e., humans in the loop) rather than automatically. For exam-
ple, if a requestor receives NO responses only, the system notifies it to the requestor 
although the Askus server could be extended with a smart mechanism that makes 
another round of requests automatically in such a case. We have successfully tested 
the mobile computer-based Askus using GPS receivers, with a small number of users 
distributed in two university campuses. Moreover, we experimentally deployed the 
mobile phone-based Askus to carry out a field trial.  

5   Field Trial  

5.1   Method 

We recruited 20 participants through a course mailing list for computer science un-
dergraduates and from among our personal contacts. All participants were required to 
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own an internet-capable mobile phone, and their ages ranged between 19 and 25 
(mean: 22.4, SD: 1.8). All participants but one were male. They constituted at least 
three separate groups of friends, which allowed us to simultaneously examine col-
laboration patterns among friends and among strangers in actual social networks. As 
in the diary study, this participant pool considers Japanese mobile internet demo-
graphics [19] and our expectation that the corresponding young adult population is 
where we may be able to pick “low-hanging fruits.”  

Participants gathered in front of a train station (JR Kanda Station) at 2 p.m. on a 
sunny Saturday afternoon. We used the first 20 minutes to introduce the system to the 
participants: The group practiced the operations to send, receive, and respond to re-
quests. During this, there was little interaction across different groups of friends. We 
asked participants to go to one of five areas (Akihabara, Kanda, Ochanomizu, Jin-
boucho, and Awajicho) in an approximately 1km x 1km region in central Tokyo, and 
then move freely within the specified region for about 100 minutes. All of the areas 
have many restaurants and shops, but each has a different image or specialty: elec-
tronics and otaku (Akihabara), businesspersons and bars (Kanda), universities and 
sports/music shops (Ochanomizu), secondhand bookstores (Jimboucho), and a place 
without a clear image (Awajicho). Participants interacted with one another using 
nicknames. Also, we told participants that they were allowed to ignore requests. 

During the first half of the participants’ time in the regions, one of the authors (Au-
thor 1) sent the following 10 requests to all participants so as to analyze participants’ 
responses to different types of requests in different geographic areas6: 

(R1) Check whether it is crowded around the entrance gate in Akihabara, Kanda, or Och-
anomizu7 station. 

(R2) I get hungry. Recommend me a restaurant, which is not crowded now. 
(R3) Find a trash can. 
(R4) Find a restroom. 
(R5) Push the up-arrow button of an elevator. 
(R6) Get a free ad pocket tissues8 from a distributor on the street. 
(R7) Find a place to buy the morning edition of Asahi newspaper. 
(R8) Check the price of iPhone at a nearby store. 
(R9) Just walk around and enjoy yourself.  
(R10) Put some money in a donation box at a convenience store.  

In this “structured session,” participants merely responded to 
these requests, and did not send their own requests. Another 
author (Author 2) also participated in this session (21 users in 
total), accompanying and observing some participants.  

When users respond to a request, they must push either a “YES” or a “NO” button. 
A “YES” response indicates that a user has accepted the requested task, and a “NO” 
response indicates otherwise. Then, the responding user can send text messages to 
report the result of the task or to explain why the request was rejected.  

                                                           
6 The original requests were posed in Japanese, and they, as well as any participant comments, 

have been translated into English for the paper. 
7 From these three train stations, we selected the closest train station to a recipient.  
8 Pocket tissues bearing advertisements are often distributed free of charge in Japan. 
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The second half of the trial was a “free-form session” in which participants used 
the system as they liked. This session was used to have an initial look into partici-
pants’ mobile practices including both requesting and responding. Three authors (Au-
thors 1, 2 and 3) participated in this session (i.e., 23 users in total).  

When participants returned to the train station at around 4 p.m., we asked them to 
fill out a survey about their experiences with Askus. Finally, we briefly interviewed 
each participant when we collected the survey sheet.  

There are inherent limitations to this kind of short field trials because of the spe-
cific participant pool, the novelty effect, and the limited authenticity of the experi-
mental settings. Yet, this preliminary trial is a first important step in the process of 
iteratively refining and improving the evaluation method and the design of the Askus 
platform. We expect that future long-term investigations into various population seg-
ments can complement and extend the limits of our preliminary look into this problem 
space.  

5.2   Results 

During the “structured session,” which lasted about 46 minutes, 21 users responded to 
the 10 requests 180 times, with an average of 8.6 responses per person. Task  
acceptance rates varied according to the contents of the requests. As shown in Fig. 4, 
requests R1, R2, R3 and R4 had higher task acceptance rates (>70%) than the others. 
Requests R6 and R8, which required access to potentially hard-to-find people or 
things, had low acceptance rates (<10%). Request R10 had a higher acceptance  
rate than R8 even though donating money is more costly than checking a price. This 
may be because convenience stores are easier to find than mobile phone stores, and 
they usually have an easily located box  
for donations in front of the cashier. Fig. 5 
shows the average response time by area and 
response type (YES/NO). Users often re-
sponded within several minutes of receiving a 
request (see Fig.6). The quickest response to 
each request was received in one or two min-
utes (see Fig. 7).  

During the “free-form session,” 23 partici-
pants generated 54 diverse requests with the 
average of 2.3 requests per person. The 23 
participants received the 54 requests 165 times 
and responded to them 113 times, with the 
averages of 7.2 received requests and 4.9 re-
sponses per participant, and 2.1 responses per 
request. The 54 requests were targeted for the 
five different areas, with an average of 10.8 
requests per area. Akihabara was the most 
frequent target and had 19 requests.  

Ten of the free-form requests required physical actions: to search for 
things/people/shops, to go somewhere, or to talk to someone in person, and they gen-
erated 21 responses. Examples: “Please get a flyer from a ‘maid’ in front of a train 
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station” (5 responses) and 
“Please investigate the 
price of Blue Mountain 
coffee beans” (no re-
sponse). Thirteen free-
form requests asked for 
information about people, 
and they generated 25 
responses. Examples: 
“Where are you?”(1 
response) “Did you see 
anyone in a costume?” (1 
response) and “Are you 
guys together?” (1 re-
sponse). Ten requests 
asked for information 
about a town, including 
its people, shops, events, 
restrooms, smoking areas, 
special discount sales, places to have fun, and places to kill time, and they generated 
18 responses.  Seventeen requests asked about shops and other specific places in a 
town, including locations of vending machines, ATMs, karaoke, coffee shops, sushi 
restaurants, convenience stores, Japanese noodle restaurants, and mobile phone shops, 
and they generated 44 responses. A couple of these requests additionally sought in-
formation about how crowded a specific retail store or restaurant was. 

Again, these are participants’ initial reactions in a short field trial, and they must be 
interpreted with caution. Interestingly, participants used the system more creatively 
than we imagined. Playful social interactions and jokes were often observed. Also, 
one participant seemed to have appropriated the system as a location-enhanced chat 
tool. Some responses seemed contradictory, which raised the questions about trust and 
limited awareness regarding responders.  
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User Satisfaction. A five-point Likert scale (i.e., “very satisfied,” “satisfied,” “neu-
tral,” “dissatisfied,” and “very dissatisfied”) was used to rate users’ satisfaction. We 
also asked the participants to rate future intent to use the system, perceived ease of 
use and usefulness. Eleven participants (55%) said they were satisfied with the sys-
tem, five (25%) said they were dissatisfied, and four (20%) said they were neither 
satisfied nor dissatisfied. Participants’ comments suggest that the system’s usability, 
social experiences, and “request overload” influenced their perceived satisfaction. 
Their experiences seemed to be diverse: participants said “I got responses for my 
request and thought [the system was] very good,” “I was looking for a Japanese 
noodle restaurant (in Awajicho) and someone told me [where it was],” and “It was 
rather fun to respond to various people’s requests,” while others complained that “I 
couldn’t get the information I wanted” and “I received too many requests to re-
spond.”  

As for future intent to use the system, one participant (5%) said he strongly in-
tended to use it and seven (35%) said they intended to use it.  Ten (50%) said they 
were undecided about whether they would use the system, and two (10%) said they 
did not intend to use it. Participants commented that the system was “interesting,” 
“useful,” or “very useful when looking for something,” that it “can enhance the 
communications between people,” and that one “could do interesting things with it,” 
but others said they received “too many tasks,” that their “requests were all re-
jected,” and that they “can’t really imagine the situations [in which I would] use it.”  

More than half of the participants (55%) said the system was difficult to use, which 
seems likely to have affected their future intent to use the system. Six (30%) said it 
was easy to use, two (10%) said it was neither easy nor difficult to use, and one (5%) 
said it was very difficult to use. Text entry on mobile phones seemed to be burden-
some, especially when participants received many requests at once. Because partici-
pants received notifications via mobile e-mail, they had to switch frequently between 
e-mail and web applications, which was perceived as a usability issue. Other concerns 
included battery life and the cognitive load of dealing with many requests.  

Despite these usability concerns, more than half of the participants (55%) thought 
that the system was useful. Seven (35%) said that it was neither useful nor not useful, 
and only two (10%) said that it was not useful. The participants suggested that the 
system would be useful for obtaining weather and traffic information from remote 
sites, exchanging information with various people, and getting around in an unfamil-
iar city. In addition, one participant suggested that the system allows people to solve 
problems efficiently by relying on “nearby users.” Participants also said that useful-
ness depended on the number of (kind) users and location resolution.  

 
Response time. Six participants (30%) felt that people responded quickly to their 
requests and one (5%) felt that people responded very quickly. Seven participants 
(35%) said that people responded neither quickly nor slowly, and two (10%) said that 
the responses were slow. Thirteen participants (65%) said their requests were accom-
plished or accomplished very well. We also asked participants how many seconds 
they could wait for a response and still feel satisfied. Ten participants (50%) said 60 
seconds and four (20%) said 120 seconds (mean: 156 seconds, min: 30 seconds, max: 
1200 seconds, SD: 258 seconds).  
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Twelve participants (60%) said that they ignored other people’s requests during the 
trial. Seven participants (35%) said that their requests were ignored. Participants ig-
nored requests when they received too many requests or thought that requests were 
too ambiguous, not easy to do, or not likely to benefit the requester. Further, one par-
ticipant thought it might be okay to ignore requests from strangers.  

 
Communication Patterns. The system log files we captured during the “structured 
session” show that participants’ communication patterns are complex. For example, 
some participants offered alternatives when they could not directly address a request. 
When one participant was walking away from the area of a requester’s interest, he 
provided information about a slightly different, yet still relevant area. Another partici-
pant estimated how crowded a restaurant would be without actually visiting it. There 
was also a participant who responded with a promise to address the request in the 
future. Moreover, responses from many people can collectively allow a requestor to 
discover some generalized knowledge. For example, responses to request R3, “Find a 
trash can,” mentioned trash cans in front of various convenience stores, which sug-
gested that one could look for convenience stores when in need of a trash can.  

Many participants felt comfortable about sending/receiving a request to/from 
strangers. Fourteen participants (70%) sent a request to strangers, and eleven of them 
(78% of the fourteen) felt very comfortable or comfortable about sending it to strang-
ers. Several participants suggested that it was comfortable because of the use of  
nicknames and the feeling that, as they are using a server-based service, they are not 
forcing others to respond. Three (21% of the fourteen) felt neutral, and one felt un-
comfortable. The participant said it was uncomfortable because the request was about 
his ‘geeky’ interests. Six participants (30%) sent no requests to strangers. Their com-
ments indicate that they thought it was easier to ask friends than strangers or did not 
think of requests for strangers in the first place. Two of the six participants seem to 
have spent most of their time responding to request from others, and said they did not 
have time to send their own request. Eighteen participants (90%) received at least one 
request from a stranger, and ten of them (56% of the eighteen) felt very comfortable 
or comfortable receiving it. Several participants suggested that it was comfortable 
because they did not feel too obligated to respond. Seven (39% of the eighteen) felt 
neutral, and one felt uncomfortable. The participant said it was uncomfortable be-
cause there was a question that was difficult to answer. Two participants (10%) did 
not receive a request from strangers.  

Finally, 9 participants (45%) said that they were satisfied or felt happy even when 
their requests were not fully addressed. Their comments suggest that this could be 
partly because they enjoyed social interactions through the system and were thankful 
for the efforts of friends and strangers. Comments also suggest that responding to 
requests can be rewarding if requested tasks are enjoyable and meaningful.  

6   Related Works and Discussion 

Increasing numbers of commercial services for mobile phones exploit GPS and cell-
tower localization to support personal and group activities. In particular, location-
based social networking services such as loopt [14], brightkite [2], and loc8r [13] 
allow for location-based information-sharing in one’s own social network. Although 
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some of these services have experimental features to meet and befriend strangers, they 
primarily focus on social networking, rather than collaboration among people who 
may not have strong social ties. Also, several researchers (e.g., [16]) have explored 
mobile ad hoc collaboration by focusing on spontaneous, opportunistic interactions 
with the aid of experimental devices, while some other have envisioned large-scale 
participatory sensor networks [3] that employ ubiquitous mobile phones. However, 
we still need a comprehensive analysis of a scalable platform that connects relevant 
people in relevant places and supports distributed mobile actions.  

Though our field trial is limited, its results seem to suggest the roles of awareness 
and accountability, changing costs, and privacy boundary control in distributed mo-
bile actions. First, awareness [4,7] makes it easier for people to imagine remote 
places, which facilitates the process of remotely asking friends and strangers to per-
form actions. Many participants of our field trial requested concrete and lightweight 
tasks of remote strangers using a mobile tool that supported awareness about who was 
in which area. This is a sharp contrast with what we observed in the diary study: Only 
a small number of tasks were requested of remote strangers and those requests were 
complex and time consuming to address. Also, the Web-based user interface of Askus 
seems to have affected participants’ feelings of accountability [7] through which 
mechanisms for social control develop. Such mechanisms can influence people’s 
expectations about collaboration with strangers.  

Second, as a person’s mobile context changes, so do the physical, social and cogni-
tive costs of performing a task. For example, request R10, “Put some money in a 
donation box at a convenience store,” is relatively easy to do if one is near a conven-
ience store; however, as a person walks away from such a store, the physical cost of 
addressing the request increases. Social cost is relevant to request R9, “Just walk 
around and enjoy yourself,” and this cost can change as a person moves from one 
place to another that may have a different social code. Systems that are unaware of 
these changing costs could suffer high request-rejection rates and, consequently, poor 
perceived usability.  

Third, although our understanding of Askus’ privacy implications is still limited, 
our field trial seems to suggest the need of supporting privacy boundary regulation 
[20]. In particular, it seems important that participants can ignore some requests and 
that the system considers the human need for plausible deniability [23].  

Overall, the results of the field trial inspire the design of a lightweight mobile tool 
that considers meaningful places, incentives, extremely easy input and management 
of requests/responses, and good battery life. In our trial, the Askus prototype was 
perceived as useful despite the coarseness of its location resolution. We however 
think that finer identification of places is sometimes desirable. We also believe that 
the system should consider the image of a city [15], which inherently influences the 
ways place-relevant requests are articulated, shared, and understood. 

Moreover, it is essential to provide participants with an incentive for using Askus. 
One possible approach is to use a points-based system that would award points to a 
person who has carried out a request. Points thus accumulated could be redeemed 
against some service. To achieve this, companies such as those that provide discounts 
at restaurants or hotels could support Askus and earn publicity in return. Other incen-
tives that could be provided to encourage agents include enhancing a person’s reputa-
tion in a social network or providing entertainment services. Also, participants’  
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comments in our field trial reinforces that people do not act only for material rewards. 
We need to consider intrinsic motivation for participation [9] that could be influenced 
by providing a sense of mutual support and shared purpose.  

The usability of Askus could be improved by integrating various interaction tech-
niques besides text inputs, using cameras, microphones, 2D-barcodes, motion sensors, 
and touch screens. Informal input mechanisms such as scribbles reduce the burden of 
input; however, they make it difficult to aggregate information. Buttons and menus 
allow for quick input of simple information that can be easily aggregated. 

It is a challenge for a user to deal with many requests and responses. Therefore, it 
would be desirable to reduce the user’s cognitive burden through the provision of 
effective user interface tools. A related issue is that batteries can drain rather quickly 
if the user interacts with many messages on a mobile phone.  In a large-scale deploy-
ment, it would be highly desirable that the system considers urgency and priorities of 
requests as well as aggregation and summarization of responses. In particular, the 
issues around urgency and timeliness should be studied further to design a useful 
system that scale.  

7   Conclusion 

In this paper, we explored amplification of human actions using a mobile platform 
that supports lightweight requests and responses. Based on a diary study that led to a 
detailed understanding of assistance needs and desires in everyday life, we designed 
the Askus platform and implemented PC-based and mobile phone-based prototypes. 
We also presented the results from a field trial in central Tokyo. 

 Although the mobile phones we used in our implementation of the Askus platform 
were not aware of as much context as we wished, they did provide a simple method to 
find relevant people based on manually-disclosed location information and user 
status. Askus can facilitate engaging reciprocal interactions when it is embedded in 
right places and social relations. A text-based simple interface supported small re-
quests that could be articulated in a brief sentence. However, a simple request can 
lead to a need for more information and complex actions. 

Our experiences with the Askus prototypes motivate an implementation of Askus 
on a technological substrate that allows for spontaneous interactions and context-rich 
sensing, such as networked wearable devices. In addition, we believe that long-term 
usage of Askus could generate rich historical data that could be used to enrich every-
day life.  
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Abstract. Pervasive games are rapidly maturing - from early research experi-
ments with locative games we now start to see a range of commercial projects 
using locative and pervasive technology to create technology-supported perva-
sive games. In this paper we report on our experiences in transferring the suc-
cessful involvement of players in computer games to ‘modding’ for pervasive 
games. We present the design process, the enabling tools and two sample games 
provided in boxes to end users. Finally we discuss how our findings inform the 
design of ‘modding’ tools for a pervasive game community of the future. 
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1   Introduction 

Pervasive games take the player out into the real world [13]. They are rapidly matur-
ing – from early research experiments with locative games [2,3,8], we now start to see 
a range of commercial projects using locative and pervasive technology [1] to create 
technology-supported pervasive games. Designing and staging pervasive games re-
quires however both high technical skills as well as in-depth design knowledge about 
what make pervasive games engaging and fun. Very few pervasive games can yet be 
created or staged by non-professionals. 

Whereas computer games can be run just about anywhere (just insert the CD into a 
sufficiently powerful PC), pervasive games are typically created or configured for the 
particular location of the game. Many games require physical objects such as special 
markers or RFID tags to be placed in the gaming area; others can be staged by mark-
ing the interesting game locations on a map – places that the organizer has visited and 
decided it was suitable for the game. Pervasive games also tend to be technology-
supported rather than fully implemented in technology. They may require game mas-
tering, the creation of non-tech props or special-built technology, and trained actors 
participating in the game. 
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In this paper we report on our experiences in creating tools for ‘modding’ ‘mod-
ding’ pervasive games. In the context of computer games, ‘modding’ ranges from 
small modifications to existing games to the creation of entirely new games on top of 
the game engine of an existing one. To enable ‘modding’ we created an authoring and 
game-mastering tool and tested it in various ways with users that could be interested 
in – and able to – stage pervasive games and create their own pervasive games. The 
ultimate objective for the project is to create a ‘modding’ community for pervasive 
games. 

2   Related Work 

There is a long-standing tradition of end-user involvement in the computer science 
field. The vision of end-user programming [14], empowering end users to create their 
own applications without having to master abstract programming languages, has yet 
to come true. However, the increased availability of tools enabling user-generated 
content, popularized in the form of typical Web 2.0 applications such as blogs, wikis, 
and photo and video sharing sites provide a large step in this direction. The latest 
developments, in the form of easily manageable and configurable web services such 
as mashups, go beyond the pure management of non-computational media towards 
creating your own programs. 

However, user-created or user-modified games are already legion in the domain of 
video and computer games. The first person shooter genre is famous for its active 
modding communities [11] and there also exist a large set of mods for the most popu-
lar games in other genres such as World of Warcraft1) and Warcraft III2. Modding 
communities tend to arise around highly attractive games which motivate the commu-
nity members to dedicate time to create improved and innovative versions of the 
original game. The content that is produced by the players ranges from small modifi-
cations, such as the customized appearance of game artifacts and characters for The 
Sims game [21], via new game worlds and levels such as new maps for Warcraft III, 
to completely new games such as Counter-Strike[11], and Desert Combat [15]. Some 
games (see again Warcraft III) are released together with tools for scene development 
and scripting that together constitute a rich development environment. It is important 
to note that while most end users can benefit from the modding community, there are 
typically only a small number of players who are actively creating the mods. 

End users are often able to invent ways of using the game assets that go beyond the 
intentions of the original designers; the modding communities are the ‘lead users’ 
[18] of the gaming industry. User-created modifications to a game can make the game 
richer or more interesting to play. 

2.1   Pervasive Games 

Pervasive games are games that take place in the real world rather than on-screen 
[13]. They leave the predefined playground, be it the screen or the tennis court, to be 

                                                           
1 See http://www.warcraft-mods.com/ Although the World of Warcraft team discourages the 

development and use of mods, they are in frequent use in practice. 
2 Blizzard maintains an official Warcraft III mod site at http://www.battle.net/mod/ 
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playable anywhere and at any time. There exist pervasive game designs that use no 
technology at all, but mobile and pervasive technology opens up new possibilities for 
pervasive game designs. Previous projects have investigated mobile Augmented Real-
ity [9], GPS and RFID readers as well as custom-built hardware [17]. Advanced per-
vasive game designs often rely on a mixture of automatic and game-mastered game 
play, as this provides good support to deal with a changing environment and player 
improvisations. A good example of this is the success of the Alternate Reality Game 
genre [12], games that largely rely on semi-automatic gameplay in online sites and 
where the hidden ‘puppet masters’ constantly supply the players with new material.  

The cost profile of a pervasive game is often that of quite low development costs 
combined with fairly high costs for staging and running the games. Despite the com-
mercial success of Alternate Reality Games, this has hampered the development of 
commercial pervasive games. If players were involved in the authoring, staging and 
game mastering of pervasive games this would increase the number of games staged, 
dramatically reduce the costs of such games, and contribute to the attractiveness and 
adoption of this new type of game. Ultimately, the quality and innovation in the 
games as such would rise with an active modding community. 

A first step towards this is to make the staging of the game and the localization of 
game content a game activity in itself. The game Hitchers [7] uses this approach by 
letting the players create game content and place it in the environment. Although this 
approach certainly is possible, it does not allow for the creation of full games that are 
tailored to a particular place or a particular player group; the game itself is not modi-
fied. GeoCaching is a similar activity that has grown out of the more and more com-
monly available GPS technology; a pervasive folk movement that comes very close to 
already being a pervasive game. 

In this paper, we try to go one step further. We are looking for a model that allows 
players to stage games, contribute to the richness of their content, but also to create 
their own games.  The most generic approach to date is probably the Mediascapes 
tool [10] which allows end users to create and place media content in a geographic 
landscape, either through interacting with a map online or on location through a mo-
bile device. However, the Mediascapes system provides little or no support for creat-
ing the complex logics that typically are necessary to make a more complex game. 

3   Boxed Pervasive Games 

A future working model for ‘modding’ of pervasive games would rely on two things. 
Firstly, it would require access to technology and tools that can be used for modding. 
It also requires that there is a modding community; a community that knows about the 
game genre and is inspired to modify games and develop their own games. A central 
question for the project became what kind of tools and technology that potentially 
could inspire a modding community to form. 

In order to select an overall approach, we considered two specific issues: that peo-
ple typically don’t own the technology needed to play an advanced pervasive game, 
and since they haven’t played them, people don’t know what pervasive games are.  

Pervasive games do often (although not always) require unusual technology. As 
previously discussed, previous projects had used Augmented Reality, GPS and RFID 
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readers, all of them generic but not commonly available technology requiring special 
hardware3. On numerous occasions, we had also developed custom-built hardware to 
fit the setting and theme of a special game. The solution to this problem was to create 
‘technology boxes’, where the hardware and the development tools were packaged 
together and streamlined to work together. We also wanted to make it possible for a 
technology-savory user to build game-specific devices and integrate them with the 
same development tools. 

The second issue cannot be completely addressed by just tools and technology. 
Understanding pervasive games typically requires that you have played them enough 
to understand something about their core game mechanics and what makes them fun. 
But this is not enough. A ‘modding’ community is driven by its own ideas and crea-
tivity, so the participants must feel that they both want to, and can, make truly great 
games. The latter is only likely to happen when pervasive games already are fairly 
common in society or there exists at least one blockbuster pervasive game. 

In order to partially address the second issue, we settled for an approach where 
tools, technology and games were packaged together. The idea was to package perva-
sive games in retail boxes together with the hardware needed to run the games. The 
approach was inspired by the Lego boxes: we wanted each box to contain a game of 
its own much like Lego boxes contain instructions to build Lego model, but we also 
wanted it to contain the tools needed to build other games with the same hardware. 
Finally, we wanted the boxes to work together so that you could build more complex 
games if you combined several boxes. This approach lead to a number of design deci-
sions concerning the hardware, software and games that we choose to put into our 
boxes. Towards the end of the article we will come back to these to discuss whether 
they were the right ones. 
• The core system needed to rely on fairly standard hardware, and use only low 

complexity special-built hardware that could be packaged with the game. This was 
in order to keep the price of a box within reason. When special-built hardware was 
used, it needed to be semi-generic to support a range of games rather than just a 
single game. 

• All software must be either pre-installed on the hardware or very easy to install. As 
much as possible should be available as on-line services. 

• We assumed that the most common reason to buy a box would be to set up and 
play a game with your friends. This made it important to include games that were 
easy to grasp and easy to install. 

• The content of a Box must inspire its buyer to start to create his or her own games. 
This issue mainly concerned the game; that should inspire novel game ideas. 

• A Box must contain tools that allow people to build and stage their own games. 

3.1   The Box Development Process 

We have developed two example boxes. The Magic Lens box can enhance the physical 
world with invisible three-dimensional objects, which the player can see and interact 

                                                           
3 Mobile Augmented Reality is a software solution, but it requires a particular type of powerful 

portable computer to run. 
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with through a portable computer. The Location box instead enhances the physical 
world with sound and hidden pictures, and builds on GPS and RFID technology. 

The two boxes should be seen as examples of a generic approach. A core require-
ment was that each would contain technology to support a range of games, at the 
same time as it would offer an interaction metaphor that could be easily grasped. 
Finally, we wanted each box to be immediately useful through the inclusion of ready-
made game, but at the same time be versatile enough to let its users develop their own 
games. 

The boxes were developed in collaboration with three focus groups, ranging from 
high school students, university students in game and media studies, and a profes-
sional team producing a commercial production. The Gamecreator system discussed 
below was also used in this commercial production. The focus groups provided feed-
back on all aspects of the boxes, ranging from the selection of technology, the selec-
tion of games, and the functionality offered by Gamecreator. 

The focus groups provided very good feedback during the development of the 
boxes. Towards the end of the development period, the focus groups as well as some 
other groups also got a chance to use the boxes for a limited period, to stage the 
games as well as develop their own games. This experiment was however less suc-
cessful, as the participants had too little time to actually develop anything with the 
tools. Only one group managed to create a game of their own, and none of the groups 
staged the preinstalled games with friends. We will have reason to come back to the 
trials in the section on ‘lessons learned’. 

The boxes have so far been used in five different game projects. Firstly, the boxed 
games the Alchemists and Crash were developed using Gamecreator. Gamecreator 
has also been used to implement parts of a commercial production “The Truth About 
Marika” [6]. Although this was a truly enlightening experience, it was done in close 
collaboration with the Box development team and for commercial purposes. In this 
paper, we focus on the experience of using the boxes in external projects relying on 
volunteer efforts, as this usage situation more closely resembles that of a future mod-
ding community. 

3.2   The Magic Lens Box 

The Magic Lens box uses Augmented Reality technology [16] to create pervasive 
gaming experiences. The box contains a ultra-mobile PCs (UMPCs) with pre-
installed software, printed markers for pose tracking and a user manual as seen in 
Figure 1. The software for the Magic Lens box is based on the MORGAN AR/VR 
Framework [16] and uses the ARToolkitPlus library [19] for marker based tracking. 
The system tracks specially designed black and white paper markers by calculating 
their exact position and orientation from a video stream. 3D models are overlaid on 
the video, creating the illusion of them really being where the marker is. The ap-
proach is particularly useful on a hand-held device with a camera mounted on the 
back, creating the illusion of a “magic lens” [5]. In contrast to other tracking meth-
ods this method is very easy to set up. All the user has to do is print out the markers 
or use the ones that come with the box and place them in the physical game world. 
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Fig. 1. The Magic Lens box (left) and its content (right) 

 

Fig. 2. Augmented view from the Magic Lens box game The Alchemists 

The sample game that comes with the box is called The Alchemists, a simple 
treasure hunt game (see [20]). The game master hides a variety of markers in the 
playing area. These markers are associated with 3D models of potentially powerful 
alchemistic ingredients, which need to be found by the players. The players can 
then pick them up with their magical bags (also represented by a marker) and brew 
them together with other ingredients in their alchemistic cauldron (again, a 
marker). If the ingredients fit well together, the players are able to brew different 
types of potions and are awarded points depending on the quality of the mixture 
(see Figure 2). 

Modifying the existing game and creating new games is done in the Gamecrea-
tor system discussed below. For implementing game mechanics, the Magic Lens 
box software supports two different interaction models: looking with the webcam 
at a single marker and looking with the webcam at two markers at the same time. 
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Fig. 3. The Location box and its content 

3.3   The Location Box 

The Location Box uses Internet-enabled mobile phones together with a GPS or a 
RFID reader connected via Bluetooth (Figure 3). The GPS units are ordinary off-the-
shelf GPS receivers with Bluetooth, whereas the RFID readers are specifically built 
hardware that come in the shape of a wearable glove. The GPS allows to position 
game content to specific locations or areas while the RFID tags can either be placed at 
specific places or attached or hidden in artifacts. This provides flexible positioning of 
content with regards both to accuracy and scale.  

The mobile phones primarily work as relay stations, gathering data from the GPS 
and RFID readers and sending it forth to a game server over Internet. They are also 
used as recipients of streamed content from the game server. The phone client is im-
plemented in J2ME and enables images, texts, sound, and video files to be streamed 
to the phone and automatically displayed on the device. It is currently only available 
on one phone model, the Sony Ericsson K800. 

The sample game that comes with the box is called Crash and is a simple detective 
clue hunt that can be set up and played as a party game. It uses only the RFID reader 
but can be extended by the organizer to also use the GPS. The players are invited into 
the game as junior police inspectors. Once they reach the place where the accident 
took place they start finding clues that lead them on into the story.  

Game locations, characters and items are represented by printed images with RFID 
tags attached to them. The players use the RFID glove to interact with these images. 
This enables them to go to a place (and show where they are), examine evidence, and 
interact with game characters. The game responds by sending sound and image files 
to the player’s phones. As the players progress through the game, the story unfolds 
further and gets more complex. 

3.4   Gamecreator 

A central decision in the project was to develop a joint tool for both boxes. This way, a 
person who had used one of the boxes would immediately recognize the development 
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method for the next box. We also wanted the tool to support games that used hardware 
and software from both boxes in the same game. 

The Gamecreator system was constructed to fill these requirements. It is directed 
towards the amateur developer of pervasive games, rather than towards the profes-
sional programmer or game designer. It still requires some level of programming or 
scripting proficiency. A target user could for example be a person who has some in-
terest in pervasive games, and previous experience of Web 2.0 services (e.g. has set 
up and managed his or her own blog).  

Gamecreator is developed in Ruby on Rails and runs as an online service. It sup-
ports both authoring of games, and the set up and game-mastering of existing games. 
Each box owner has an own account with Gamecreator, where he or she has access to 
a development area which contains a preinstalled game, and two empty game slots 
where the user can develop new games through an online interface. The pre-installed 
game is available with a full game script, so that the user can modify it at wish.  

Authoring a new game 
In order to make Gamecreator run with several different technologies and devices, we 
decided to make the core functionalities of Gamecreator device-independent. A cen-
tral design decision for Gamecreator was to separate all information about what the 
technology could use as input (e.g. that an RFID tag had been read) or deliver as out-
put (e.g. the 3D model that should be displayed) from its meaning in the game (e.g. 
that a player has entered into a game area, or found a game object).  

The game object classes are not fully generic. This is done to support game devel-
opers to think about pervasive games, as the classes primarily represent aspects of the 
real-world. Gamecreator allows three types of objects: persons, places and items, 
primarily intended to represent real-world persons, places, and things. Each type of 
object can be identified by several different technologies. A location can e.g. be iden-
tified by a GPS area, or an RFID tag, or a Magic Lens marker, or even all of them. A 
person can be identified by a RFID tag and an item by an RFID tag of a Magic Lens 
marker. Game objects have game-specific properties that can be changed automati-
cally (by scripted rules) or manually by a game master. Gamecreator contains an 
online system for scripting rules. 

The Gamecreator objects will typically, but not necessarily, map to real-world lo-
cations, people and objects. The people category is often used to represent the differ-
ent types of players (e.g. the team leader versus the team participants) or provide 
player roles depending on which technology they carry. It will sometimes be used to 
represent non-player characters (e.g. a paper doll, as in Crash). 

The clear separation between technology-related input and output and in-game ob-
jects has several desirable effects. Gamecreator can fairly easily be integrated with new 
technology platforms. Gamecreator comes with a back-end API which can be used to 
query the current game state and trigger events from any external system. Also, the 
game can use hybrid methods to recognize in-game events. For example, the Location 
box allows indoor events to be triggered by reading an RFID tag and outdoor events by 
entering a GPS area. Finally, the in-game objects need not be recognizable by technol-
ogy at all. An in-game location can be a virtual location (e.g. a website) or even a loca-
tion that only exists as a game concept but never actually is visited by the players. 
Game objects that are not directly related to technology can still be manually managed 
by the game masters through changing their property values. 
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Fig. 4. Sample screenshot from Gamecreator. In the screenshot, a GPS location named ‘A 
forest’ has been added as the location of an in-game location named ‘A place in the forest’. 

Game Orchestration 
More complex pervasive games often benefit from being game-mastered than fully 
automatic. As discussed above, Gamecreator also supports game mastering which 
was used extensively in the Interference game discussed below. There are two main 
functions in Gamecreator that support game orchestration. One is that Gamecreator 
maintains a log of all incoming events, and provides the game manager with an 
overview of the event history. Positioned events are plotted on a map using the 
Google map interface. Gamecreator also supports manual property changes; the 
game manager can select a subset of the game objects and change any of their prop-
erties. Finally, as the rules of a game are scripted in the Gamecreator system, even 
the rules can be changed while the game is running. This is seldom used in small 
games but can be very useful in more long-term games such as Alternate Reality 
Games. 

4   Modding and Staging a Given Game: Interference 

Our first example focusses on the restaging of a given game. The game Interfer-
ence was developed within the project after Crash and the Alchemists, to show 
that the boxes can be combined to create more complex games. The game was 
restaged by a group of game design and media students at Mediadesign 
Hochschule Düsseldorf.  
 



 Boxed Pervasive Games: An Experience with User-Created Pervasive Games 229 

 

Fig. 5. Photo from the Interference stagings in Stockholm, January 2008 

4.1   Gameplay 

Interference [4] is a very different game compared to the two boxed games. Where 
Crash and the Alchemists are small and automatic games designed to be easy to set up 
and run, Interference was designed in collaboration with a professional artist as an 
artistic experience. It requires game mastering and a complicated staging consisting 
both of a technical setup and infrastructure, renting locales, and recruiting and train-
ing actors. The game had been staged four times in Kista, Stockholm before it was 
staged in Düsseldorf. 

Interference is a game for six to eight players who play together as a single group 
throughout the whole game. The game is a pervasive mystery game, a kind of a 
‘treasure hunt’ with a story line. The game starts out as in a fairly gamistic manner 
(the focus is on game mechanics rather than the narrative), as the players are given 
simple roles as electric engineers who are recruited by a company to fix their broken 
network. The background story unfolds through the players’ meeting and communi-
cating with the central characters, played by actors. Eventually, the players find the 
means to solve their original technical problem – but only at the expense of the death 
of one of the central characters. They are faced with a difficult decision and the game 
ends by letting the players collectively decide what to do. 

Interference makes use of the Magic Lens device from the Magic Lens box as well 
as of GPS positioning from the location box. RFID tags and the RFID reader glove 
are not used in this game. The Magic Lens device is used to trace the network and 
find out spots where it is broken. The network is represented by 3D models visible 
only at certain locations (at the markers) and the players have to draw lines on a map 
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to connect the nodes to each other. The GPS from the Location box is used to seek out 
magical memories in the landscape, located at emotionally interesting locations. The 
memories are sound and video files that are streamed to four different mobile phones. 
Finally, a special-built ‘magic’ doll was built for this game, which is able to recognize 
the tones played on a special bone flute. The magic doll was built from scratch, using 
audio circuits tuned to recognize the flute tones, and a Bluetooth circuit to connect the 
doll to the phone. Just as with the GPS and the RFID glove contained in the location 
box, the doll connects to a mobile phone that works as a relay station for communicat-
ing to a server. The flute is a real bone flute with no technology augmentation, made 
magic through the fact that the doll reacts to its tones. The players receive the flute 
only towards the end of the game, working its magic to mend the broken network.  

Before the game can run in a new city, the organizers have to create a map of the 
fictional ‘broken network’ overlaying the new game area, and chose the 3D models to 
fit with the network intersections and lines. The network map should ideally fit the 
theme of the game, so that the memory traces picked up by GPS are placed in interest-
ing and emotionally powerful locations. In particular, the last scene requires a  
dramatic location. Finally, there is the issue of language: if the game is replayed in 
another country the memories may need translation. In Düsseldorf, the sounds were 
re-recorded in German by the actors. 

The staging team must also prepare several non-technological aspects of the game. 
As Interference is a technology-supported game, the players’ experience relies largely 
on non-technological activities such as plotting the network lines on a paper map, 
visiting interesting locations, meeting with actors, and playing the flute (see Figure 5). 
The staging team has to rent locales, draw and print maps4 and visual markers, and 
training the actors. The last issue is perhaps the biggest challenge, as a successful 
staging depends on gradually change the attitude of the gamers from “happy quest-
ing” in the beginning, to deep involvement in a difficult choice towards the end. The 
three actors are central in this process; their involvement as game characters must 
engage the players sufficiently to make them dig deep into the story line. An addi-
tional complication is that the actors often will relay information between the game 
masters and the players. The task of, at the same time, acting out a role in an impro-
vised theatre with the players and relaying messages from the game-masters is far 
from simple. 

While the game is running, Gamecreator is used as an orchestration tool, and of-
fers several ways to control the game progress. In particular, the game master can 
trace the players’ location and help them back on track in case they get lost, but they 
can also directly manipulate the game state to speed up or slow down the game pro-
gress. To enable the students to restage the game, two of the students participated in 
one of the Stockholm stagings, where they had a chance to play the game as well as 
participate in the briefing of actors and the game-mastering. We also ensured that 
there was at least one person from the development team onsite during stagings; al-
though these people tried to be as little involved as possible this was necessary both to 
train the full student group and to help out with technical problems should any occur. 

                                                           
4 This is a larger issue than it might seem. The physical map was one of the devices that actu-

ally broke when staging Interference in Stockholm - it survived much, but not a snowstorm. 
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4.2   Observations 

The Düsseldorf student team was very active and enthusiastic about staging Interfer-
ence. Two of them participated in the Stockholm stagings, to get an idea of the par-
ticular game as well as a general understanding of technology-supported pervasive 
games. Based on the experiences from the Stockholm stagings, they started out by 
doing some changes to the game. The first one was that they created a much more 
interconnected virtual network overlay for their selected game area. This change was 
done in order to make the first game task (scouting the network) more interesting to 
the players and minimize the risk of getting lost. They also modified the use of the 
Magic Lens markers, placing them on the flat on the ground instead for on poster 
areas and walls. This made it easier to trace the direction of lines for the players, 
again contributing to making the initial part of the game more fun. 

The group also spent a lot of effort on scouting the area and selecting interesting 
places for the players to visit. They were particularly happy about the location for the 
final scene. In Stockholm, this scene had been placed in an office in a high tower 
overlooking Kista. In Düsseldorf, the student group managed to get access to the 
rooftop of the highest house in the vicinity and staged the final dramatic scene there. 

Learning to use Gamecreator as an orchestration tool took some time. However, 
once the student team learned to use it, they appreciated its versatility: 

“I slowly start to understand Gamecreator. You can really do a lot with it – if 
you understand which is which.” (Student comment) 

Interference was staged on three occasions in Düsseldorf with a total of 22 players. 
The stagings in Düsseldorf received positive feedback from the majority of the play-
ers. These had no previous experience in pervasive games, and were very excited 
about the real world involvement in the game. 

“The best moment was when we met Matilda for the very first time. She was 
standing on a dark bridge in the dimly lit park and seemed to be watching us. I 
was not sure if she belonged to the game and it took us a while to build up the 
courage to talk to her.”  
(Player comment, from postgame interviews) 

There were some technical malfunctions during the stagings with GPS breaking 
down and loss of Internet connection for the cell phones. Ironically this was probably 
caused by some real life interference in downtown Düsseldorf. This however showed 
one of the strong points of Gamecreator. As it allows for both automatic and manual 
control of a game, the students were able to trigger rules manually when the some of the 
automatic functions did not work. During the restaging process another strong point of 
Gamecreator emerged: The separation between the actual game content and the game 
logic proved to be extremely helpful. Exchanging the 3d models, adapting the game to 
the new location and setting was possible without too much of an effort. Additionally, 
the ability to trace where the players were moving in real-time as part of the orchestra-
tion interface was very valuable to the game masters. This way they were always aware 
of the players position which made it much easier to react and assure a smooth flow of 
the game (e.g. when the players were spending too much time in one space discussion, 
the students would have one of the actors call the players to put more pressure on them). 
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Afterwards we were told by the organizing student group that both preparing and 
staging the game was a truly great experience for them. In the end, their teachers also 
complained that the students were spending too much time preparing Interference - 
skipping class way too often. While this on the one hand shows that the process of 
staging a pervasive game is still very demanding, the fact that the students were 
highly motivated throughout the process is very promising. Staging pervasive games 
can be a lot of fun, perhaps in particular when the game is demanding and the staging 
itself requires creative engagement. 

5   Creating a New Game: The Treasure 

The game The Treasure was created by three B-IT Bonn students over the course of 
one semester. This game was built using the Magic Lens box. This was a supervised 
student project, where the students were first introduced to the concept of pervasive 
games by trying out and experimenting with the sample game The Alchemists. The 
students were then asked to come up with a game design by themselves.  

The students created a variety of ideas before their choice became The Treasure 
which they then developed over a couple of weeks and finally staged in March 2008. 
The students were given free hands with the development, but could always contact 
the Box development team in case they ran into technical problems. 

5.1   Gameplay 

The Treasure was inspired by classical adventure games where the main character has 
to travel to different locations, solve riddles and collect and combine objects with 
each other. The students settled for developing a game that was tied to a particular 
place, the castle Birlinghoven and its surrounding gardens where the FIT research 
group is located. The choice of location matched the team of the game, as the castle 
Birlinghoven is a twentieth century ‘remake’ castle that has somewhat of a ‘fairytale’ 
ambience.  

According to the game storyline, a long dead king has hidden away his treasure to 
protect it from greedy, undeserving people. The king has set up several challenges to 
test the mind and heart of the brave who venture to retrieve this treasure. The chal-
lenges are associated to statues and images found in the castle and the garden: for 
example in one case the players have to find meat for an eagle and his starving off-
spring, while in another they have to solve a riddle given to them by an old monk. 

The students combined the real world and the virtual Magic Lens augmentation in 
a highly engaging manner throughout the game. Instead of having the players interact 
only with virtual characters, they made use of the real statues and paintings in and 
outside the castle. These would come “alive” when being inspected with the UMPC 
and start to talk to the players. Else, the interaction model was the same as in The 
Alchemists: the players could interact with a marker through viewing it through the 
UMPC, and pick up and drop items through placing two markers close to each other 
and inspect them together through the UMPC. 
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Fig. 6. Three players of The Treasure bringing a requested game artefact to the stone hunter 

To solve the riddles, the players need to take a visual marker and bring it to the 
non-player character from who the player had received the task (see Figure 6). If the 
marker and its content did not solve the task, players would get some feedback and 
some further hints. The game ended when the player found a physical treasure map 
and could locate the treasure – which was a box of sweets. 

5.2   Observations 

Both boxes have an initially steep learning curve. Part of the problem is that the 
Gamecreator interface is far from self-explanatory (after all, it is a first prototype), but 
users also have a problem in understanding how to set up the boxed games. However, 
in this project the students rapidly overcame these issues and the process was 
smoother than in the Interference stagings, showing that Gamecreator is somewhat 
better at supporting authoring than orchestration. After only a short while the students 
had grasped the concept behind the Magic Lens box and Gamecreator and were al-
ready able to test small parts of their game. The game could then be developed and 
tested iteratively, contributing to the successful final design. 

“I personally liked this way to create the game, mostly because it was really 
feasible to create an Augmented Reality game at this short time period we 
had. If we would have to develop our own functionality it would not be possi-
ble at all, but with Gamecreator and the Magic Lens box we could just focus 
on the game design.” (comment by another student developer) 

The students ran into some problems with the built-in limitations of the box. The 
problems were a combination of the limited interaction model that the box imple-
ments and some restrictions in the scripting language implemented in Gamecreator. 
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“For the more of less complex games or games which have some new interac-
tion concepts using Game Creator can be problematic because some functions 
can be just unavailable in it. This happened also during our game design and 
we were forced to use some "hacks" or change a game design in order to use 
Game Creator. I think that even after including more and more functionality 
into Game Creator such a situation ca accrue. One solution for such a problem 
is to allow user by some means (programming Game Creator core or some-
thing else) to extend Game Creator functionality according to their needs.” 

An interesting observation is that the game The Treasure manages to deliver a 
game experience that is quite different from The Alchemists, even though both games 
use the same way to model and specify a game, the same gaming hardware, and the 
same basic interaction techniques. The treasure game uses sound files to tell the back-
ground story and to guide the player through the game. In The Alchemist the back-
ground story is rather brief and told in a text document as part of the setup. Secondly, 
the treasure game suggests different walking paths. In The Alchemist players pick up 
ingredients and have to go back to their cauldron every time, but in The Treasure 
players need to bring game artifacts to different non-player characters, which makes 
the movement through the landscape more interesting. Finally, in The Treasure the 
game was closely adapted to the physical gaming area. This makes The Treasure 
much more of a true “mixed reality” experience. Apparently, the box and Gamecrea-
tor manage to create a good balance, providing guidance through its restrictions in 
interaction and scripting model but at the same time providing some degree of free-
dom that spurs the designers’ creativity. 

The play-tests with The Treasure show that the game was engaging also to players. 
The student team was happy with the outcome. 

“During the playing session we were surprised how the players interacted with 
a new technique as if they had known it for a long time. What we were afraid 
of didn’t appear, because the players were very enthusiastic and tried to hurry 
and run, even though we didn’t mention something like having a deadline or 
time limit.” (comment by one of the students developing the game) 

6   Analysis 

We now turn back to an analysis of our box idea. Could our boxes actually work as 
tools for a modding community? To answer this question, we reflect on the original 
design decisions to give a direction for future work in the area. 

6.1   Designing Pervasive Game Boxes 

Our first assumption was that the hardware should be cheap and off the shelf, or if 
not, at least semi-generic. This assumption was supported by the focus group feed-
back, which was a bit skeptic to the UltraMobile PC due to its price (to the extent that 
they were afraid to borrow and use it). 

We also assumed that software should be pre-installed or easy to install, and that as 
much as possible should be available as on-line services, including the tools to create 
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your own games. This proved to be very important and only partially fulfilled by the 
boxes. Gamecreator comes close to realizing this through its online scripting system, 
but its ease of use is compromised by its generality and a slightly obscure interface. 
The boxes have a steep initial learning curve: it is not easy to understand even how to 
set up and run the preinstalled games. To some extent this is due to quirks in the (pro-
totype) interface and the setup procedures, but more it has to do with that the general 
concept of pervasive games is novel to the users. However, the experiences with In-
terference and The Treasure show that once a user has grasped the functionality and 
purpose of the system, they start to appreciate the versatile support offered by the 
system. The overall system seems to have created a good balance, providing guidance 
through its restrictions while at the same time providing enough freedom to spur the 
designers’ creativity. Gamecreator is currently under re-development with an in-
creased focus on configurability; something that also was desired by the Treasure 
developers. The new setup will allow games to be configured in a more generic way, 
and then scripted in a way that uses in-game concepts rather than generic concepts. 

One of our assumptions turned out to be false: we assumed that the consumer 
would buy a box to play games with their friends, and that the games for this reason 
should be easy to grasp and easy to install. However, the boxed games were perceived 
as too simple to be interesting to stage by our focus groups, whereas the rather com-
plex Interference game inspired intense engagement by the organizers and was suc-
cessfully staged. We can expect the same to be true for a true ‘modding’ community 
for pervasive games: to inspire modding, the original game needs to be a rich, com-
plex and inspiring game. 

7   Conclusions 

The most important lesson learned from this project is that the pervasive game boxes 
are not really targeted for a consumer market. Our focus on supplying small, easily 
staged, and easily understood games with the boxes was not successful, whereas pro-
viding a rich and complex game that required large investments to stage was. This is 
in line with the experiences from computer games: modding communities do not 
consist of ordinary consumers; they are formed out of a small percentage of the full 
player community for a game. 

To create a modding community, the boxes need to be reshaped to support a truly 
attractive and rich game. One possible approach is to include a pervasive variant of a 
table top role playing game with a box. Such games are based on a very rich story 
space and rely extensively on game mastering. Game mastering such a game is a 
creative and skilful task which might attract ‘modders’. The boxes could also be 
turned into a game themselves. The ideal game would be a continuously running 
massively multiplayer game service that requires special hardware. Players would buy 
a box to allow them to enter into the game, and they could be responsible for manag-
ing their own setup within the game. The Gamecreator system could then support 
players in creating modifications to their game clients, but also to build their own 
games. 

With the ongoing advancement in technology, devices suitable for being used in 
pervasive games are already becoming more powerful and standard. The new 
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iPhone3G by Apple for example already offers a decent sized screen and built-in 
GPS. This will make it easier in the future to package a box that makes full use of the 
hardware the potential players already have at their disposal, thus making the boxes 
more accessible and cheaper. 
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Abstract. Location information is an important source of context for
ubiquitous computing systems. We have previously developed a wearable
location system that combines a foot-mounted inertial unit, a detailed
building model and a particle filter to locate and track humans in in-
door environments. In this paper we present an algorithm in which a
map of radio beacon signal strengths is used to solve two of the major
problems with the original system: scalability to large environments and
uncertainty due to environmental symmetry.

We show that the algorithm allows the deployment of the system in
arbitrarily large buildings, and that uncertainty due to environmental
symmetry is reduced. This reduction allows a user to be located after
taking an average of 38 steps in a 8725 m2 three-storey building, com-
pared with 76 steps in the original system. Finally, we show that radio
maps such as those required by the algorithm can be generated quickly
and automatically using the wearable location system itself. We demon-
strate this by building a radio map for the 8725 m2 building in under two
and a half hours.

Keywords: Radio, localisation, inertial tracking, particle filters.

1 Introduction

Some of the first context-aware computing systems made use of location informa-
tion as the primary source of context. Today, GPS provides localisation outdoors,
but precise indoor tracking of people remains an open research problem. We have
seen indoor location systems based on infra-red [1], ultrasound [2], WiFi signal
strength [3], ultra-wideband1 (UWB), vision [4], and many others [5]. Nearly all
location systems based on these technologies require the physical installation of
fixed infrastructure in the environment. Furthermore, there is often a correlation
between the amount of infrastructure and the positioning accuracy achieved, as
shown in Figure 1. The amount of infrastructure is often prohibitively expensive
to deploy and maintain.

1 http://www.ubisense.net
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Fig. 1. The correlation between accuracy and infrastructure requirements in existing
indoor location systems

In a related paper [6] we developed a wearable location system, in which a
foot-mounted inertial measurement unit (IMU), a detailed building model and a
particle filter were combined to locate and track a user with sub-metre accuracy.
This system suffered from two major problems. Firstly, the computational power
required by the system was relatively high and scaled as O(Alog2(A)), where
A was the floor area of the building in which it was deployed. This made it
impractical to deploy the system in large buildings. Secondly, ambiguity caused
by symmetry in the environment could delay or even prevent the system from
determining the user’s true location.

It has been shown that radio beacons can be used to seed our location system
with an approximate initial position for the user [6], helping to alleviate the
problems described above. In this paper we present an improved algorithm in
which a map of radio beacon signal strengths (a radio map) is used throughout
the localisation process. We show that when using this algorithm, the user is
localised after taking an average of 38 steps in our building, compared with 55
when radio beacons are only used to seed the initial position, and 76 when they
are not used at all. We also show that the algorithm makes it feasible to deploy
the system in arbitrarily large buildings.

In addition to their use in this paper, radio maps are also used by many
existing RF-based location systems. Until now the construction of such maps has
been done manually, which is very time consuming. The second contribution of
this paper is to show how our wearable location system can be used to construct
such maps quickly and automatically.

The structure of this paper is as follows. Section 2 introduces our wearable lo-
cation system. Existing work in the field of RF-based location systems is outlined
in Section 3. Section 4 describes the automatic construction of radio maps. Sec-
tion 5 presents an algorithm for using such maps during the localisation process.
Finally, we evaluate the effectiveness of the algorithm in Section 6.
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Fig. 2. Wearable location system overview

2 Wearable Location System

An overview of our existing wearable location system is shown in Figure 2. The
user wears a small and light inertial measurement unit (IMU), which is mounted
on the foot and connected to a hip-mounted ultra-mobile PC (UMPC). The
IMU measures acceleration and angular velocity at a frequency of 100 Hz. These
measurements are processed by a pedestrian-dead-reckoning (PDR) filter, which
generates a noisy step event of the form (l, δz, δθ) for each step taken by the
pedestrian, where l is the computed step length, δz is the change in height of
the foot and δθ is the change in heading relative to the previous step. The
sequence of step events generated by the PDR filter describes the approximate
path followed by the pedestrian, relative to an unknown starting position and
orientation.

The localisation particle filter combines the step events with knowledge of
constraints that exist naturally in indoor environments (specifically walls and
floors) to determine the user’s absolute position. This process is known as local-
isation, and is described in Section 2.1. The user’s position is then tracked as
described in Section 2.2. The building constraints are defined by a 2.5D map,
which consists of a collection of rooms. Each room is defined by one or more
planar floor polygons, which correspond to surfaces within the room on which a
user’s foot may be grounded. Each edge of a floor polygon is either an impassable
wall or a connection to the edge of another polygon. It is possible to represent
even complex rooms using this format, such as the lecture theatre shown in
Figure 3.

2.1 Localisation

Initially it is assumed that the user can be located anywhere in the building.
Many particles (each of which represents a possible location and orientation of
the user) are generated uniformly over all floor polygons in the map. Every par-
ticle is assigned an identical weight, which is the probability that the particle
corresponds to the user’s actual position. Each time a new step event is received,
a new set of particles is generated to represent the user’s updated position. The
new set is generated by randomly sampling old particles in proportion to their
weights (this is known as re-sampling). The position and orientation of each
particle in the new set is then updated according to the received step event,
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(a) (b)

Fig. 3. (a) A lecture theatre. (b) Its 2.5D representation. The edges separating adjacent
rows of seating are treated as walls (solid blue lines), whereas the edges between stairs
in the aisle are connections (dashed green lines). Grid size = 1m2.

perturbed by some noise to model uncertainty. If the perturbed step causes a
particle to pass through a wall then that particle is assigned a weight of zero,
which prevents it from being re-sampled during the next update. This is equiva-
lent to removing the particle. Hence with each step, the user’s possible location
is narrowed down as shown in Figure 4. This continues until only a single clus-
ter of particles around the user’s true position remains. There are two major
problems faced during the process of localisation, which are outlined below.

Scalability. The localisation particle filter requires O(nlog2(n)) time to update
the set of particles when a new step event is generated, where n is the number of
particles [6]. The number of particles is varied at each step and is proportional
to the floor area within which the user may be located. Since the user may
initially be located anywhere in the building, it is clear that for a large enough
building it will not be possible to perform localisation in real time. Our lab is an
example of such a building, with a floor area of 8725 m2. We found that around
4,530,000 particles were required to achieve reliable localisation. Our current
implementation (written in Java and run on a 2.6 GHz Linux machine) is only
able to update 800,000 particles during the average step duration.

Environmental symmetry. Symmetry of the environment can delay or pre-
vent convergence to a single cluster of particles. If the layout of a building ex-
hibits translational or rotational symmetry then the relative path described by
the step events is often consistent with multiple different locations. In such cases
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(a) (b)

(c) (d)

(e) (f)

Fig. 4. An example of localisation in a three-storey building. (a) The route taken by
the pedestrian (dashed red line) and a manually-aligned overlay of the steps generated
by the inertial navigation component (solid black line); (b) The initial distribution of
particles; (c-f) The particle distribution at four points during localisation. Particles
which have passed through walls in the previous step are coloured black. An arrow in-
dicates the actual position of the pedestrian in each figure. Grid size = 10 m2. Diagrams
are exploded 10x in the z-axis.
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Fig. 5. Multiple clusters of particles caused by symmetry of the environment. The user
has walked in a straight line before making a 90◦ turn to the left. This movement
is consistent with eight different locations which arise due to both translational and
rotational symmetry. Each arrow indicates the path taken by a cluster to reach its
current position. The cluster at the bottom right corresponds to the user’s true position.
Grid size = 10 m2.

a cluster of particles forms at each location, only one of which corresponds to
the user’s true position. An example of this problem is shown in Figure 5.

2.2 Tracking

When the number of particles falls below a threshold (10,000), a clustering al-
gorithm originally used to cluster GPS positions [7] is used to identify distinct
clusters of particles. First a particle is drawn at random and its location is taken
as the centre point of a new cluster. All particles within a 7 m radius of the centre
(and less than 1 m vertical displacement) are marked and added to the cluster.
The mean is then taken as the new centre point. This process is repeated until
the mean no longer moves. The procedure is repeated on the remaining particles
until all particles have been assigned to a cluster.

The localiastion process is said to be complete when all particles are assigned
to a single cluster. The position of the user is then tracked as the centre of this
cluster. It has been shown that once the user has been localised, they can be
tracked to within 0.73 m 95% of the time [6].

3 RF-Based Location Systems

The development of RF-based location systems is an active research area
[3,8,9,10]. Such systems can be divided into model-based and map-based tech-
niques. In the former, the user’s location is calculated from a radio propagation
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model and the known locations of radio beacons. In the latter, a radio map of the
environment is constructed during an offline phase, in which beacon strengths
are recorded at positions throughout the environment. The radio map is then
used to locate the user during an online phase via pattern matching.

Radio propagation in an indoor environment is dependent on many factors,
such as the wall and floor materials, which are difficult to accurately model.
Complex propagation models have been devised which attempt to take such
factors into account [11]; however model-based RF-location systems have been
unable to match the accuracies achieved by map-based systems [3]. Radio prop-
agation is also dependent on dynamic factors such as whether doors are open or
closed, and whether other people are present in the environment. Hence it can-
not be assumed that the distribution of signal strengths at a particular location
is constant.

For human location systems (in which beacon strengths are measured by a
device attached to the user), the user’s body has a significant impact on the
measured signal strengths. Obstruction of the line-of-sight to a beacon by the
body causes signal attenuation, which can result in a reduction of up to 9 dBm
in the received signal strength for WLAN access points [12]. The overall effect
of the user’s presence is that mean signal strengths are reduced and variances
are increased. Hence if a radio map is to be used for human location, then the
map itself should be constructed when a user is present.

A number of different algorithms exist for computing the user’s position from
a beacon scan made by the user at his current position and a pre-constructed
radio map. In RADAR [3] the Euclidian distances between the measured signal
strengths and those in each entry of the radio map are calculated. Taking the
location for which the smallest distance was calculated to be the position of the
user results in an error of 2.94 m 50% of the time, and 9 m 95% of the time. Wang
et al. [13] used a similar algorithm to obtain a mean error of 6.44 m, which was
improved to 4.30 m by using relative movement information obtained with an
accelerometer.

The systems described above are deterministic, in that they compute a best
guess of the user’s position. An alternative is to compute a probability distribu-
tion p(s|z), which describes the probability that the user is located at position s
given the scan z. The best guess location is then the position s which maximises
p(s|z). The Horus system [8] used a probabilistic approach, with a reported ac-
curacy of 1.4 m 95% of the time. It is unclear how much control was exerted on
the environment within which these results were obtained (e.g. whether other
humans were present in the environment), and how vulnerable the system was
to changes in the environment such as the opening and closing of doors.

Until now most radio maps used in RF-based location systems have been
constructed manually. To do this a human stands at different locations in the
building, manually marking his position on a map and then performing a beacon
scan at each location. This method is very time consuming and is also prone
to error, since the user must estimate their true position each time a scan is
performed. Furthermore, the map would have to be manually updated if new
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radio beacons were added, or if existing beacons were moved to new locations.
As a result many deployments have been small [8], or restricted to the corridors
of larger buildings [3]. Castro et al. [10] describe map-building as “tedious”. In
one of the few large-scale deployments of a RF-based location system, 28 man-
hours were required to construct a radio map covering a 12,000 m2 building [14].
Robots have been used to acquire radio maps for use in robot location systems
[15]; however such a map would not be well suited for use in a human location
system since it would not take the presence of the user’s body into account.

4 Constructing Radio Maps

Radio maps can be constructed quickly and easily by a user who is being tracked
using our wearable location system. In this paper we focus on mapping WiFi
access points, however the same approach could be used to map other radio
beacons. The WiFi hardware embedded within the hip-mounted UMPC is used
to scan repeatedly for visible access points and their received signal strength
indications (RSSIs). When the PDR-filter signals that a new step has been taken,
the localisation filter updates the set of particles and clusters them to obtain a
new position and orientation. The most recent WiFi scan to have been completed
since the last position update (if one exists) is then incorpoated into the radio
map at this location. Note that radio map construction does not start until after
the user has been localised. If environmental symmetry prevents localisation,
then the user may manually select the cluster of particles which corresponds to
his true position in order to complete the localisation process.

The radio map data structure (and the amount of data stored within it) can
be changed according to the desired application. In this paper we construct a
radio map for use during the localisation step of our location system. To do
this we divide the 2.5D map into cells. A cell is a region in space within which
radio measurements are grouped, with the cell size defining the granularity of
the map. Each cell contains a histogram of measured RSSI values for each access
point that has, at some point, been visible from the cell. A new measurement
is added to a cell by simply updating the histogram for each access point that
was sighted in the scan. If an access point is sighted for the first time in a cell
then a new histogram is created. We considered two factors when deciding how
to divide a 2.5D map into cells:

1. The radio map is most useful when the variability of radio measurements
within cells is minimised, and variability between cells is maximised. Since
walls attenuate radio signals more than air, we should not allow cells to span
multiple rooms.

2. To get a complete radio map it is necessary to take measurements in every
cell. Some rooms such as the lecture theatre shown in Figure 3 are made
up of many small floor polygons. Therefore it should be possible for cells to
span multiple floor polygons within a room.
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Fig. 6. The cells generated for the lecture theatre shown in Figure 3 with a cell gran-
ularity of 6m. Each cell is shaded with a different colour.

Fig. 7. Tracks generated by a user over 2 hours and 28 minutes, during which a radio-
map was constructed.
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Fig. 8. The radio map generated for a single access point. Cell colour indicates the
mean RSSI value. Cell granularity = 5m.

Table 1. The map coverage and mean scans per cell at different cell granularities

Cell granularity (m) Coverage (%) Mean scans per cell
1 59 1.3
2 85 4.3
3 96 9.14
4 99 12.9
5 99 18.9

Hence we divide each room into cells as follows:

1. Compute the 3-dimensional bounding box of each room.
2. Divide the bounding box into the minimum number of identical cuboids such

that no edge is longer than the specified cell granularity.
3. A cell is defined as the fragments of floor polygon which are contained within

a single cuboid.

The Weiler-Atherton clipping algorithm [16] is used to compute the fragments
of each floor polygon that are contained in a cell, as shown in Figure 6.

We used our location system to construct a map of WiFi access points in a
large (8725 m2) three storey building. A user was tracked for 2 hours and 28
minutes (split into three sessions), travelling a total distance of 8.7 km as shown
in Figure 7. In total 33 access points were observed, one of which is shown in
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Figure 8. We define coverage as the percentage of the total floor area covered by
cells in which at least one measurement was recorded (excluding restricted areas
to which we could not gain access). The coverage at different cell granularities
is shown in Table 1. The map with a cell granularity of 5 m is used in the next
section to improve the localistion performance of the system.

5 RF-Assisted Localisation

There are two stages at which WiFi measurements can be incorporated into the
localisation particle filter. The first is when the initial distribution of particles,
known as the prior, is generated. The second is during the localisation process
itself, in which measurements can be used to weight particles according to the
probability of observing the measurement given a particle’s state (i.e. the position
and orientation of the particle). Formally, the weight of a particle at time t is
calculated as

wt = wt−1 · p(zt|st) (1)

where wt−1 is the previous weight of the particle and p(zt|st) is the probability
of observing the measurement zt given the state of the particle st. A particle
which is consistent with the measurement will be assigned a high weight, making
it more likely to be re-sampled during the next update relative to a particle that
is not consistent with the measurement. The result is that over multiple updates
more and more of the particles that closely match the observed measurements
are generated, and particles which do not match the measurements die out.

5.1 Prior Generation

In previous work, a simple uniform prior was generated based on visible access
points in order to solve the scalability problem [6]. Here we present an improved
algorithm which takes into account the observed RSSI values of each visible
access point. During initialisation the WiFi hardware is used to scan for visible
access points and obtain corresponding RSSI measurements. Let the vector of
observed RSSI values be z0 = (ap1, ap2, ..., apn), where apn is the RSSI observed
for access point n.

To constrain the initial location of the user we first compute the Euclidian
distance between z0 and the vector ci of mean RSSI values for each cell (indexed
by i) in the radio map. A prior region is then generated, consisting of all cells
for which the distance is under a threshold ε = 9.5 dBm, which was determined
experimentally to ensure a low probability of failure as described in Section 5.3.
Formally the prior region is given by

Rprior =
⋃
i

Celli | ndist(z0, ci) < ε (2)

where Celli is the set of polygon fragments in the ith cell and ndist(z0, ci) is the
normalised Euclidian distance between z0 and ci as described below. The initial
distribution of particles is generated uniformly across the prior region.
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Since we are deploying our tracking system in a large building, careful consid-
eration must be paid to computing the distance when different access points are
visible at different locations in the building. This is a problem rarely addressed
in existing literature, since most experimental deployments of RF-based location
systems are small and implicitly assume that all access points are visible at all
locations in the building. Consider the following scan and cell vectors, where a
question mark indicates that an access point was not observed:

z0 = (−82,−73, ?) (3)
c1 = (−84,−75, ?) (4)
c2 = (−84,−75,−75) (5)

As a first attempt we might choose to compute the distance between the ob-
servation and a cell using only the access points for which measurements are
present in both vectors. This approach computes equal distances to both cells,
yet intuitively the distance to cell 1 should be smaller, since an access point that
is strongly visible in cell 2 was not observed by the user. Our solution is to com-
pute the Euclidian distance over all access points, filling in missing readings in
both the cell and the measurement vectors with the weakest RSSI value that can
be measured by the WiFi hardware, in this case -96. Each distance measurement
is then normalised by dividing by the number of access points that are visible
from the cell according to the radio map. This makes it possible to compare dis-
tance measurements between areas where different numbers of access points are
visible. Note that this normalisation penalises a missing value in the cell vector
more than a missing value in the measurement vector:

z0a = (−82,−73, ?) (6)
c1a = (−84,−75,−75) (7)

ndist(z0a, c1a) = 7.1 dBm (8)
z0b = (−84,−75,−75) (9)
c1b = (−82,−73, ?) (10)

ndist(z0b, c1b) = 10.6 dBm (11)

This is a desirable property, since each cell in the radio map typically contains
many measurements. If an access point were visible from a cell, then you would
expect that it would have been sighted in at least one of them. In contrast the
measurement vector z0 is from a single scan, and an access point that it is
possible to sight from the cell may have been obscured by the user’s body or
some other object in the environment.

Figure 9 shows the result of using Rprior in the same example as shown in
Figure 5. Note that the prior region covers only a small proportion of the total
floor area. Since the number of particles is proportional to the floor area that they
cover, the computational cost of localisation has been reduced. By using the prior
the number of distinct clusters is reduced from eight to three, since only three
of the clusters shown in Figure 5 originated from inside the prior region. Hence
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Fig. 9. The remaining clusters for the same example as in Figure 5 when Rprior (in-
dicated by the shaded region) is used. The cluster at the bottom right corresponds to
the user’s true position.

the uncertainty due to symmetry in the environment has also been reduced, but
the user’s location has not been uniquely identified. One problem which a prior
region does not solve is distinct clusters that arise due to rotational symmetry
and originate from the same location. For example the top left and bottom right
clusters shown in Figure 9.

5.2 Localisation

To remove clusters which arise due to only rotational symmetry, we generate
containment regions for each step during the localiasation process. For a step at
time t we generate the region

Rt =
⋃
i

Celli | ndist(zt, ci) < ε (12)

where zt is the last WiFi scan to be completed prior to the completion of the
step. We use this as a containment measurement with distribution

p(zt|st) =
{

1 if st is in Rt

0 otherwise (13)

which sets the weight of all particles outside the region to 0. These measure-
ments remove clusters of particles which arise due to rotational symmetry in
the environment. Figure 10 shows the result of using both the prior and con-
tainment measurements. Only a single cluster remains, which corresponds to the
true location of the user.
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Fig. 10. The remaining clusters for the same example as in Figure 5 when both Rprior

and containment measurements are used. The shaded area indicates the most recently
applied containment measurement.

5.3 Robustness

In the solution presented above we have opted to use containment regions, where
the probability p(zt|st) is uniform across the entire region. An alternative (and
perhaps more conventional) approach would be to compute a probability p(zt|ci)
for each cell and then apply a measurement with the distribution:

p(zt|st) = p(zt|ci) where st is in Celli (14)

The distributions p(zt|ci) could be computed directly from the histograms in
the radio map and the measurement vector zt. We chose to avoid the use of
probabilistic measurements because they assume that the distribution of RSSI
measurements recorded for a given access point at a given location is constant.
It has been noted elsewhere that this assumption is not valid [12], since the
distribution can be affected by a change in the environment such as the opening
or closing of a door. Such a change can introduce a systematic error into the
resulting probability distributions, which can in turn draw the particle cloud
away from the user’s true position.

In our approach we avoid introducing systematic errors into the resulting
probability distributions by making the distributions uniform across containment
regions. The only problem that can arise is for the cluster corresponding to the
user’s true position to fall outside the containment region. To ensure that this
is unlikely to occur, we processed just under one hour of trace data (distinct
from that used to construct the radio map) gathered by the system. After each
step during tracking, we calculated the normalised distance ndist(zt, ci) for each
cell overlapped by the single cluster corresponding to the user’s position. The
cumulative distribution of the calculated distances is shown in Figure 11. This
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Fig. 11. The cumulative distribution of ndist(zt, ci), for cells overlapped by the correct
cluster of particles

distribution shows that for a threshold ε = 9.5 dBm, the probability of the cluster
falling outside the containment area is 0.00028 for a single step. We have not
found any localisation to require more than 60 steps at this threshold. If 60 steps
are required, the overall probability of failure is 1.7%. When a failure does occur,
the localisation process is simply restarted.

6 Localisation Performance

In this section we quantify the localisation improvements provided by contain-
ment measurements generated using a radio map. To do this we randomly select
50 starting points from the first 30 minutes of a 35 minute continuous trace of
the user moving throughout the building. For each starting position, we run the
localisation process without using the radio map, using only Rprior, and finally
using both Rprior and containment measurements.

The results obtained for a single starting position are shown in Figure 12.
In this example 4,478,049 particles were used in the prior and 82 steps were
required to localise the user without the radio map. When Rprior was used to
constrain the initial location of the user, the prior consisted of 190,850 particles
and 68 steps were taken before localisation. When both Rprior and containment
measurements were used, the prior contained 228,001 particles and localisation
required only 31 steps. The number of particles in the prior for the two cases
where Rprior was used differ only due to the random process which is used to
generate the priors [6]. Note that the number of particles is well under 800,000
when the radio map is used, which is the number of particles that can be updated
in real time by our current implementation.
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Fig. 12. The data gathered for a single localisation without using the radio map (red
dashed), using Rprior only (blue dot-dashed), and using both Rprior and containment
measurements (black solid). (a) The number of particles generated at each step. (b)
The number of clusters at each step (clustering is only performed when the number of
particles is below 10,000).

Table 2. Summary of localisation performance

Radio map use Mean Std-dev Max Min

Particles in prior
None 4,449,156 44,195 4,482,151 4,371,901

Prior only 535,493 446,751 1,435,550 211,850
Throughout 539,644 462,869 1,493,701 228,001

Steps until localisation
None 76 14.1 96 63

Prior only 55 24.7 96 24
Throughout 38 12.2 53 23

Table 2 summarises the results. Using Rprior reduces the average number of
particles to 535,493. There is however a large variation between the number of
particles generated in different runs, with one run generating a prior of 1,435,550
particles. This is explained by the presence of large open plan areas in our build-
ing within which radio signals propagate much more freely than in areas where
there are many walls. Hence larger priors are generated in such areas. In all cases
the number of particles fell under the real-time limit of the current implemen-
tation within 5 steps, allowing the algorithm to catch up before the user was
located. Hence using Rprior allows localisation in real time. The number of steps
taken by the user before localisation is also reduced by using the constrained
prior; however the worst case of 96 steps was not reduced, indicating that Rprior
alone did not always reduce the problem of environmental symmetry.

Using containment measurements in addition to Rprior reduced the average
number of steps before localisation to 38. The worst case was reduced to 53 steps
from 96. Hence the use of containment measurements throughout the localisation
process helps to solve the problems which arise due to environmental symmetry.
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7 Conclusions and Future Work

In this paper we have developed an algorithm for using radio beacons during
the localisation phase of our wearable location system. A radio map is used to
generate containment regions within which the user is almost certainly located.
These regions constrain the location of the user, allowing localisation to be per-
formed in real time in arbitrarily large buildings. We have also shown that the
algorithm reduces uncertainty caused by symmetry in the environment. In tests
performed in a large building, a user was located after taking an average of 38
steps, compared with 55 steps when the beacons were only used to generate the
prior, and 76 steps when the beacons were not used at all. Hence we have shown
the benefit of using containment regions throughout the localisation process.

Our second contribution has been to demonstrate how the existing system can
be used to construct radio maps quickly and automatically. We demonstrated
our approach by constructing a radio map of a 8725 m2 three-storey building
in 2 hours and 28 minutes, with map coverage of 96% at a cell granularity of
3 m. This is of particular interest to developers of existing RF-based location
systems, for which radio maps are usually constructed manually in a far more
time consuming process.

In the future we plan to investigate how a radio map could be built, shared and
updated by multiple users. This would allow the system to respond to changes
in the environment including the installation, relocation and removal of radio
beacons. We also plan to use our ability to quickly construct radio maps to
investivate the temporal and spatial properties of radio beacon signal strengths
throughout a large building.
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Abstract. We present a system, called PL-Tags, for detecting the presence of 
batteryless tags in a building or home through the power lines. The excitation (or 
interrogation) and detection of these tags occurs wirelessly entirely using the 
powerline infrastructure in a building. The PL-Tags proof-of-concept consists of 
a single plug-in module that monitors the power line for the presence of these 
tags when they are excited. A principal advantage of this approach is that it re-
quires very little additional infrastructure to be added to a space, whereas current 
solutions like RFID require the deployment of readers and antennas for trigger-
ing tags. An additional benefit of PL-Tags is that the tags are wirelessly excited 
using an existing phenomenon over the power line, namely electrical transient 
pulses that result from the switching of electrical loads over the power line. We 
show how these energy rich transients, which occur by simply turning on a light 
switch, fan, television, etc., excite these tags and how they are detected wire-
lessly over the power line. We contend that the PL-Tag system is another class of 
potential batteryfree approaches researchers can use for building pervasive com-
puting applications that require minimal additional infrastructure. 

Keywords: Ubiquitous computing, Pervasive computing, Tagging, Sensing, 
Sensors, Power lines, Hardware.  

1   Introduction and Motivation 

Today's computers have seen an astonishing increase in computational and storage 
capabilities. Battery technology, however, has not followed the same desirable trend. 
The success of many pervasive and ubiquitous computing systems will be contingent 
on their self-sustainability. It is neither practical nor desirable to replace hundreds of 
batteries in large distributed sensor deployments. Scavenging energy available in the 
environment for use by low-power sensors and electronics offers an ideal solution for 
many mobile and ubicomp applications.  

Motivated by the success of RFID technology, researchers have developed ways to 
wirelessly transmit energy for the purpose of powering identification tags and sensors 
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[15, 20, 25]. The advantages of these batteryless solutions are their potential to be 
long-lived and their reduction in size requirements. Although these solutions are at-
tractive for future ubicomp applications, they still require the deployment of custom 
hardware throughout a home or building (antennas and readers in the case of RFID-
based systems). In addition, although these solutions may eventually become more 
cost-effective on an individual unit basis, they are not without some drawbacks. For 
example, having to install and maintain a collection of readers is time-consuming, and 
the large number of readers required for coverage of an entire space increases the 
number of potential failure points. 

Inspired by this desire to provide a practical batteryless solution and building on 
the current trend of leveraging already existing infrastructure [6, 17, 18, 19, 24], we 
present a proof-of-concept system, called PL-Tags, for detecting the presence of bat-
teryless tags in a building or home through the power lines. The PL-Tag system uses a 
building’s electrical infrastructure to wirelessly trigger and interrogate those tags. The 
excitation and detection of these tags occurs entirely using the powerline infrastruc-
ture. Electrical transient pulses produced by the switching of electrical loads over the 
power line trigger the tags. These transients occur naturally through the switching of 
certain electrical loads in a building or home. The power lines naturally radiate these 
broadband transients as RF energy, which excite the tags, causing them to inductively 
couple their response back over the power line. A plug-in module that continually 
monitors the power lines senses the tags’ responses.  

The PL-Tag system requires only the installation of a single plug-in module that 
connects to an embedded or personal computer. Unlike RFID, PL-Tags does not re-
quire the addition of readers or antennas in the space since the power lines act as the 
antenna and the plug-in module acts as the reader. In addition, the interrogating signal 
that excites the tags is a naturally occurring phenomenon found in any electrical sys-
tem. This opens up the possibility for new interaction where human-initiated electrical 
events, such as turning on a light or television, cause the interrogation of the tags. 
Although our current proof-of-concept is limited in its read range (~30-50 cm from 
the power line), we highlight a new strategy in batteryless sensing and spur interest in 
this research area.  

In this paper, we report the results of a series of experiments to determine the vi-
ability of this approach in a variety of settings. We also report the performance results 
in terms of distance and detection accuracy in a home and office building. Results 
show that the PL-Tag system can trigger and detect tags up to 30-50 cm from the 
nearest electrical wiring. Finally, we discuss potential applications, the limitations and 
potential future improvements for this approach. 

2   Related Work 

Common examples of battery-less systems are those that harvest energy from the 
environment. Solar power is the most popular and well-known example. Many calcu-
lators, landscape lights, and backup power systems use solar energy. Researchers 
have created a solar-powered node composed of sensors, a processor, an RF transmit-
ter, and solar cells, to collect, process, and forward sensor data to a central wearable 
device in [3]. They showed the possibilities of energy harvesting through ordinary 
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exposure to sunlight and indoor light for an entire day. Although this solution shows 
promise in a variety of applications, there may be concerns in dimly lit areas and the 
sensor may not be enclosed within other objects. Recent research in this area has also 
targeted temperature differentials [9, 23], low-level mechanical vibrations [1, 2, 14, 
26], and other sources of kinetic energy, such as the natural motion of the human 
body [11, 21, 22].  

Tagging systems, such as passive RFID systems, use inductive coupling to remove 
the need for batteries in the tags. RFID systems consist of an antenna and reader com-
bination that interrogates nearby tags. The MediaCup [7] and commercial projects 
like electric toothbrushes use inductive coupling to charge a small battery or capacitor 
for extended use. Other researchers have extended the concept of inductive coupling 
to remotely charge sensor packs [4]. Researchers have demonstrated wirelessly pow-
ering RFID-based sensors using long-range RFID readers [15, 20, 25]. For example, 
the Wireless Identification and Sensing Platform (WISP) is a passive UHF RFID tag 
that uses a low-power microcontroller for sensing and communication. More general-
purpose wireless power transfer techniques have been demonstrated to power con-
sumer electronic devices [10]. Although these solutions are encouraging for practical 
ubicomp sensor installations, our focus is to present a different strategy for potentially 
powering sensors - namely, leveraging an existing infrastructure like the power line as 
the interrogator. Both approaches have advantages and disadvantages. Thus, specific 
applications will ultimately dictate the necessary complexity of the additional infra-
structure. One can imagine RFID sensors being more appropriate for applications that 
require the detection of a large number of tags and very high accuracies, where as PL-
Tags would be more appropriate for home applications, where there might not be as 
many tags and costs plays an important role. 

Alternatives, such as vibration and motion-powered devices, do not require exter-
nal powering sources, but the harvesters usually result in extra bulk. Physical motion 
and actuation, which convert kinetic energy to electrical has proven to be successful. 
MIT’s self-powered switch is capable of wirelessly transmitting a static identification 
number using the power generated from pressing a spring-loaded igniter switch [16]. 
The flexing of a piezo plate mounted on shoes can produce enough energy to power a 
simple wireless transmitter [11]. Commercial products like the Faraday Flashlight use 
continuous physical motion and magnetic induction to power an LED [5]. Hand 
cranks have also been integrated into small flashlights and radios to produce tempo-
rary power. An off-body example of physical actuation is the Electro-Kinetic Road 
Ramp in the UK, which generates power each time a car drives over its metal plates 
[2]. This power is stored to run streetlights and traffic signals.  

Detecting tagged objects has also been a long studied problem in ubicomp. Tradi-
tional examples include static labels (e.g., a barcode or 2-dimensional glyph) that are 
placed on an object and read or scanned by some form of reader device. Barcode 
solutions are typically limited to line-of-sight locations of a camera or optical reader. 
MIT’s FindIT Flashlight uses active tags that respond to an incident laser [12]. A 
modulated laser signal is used to wake-up and interrogate the tags. An indicator light 
on the tag notifies the user that the desired object has been found. 
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Previous work has focused on leveraging the existing infrastructure in a home or 
building to collect signals at a single location, called infrastructure mediated sensing 
[17]. Researchers have recently begun exploring the use of existing home infrastruc-
ture to detect human originated events, such as using the power lines [18, 19, 24]. A 
single plug-in sensor can classify events, such as the actuation of a light switch, 
through the analysis of noise, transduced along the power line, from the switching and 
operation of electrical devices [18]. Other prior work includes the PowerLine Posi-
tioning system [19, 24], which uses existing power line infrastructure to do practical 
localization within a home.  

3   PL-Tags Approach and System Details 

The PL-Tags system consists of wireless tuned passive tags and a power line interface 
module (seeFigure 4) that is plugged into any electrical outlet in a building or home. 
The power line interface is attached to a data collection apparatus and a PC that per-
forms the analysis on the electrical signal. Tags are triggered wirelessly by electrical 
transients naturally produced over the power line from the switching of electrical 
loads. These transients are radiated as RF energy that is received by the tags. Tags 
resonate at their tuned frequency and inductively couple over the power line in re-
sponse to the electrical transients. The powerline interface isolates and detects both 
the transient pulse and the resulting “ringing” waveform from the coupled tags over 
the power line. For this initial proof-of-concept, we tuned each tag to a different fre-
quency in order to identify the triggered tag. The broadband nature of the electrical 
transient facilitates this effect. 

3.1   Theory of Operation 

Electrical transient pulses are short-lived, high-frequency increases in voltage on the 
power lines (see Figure 1). Some sources of these transients are the result of the arc-
ing contacts in switches and relays, which are caused by the abrupt switching of high 
current loads and the sudden actuation of motors and other inductive loads [8,13]. 
These types of transients are usually normal mode (occurring between hot and neu-
tral). In addition, they are both broadband and high in energy across the entire band, 
with voltage surges exceeding hundreds of volts. Typically, the rise times are on the 
order of a few microseconds, with the decay times approximately tens to hundreds of 
microseconds (see Figure 2). The frequency components of the waveform range from 
a few kHz to over 100 MHz. Peak voltages for typical electrical devices found in a 
home are hundreds of volts to a few thousand volts. For example, a motor-type load, 
such as a fan, will create a transient noise pulse when it is first turned on and when it 
is turned off. In addition, a light switch connected to a 100 W incandescent light or 
the relay switch on a television will produce an electrical transient pulse. 

Patel et al. showed an approach that can be used to train on the duration and fre-
quency characteristics of these transient electrical noise pulses to later determine 
which device has been actuated when a transient is seen on the power line [18]. De-
pending on the switching mechanism, the load characteristics, and length of the 
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transmission line, these impulses can be very different. Fig. 2 shows the energy distri-
bution of an electrical transient pulse caused by a light switch connected to a 1000 
watt load being actuated. Note the rich number of high amplitude frequency compo-
nents for each pulse and their relative strengths. If we take a different electrical load, 
such as a television, the resulting electrical transient pulse is different, but there is still 
considerable energy across a broad portion of the frequency spectrum.  

The operating principle of PL-Tags is that the transient surge can be used to wire-
lessly induce an RC circuit to resonate (i.e. near-field effect), and in turn cause the 
resonator to inductively couple back over the power line. By tuning the resonator to a 
known frequency that is both within the high energy band of the transient and is not a 
harmonic of another signal source, such as a radio station, the presence the frequency 
can be seen over the power line as an exponentially decaying “ringing” waveform 
(see Figure 3). In this case, the decay rate is related to the resistance between the 
resonator and the electrical line. Since there may still be potential ambient noise pre-
sent at the tuned frequency of the resonator, we use the bounds of the electrical tran-
sient to help detect the presence of the ringing waveform. Fig. 2 shows an example of 
a transient with and without the excited resonator. Note the flat tail at the end of the 
second transient at 180 kHz, which is the ringing. 

The onset of the transient is used to determine the noise floor of the power line 
right before the onset of the pulse and the end of the transient is used to mark where 
the ringing waveform should occur. Tuning each PL-Tag resonator to a different fre-
quency that is not a harmonic of another is a simple way to differentiate between tags. 
We can imagine extending this concept to directly harvesting the power and imple-
menting a low-power load modulation scheme or a DTMF-based scheme for identify-
ing the tags, but our intent with this work was simply to demonstrate the concept. 
However, the frequency-differentiation approach could be sufficient for applications 
that only require a small number of tags. Also, note that because PL-Tags relies on the 
near-field effect, coupling occurs only over short distances (tens of centimeters), with 
actual distance being dependent on the strength of the transient. 

For devices that produce continuous noise, they are still bounded by some transient 
phenomena, but also exhibit electrical noise during their powered operation. For this 
class of noise, we are interested in the bounding transients although certain inductive 
loads might provide continuous energy sources during their operation. For this paper, 
we only look at these electrical transients. 

 

Fig. 1. Example of an electrical transient voltage spike 
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Fig. 2. Frequency spectrum of transients with and without a 180 kHz resonator placed near the 
power line. The second transient shows the ringing at the 180 kHz at the end of the transient.  

  

Fig. 3. Zoomed in view of a transient pulse (left) inducing the ringing waveform (right) of a 
tuned resonator 

Finally, it is interesting to look at the practicality of using the transients as the 
“triggering” source from a regulatory point of view. In the United States, the Federal 
Communications Commission (FCC) sets guidelines as to how much electrical noise 
AC-powered electronic devices can conduct back onto the power line (Part 15 section 
of the FCC regulations). Device-generated noise at frequencies between 150 kHz-30 
MHz cannot exceed certain limits. Regulatory agencies in other countries set similar 
guidelines on electronic devices. However, this mainly applies to continuous noise 
output of electronic devices, such as those that have solid state switching power sup-
plies. Controlling high power electrical transients is a more challenging task and is  
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Fig. 4. Overview and high-level diagram of the PL-Tag system 
 

 
often not directly regulated. The generation of electrical transients extends beyond the 
control of an individual device such as a light switch or television. It is the result of 
the electrical load of other devices on the power line and the transmission lines them-
selves. Regulatory agencies usually require sensitive electronic devices to implement 
proper transient filters within their own devices (IEC 61000-4-4). Thus, there is value 
in using this naturally occurring phenomenon for interrogating at power levels that 
may not be allowed by certain regulatory agencies. 

3.2   Experimental Apparatus Details 

The experimental setup consisted of a plug-in power line interface module, an electri-
cal transient pulse generator, and prototypes of PL-Tags tuned at different resonant 
frequencies (see Figure 4). The plug-in power line interface was custom hardware 
consisting of two filtered outputs (see Figure 5). The first was a bandpass-filtered 
output with a passband of 100 Hz to 250 kHz. The second output was bandpass-
filtered with a 100 kHz to 50 MHz passband. Both filtered outputs incorporated a 60 
Hz notch filter in front of their bandpass filters to remove the AC power frequency 
and increase the effective dynamic range of the sampled data. 

The outputs of the powerline interface were connected to a multi-input 2.5 GHz 
oscilloscope with a PC interface, which allowed us to capture and transfer signal 
traces for post processing. Although most of our analysis can be performed in real-
time, this method allowed for flexibility during the experimentation. The device pro-
duced 14-bit resolution samples with a sampling rate of 40 GS/sec. 

The tags consisted of very minimal hardware in which each tag had a tuned LC 
circuit (see Figure 6 and Figure 7). The simplicity is encouraging from a size and cost 
point of view. Each tag was equipped with an adjustable capacitor for tuning and a 
custom wound antenna. We used both a signal generator connected to a transmission 
antenna and our transient pulse generator to tune the antenna to the desired frequency. 
For our experiments, we built three different tags. Two of the tags incorporated an air 
core antenna design, tuned at 135 kHz and 180 kHz. The third was a ferrite rod-based 
antenna tuned at 135 kHz (see Figure 7). For additional experimentation, we also built 
a full wave rectifier circuit and loaded it down with a 10k resistor to measure the 
actual voltage transfer from the transient pulses (see Figure 6). 
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Fig. 5. The schematic of our powerline interface device used in detecting the transients and the 
presence of a PL-Tag 

 

   

Fig. 6. Top: Schematic for the LC resonators used for the tags. Bottom: Setup for measuring the 
power being coupled to the tag in response to the electrical transients 
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Fig. 7. Example PL-Tags. We experimented with both open air coil and ferrite rod antenna 
designs. 

For the software components of our system, we built a C++ application to sample the 
digital oscilloscope and perform a Fast Fourier Transform (FFT) on the recorded 
signal.  The application allowed us to visualize the entire spectrum and produce the 
plots presented in this paper. In addition, the application also detected the transient 
pulses for the recorded signal. We used a simple sliding window algorithm to look for 
abrupt changes in the input line noise using a threshold value determined through 
experimentation. The threshold was proportional to the difference between the FFT of 
the power line noise before the transient and during the transient noise pulse. The 
sliding window for the transient detector used 1-microsecond samples, which was 
averaged from the data acquired after performing the FFT on data collected from the 
powerline interface hardware. Each sample consisted of frequency components and its 
associated amplitude values in a vector form. Each vector consists of amplitude val-
ues for frequency intervals ranging between 50 kHz and 5 MHz. Then a simple 
Euclidean distance between the previous vector and the current window’s vector was 
computed. When the distance first exceeded a predetermined threshold value, the start 
of the transient is marked. The window continues to slide until there is another drastic 
change in the Euclidean distance (the end of the transient), thus allowing us to find 
the bounding times of the transient. 

After having isolated the transient, we inspected the FFT during the onset of the 
transient and the end of the transient for the known frequency response of the tuned 
tags. Using the difference between the amplitudes at that frequency, we determined 
whether a tag is present in the space. In our case, we used a 10% increase in the peak-
to-peak voltage at the centered frequency as an indicator for tag being present. Be-
cause our experiments were in a quasi-controlled space, this was sufficient for our 
detection scheme. A future implementation would involve searching over the end of 
the transient to find the ringing waveforms. If the decay rate and length of the decay is 
know, those features can also be used in finding the signal (more details in Section 5). 

3.3   Creating the Transients 

We built a portable test apparatus that would reliably and consistently produce an 
electrical transient noise pulse generated by standard electrical devices found in a 
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building (see Figure 8). Although we could have use almost any device connected to 
the power line, our apparatus allowed us the flexibility to move the test equipment 
around. We could have used a signal generator connected to a linear amp to produce 
similar high-powered noise pulse. However, we wanted to take care to try to match 
the transient characteristics of standard devices.  

The transient generator consisted of a self-contained galvanized gang box with 2 
grounded electrical outlets and a 120 V 20A light switch. There was a power cable, 
which plugged into any electrical outlet power the gang box. The two electrical out-
lets on the box allowed us to apply various loads in generating the transients. We 
experimented with a variety of different resistive loads, such as a standard 200 watt 
light, 1000 watt flood lights, and a space heater to confirm its operation.  

 

Fig. 8. Experimental electrical transient noise generator box. The gang box includes a switch 
connected to test outlets where the loads are plugged in.  

4   Feasibility and Performance Results 

In this section, we discuss a collection of experiments conducted to determine the 
feasibility of our transient triggered resonator approach. We attempt to address the 
following important questions of the approach, including (1) what types of devices 
generate the necessary electrical transient pulses for this approach, (2) what is the 
response of the tuned circuit to the electrical transient pulses, and (3) how well can 
the ringing waveform be detected over the power line? 

4.1   Transient Generators 

Table 1 shows the various household devices used during our experiments to explore 
the devices that would produce a transient impulse capable of triggering a PL-Tag. 
The table shows the devices that produced a discernable ringing waveform at the 
powerline interface module. For these experiments, a PL-Tag was placed approxi-
mately a few centimeters from where the device was actuated and the receiver module 
was plugged in the outlet in the same or nearby room. We found that most loads that 
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drew under 1 A of current did produce detectable transients, but the ringing waveform 
was not present with our test equipment. A different weak signal detection approach 
may help discern the signal over the noise. This is what accounts for devices like the 
microwave door and refrigerator door not being able excite the PL-Tags. We expect 
other low-power loads would exhibit the same problem. In addition, some microcon-
troller-based appliances may not directly produce a transient pulse until an internal 
relay is switched. However, most high current loads like an oven or dryer and induc-
tive loads like an exhaust fan produced enough power to allow us to observe the  
ringing waveform of the resonator at the powerline interface. We also observed that 
transients from an inductive load such as a motor create a very strong kickback spike 
when the load is turned off.  

The 1 A load was borderline - in most of the cases it created a detectable signal, 
however, the signal was only detectable when the plug-in module was located close to 
the tag location (about 1-2 meters). 

Table 1. Examples of devices that produced electrical transients capable of causing a PL-Tag to 
resonate and being able to be detected off the power line 

Devices Observed Transient Produced  
Detectable Resonating Signal 

100 W Incandescent light and wall switch Y 
Microwave door light N 
Oven light/door Y 
Electric stove Y 
Refrigerator door N 
Electric Oven Y 
Bathroom exhaust fan Y 
Ceiling fan Y 
Garage door opener Y 
Dryer Y 
Dishwasher Y 
Refrigerator compressor Y 
Lights via a dimmer wall switch Y 
Garbage disposal Y 
Drill Y 
Microwave Oven Y 
Television (CRT, plasma, or LCD) Y 

4.2   Antenna Response of Tuned Tags 

Figure 9 shows the frequency response of the tuned resonator in response to an elec-
trical transient 30 cm from the power line for the 180 kHz tag. The peak indicates the 
resonate frequency of the tag. Clearly, there is noise across the entire band from the 
transient, but the response is strong enough to resonate and be detected at the receiver 
module depending on the distance of the tags to the power line and the distance to the 
module. Between the air core and ferrite rod antenna design, no one design stood out 
to be significantly better than the other. Thus, we conducted most of our experiments 
with the air core, because of its more compact size. 
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Fig. 9. Frequency response of a 180 kHz tuned resonator excited by an electrical transient. Note 
the peak at the resonate frequency 
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Fig. 10. Voltage across tuned tag loaded down with a 10k ohm load at various distances from 
the power line 

In Fig. 10, we show the voltage induced off the PL-Tag when run through a 
Schottky-based full wave rectifier and a 10k ohm load. Readings were taken at 
increasing distances and there is a quick drop off as the tag moves beyond 30 cm 
from the closest power line. Although these are very short-lived responses from 
the transient pulse, there might be some hope of actually harvesting power for 
potential onboard processing with a new antenna design and using very low noise 
components. 
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4.3   Tag Identification over the Power Lines 

In order to stay with a batteryless tag, we use a simple inductively coupling ap-
proach to detect the presence of the tag. Each tag is assumed to be tuned at a 
different frequency and the presence of the tag is determined by searching the 
frequency space for the appropriate ringing tags at the end of an electrical tran-
sient pulse. We used this simple approach to demonstrate the proof-of-concept, 
but could imagine extending it incorporate a low-power modulation scheme.  

For the tag identification experiments, we used our transient generator box 
connected to an inductive load (a 15-amp power drill) and a resistive load (a 
500-watt light). We used both of these loads to generate transients in different 
locations around a home and office building to determine how accurately we 
could detect the ringing response of the tags over the power line. We used our 
transient detection application (see Section 3) to determine the absence or pres-
ence of the tags. Figure 11 shows the results of the experiment at various loca-
tions using the two different transient generators. We report the read accuracy 
(the percentage of time the tag was detected) as various read distances. We con-
trolled both the distance between the tag and the electrical system as well as the 
distance between the tag and the power line interface module. With the power-
line interface a fixed 2 meters away, the maximum read distance for the tag was 
about 40-50 cm, but at very low detection accuracies. The usable range appears 
to be about 30-40 cm away from the closest electrical wiring. Also, the closer the 
plug-in module is installed the higher the detection rate. With the tag 20 cm from 
the power line, the farthest the module could be installed for our proof-of-
concept was about 4 meters. Reliable distances at which tags could be detected 
were in the 2-3m range. Moving to a higher resonate frequency would help with 
longer read ranges. However, there is a limit, because as we get higher on the 
frequency band the shorter the ringing waveform will last (faster decay rate) 
after the end of the transient. This tradeoff needs to be explored in more detail 
for extending the range of this system. The false positive rate was quite low in 
our experiments, because of the quasi-controlled nature of the space. However, 
of the approximately 120 total read cycles, we had 8 unintentional triggers. Most 
of these occurred in the office building, where other loads were being actuated 
that were not under our direct control (HVAC system and motion-powered 
lights). Although we did not experience these, another potential false triggers 
could result from lightning strikes. 

The results also indicate a slight difference in the read accuracies based on  
the kind of load generating the electrical transient pulse. We would have expected 
the greater load (the 500-watt light) to produce better results, but it turns out the 
lower powered inductive load performed better in this case. Possible reasons for 
this might be that the continuous noise generated by the device contributed a bet-
ter chance for the tag to be detected or the noise pulse generated by the drill is 
considerably wider than that of the resistive load. 
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Fig. 11. Average read accuracy of PL-Tags at various locations in a home and commercial 
office buildings using transients created with an inductive and resistive load. Top: This graph 
shows the accuracy rate (the percentage of successful detections by the receiver module) for 
various distance of the tag from a electrical wiring. The position of the receiver module was a 
fix location 2 meters along the power line from the tag (same room). Bottom: This graph shows 
the accuracy rate of a tag located at a fixed 20 cm from the electrical wiring, but varying the 
distance of the plug-in receiver module. The distance is an estimate of the electrical wiring 
distance between the module and the closes wiring to the tag. 

5   Discussion and Future Work 

The results of a batteryless tag powered by a transient impulse are encouraging. How-
ever, there is still a significant amount of future work that remains. The current detec-
tion range is 30-50cm. Despite the short range, there are still some applications and 
usage scenarios in which this might be feasible. The first is for finding lost items, 
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where tagged items can be queried by a portable device that a person plugs in the wall 
(similar to our transient generator) or by the nearest electrical device that could gener-
ate a strong enough transient pulse. Another use of this approach is the ability to iden-
tify who actuated an electrical device in the space if people were to wear the tags as a 
bracelet. More specifically, the approach shown in [18] would be used to determine 
which device was actuated and then using the approach outlined in this paper to de-
termine the identity of tag. This would be useful for smart home applications, where 
the identity of the person using the device would be useful information. In addition, 
this approach could also be used to determine who uses what electronic devices for 
energy monitoring applications.  

Another application is to detect the absence of a tagged item, such as item missing 
off of a night stand. PL-Tags can also be used to detect if a tagged book was removed 
from a shelf or if a tagged medicine bottle was removed from a cabinet (assuming the 
bookshelf is against the wall and there is electrical wiring near the cabinet). One can 
also imagine a homeowner simply running an extension cord near places of interest to 
extend the coverage of the PL-Tag system. The limited or short read range could be 
used as an advantage when trying to localize where the tag may be located in the 
environment. 

Despite the current limitations of the PL-Tags proof-of-concept, the advantage of 
this approach is the use of an existing infrastructure that is already available in the 
space. In addition, a unique aspect of this approach is that the exciter is also a natu-
rally occurring phenomenon over the power line. Thus, we can have applications 
where human-initiated electrical events can be used to query the tags in the space. For 
example, we constructed a simple door micro-mechanical open/close sensor that is 
excited by the nearby wall switch. The micro-switch switches between two different 
capacitors causing the tag to resonate at one of the two different frequencies depend-
ing on the state of the contact switch. The power line interface detects the state of the 
switch, which can in turn trigger a secondary action (notifying the person). 

We acknowledge that the 30-50 cm range limits the number of applications, but ex-
tending the range to even 1m would substantially increase the application space. Part 
of this limitation is because of the near-field nature of the system. Exploring far-field 
effects by trying to harvest the coupled energy from the transients is a potential way 
of extending the range. However, we believe the detection range can be extended to 
1m by designing a new antenna and employing a weak signal detection scheme for 
the receiver (similar to those used in powerline communication systems). 

Our current approach used minimum components to reduce the complexity, but we 
can improve the performance by building a tag that has a sharply defined resonate 
frequency. In particular, one strategy to be considered is to maximize the resonator’s 
Q by using teflon insulated wire and high-Q capacitors and producing the highest 
practical L/C ratio. The antenna can be enclosed (not necessarily encased) by low-
dielectric-constant plastic like ABS or teflon in order to keep some distance between 
the antenna and other nearby components and objects.  

With the current proof-of-concept, our read distance along the power line is also 
fairly short (3-4 meters). Part of the problem is that the near-field effect has a sharp 
drop off. So, the use of wavelet transforms instead of a traditional FFT could also be 
used to help identify the ringing waveform and potentially increase the detection 
accuracy of weaker signals, which would also help increase the tag read range. A 
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better solution is to employ a weak signal detection scheme. This would work by 
passing the received signal through two filters. The first filter would be matched to 
the tag frequency and the second filter at a slightly higher or lower non-tag frequency 
and then the decay envelopes of the filters would be compared. With no tag present, 
both envelopes will be similar. With a tag signal, the first filter's envelope will decay 
more slowly than the second filter's envelope. The filters can be implemented in a 
DSP chip as autocorrelation filters, where a delayed version of the signal is multiplied 
by itself, causing reinforcement at a frequency determined by the delay time. This will 
increase sensitivity at the expense of "smearing" the decay envelopes. A Duffing 
oscillator will be more sensitive than autocorrelation, however its reference (internal 
driving) frequency must exactly match the tag frequency. 

Although we did not measure it directly, we also found orientation to cause varia-
tions in the read accuracy, thus for all the experiments we took care to keep the tag 
orientation consistent. RFID and other inductively coupled techniques have similar 
problems. Although the main goal of this paper was to leverage already existing sys-
tems, it would be interesting to investigate how we might built a custom transient 
generator that would “shape” the most effective signal to increase the read distance. A 
signal can deliberately be generated to excite the tags instead of using transients. 
Another solution would be to install multiple plug-in modules throughout a home or 
building that would “repeat” the detection of a tag to other modules. In this case, we 
would be leveraging the power lines both for interrogating the tags and for communi-
cating back to a central module. Although adding more modules increases the amount 
of hardware required in the deployment, we believe the potential cost effectiveness 
and ease of installation are still advantageous. 

For simplicity, we mainly focused on a single tag in read range at any given time. 
However, we did conduct experiments with two tags being inductively coupled simul-
taneously and were able to identify both of them (Fig. 2 actually shows two ringing 
waveforms from two different tags). Obviously, in practice there would be many tags 
that would have to be read simultaneously. This also argues for a modulation scheme 
or frequency shift keying, which is the focus of our future work. A simple strategy is 
to chirp the tag. A tag built with capacitors makes a single frequency pulse, where as 
tags constructed with varactor diodes produce a broader range of sharp frequencies 
pulses. At the receiver end, the detected chirp will exhibit a decrease in the frequency 
with time. The chirping may enable decomposing multiple tags appearing in the envi-
ronment. Another approach is to use a DTMF-like approach with two- or three-
frequency tags with frequencies widely spaced to prevent coupling between the coils. 
Crystals can be used to stabilize a tag's frequency output (by placing the crystal in 
series with the inductor and capacitor). Finally, another low-power strategy is to use 
an amplitude modulation. For example, some backscatter RFID tags use a FET across 
the LC circuit to amplitude modulate the output. PL-Tags can accomplish this by 
using micropower oscillator chips that would drive the FET. 

6   Conclusion 

We presented a system, called PL-Tags, for detecting the presence of batteryless tags 
in a building or home through the power lines. The excitation (or interrogation) and 
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detection of these tags occurs entirely using the powerline infrastructure in a building. 
The PL-Tags system consists of a single plug-in module that monitors the power line 
for presence of these tags when they are excited. Although the results of this approach 
are still preliminary, the primary advantage of this approach is that it requires very 
little additional infrastructure to be added to home or building. An interesting addi-
tional benefit of PL-Tags is that the tags are excited using electrical transient pulses 
that result from the switching of electrical loads over the power line, which is an ex-
isting phenomenon over the power line. We showed how these energy rich transients, 
which occur by simply turning on a light switch, fan, television, etc, can excite these 
tags and be detected over the power line. This approach highlights another class of 
batteryfree sensing approaches that leverage already ubiquitous infrastructure in a 
building, and we intend to expand interest in this line of research. We also discussed 
potential new ways of improving the performance of this approach and increasing the 
tag detection range. 
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Abstract. We present a means of containing Wi-Fi coverage to physical
boundaries that are meaningful to users. We call it geo-fencing. Our ap-
proach is based on directional antennas, and our motivation is to provide
wireless access and privacy models that are a natural fit with user expec-
tations. To evaluate geo-fencing, we use measurements from an indoor
testbed of Wi-Fi nodes and APs with electronically-steerable directional
antennas. We find that by combining directionality, power control and
coding across multiple APs, we are able to successfully confine Wi-Fi
coverage to clients located within target regions of varying shapes and
sizes; we can select between nodes located as close as five feet from each
other.

1 Introduction

Local wireless data communications, exemplified by Wi-Fi, are rapidly spread-
ing beyond mobile computers to everyday consumer devices such as cell-phones,
personal health monitors and digital cameras. Thus, users may have many wire-
less devices that they wish to connect to different wireless networks in various
settings. Unfortunately, this is burdensome with current usage models because
usability is in tension with access and privacy needs.

Current wireless usage requires that the user select which wireless network
to use and provide credentials or other key information. The underlying reason
for these requirements is that, unlike wired networks, wireless networks lack
physical boundaries that are meaningful to users. Their extent is defined by RF
propagation, and this creates an inherent disconnect between the users’ view of
where Wi-Fi service should be available and the actual service area. Since wireless
signals go through walls, it is necessary to select which network is intended
to provide service in a given location versus other networks that happen to
overlap that location. Since wireless signals can be received by parties in nearby
locations, it is necessary to encrypt communications to provide confidentiality.
This is done with standard mechanisms such as Wi-Fi Protected Access (WPA
and WPA2) [1].

We are exploring a different means of using wireless networks based on confin-
ing the Wi-Fi service areas to a well-defined physical region. This model, which
we call geo-fencing, is motivated by the issues described above as well as user
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Fig. 1. Representative diagram drawn by a Wi-Fi user from the general public that
shows his/her perceived Wi-Fi service area (green) and the smaller desired service area
(magenta) for his/her home Wi-Fi network

perceptions of wireless networks. Both can be seen at play in Figure 1, which
shows a diagram drawn by a participant in a user study that we conducted [2].
It shows the extent of perceived and desired Wi-Fi coverage for the partici-
pants’ home network. Interestingly, the perceived coverage follows unrealistic,
rectilinear boundaries and shows that users often lack a reasonable understand-
ing of wireless behavior. Of particular interest is the desired coverage, which
maps directly to a geographic boundary – the property line. This is an intuitive
boundary for Wi-Fi service areas in the same way that rooms are an intuitive
boundary for social privacy. We note that this view is similar to the Virtual
Walls [3] framework for wireless privacy, which extends the metaphor of physical
walls to virtual pervasive environments. Results of a user study suggests that it
is easy to understand and use.

With geo-fencing, access is simplified because clients can be authorized to
obtain basic connectivity simply by being inside the known region in the same
way that, e.g., the users of a conference room are authorized to use the projector
in the room. Similarly, access can be revoked as soon as clients leave the region.
All of this can be done without involvement of the device owner or the wireless
service provider because they do not need to set up cryptographic keys. Pri-
vacy is strengthened because information cannot be received by standard clients
even in encrypted form beyond the target region. This is valuable because even
with encryption, (i.e. WEP/WPA), users may be identified by observing net-
work management traffic that is sent in the clear [4], and knowledge such as ap-
plications and even the name of the movie being streamed can be gleaned from
side-channels such as packet lengths and timings [5]. Additionally, cryptographic
mechanisms are cumbersome to use in relatively unmanaged environments, such
as the home and Wi-Fi hotspots intended for a changing customer base. As a
result many of these settings forego encryption.

The focus of this paper is to assess how well we can realize the geo-fencing
model in practice. Our approach is to use multiple access points (APs) equipped
with electronically steerable directional antennas as well as transmit power



276 A. Sheth, S. Seshan, and D. Wetherall

control. The intuition is that coverage can be controlled by adjusting the ori-
entation and transmit power of the directional antenna to focus signals on the
intended area, and by tying connectivity to the intersection of the signals from
multiple APs. This is an approximation because it is not possible to precisely
confine wireless signals to arbitrary regions in real-world settings without artifi-
cial impediments like Faraday cages. Thus the security aspects of our approach
should be interpreted as light-weight access control that significantly raises the
bar for devices with commodity hardware, including omni-directional antennas,
but will not defeat sophisticated attackers with bulky, high-gain antennas. De-
spite this limitation, we expect that geo-fencing will be sufficient by itself in
many deployments, or can serve as the foundation of hierarchical mechanisms
that provide defense-in-depth when stronger security is needed.

We report on an experimental study of geo-fencing run on an office testbed
of 802.11b/g nodes with 2.4 GHz steerable directional antennas that play the
role of APs and clients. We assess several approaches to orient the antennas and
choose transmit power levels, from measurement-based fingerprinting to heuris-
tics based on the angle of arrival (AoA) as estimated by the directional antennas.
Finding the most effective configuration is a key challenge because the RF en-
vironment of an indoor setting, especially with multi-path interference, affects
the directionality of the antennas. Nonetheless, the patterns provide sufficient
isolation in gain to be able to confine coverage to desired regions of varying
shapes and sizes. Our measurements show that with three directional antennas,
geo-fencing can isolate regions of different shapes and sizes ranging from a small
desk area of 5 feet × 5 feet to regions of large room sizes of 25 feet × 20 feet.
Geo-fencing is able to successfully isolate individual clients located 5 feet away
from the target client in our 50 feet × 30 feet testbed. For regions defined by a
single target client, geo-fencing limits the maximum packet reception rate mea-
sured outside the target region to 50% while providing >90% packet reception to
the target client. These measurements suggest that geo-fencing can be realized
as a novel physical layer mechanism.

The rest of the paper is organized as follows. In Section 2, we present the
requirements for the geo-fencing mechanism and our approach. We describe our
testbed in Section 3. Section 4 then describes a measurement study of indoor
directional antenna behavior. We use these results to sketch a geo-fencing de-
sign in Section 5. We evaluate this design using measurements in Section 6. We
present related work in Section 7 and conclude in Section 8.

2 Goals and Approach

Geo-fencing enables deployment scenarios that would otherwise be cumbersome
to achieve. For example, consider the scenarios where a public library or coffee
shop wishes to provide Wi-Fi service to all patrons while they are within the
facility, but wishes to deny service when they leave. In this section we list the
goals that geo-fencing should meet to enable such scenarios and the approach.
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2.1 Goals

Granularity and Region Definition. Providers should be able to confine
transmissions to regular shaped regions that range from small room-sized regions
to large areas as entire library or cafe. Providers should also be able to change
the boundary definitions of the region as need changes.

Region Selectivity. Regions should be well-defined and client devices more
than a few feet outside the defined regions should not be able access the network.
While 0% packet reception outside of the region and 100% packet reception rate
inside the region would be ideal, it cannot be practically achieved. Measurement
studies of TCP [6] and UDP based applications, like Skype [7], show that these
applications are unusable beyond a link layer loss rate of > 25%. Based on these
observations, we desire an absolute link layer packet reception rate threshold of
<70% (> 30% loss) outside the region and a threshold of >90% (< 10% loss)
within the region.

Manageable Infrastructure Overhead. We allow geo-fencing to take advan-
tage of a larger number of APs to limit the region coverage more accurately.
However, the system should not require an excessive (> 5) number of APs.

Client Compatibility. Our goal is to maintain compatibility with existing mo-
bile client hardware. This means that we assume that only APs have directional
capability.

2.2 Approach

While these goals are simple to state, they are challenging to achieve because
of the realities of RF propagation. Coverage regions are irregular even with
omni-directional antennas. This is because of signal reflections and other RF
effects such as scattering that are significant in indoor environments and gener-
ally unknown a priori. Directional antennas have not been widely used indoors
because their directionality is significantly degraded relative to outdoor settings.
Nonetheless, we believe that the indoor use of directional antennas is valuable if
their radiation pattern is adapted based on measurements of the environment.

Our approach is to use a distributed set of APs with directional antennas.
Figure 2 shows an overview of our approach. AP1 and AP2 are Wi-Fi APs
equipped with electronically steerable directional antennas that are configured to
form a controlled signal overlap of their radiation patterns in the desired region.
The signal overlap is formed by collecting measurements of packet reception
rates from the desired region for different antenna configurations. By coding
Wi-Fi frames across the two APs, successful packet recovery is restricted only
within the region formed by the intersection of the two patterns.

To see why this approach may be possible, consider a simplified view of the
capabilities of directional antennas. First, note that wireless radios have a narrow
transition range (< 5dBm) below which no packets are received, and above which
packets are received with near certainty. Second, the primary lobe of the antenna
pattern can be represented as an isosceles triangle, as seen in Figure 2, and the
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Fig. 2. Geo-fencing approach to confine Wi-Fi coverage to a specified region

secondary lobes of the radiation pattern are negligible. Third, the size of this
triangle can be varied using fine grained transmit power control and the triangle
can be rotated around its primary vertex with an arbitrary granularity.

Given this view, a minimum of two directional antennas are required to confine
coverage to a target area. This can be done by varying the transmit power and
beam rotation so that the intersection of the antenna patterns forms a region
where the signal from each antenna is above the transition range. For example,
a narrowly defined region can be created by overlapping any two vertices, or the
edge of one triangle with the vertex of the other. With this technique receivers
do not require special hardware.

3 Testbed Description

We use the Phocus Array [8] electronically steerable directional antenna sys-
tem for our experiments. Figure 3(a) shows the sample directional and omni-
directional antenna pattern generated by this system. The directional antenna
isolation is measured as the difference in gain between the main lobe and largest
secondary lobe of the antenna radiation pattern. The antenna isolation in our
system is 20 dB, and thus, the secondary lobes can be ignored so that the an-
tenna pattern is modeled as an isosceles triangle. The antenna pattern can be
electronically steered in 360◦ range with an angular granularity of 22.5◦. Thus
there are a total of 16 states and each pattern overlaps the adjacent pattern
by 22.5◦. The beamwidth of an antenna is defined as the angular separation
between two identical points on opposite sides of the pattern’s peak gain value.
The Half Power Beam Width (HPBW) of the antenna system is 45◦. Thus, there
are only two states on either side of the antenna state with the peak gain which
have a gain above the (peak gain− 3dB) threshold.

An important point to note is that the peak gain of the antenna in directional
mode is only 3-4 dB greater than the gain in omni-directional mode. That is, the
antenna system does not so much boost gain in the target region as it sharply
attenuates gain in the undesired region. This property is well suited for the geo-
fencing application as it reduces the extent to which secondary lobes are formed
by reflections of the wireless signal.



Geo-fencing: Confining Wi-Fi Coverage to Physical Boundaries 279

(a) (b)

Fig. 3. Figure (a) shows the directional and omni-directional antenna patterns. The
scale is 5 dB per division with the origin at -5 dB. Figure (b) shows the layout of the
indoor testbed with Wi-Fi nodes (circles) and steerable directional antennas (squares).

In addition to APs equipped with the steerable directional antennas, we use
single board computers as sensors to gather measurement data. Each Wi-Fi
sensor is equipped with an Atheros 802.11a/b/g wireless interface and omni-
directional antenna. The stock Madwifi Linux driver was modified to log per
packet statistics such as Received Signal Strength (RSS), and to measure the
Packet Reception Rate (PRR) across time intervals by measuring gaps in the
sequence numbers.

The floor plan for our testbed is shown in Figure 3(b). This testbed was
deployed on one floor of size 50 feet × 30 feet in a typical office environment
and consisted of 16 sensors (circles) and 3 directional APs (squares). The map
also shows the antenna orientation states corresponding to the four primary
directions. All three directional APs were oriented facing north. We deployed
a sensor in each employee cubicle to provide high spatial resolution for our
measurements. The average distance between adjacent sensors was 5 feet. The
path between the sensors and APs was obstructed by cubicle walls, cabinets and
other hardware equipment and most of the sensors do not have direct line of
sight to the APs.

4 Characteristics of Directional Antennas

The key challenge in getting geo-fencing to work is to handle realistic wireless
environments. The four primary characteristics of directional antennas that we
depend on for geo-fencing are:

– Antenna isolation: This allows the antenna to selectively provide coverage
between two regions by steering the antenna main lobe away from the unde-
sired region and toward the target region. For geo-fencing to be effective, the
antenna isolation should be greater than the transition range — the range
below which no packets are received, and above which packets are received
with near certainty.
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Fig. 4. Figure (a) shows distribution of the isolation measured across all the nodes in
the testbed. Figure (b) shows the transition region for sensor 5.

– Beamwidth: The beamwidth of the directional antenna pattern directly im-
pacts the base of the triangle pattern. With coarse grained control over an-
tenna orientation, a wide beamwidth limits the smallest size of the regions
that can be formed.

– Scaling of antenna pattern: Transmit power control should allow scaling of
the triangle pattern to confine service to regions of different sizes.

– Stability of antenna pattern: The antenna patterns and the corresponding
PRR should be stable over time and not be sensitive to mobility of people and
objects in the environment. This directly impacts region selectivity without
requiring frequent realignment of the antenna patterns.

To study these characteristics in our testbed, we gathered measurement data
across all 16 sensors while transmitting from the three directional transmitters.
The antenna radiation pattern was rotated across all 16 states sequentially and
broadcast traffic was generated at each antenna orientation state for 10 seconds.
The isolation of the directional antenna is measured at every sensor location by
recording the maximum and minimum RSS across the 16 antenna orientation
states.

4.1 Directional Antenna Isolation

Previous measurement studies [9] show that the transition range, in absence of
external interference and multipath, is 5 dB. Clearly, an isolation of 20 dB of
the directional antenna radiation pattern (Figure 3(a)) should be sufficient.

Figure 4(a) shows the distribution of the antenna isolation measured across
all the sensors in the testbed for two different transmit power levels at the APs
(18 dBm and 8 dBm). The figure shows that there is a wide variation (8 to
24 dB) in the measured isolation across the distributed sensors. The median
isolation is reduced from the expected 20 dB to 12 dB. The figure also shows
that the distribution of isolation does not change for different transmit power
level settings at directional APs as the RSS patterns scale proportionally with
the transmit power level.

Figure 4(b) plots the packet loss rate (i.e., 1− PRR) measured at sensor 5
during each 10 second measurement against the average RSS of the received
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Fig. 5. Antenna radiation pattern of P1 and P3 measured at sensor 11

packets. The two vertical lines demarcate our estimate of the transition range.
The transition range is bounded by a loss rate less than 10% to the right of
the range, and a loss rate of greater than 90% to the left of the range. In this
case, the width of the transition range is 14 dB. The average transition range
measured across all the sensors in our testbed was 10 dB.

While the median isolation is only 2 dB higher than the average transition
range width, the variability of the isolation achieved from the distributed anten-
nas is sufficient to provide selective coverage between two regions.

4.2 Directional Antenna Beamwidth

Our measurements show that indoor multipath significantly increases the
beamwidth of the pattern and also introduces large secondary lobes due to
strong reflectors like metal cabinets in the environment. Figure 5 shows the
antenna pattern measured by sensor 11 from antenna P1 and P3. The linear
axis is in dB with 2 dB per unit. The radial axis represent the 16 possible orien-
tations of the antenna with increments of 22.5◦ in counter-clockwise direction.
For both the directional APs, the peak RSS is measured when the transmitter
is pointing its main lobe directly at the receiver. The antenna radiation pattern
measured at the receiver show that along with the main lobe, large secondary
lobes are also formed due to multipath reflections. The patterns are also specific
to the path between the transmitter and receiver as the secondary lobes are
different for the two directional transmitters. Across all nodes in the testbed,
the number of states that measure a receive gain above the half power threshold
(peak gain − 3dB) ranges from 3 to 15. Thus, antenna orientation in isolation
is not sufficient for geo-fencing. In the following section we show how transmit
power control can be used to significantly limit the number of antenna states at
which successful packet recovery is possible.

4.3 Transmit Power Control

Figure 6(a) shows the effectiveness of using transmit power control to vary the
number of states with a high PRR, which directly impacts the angular coverage.



282 A. Sheth, S. Seshan, and D. Wetherall

Number of states 
0 2 4 6 8 10 12 14 16

C
D

F

0

0.2

0.4

0.6

0.8

1
18dBm
12dBm
10dBm

(a)

Correlation coefficient
0 0.2 0.4 0.6 0.8 1

C
D

F

0

0.2

0.4

0.6

0.8

1

RSS
PRR

(b)

Fig. 6. Figure (a) shows the number of antenna orientation states with PRR > 90%
from antenna P2 across all nodes in the testbed. Figure (b) shows distribution of auto-
correlation of PRR and RSS patterns across 20 hours. The antenna patterns are stable
over long time periods with the median of the distribution close to one.

The figure shows the distribution of the number of antenna states that provide a
PRR > 90% from antenna P2 across all sensors in the testbed. We observe that
transmit power control significantly reduces the median angular coverage from
12 states at 18dBm to 6 states at 10dBm. Similar distributions were measured
for antennas P1 and P3. Thus, despite the wide antenna beamwidths, transmit
power control can significantly help in reducing the angular coverage across which
packets are received with a high PRR.

4.4 Stability of Antenna Patterns

To understand the temporal stability of the antenna radiation pattern, we mea-
sure the antenna’s RSS pattern as well as its PRR pattern 10 times over a
duration of 20 hours. The transmit power of the three APs was fixed at 12 dBm.
To verify that the antenna patterns do not change from one measurement iter-
ation to another, we compute the auto-correlation of the antenna patterns with
lag set to one. Hence, for each sensor location we have a set of nine correlation
coefficients computed. Figure 6(b) shows the distribution of the correlation co-
efficients for the PRR patterns and RSS patterns measured at each sensor. The
median correlation coefficient is almost one. This shows that the PRR and RSS
patterns are stable over long periods of time. This maintains the stability of the
geo-fenced region and also reduces the need for frequent antenna alignment.

5 Geo-fencing Technique

Based on our observations, our technique to confineWi-Fi service to a target region
is to align the distributed directional antennas to create controlled overlaps of the
transmission patterns and to code packets across the distributed antennas. We
define an antenna configuration as a combination of the orientation of the main
lobe and transmit power level at an AP. The geo-fencing system configuration is a
combination of antenna configurations across all the distributed APs.
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Fig. 7. Overview of three different antenna orientation approaches (a) Omni-directional
approach (b) Angle-of-Arrival approach (c) Min-overlap approach.

5.1 Aligning Antenna Patterns

We outline four different approaches for selecting antenna configurations for
geo-fencing that we evaluate in the next section. The omni-directional approach
(Figure 7(a)) forms the baseline that we use to compare the effectiveness of
directional antennas for geo-fencing. The Angle of Arrival (AoA) approach (Fig-
ure 7(b)) and the Minimum Overlap heuristic approach (Figure 7(c)) assume
triangle-shaped antenna patterns. These approaches require packet reception
rate measurements of antenna configurations only from the sensors located
within the target region. The dense fingerprinting approach (not pictured) uses
measurements from all sensors located inside and outside the target region to
optimize the antenna configuration. It provides our ground truth as it accounts
for the realistic wireless environment.

Omni-directional approach: The most basic approach is to use omni-
directional APs and create controlled overlaps of the antennas patterns by only
using transmit power control. Here we find the combination of transmit power
levels at the distributed APs which minimizes the maximum PRR at the non-
target sensors. The difficulty with this approach is that lack of spatial confine-
ment of the wireless signal and coarse grained transmit power control limits the
definition of regions.

Angle-of-Arrival (AoA) approach: A potential approach to select the an-
tenna orientation would be for each AP to form the smallest ideal triangle-shaped
antenna pattern and orient the mid-point of the base of the triangle (AoA state)
with the target region. Figure 7(b) shows this approach. The mid-point corre-
sponds to the peak gain point of the antenna pattern. The AoA state from an
AP to a target region can be approximated by determining the antenna orien-
tation that results in the highest RSS measured by the sensors located within
the target region. The smallest antenna pattern can be formed by adjusting the
transmit power of the Wi-Fi radio. This approach results in much smaller and
controlled overlapping regions than the omni-directional approach.

Minimum Overlap Heuristic approach: For a selected transmit power level,
there could be multiple antenna states adjacent (clock-wise and counter clock-
wise) to the AoA state that also result in high PRR within the target region.
The minimum overlap heuristic, Figure 7(c), aims to minimize the distance of the
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target region from the boundary of the edge of the triangle pattern, essentially
putting the region at the edge or vertex of ideal triangle of coverage. The heuristic
approach selects the same transmit power level as the AoA approach, but selects
antenna orientation states that are adjacent to the AoA state within a window
of ± 2 states.

Dense Fingerprinting approach: As the antenna patterns are irregular and
specific to the path between the transmitter and receiver, the dense fingerprinting
approach is based on measuring the effective PRR across all the distributed
sensors for every antenna configuration. These measurements are collected at a
central server which then selects the best system configuration that minimizes
the peak PRR outside the intended region.

5.2 Coding Packets Across Distributed APs

To make information available only inside the geo-fenced region, we code packets
across the set of APs. Sensors located outside the region may then receive signals
from some APs, but cannot decode the overall signal because they are unlikely
to receive signals from all the APs. Coding may be done either by transmitting
independent packets from different APs, or by using a central point to divide
the contents of each packet across the AP transmissions. The former is simple,
while the latter provides better containment. For our evaluation, we consider a
coding technique based on Shamir’s secret sharing technique [10]. A client at a
given location must then receive packet fragments from all APs to decode the
complete packet.

6 Evaluation

The primary metric used to evaluate the effectiveness of geo-fencing on our
testbed is Packet Reception Rate (PRR) measured at the sensors within the
target region and outside the target region. Our goal is to provide a PRR <70%
outside the target region ( < 90% PRR with retry limit set to 1) and a PRR
>90% (>99% PRR with retry limit set to 1) within the region. In the following
subsections, we attempt to answer four key questions:

– Are multiple directional antennas needed to make geo-fencing work and, if
so, how many? We find that directional antennas provide significantly better
confinement than omni-directional antennas. With three directional anten-
nas, we can reduce the maximum PRR outside the target region to 50%,
which is significantly lower than the 70% threshold.

– Can geo-fencing support regions of different shapes and sizes? We show that
while the PRR outside the target region rises slightly with region size, geo-
fencing is effective for regions ranging from a small desk area of 5 feet ×
5 feet to the size of a large room (20 feet × 20 feet).

– How effective are the different antenna alignment approaches? Our evalua-
tion shows that even the most simple approach based on Angle-of-Arrival
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Fig. 8. Isolation achieved with using single/multiple omni/directional antennas.

performs significantly better than the omni-directional approach. The dense
fingerprinting based approach, that takes into account measurements from
distributed points, provides the best confinement.

– What type of special hardware does an adversary require to defeat geo-fencing?
Our evaluation shows that geo-fencing denies access to clients with commodity
hardware. Clients would need a median omni-directional gain of 8 dB to raise
their PRR to 90%, which can only be achieved by bulky high-power antennas.
Most mobile clients clients have omni-directional antennas with a gain of 2-3
dB.

To answer these questions, we conducted experiments using the testbed de-
scribed in Section 3. Traffic was generated at a rate of 1 Mbps UDP CBR broad-
cast traffic at a fixed modulation rate of 54 Mbps. Packets were coded using
the coding scheme described in Section 5.2. Unless otherwise specified, we use
the dense fingerprinting approach in all our evaluation and in Section 6.3 we
compare the effectiveness of the other approaches.

6.1 Omni-Directional vs. Directional Antennas

We motivate the need to use multiple directional antennas by comparing the
isolation achieved with that of omni-directional antennas. The target region is
defined by a single sensor. For each sensor, we select the AP and transmit power
that achieves greater than 90% PRR at the target sensor but minimizes the
maximum PRR measured at all other sensors. We performed this configuration
selection for each of the 16 potential sensors, measuring the PRR at all 15 non-
target sensors. For both cases, the single best AP and power setting is selected,
while for the directional case the best orientation is also considered.

First, we consider one AP. Figure 8 shows the CDF of the PRR measured
by all non-target sensors. Even a single directional antenna provide much bet-
ter confinement of Wi-Fi signals than omni-directional antennas. In the omni-
directional case (line “Single omni”), half the sensor locations have a PRR above
70%, while in the directional case (line “Single dir”) only approximately 30% of
the sensors have a PRR above 70%.
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Fig. 9. Target regions of different shapes and sizes can be geo-fenced. Figure shows a
target region of the size of a room and a target region of the size of a single desk.
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Fig. 10. Figure (a) shows the effectiveness of geo-fencing with increasing region size.
Figure (b) shows the distribution of the maximum and total gain required for a node
outside the region to receive > 90% of the packets.

We now consider multiple APs. Figure 8 shows the limitations of coding
network traffic across multiple omni-directional APs (line “3 omni”). It only
marginally improves isolation over a single omni-directional antenna. The figure
also shows a significant improvement when the number of directional APs are
increased. With two APs (line “2 dir”), the maximum PRR measured outside
the region reduces to 68%. While this is below the required threshold of 70%
required for geo-fencing, adding an extra AP reduces the maximum PRR by
almost 25% (line “3 dir”). The median PRR is 11% and the maximum PRR is
52%, making geo-fencing significantly more effective.

6.2 Varying Region Sizes and Shapes

We evaluate the effectiveness of geo-fencing regions of different shapes and sizes
by increasing the number of sensors in the target region. Target regions of size
n sensors are formed by selecting the closest n − 1 sensors for every sensor in
the testbed.

To better understand the shape of the target regions formed, Figure 9 shows
examples of geo-fencing a large target region and a small target region (5 feet ×
5 feet). The figure also shows the PRR measured by the sensors located inside
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Fig. 11. Figure (a) shows the effectiveness of the different antenna alignment ap-
proaches for three antennas. Figure (b) shows the distribution of the deviation of the
antenna orientations selected by the two approaches from the actual measured angles.

and outside the target region. From the figure, we observe that for large target
regions, sensors located immediately outside the target region do receive a much
higher PRR as compared to sensors located farther away from the target region.
Geo-fencing is more effective for smaller target regions and the PRR outside the
target region is significantly lower. Figure 10(a) shows the CDF of the isolation
achieved for target regions specified by 1, 2, 3 and 6 sensors. Geo-fencing is
effective even for target regions sizes consisting of 6 sensors (size of 20 feet ×
20 feet). The median PRR measured is 34% and the maximum PRR outside the
target region is below the 70% threshold.

6.3 Antenna Alignment Approaches

In this section, we evaluate the four different antenna alignment approaches de-
scribed in Section 5 to understand the tradeoff between the different approaches.
Figure 11(a) shows the isolation in PRR measured outside the target region for
each approach. Geo-fencing using omni-directional APs cannot confine access
to Wi-Fi service and more than 30% of the sensors located outside the target
region receive a PRR > 70%. Using directional antennas significantly increases
the isolation between target and non-target region. The median of the minimum
overlap heuristic approach is the same as the AoA approach in our testbed.
However, the heuristic approach significantly reduces the maximum PRR from
89% to 67%, which meets the target PRR for preventing access to Wi-Fi service
from from outside the target region.

Among the four approaches, the dense fingerprinting approach provides the
maximum isolation. To better understand the isolation achieved by the dense
fingerprinting approach, we compare the antenna configuration selected by the
AoA and dense fingerprinting approach. While there was not a significant dif-
ference in the transmit power level between the two approaches (± 2 dB), the
antenna orientation states differed significantly. Figure 11(b) shows the distribu-
tion of the deviation of the antenna orientations selected by the two approaches
from the actual measured angle between the AP and client. We observe that
the antenna orientations selected by the dense fingerprinting approach deviate
significantly from the orientation selected by the AoA approach. More than 35%
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of the measurements of dense fingerprinting approach deviate by more than five
states (90◦) from the AoA state. From this distribution, we conclude that the
orientation selected by dense fingerprinting approach is not always a part of the
primary main lobe. The antenna orientation selected by the dense fingerprinting
based approach often aligns the secondary lobes formed due to indoor multipath
reflections along the target region. For example, in Figure 5, for target sensor 11
the dense fingerprinting approach may select the smaller secondary lobe formed
between states 11 and 12 instead of the wide main lobe formed between states
2 and 6. Thus, the dense fingerprinting based approach achieves better isolation
as it accounts for the RF reflectors present in the indoor environment.

6.4 Antenna Gain Requirements

For an adversary located outside the target region to gain access, it would need
a high PRR (>90%) from each AP. The direct approach to do this would be
to use a single high gain omni-directional antenna. Our measurement analysis
show that the additional gain required is significantly higher than the antenna
gain of commodity omni-directional antennas that are embedded in devices like
laptops and cell phones.

Figure 10(b) shows the distribution of total gain required, defined as the sum
of the gains in each direction, and maximum gain required in any one direction
by an adversary. The additional required gain is measured by first estimating the
width of the transition range at every sensor location. Based on the measurement
of the RSS for the particular geo-fenced configuration, we calculate the additional
gain required to achieve a PRR >90% for every non-target sensor. For example,
for the transition range shown in Figure 4(b), if the average signal strength
measured at the sensor for a particular antenna configuration is 25 dB, then it
would require an additional 14 dB gain to achieve a signal strength of 37 dB 1

and a high PRR (> 90%).
From the figure we observe that even for a dense deployment, where the

sensors are less than 5 feet away from each other, the median of the total gain
required is 11 dB. The median of maximum gain in any one direction is measured
to be 8 dB. Thus commodity omni-directional antennas embedded in devices like
laptops and PDAs, which have a gain of 2-3 dBi, are not sufficient to gain access.

7 Related Work

Wi-Fi localization-based access control: There are commercial [11] as well
as academic research prototypes [12,13] that provide location based access con-
trol in Wi-Fi networks. Based on the access control policy and the estimated
location of the client, the client is either granted or denied access. Although
similar in flavor to geo-fencing, these systems do not confine radio signals to the
intended service area, and are consequently prone to eavesdropping. Compared
1 Atheros radios report signal strength measurements as the measured signal power

level above the preset noise floor of -80 dBm.
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to the use of dense arrays of low power Wi-Fi APs [14] for customizing service
regions, geo-fencing is expected to provide better control over the boundaries of
the coverage area with less infrastructure.

Link-layer security mechanisms: Generally, access control in 802.11 networks
is achieved by higher layer cryptographic security techniques such as WEP and
WPA/WPA2 [1]. However, these techniques are not suited for hot spot style
Wi-Fi deployments which require providing temporary access to clients. The
primary limitation for the widespread use of these security mechanisms is tedious
key distribution, as evidenced by the number of open APs seen in war driving
studies [15].

Directional antennas: Unlike static directional antennas that cannot be elec-
tronically steered, steerable directional antennas allow dynamic steering of the
antenna orientation [8]. Commercial products, like BeamFlex [16], use these an-
tennas and change the antenna orientation on a per-packet basis to improve
coverage and performance in wireless LAN deployments. Most cellular network
deployments extend the range of the network by using multiple directional an-
tennas co-located at a central tower [17], where each directional antenna services
a sector of 90-180◦. In [18], the authors use directional antennas to extend the
range of a Wi-Fi link to 100-200 kms. The only other work that we are aware
of that uses steerable directional antennas is MobiSteer [19]. MobiSteer aims at
improving performance of 802.11 links in the context of communication between
a moving vehicle and roadside APs.

8 Conclusion

In this paper we present geo-fencing — a novel physical layer mechanism that
allows users to define service areas of the Wi-Fi access points to a specified
physical region. Geo-fencing uses distributed steerable directional antennas to
confine Wi-Fi signals to a specified region in an indoor environment. Geo-fencing
confines Wi-Fi service areas by making use of a combination of power control, an-
tenna beam orientation at each AP, and coding of packets across the distributed
APs. Our measurements show that with three directional antennas, geo-fencing
can isolate regions of different shapes and sizes ranging from a small desk area of
5 feet × 5 feet to regions of large room sizes of 20 feet × 20 feet. Geo-fencing is
able to successfully isolate individual clients located 5 feet away from the target
client in our 50 feet × 30 feet testbed. For regions defined by a single target
client, geo-fencing limits the maximum packet reception rate measured outside
the target region to 50% while providing >90% packet reception to the target
client.
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Abstract. Cloning of RFID tags can lead to financil losses in many
commercial RFID applications. There are two general strategies to pro-
vide security: prevention and detection. The security community and the
RFID chip manufacturers are currently focused on the former by making
tags hard to clone. This paper focuses on the latter by investigating a
method to pinpoint tags with the same ID. This method is suitable for
low-cost tags since it makes use of writing a new random number on the
tag’s memory every time the tag is scanned. A back-end that issues these
numbers detects tag cloning attacks as soon as both the genuine and the
cloned tag are scanned. This paper describes the method and presents a
mathematical model of the level of security and an implementation based
on EPC tags. The results suggest that the method provides a potentially
effective way to secure RFID systems against tag cloning.

Keywords: Security, clone detection, low-cost, EPC, RFID.

1 Introduction

Radio frequency identification (RFID) is taking its place as a pervasive everyday
tool for automatic identification (Auto-ID) of physical objects. Various industries
use it to facilitate the handling of physical goods. RFID is also an enabling
technology behind the the Internet of Things (IoT) [1]. IoT connects physical
objects to networks and databases and makes use of sensors and actuators to
enable new levels of measuring and processing accuracy of real-world processes.

RFID is changing the way security is engineered in Auto-ID applications. On
the one hand, RFID brings improvements to security vis-a-vis older Auto-ID
technologies by providing increased visibility and the possibility to use cryptog-
raphy [2]. While an object tagged with a non-serialized barcode can be reliably
authenticated only with the help of an additional security feature, such as a
hologram or special taggants, an RFID tag can enable both identification and
authentication of the tagged object. On the other hand, security is needed in
many RFID applications. RFID tags are used to grant access to buildings [3],
ski resorts [4], and highways [5], as tickets to public transports [6] and Olympic

H. Tokuda et al. (Eds.): Pervasive 2009, LNCS 5538, pp. 291–308, 2009.
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games [7], and in mobile payment [8]. Moreover, RFID is being adopted as a prod-
uct authentication technology to secure supply chains from counterfeit products
[9]. In all these applications cloning and impersonation of RFID tags could be
financially lucrative for occasional hackers or professional criminals, and severely
damaging for the licit companies’ revenues and reputation. The potential losses
due to security breaches are furthermore amplified by the high level of automa-
tion allowed by the technology. Therefore security is not only added value that
RFID provides vis-a-vis older Auto-ID technologies – it is also a requirement.

From the point of view of RFID technology, the most challenging security
threats in commercial RFID applications are tag cloning and tag impersonation.
The research community addresses these threats primarily by trying to make
tag cloning hard by using cryptographic tag authentication protocols [2]. The
fundamental difficulties of this research revolve around the trade-offs between tag
cost, level of security, and performance in terms of reading speed and distance; it
is not very hard to protect an RF device from cloning today, but it is extremely
challenging to do it using a low-cost barcode-replacing RFID tag. These tags
will be deployed in numbers of several millions and the end-user companies have
a strong financial incentive to minimize the tag cost and thus the features the
tags provide. To illustrate these rigid hardware constraints, according to Sanjay
Sarma, the co-founder of the Auto-ID center at MIT, you can’t do anything
beyond hashes in passive RFID tags [10].

Though the research community always provides incremental improvements
to the aforementioned trade-offs, there are reasons to believe that low-cost RFID
tags cannot be completely protected from cloning in the foreseeable future. To-
day it takes the computational and physical complexity of approximately a smart
card to implement a mobile device that can be considered reasonably secured
against most known threats, including side-channel attacks and physical attacks
[42]. Low-cost tags are computationally much weaker devices than smart cards,
they can use only a fraction of a smart card’s energy and power budget, they
lack the physical protection, and furthermore even stronger and better protected
devices have been cracked. As a result, it is disputable whether it is possible to
come up with a truly secure RFID device that addresses all known vulnera-
bilities without coming up with a device that effectively has the cost and/or
performance (i.e. reading speed and distance) of a wireless smart card.

This paper investigates an approach to secure low-cost RFID systems against
tag cloning and impersonation based on detection of cloning attacks – an ap-
proach that is far from being fully exploited today. Instead of relying on the
strength of the weakest and cheapest devices within the system, the tags, this
approach relies on the visibility the tags provide. The underlying technical con-
cept is simple and it has already been proposed for ownership transfer and access
control [31,32,33] (cf. Section 2). However, it has not been included in review
papers (e.g. [2]), and we think that it merits a recognition. Therefore our major
contribution is not the idea development itself but innovative application and
thorough evaluation of the concept with respect to cloning of RFID tags.
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Our focus on low-cost RFID tags stems from two motivations. First, also
low-cost tags are used in security-sensitive applications where cloning of tags
could lead to big damage. For instance, Pfizer uses low-cost HF and UHF tags
as authentication features for their most counterfeited drug product Viagra [9].
Second, if also low-cost tags can be properly secured, RFID could be applied
also in security sensitive domains where the cost of cryptographic tags cannot
be justified.

This paper is organized as follows. We first provide a structured review of
related work in Section 2. We then study the potential of the presented approach
by presenting a statistical model of the provided level of security in Section 3,
our implementation based on standard off-the-shelf EPC tags in Section 4, and
we discuss the pros and cons of the method focusing on anti-counterfeiting and
access control applications in Section 5. Section 6 finishes with the conclusions.

1.1 Introduction to RFID

RFID systems include tags that are affixed to objects, interrogators that read and
write data on tags, and back-end systems that store and share data. Passive tags
get all their power from the reader while more expensive active tags have a battery.
The most important standard for networked RFID is overseen by EPCglobal Inc.1

The focus of the EPC system is on information in databases associated with EPCs.
EPC standards are driven by the retail industry and they focus on passive low-cost
UHF tags [11]. Moreover, UHF tags are important in logistics applications due to
their higher read range compared to LF and HF tags.

While cryptographic RFID tags are currently widely available in the HF band
(e.g. Mifare Desfire2), today there are no cryptographic tags commercially avail-
able in the UHF band. However, the need for security products in the UHF
market is emerging and the first implementations exist (e.g. [12,13]).

2 Related Work

In very general terms, security is the process of protecting assets against ad-
versaries’ actions and it comprises steps of prevention, detection, and response
[15]. In the following we review related work by mapping countermeasures to the
three steps in the process of securing an RFID system against tag cloning and
impersonation. This resulting overall process is illustrated in Fig. 1.

2.1 Prevention

Prevention is about building barriers that must be broken or bypassed so as to
materialize a threat. It constitutes the first level of defense and the most obvi-
ous target for adversaries’ attacks. A mundane example of preventive security

1 http://www.epcglobalinc.org
2 http://mifare.net/products/mifare desfire.asp
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Fig. 1. Process of securing an RFID system against tag cloning and impersonation
(the small arrows indicate the outcome and metric of each step)

measures is a lock in a house’s front door. Strength of the preventive measures
is characterized by their Cost to Break (CtB) that is the minimum effort to
find and exploit a vulnerability [16]. Once preventive measures are broken, the
exploitation can normally be repeated with a small marginal cost.

Basic preventive measures of standard EPC tags include unique factory pro-
grammed, read only, transponder ID (TID) numbers [11] that are somewhat
similar to the network card MAC addresses, and password-protected ACCESS
and KILL commands (e.g. [18]). The basic measures, however, are vulnerable to
eavesdropping and thus they provide only modest protection against tag cloning.

Cryptographic measures include reader-to-tag and tag-to-reader authentica-
tion. Several tag-to-reader authentication protocols have been proposed in the
literature, usually based on cryptographic primitives like bitwise operations and
pseudo-random numbers (e.g., [17,19,20]) or hash-functions (e.g., [22,23,24]).
Also different symmetric encryption-based tag authentication protocols exist,
for example based on AES algorithm (e.g., [14,12,25]). Asymmetric encryption
is currently very challenging on RFID tags but due to advances in elliptic curve
cryptography (ECC) it is becoming feasible [26,27]. Moreover, key distribution
that is a big future challenge of secure RFID. Another way to authenticate an
RFID tag is to use a Physical Unclonable Function (PUF) [28] that is a one way
function implemented using minimalistic hardware overhead.

2.2 Detection

Detection is about minimizing the negative effects of materialized threats and
increasing the adversaries’ probability of getting caught. A video surveillance
system is a typical example of detective measures. In some cases detection en-
ables an immediate response that nullifies the negative effects of the materialized
threat, and the result is effective prevention of the negative effects. This is anal-
ogous to an intrusion detection system that detects the intruder immediately
when the intrusion occurs and blocks the intruder before he can do any harm. In
other cases there is a delay before detection leads to a response and the materi-
alized threat leads to harmful effects. For instance, this is the case with burglar
alarms that do not immediately seize the harm from happening.

In RFID systems, detection-based measures do not require cryptographic op-
erations from the tags but they make use of visibility to detect cloned tags or
changes in the tag ownership. The efficiency of a detection based measure is
characterized by the probability to detect a threat. In contrast to preventive
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Fig. 2. Illustration of how cloned tags can be detected from track and trace data (left):
since transition from Node 6 to Node 2 (p6,2) is not possible according to the supply
chain model (right), the last event in Node 2 must be generated by a cloned tag [30]

measures, detective measures can generate false alarms where a genuine tag is
classified as an impersonator.

Juels [2] noted that serial level identification alone without secure verification
of the identities can be a powerful anti-counterfeiting tool. Koh et al. [34] made
use of this assumption to secure pharmaceutical supply chains by proposing an
authentication server that publishes a white list of genuine products’ ID num-
bers. Staake et al. [29] were among the first to discuss the potential of track
and trace based product authentication within the EPC network and they point
out some problems that occur when the back-end no longer knows where the
genuine object is. Mirowski and Hartnett [3] developed a system that essentially
detects cloned RFID tags or other changes in tag ownership in an access con-
trol application using intrusion detection methods. To address the problem of
limited visibility, Lehtonen et al. [30] applied machine learning techniques to
automatically detect cloned tags from incomplete location data (cf. Fig. 2).

Ilic et al. [31] made use of a similar synchronized secret approach, but the
application focus was on ownership transfer and access control. Also Grummt
and Ackermann [32] presented the idea behind synchronized secrets approach in
an RFID access control application in a scheme called chosen, temporarily valid
secrets. In addition, Koscher et al. [33] describe the same principle in a technical
report as a way of increasing the security of ACCESS code based authentication
of EPC tags. However, none of the authors discussed and evaluated how the
synchronized secrets approach could be applied to address tag cloning attacks.

2.3 Response

Response is what happens after a materialized threat is detected. It comprises
of all the actions that minimize the negative effects for the process owner [35]
and maximize the negative effects for the adversary in terms of punishments. In
commercial RFID applications this can mean, for example, confiscation of the
illicit goods, prosecution of the illicit players on contract breaches and illegal ac-
tivities, and ending business relationships. The lack of effective law enforcement
can severely cripple the strength of responsive measures, especially in developing
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countries. Moreover, small companies have less power to deliver hefty punish-
ments than big companies, making them potentially more lucrative targets.

Responsive measures define the expected value of the punishment and they
contribute an important component to the overall deterrent effect of security
that can be characterized by change in the expected payoff from attempted il-
licit activities. According to the deterrence theory, the lower the overall payoff
including the risk of getting caught, the less willingly and often adversaries at-
tempt to realize the threat. In particular, an asset worth of $100 is safe from
rational, risk-neutral, and financially motivated thieves if the cost and risk factor
of an attempted theft sum up to more than $100. However, because of asym-
metric information, different risk perceptions, irrational decisions, and lack of
reliable data, researchers have often failed to find empirical evidence of deter-
rence decreasing the supply of crime in practice [36].

2.4 Effect of Security

Given the structured view of security, we can now model the overall effect of
a system’s all security measures on an adversary. Such modeling can be used
to evaluate the effect of security on financially motivated thieves, but it is less
useful for occasional hackers who are motivated by intellectual challenges, fame,
reputation etc. When E denotes the expected net value of an attempted at-
tack for an adversary, CtB the cost to break the preventive measures, Pdet the
probability the an attack is detected by the detective measures, Ppun the prob-
ability that the adversary is punished if the attack is detected, F the value of
the punishment, and L the value of the loot, the process of security affects an
adversary’s payoff as defined by Equation 1.

E = (1 − Pdet)(L − CtB) − Pdet(PpunF + CtB) (1)

This model bases on Schechter’s work on how much security is enough to stop
a thief [37] and it shows how both preventive and detective measures can make
an adversary’s payoffs negative through high CtB or high Pdet, respectively. In
particular, owing to the risk of punishment, a detective measure does not need
to have a 100% Pdet in order to make E < 0. This means that a high-enough
detection rate is enough to destroy the business model of a thief.

3 Detecting Cloned Tags with Synchronized Secrets

The available methods to secure low-cost RFID tags from cloning are limited.
In particular, cryptographic approaches proposed in the literature cannot be
used with the existing standard UHF tags since they require changes in the
chip’s integrated circuit, and existing detective measures do not perform well
under limited visibility. The presented method described in this section attempts
to partially address these problems. Though the method is simple and it has
already been proposed in other RFID applications ([31,32,33]), it has not yet
been applied and evaluated to address tag cloning attacks.
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3.1 Proposed Method

The presented method makes use of the tags’ rewritable memory. In addition to
the static object and transponder identifiers (e.g. EPC, TID [11]), the tags store
a random number that is changed every time the tag is read. We denote this
number a synchronized secret since it is unknown to all who do not have access
to the tag and it can also be understood as a one-time password. A centralized
back-end system issues these numbers and keeps track of which number is written
on which tag to detect synchronization errors.

Every time a tag is read, the back-end first verifies the tag’s static identifier. If
this number is valid, the back-end then compares the tag’s synchronized secret to
the one stored for that particular tag. If these numbers match, the tag passes the
check – otherwise an alarm is triggered. After the check, the back-end generates
a new synchronized secret that the reader device writes on the tag. This principle
is illustrated in Fig. 3.

If a tag has an outdated synchronized secret, either the tag is genuine but it
has not been correctly updated (desynchronization) or someone has purposefully
obtained and written an old secret to the genuine tag (sophisticated vandalism),
or the genuine tag has been cloned and the cloned tag has been scanned. Since
unintentional desynchronization problems can be addressed with acknowledg-
ments and the described form of vandalism appears somewhat unrealistic in
today’s commercial RFID applications, an outdated synchronized secret is as a
strong evidence of a tag cloning attack. If a tag has a valid static identifier but a
synchronized secret that has never been issued by the back-end, the tag is likely
to be forged.

An outdated synchronized secret alone does not yet prove that a tag is cloned;
if the cloned tag is read before the genuine tag after cloning attack occurred, it is
the genuine tag that has an outdated synchronized secret. Therefore an outdated
synchronized secret is only a proof that tag cloning attack has occurred, but not
a proof that a tag is cloned. As a result, the presented method pinpoints the
objects with the same identifier but it still needs to be used together with a
manual inspection to ascertain which of the objects is not genuine.

To protect the scheme against man-in-the-middle (MITM) attacks and mali-
cious back-ends and readers, the back-end and the readers need a reliable way
to prove their authenticity to each other. The protocol itself is agnostic to how
this is achieved, and it can be done using for example a trusted reader platform
[38] and standard public key infrastructure (PKI).

Fig. 3. Illustration of the protocol
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In addition to knowing that a cloning attack has occurred, the back-end can
pinpoint a time window and a location window where the cloning attack hap-
pened. Thus the method makes it also hard to repudiate tag cloning to parties
who handle the tagged objects. This is a security service that preventive mea-
sures do not provide and it can support the responsive actions.

3.2 Level of Security

The level of security of a detection based security measure is characterized by
its detection rate (cf. subsection 2.2). In this subsection we evaluate the level of
security of the presented method with a statistical model.

We assume a system which consists of a population of tags that have a static
identifier and non-volatile memory for the synchronized secret. The tags are re-
peatedly scanned by readers that are connected to the back-end. The probability
that a tag will be scanned sometimes in the future at least once more is constant
and denoted by Θ. When a tag is scanned its synchronized secret is updated
both on the tag and the back-end as described above in subsection 3.1. The time
between these updates for a tag is denoted by a random variable Tupdate. An
adversary can copy any tag in the system and inject the cloned tag into the sys-
tem. The time delay from the copying attack to when the copied tag is scanned
is denoted by a random variable Tattack. In addition, an adversary can try to
guess the value of the synchronized secret.

The system’s responses can be statistically analyzed. First, the probability to
successfully guess a genuine tag’s synchronized secret is 1/(2N), where N denotes
the length of the synchronized secret in bits. Even with short sizes, e.g. N = 32,
guessing the synchronized secret is hard (ca. 2× 10−9) and the system can thus
be considered secure against guessing attacks3. Second, when a copying attack
occurs, three mutually exclusive outcomes are possible (cf. Fig. 4):

Fig. 4. An illustration of the possible outcomes of a cloning attack

3 N.B.: There is no brute-force attack to uncover this number.
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– Case 1: The genuine tag is scanned before the copied tag and an alarm is
thus triggered when the copied tag is scanned.

– Case 2: The copied tag is scanned before the genuine tag and an alarm is
thus triggered when the genuine tag is scanned.

– Case 3: The genuine tag is not scanned anymore and thus no alarm is
triggered for the copied tag.

In Case 1 the cloned tag is detected as soon as it is scanned the first time
and the negative effect of the attack can be prevented. In Case 2 the cloned
tag passes a check without raising an alarm but the system detects the cloning
attack when the genuine tag is scanned. In Case 3 the security fails and the
cloning attack goes unnoticed. The system’s level of security is characterized by
the probability of Case 1 that tells how often threats are prevented, and by the
probability of Case 1 or Case 2 that tells how often threats are detected.

Prevention rate = Pr(Case 1) (2)

Detection rate = Pr(Case 1 ∨ Case 2) (3)

The probability of Case 1 equals the probability that the genuine tag is
scanned at least once more, Θ, multiplied by the probability that the genuine
tag is scanned before the cloned tag. Let us assume that the time when the
cloning attack occurs is independent of when the genuine tag is scanned and
uniformly distributed over the time axis, so the average time before the genuine
tag is scanned after the copying attack is Tupdate/2. We can now estimate the
probability of Case 1 as follows:

Pr(Case 1) = Θ · Pr
(

Tupdate

2
− Tattack < 0

)
(4)

Assuming that Tupdate ∼ N(μupdate, σ
2
update) and Tattack ∼ N(μattack, σ2

attack),
we can estimate the probability of Case 1 using a new random variable Z =
Tupdate

2 − Tattack as follows4:

Pr(Case 1) = Θ · Pr(Z < 0) (5)

Distribution of Z can be calculated using these rules: if X ∼ N(ν, τ2), then
aX ∼ N(aν, (aτ)2), and if Y ∼ N(κ, λ2), then X + Y ∼ N(ν + κ, τ2 + λ2).

Z ∼ N

(
μupdate

2
− μattack,

σ2
update

4
+ σ2

attack

)
(6)

Equation 4 shows that the level of security of the synchronized secrets method
depends on the frequency in which the genuine tags are scanned with respect
to the time delay of the attack, and on the probability that the genuine tag
4 N.B.: Since Tupdate and Tattack cannot be negative, these assumptions yield viable

estimates only when the mean values are high and variances low.
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is scanned once more. The same finding is confirmed from equations 5 and 6
which show more clearly that, in the case of normally distributed time variables,
limμattack−μupdate→∞ Pr(Case 1) = Θ.

After the last transaction of the genuine tag, a single cloned tag will always
go unnoticed (Case 3). We assumed above a statistically average adversary who
does not systematically exploit this vulnerability. However, a real-world adver-
sary who knows the system is not likely to behave in this way. Therefore this
vulnerability should be patched by flagging tags that are known to have left the
system.

4 Implementation

This section presents our experimental implementation of the presented method
using UHF tags conforming to the EPC standard [11]. These tags are rela-
tively low-cost (ca. 0.10-0.20 USD), provide only basic functionalities (e.g. 96-bit
rewritable identifier, password-protected access, 16-bit pseudo random number
generator), and are therefore expected to be employed in large volumes for track-
ing various kinds of physical objects.

EPC standards define a user memory bank where the synchronized secret
can be stored [21]. To illustrate the real hardware constraints of low-cost RFID
tags, many existing EPC tags do not have any user memory. To overcome this
problem, one can alternatively re-write the 32-bit access-password in the reserved
memory bank to store the synchronized secret, or use a part of the EPC memory
bank if it is not completely needed for the object identifier.

The protocol between the back-end system, the reader, and the tag is pre-
sented in Fig. 5. In the illustration, si denotes the current synchronized secret,
si+1 the new synchronized secret, RND32 a new 32-bit random number, alarm
a boolean value whether an alarm is triggered or not, and ack an acknowledg-
ment of a successful update of the synchronized secret. Step 6 is dedicated to
establishing a secure connection between the reader and the back-end to miti-
gate MITM attacks, malicious back-end systems, and to protect the integrity of
the back-end.

4.1 Set-Up

We have implemented the presented method using EPC Class-1 Gen-2 tags from
UPM Raflatac that use Monza 1A chips manufactured by Impinj. The reader
device is A828EU UHF reader from CAEN and it is controlled by a laptop that
runs the local client program. The back-end system was implemented as a web
server that stores the EPC numbers, synchronized secrets, and time stamps in
a MySQL database. The hardware set-up is shown in Fig. 6.

Given that an RFID infrastructure is in place and tags have a modest amount
of user memory, the only direct cost of the presented method is the time delay
of verifying and updating the synchronized secrets, i.e. steps 4-14 of the protocol
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Fig. 5. Implemented protocol

Fig. 6. The hardware set-up

(cf. Fig. 5). We have measured this overhead time from 100 reads where the
tagged product faces the antenna in 5 cm distance5.

4.2 Performance

The average overall processing time of one tag was 864 ms. This includes 128
ms for the inventory command, 181 ms for reading the EPC number, and the
remaining 555 ms is the time overhead of the synchronized secrets protocol. The
measured average times and standard deviations are presented in Fig. 7. The
results show that the time overhead of the protocol increases one tag’s processing
time approximately by a factor of 300%, after the inventory command. Even
5 Steps 13-14 of the protocol are omitted from the measurements since they do not

increase a tag’s processing time.
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though the time overhead is short in absolute terms, it makes a difference in
bulk reading where multiple products are scanned at once. A closer look on the
times of different steps reveals that writing a new synchronized secret on the tag
is only a slightly slower than reading a secret from the tag, and that the biggest
variance is experienced within the back-end access (steps 6-9).

The performance depends on implementation and has potential for improve-
ment through optimization of reader and back-end software. In addition, variance
in web server latency makes the time overhead hard to predict. Despite these
limitations, this simple experiment provides evidence that the overhead time can
limit the usability of the presented method in time-constrained bulk reading.

5 Discussion

The challenge of the system designers is to engineer the systems to resist not
only the occasional hackers, but also the law of greed which says that whenever
there exist a possibility to gain from unintended or illegal use, sooner or later
someone will do it. Since RFID is primarily used for object identification, the
first step of protection is to make sure the objects are what they claim they are.
This translates into addressing cloning and impersonation of tags.

Uncertainty relating the alarms is inherent in detection-based security mea-
sures and an important cost driver of the overall solution since it invokes manual
work; in typical intrusion detection systems an alarm indicates that an intrusion
might have happened and in the synchronized secrets method an alarm indicates
that one of the one of the objects with the same ID is not genuine. Therefore
end-users of detective security measures need to implement a verification process
that is triggered by every alarm. For the presented method this process includes
locating all the physical objects with the same ID and manually verifying these
objects. Compared to other detection-based security measures the synchronized
secrets method has a major advantage regarding the number of needed manual
verification; since an alarm in the synchronized secrets method always indicates
a cloning attack – given that desynchronization problems are addressed – the

Fig. 7. Measured average times and standard deviations (error bars) of different steps
(numbers in brackets) in the implemented protocol
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method does not generate any pure false positives. In track and trace based
methods, however, alarms can also be generated by any irregular supply chain
events such as reverse logistics. This advantage is illustrated with a numeric
example in subsection 5.2 below.

The synchronized secrets method does not require sharing of track and trace
data, which is a benefit for companies that find this information too sensitive for
disclosing. However, if there are large delays between the scans, the synchronized
secrets method can trigger an alarm for the cloned tag only after a large delay. In
some applications this delay cannot be allowed since it could mean, for example,
that a counterfeit medicine has already been consumed. In track and trace based
clone detection methods the alarm is triggered – if it is triggered – primarily right
after the cloned tag is scanned, and thus similar delays are less likely to occur.

One physical back-end system is unlikely to be scalable enough to run the syn-
chronized secrets protocol for the large numbers of objects that will be tagged.
Fortunately, this kind of scalability is also not needed. The back-end can be dis-
tributed to virtually an unlimited number of servers by having, for example, one
back-end server per product family, per product type, per geographical region,
or per a subset of certain kinds of products. This can be implemented either
with static lists that map EPC numbers to different back-end systems and that
is known by readers, or with the help of EPC Object Naming Service (ONS) or
Discovery Services (DS) that provide one logical central point for queries about
information and services related to a product [39]. Moreover, the scalability re-
quirements of the presented method are the same as in any RFID system where
the back-end knows the current location/status of the items. Additional network
requirements of the presented method include strong authentication between the
reader devices and the back-end to secure the protocol against MITM attacks.

All EPC tags are potentially vulnerable to tampering of the tag data which
can be used as a Denial of Service (DoS) attack against the presented method.
This DoS vulnerability can be mitigated with the access passwords of EPC tags
[11] by having the reader retrieve the access password and unlock the tag after
identification (cf. step 2 in Fig. 5), and lock the tag again after updating the
synchronized secret. Moreover, write and read protection of the user memory
where the synchronized secret is stored can be used to as a complementing
security measure to prevent tag cloning and tampering. In addition, the use of
synchronized secrets opens a door for a new DoS attack that makes a genuine tag
cause an alarm even when there are no cloned tags in the system; an adversary
that is located near to an authorized reader can eavesdrop the static ID number
and the synchronized secret of a genuine tag and impersonate this tag to an
authorized reader before the genuine tag is scanned. As a result, the genuine
tag will raise an alarm next time it is scanned. This results into an unnecessary
manual inspection of the genuine tag (which will reveal the time and location
of the impersonation attack). This DoS attack is possible only when adversaries
have access to an authorized reader device, which is typically not the case in
supply chain applications such as anti-counterfeiting. Furthermore, the time and
location of this DoS attack are registered, while there are also simpler attacks
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that achieve the same outcome without leaving any such trace, namely physical
or electromagnetic destruction of the tags.

5.1 Anti-counterfeiting

The presented method, complemented by flagging of all sold or consumed prod-
ucts, makes injection of counterfeit products into protected supply chains very
difficult; counterfeit products that do not have RFID tags or that have RFID
tags with invalid ID numbers are revealed as fakes, and counterfeit products with
cloned RFID tags cause a desynchronization that the back-end detects (Case 1
or Case 2). In particular, there is nothing that an adversary can do to a cloned
tag that would prevent the system from detecting the cloning attack, given that
the genuine and cloned tags will be scanned. In addition to protecting the sys-
tem from tag cloning, the presented method also provides a proof of when the
tags are cloned. This helps further in pinpointing the illicit players and prob-
lematic locations. Since the readers and products are located in the premises of
the supply chain partners, the risk of above mentioned DoS attacks is low. As
a result, the presented method provides a considerable increase in security com-
pared to standard EPC/RFID-enabled supply chains where tag cloning attack
is not addressed.

5.2 Access Control

Level of security of the presented method depends on how often the tags are
scanned and on how much time the adversary needs to conduct the cloning and
impersonation attack. We study the scan rates of genuine tags based on a public
access control data set [43]. This data set is an activity record of proximity
cards within an access control system that controls the access to parts of a
building. The probability that a tag was scanned again within this data set

Fig. 8. Time delay between consecutive reads in an access control data set ([43])
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is presented in Fig. 8 as a function of time delay from the previous scan. This
value equals the probability that a arbitrarily injected cloned tag raises an alarm
(Case 1) given the attack delay. For example, an adversary who clones a genuine
tag when it is scanned and injects the tag 2 or 24 hours after cloning has a
41% or a 72% chance of raising an alarm upon impersonation, respectively.
The overall probability of a tag being scanned again, Θ, was 99.15%, which
corresponds to the detection rate (Equation 3). The findings suggest that only
very few cloning attacks would potentially go completely unnoticed in the studied
application, and that an adversary needs to conduct the impersonation attack
within a few hours after tag cloning to have a relative good chance of not raising
an alarm.

Last, we compare the performance of the synchronized secrets method to that
of Deckard, a system that was designed to detect cloned tags within the afore-
mentioned data set based on statistical anomalies [3]. In average, Deckard was
able to detect 76% of cloned tags with an 8% false alarm rate from simulated
attack scenarios within the aforementioned data set. Assuming that 1% of trans-
actions are generated by cloned tags, this means that for each alarm triggered
by a cloned tag there are approximately 11 false alarms triggered by genuine
tags. As a result the probability that a tag that triggers an alarm is really a
cloned one is only 8.4%. Within the synchronized secrets method, however, each
alarm indicates a cloning attack and the probability that a tag that triggers an
alarm is really a cloned one is 50%, compared to only 8.4% of Deckard. In ad-
dition, an alarm would be triggered to 99.15% of cloned tags, compared to 76%
of Deckard. This numeric example illustrates the improved reliability of the syn-
chronized secrets method compared to another detection-based RFID security
measure.

6 Conclusions

Detecting cloned RFID tags appears attractive for securing commercial RFID
applications since it does not require more expensive and energy thirsty cryp-
tographic tags. This paper presents a synchronized secrets method to detect
cloning attacks and to pinpoint the different tags with the same ID. The pre-
sented method requires only a small amount of rewritable memory from the tag
but it provides a considerable increase to the level of security for systems that
use unprotected tags. A major benefit of the presented measure is that it can be
used with existing standard low-cost RFID tags, such as EPC Gen-2, and it can
be applied in all RFID applications where the tags are repeatedly scanned. The
additional cost factor of the presented method is manual verifications needed to
ascertain which of the tags (objects) with the same ID number is the cloned one,
but we show that the number of needed verifications for the presented method
is considerably smaller than for comparable detective security measures. Over-
all, the presented method has the potential to make harmful injection of cloned
tags into RFID systems considerably harder using only a minimal hardware
overhead.
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Abstract. Pervasive computing systems work within, and rely on, a
model of the environment they operate in. In this respect, pervasive
computing systems differ from other distributed and mobile computing
systems, and require new verification methods. A range of
methods and tools exist for verifying distributed and mobile concurrent
systems, and for checking consistency of ontology-based context models.
As a tool for verifying current pervasive computing systems both are
not optimal, since the former cover mainly tree-based location models,
whereas the latter are not able to address the dynamic aspects of com-
puting systems. We propose to formally describe pervasive computing
systems as distributed concurrent systems operating on the background
of a mereotopological context model.

Keywords: context modelling, mereotopology, program verification, on-
tologies.

1 Introduction

Pervasive computing systems can be understood as distributed and mobile con-
current computing systems that are able to react flexibly to changes in their
physical environment [30]. A model of the environment is therefore a fundamen-
tal part of a pervasive computing system, and research on context modelling
methodology has led to novel data structures and ontologies for representing
numerous aspects of context, such as location, time, social structure, computa-
tional structure, and generally the physical properties of the environment. How-
ever, current approaches to verification of pervasive computing systems [4, 27]
based on Ambient Calculus [6] or the theory of Bigraphs [24] are focussed on
tree-based location models, which are inappropriate to represent overlapping
contexts, continuous domains of context, and continuous change. Ranganathan
and Campbell [27] concluded that program verification and verification of con-
text models are complementary tasks. However, important interactions exist and
properties at the interface, where a process queries the context model or uses it
to communicate information to other processes, should be verifiable [27].
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We propose a method for verification of pervasive computing systems with
complex context models. We follow the suggestion of Ranganathan and Camp-
bell [27] to separate verification of the context model from verification of the con-
trol structure. We argue that the semantics of context models can be described
adequately within the theory of mereotopology [37], which is used widely in the
area of formal ontology for describing domains such as space, time, partonomies,
and taxonomies. We show that mereotopology is suitable to describe lattices, hi-
erarchical structures that are not trees, and continuous domains, such as ranges
of sensor values and uncertainty regions around GPS coordinates. On this back-
ground, we outline how querying of a context model and communication via
activation of contexts in the context model can be added as new primitives
to the semantics of a programming language. We thus separate the context
model from the state of a program, so that constraints on both parts can be
verified separately. The resulting simple example language is already expres-
sive enough to allow specification of relevant distributed and mobile concur-
rent algorithms that operate with hybrid location models and are triggered by
sensors.

The article consists of three main sections. In the next section (Sect. 2), we
analyse related works on the representation of context from the areas of ubiqui-
tous computing, formal verification methods for context-aware computing, and
from the areas of knowledge representation and ontologies. Then, we outline a
simple variant of the theory of mereotopology and describe how the theory ap-
plies to the problem of context modelling (Sect. 3). We show in Sect. 4 how this
language can be combined with a classical CSP-style programming language.

2 Related Works

Ubiquitous computing became possible after distributed systems and mobile
computing, in particular, the idea of wireless ad hoc networks, had been devel-
oped [30]. Accordingly, location is one of the best understood and most impor-
tant parameters of context. The active map of Schilit and Theimer [31] organises
locations of users and objects in a containment hierarchy of names for regions
organised as a tree. Hybrid location models [20, 22] in addition allow for adding
coordinate information into the hierarchical structure. The hierarchical structure
is realised in [20, 31] with a tree data structure, and in [22] with a more general
lattice structure that in contrast to a tree structure also allows that regions share
sub-regions, that is, that regions can overlap. However, Leonhardt [22] demands
that the leaf nodes of the hierarchical structure, the so-called zones, may not
overlap; the zones thus provide a partitioning of space. A lattice structure based
on partitions has also been suggested by Ye et al. [40]. Schmidtke and Woo
[34] show that a partitioning of space can lead to problems: it imposes restric-
tions on the representation, leads to inflated hierarchies, and does not allow to
properly reflect uncertainty of location information. We discuss in Sect. 3 how
lattice-based location models can be described within the formal framework of
mereotopology.
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A range of approaches for verifying mobile systems that contain a notion of lo-
cation has been suggested in the area of program verification, in particular ap-
proaches building upon pi-calculus [17], and the theories of bigraphs [4, 24], and
ambients [6]. However, the notion of location or domains employed in these ap-
proaches is limited to tree-hierarchies [6] or allows for general graph structures
[17]. Milner [24] suggests to combine a hierarchical tree-structure of localities with
a global, unrestricted network structure. From the perspectives of knowledge rep-
resentation [34] and context modelling [40], however, a tree structure is not suf-
ficient for specifying location: in tree-based hierarchies, overlapping regions are
not allowed and have to be split, and movement of an agent from one region to a
neighbouring region is always discrete. Consequently, Ranganathan and Campbell
[27] argue that proof of correctness with ambients [6] needs to be complemented
with a proof of correctness of the context modelling parts of a pervasive comput-
ing environments, for which they use an ontology described in first-order logic [28].
However, it is not clear how the location model in an ambient specification should
be made consistent with the more refined location model in an ontology [27].

We follow the suggestion in [27] and propose a coupled semantics of context
modelling and programs, so that inconsistencies and unnecessary complexity can
be avoided. Instead of using one of the above mentioned verification methods,
which come with an in-built location model, we start from a simple textbook
variant [2] of CSP as a widely familiar program verification language and com-
plement it with a context modelling language [35] that allows for the description
of contemporary lattice-based location models. The location model in our ap-
proach is maintained exclusively by the context model, or context knowledge base.
The knowledge base is verified via a mereotopological, first-order logic theory
of context aspects, that is, as an ontology, but not as a computing system. Our
aim is to characterise a formal system that describes a broad range of existing
context-aware pervasive computing systems in both their context modelling and
context adaptation functionality.

With respect to context adaptation, two types of control structures for pro-
cessing of contextual information have been distinguished [18]: triggering of pro-
gram code is needed to start or activate applications in response to changes of
context; and branching of program code is needed to let applications produce
different behaviour depending on content of the context model at a given time.
Dey [10] realised adaptation with a type-system and a condition-based publish-
subscribe mechanism. We show in Sect. 4.2 how such conditions [10] and context
dependent branching and triggering [18] of processes can be formalised.

Ontologies have been suggested as the key technology for adding semantics to
applications. Ontologies for space and time have received considerable interest in
the areas of formal ontologies and qualitative reasoning. One of the predominant
approaches in these areas is mereotopology [37], with successful applications in
robotics, geographical information science, the biosciences, and even for motion
tracking. Surprisingly, it has not yet received much attention in pervasive com-
puting or ambient intelligence [8, 16]. In contrast to point-set topology, which
characterises neighbourhoods in a continuous domain, such as spatial regions or
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temporal intervals, based on sets of extension-less points, mereotopology starts
from extended portions of the world [37], that is, from the neighbourhoods or
contexts themselves. Being independent from the number of dimensions of a do-
main, mereotopology cannot only be applied to describe spatial contexts but
also temporal contexts and sensor value ranges, and can also be used to model
discrete domains as well as concept hierarchies and collections [5].

The primitive relations in mereotopology are that of part-hood (�) and con-
nection (C) between regions, replacing the set-theoretic notion of membership
(∈) between points and sets of points. The theory dates back to works on point-
free geometry by Whitehead, Tarski, and Clarke [37]. It has been applied for
formal ontologies in information systems by Randell et al. [26] and many others;
a recent overview has been given by Varzi [37]. The idea to move away from
point-sets to more meaningful primitive extended entities has not only been suc-
cessful for the spatial domain but also for the temporal domain [1]. Moreover,
results of Galton [14] suggest that concepts of qualitative reasoning, which make
the mereotopological calculi attractive for applications in artificial intelligence
[9], can be generalised, so as to cover the broad range of sensors employed for
establishing context awareness [32]. We illustrate (Sect. 3.2) that concepts of
mereotopology can be used to describe continuous quantitative domains of sen-
sor values, in particular when uncertainty [7, 33] or privacy requirements [11, 29]
are important. In these cases, sensory information may not be given by exact
values or coordinates, but only in the form of intervals or uncertainty regions.

An important aspect in pervasive computing is how to identify and address
specific entities (objects, places, users, services, times etc.) in the environment.
One way to do this is to assign unique identifiers to every entity, for instance
by attaching bar codes or RFID, and to give a web presence to people, places,
and things. This approach poses considerable challenges for privacy, since users
and their smart objects cannot remain anonymous, and it can also lead to ineffi-
ciency [3] caused by unnecessarily lengthy descriptions. A more context-oriented
approach, which respects the privacy principle of locality [21] better, is to connect
smart objects based on their current context [3]. Our model allows to formally
capture such novel address methods. In general, a process in our model activates
a context, whose activation is then transmitted either upward or downward to all
processes that are registered with super-contexts or sub-contexts, respectively
(Sect. 4). We can thus model contemporary methods of inter-process commu-
nication, such as semantic triggering of a processes when a change of state is
detected, and semantic broadcasts, e.g., broadcasts over a certain spatial area,
to a certain community, or to an otherwise anonymous recipient who has certain
properties. Communication via IDs can be modelled realistically as a broadcast
to a very specific context; one could then reason about whether a certain protocol
can ensure formally that only a unique listener is addressed.

It has often been stated [28, 36, 38, 39] that modelling context with OWL,
the de facto standard for ontologies, would not be possible. A main difficulty
is that OWL (version 1.0) does not support to describe a relation as a partial
ordering relation, which would be required to characterise location hierarchies
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such as that of Ye et al. [40], other containment hierarchies, and ordering of
sensor values, since reflexivity and antisymmetry of relations cannot be described
in the description logic SHOIQ underlying OWL-DL. The solution chosen by
many approaches to ontology-based context modelling is to use expressive logical
languages, such as F-Logic [36] or first order logic [28, 38], which come at the price
of less efficient reasoning. An alternative is the context-oriented logical language
(for brevity called CL in this article) proposed in [35], which we use in this
article as a context modelling language (Sect. 4). Although in several ways less
expressive than OWL, CL supports hierarchical reasoning over multiple domains.
The syntax is similar to that of first order logic, and it can easily be embedded
into the first order logic needed to characterise mereotopological structures. CL
is thus compatible with general first order logic ontology frameworks containing
mereotopological notions, such as SUMO [25].

3 Mereotopology as a Theory for Context Modelling

In this section, we describe a mereotopological theory that captures notions
of context found in the literature on context modelling and location modelling
for mobile, ubiquitous, and pervasive computing. The general theory is given
in Sect. 3.1 in the form of a domain-independent first-order logic axiomatisa-
tion. For illustration purposes, examples from the spatial domain and location
modelling are used in this section. Domains beyond location are the topic of
Sect. 3.2, where we introduce a more general first order language for context
modelling and illustrate its applicability with multi-domain examples of context
modelling. In Sect. 4 we outline the more tractable language CL [35], which
serves as a sub-language for describing context and querying context models in
a simple context-aware programming language.

3.1 The Language of Mereotopology

The framework of mereotopology in this section mainly follows the explications
given by Varzi [37]. However, our focus is less on philosophical questions of ontol-
ogy than on specifying properties underlying contemporary context models.1 We
assume the standard basic language of first order predicate logic with identity (=)
as given.2

1 We also deviate in syntax: where Varzi [37] – like many other authors in the field of
mereotopology – uses prefix notation, we use mainly infix notation, for instance: we
write x � y instead of Pxy for expressing that x is part of y.

2 For increasing readability of formulae we introduce rules for saving brackets. The fol-
lowing precedence of logical connectives ¬,∧,∨,→,↔ and term connectives ∼,�,�
is assumed. Quantifiers ∀ and ∃ are to be read as having maximal scope, that is, until
the first bracket closing an opening bracket before the quantifier or until the end of
the formula. We highlight the boundaries of atomic formulae, such as [x1 � x2], with
square brackets, so that complex terms and complex formulae are separated clearly.
Sentences are numbered with respect to their function: axioms are indicated with the
prefix A, definitions with D and examples with E.
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Parts. The fundamental notion of mereotopology is the mereological primitive
relation of part-hood (�). In location modelling, the relation � corresponds to
spatial containment and the entities that are ordered by � can be understood
as spatial contexts or regions, whether obtained via symbolic location sensing or
coordinate location sensing.

The relation � is characterised axiomatically as a partial ordering relation,
that is, as reflexive, transitive, and antisymmetric. Reflexivity states that each
x is a part of itself (A1). Transitivity demands that if x1 is part of x2, and
x2 is part of x3, then x1 is also part of x3 (A2). Antisymmetry establishes the
ordering: if x1 is part of x2, and x2 is part of x1, then they must be identical
(A3).

∀x : [x � x] (A1)
∀x1, x2, x3 : [x1 � x2] ∧ [x2 � x3] → [x1 � x3] (A2)
∀x1, x2 : [x1 � x2] ∧ [x2 � x1] → [x1 = x2] (A3)

[x1 � x2]
def⇔ [x1 � x2] ∧ ¬[x2 � x1] (D1)

From the relation �, we can define a strict variant: a proper part x1 of an entity
x2 (relation symbol: �) is a part that does not contain x2 as a part (D1).

Overlap and Underlap. We further define two partial functions: for two en-
tities x1 and x2, the smallest entity that contains both is called the sum (D2),
and the largest entity which they both contain is called here the intersection3

(D3).

[x1 
 x2 = x] def⇔ [x1 � x] ∧ [x2 � x] ∧
∀y : [y � x] ∧ [x1 � y] ∧ [x2 � y] → [y = x]

(D2)

[x1 � x2 = x] def⇔ [x � x1] ∧ [x � x2] ∧
∀y : [x � y] ∧ [y � x2] ∧ [y � x1] → [y = x]

(D3)

∀x : [⊥ � x] ∧ [x � ] (A4)

With respect to common sense spatial intuition, these two functions are partial
functions, since there can be no intersection between regions that do not share a
part, and there can be no sum of two regions if there is no region that contains
them both. It is one of the benefits of mereotopology from a philosophical point
of view that it does not require arbitrary sums and intersections to exist. However
for a lattice structure such as demanded for the hybrid location models [22, 40],
the existence of arbitrary sums and intersections of regions has to be ensured.
A simple way to achieve this is to introduce an empty region ⊥ that is part of
every region and a region  extending over the complete domain (A4).

With these special regions introduced, the relations of overlap and underlap
can be defined: two regions overlap if and only if they share a part that is not
3 We use the term intersection here as a mnemonic and reference to spatial intuition.

The mathematically more appropriate term used by Varzi [37] is product.
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Fig. 1. Overlap and underlap in a location hierarchy: A and B have C as a common
part and are both part of the region N

identical to the empty region (D4); and two regions underlap if and only if they
are both part of a region that is not identical to the whole domain (D5).

[x1 O x2]
def⇔ ∃x : ¬[x = ⊥] ∧ [x � x1] ∧ [x � x2] (D4)

[x1 Y x2]
def⇔ ∃x : ¬[x = ] ∧ [x1 � x] ∧ [x2 � x] (D5)

[∼ x = y] def⇔ [x 
 y = ] ∧ [x � y = ⊥] (D6)

Additionally, we can define a complement operation (∼): the region y is the
complement of x if and only if the sum of x and y is identical to the whole
domain , and the intersection is identical to the empty region ⊥ (D6).

In location models, the relation of overlap can be used to span accessibility
graphs: if x overlaps y, then it is possible to go from x to y [40], or to enter y from
x [28]. For a finite set of regions in a location model, the graph of the overlap
relation already allows us to do path planning: if the hallway overlaps with
Alice’s office and Bob’s office, then we can go from Alice’s office to Bob’s office
via the hallway. The notions of overlap and underlap are crucial for modelling
such notions of reachability in a context hierarchy (Fig. 1).

Connection. The above specification is sufficient to characterise containment
hierarchies and we can already specify two regions as being connected by over-
lapping in a shared sub-region. For location modelling [34, 40] however, it can
be more convenient to use a weaker form of connection that does not require the
modeller to be committed to asserting that there is an overlap region, for in-
stance: we might specify two roads as being connected without being committed
to asserting that there is an overlap region; or we might want to contrast viable
and relevant overlap, such as a monitored doorway region shared by a hallway
and an office, with external connection as sharing of boundary parts, such as
two offices separated by a shared wall.

However, topological notions such as boundary, interior, or closure cannot yet
be expressed. At first glance, these notions seem to require a point-set perspective
on regions. However, a purely region-based characterisation can be obtained
if a relation of connection (C) between regions is introduced. Connection is



316 H.R. Schmidtke and W. Woo

characterised as a reflexive and symmetric relation: every non-empty region is
connected to itself (A5); and if x1 is connected to x2, then also x2 is connected
to x1 (A6):

∀x : ¬[x = ⊥] → [xC x] (A5)
∀x1, x2 : [x1 C x2] → [x2 C x1] (A6)

∀x1, x2 : [x1 � x2] → ∀y : [y Cx1] → [y C x2] (A7)

Additionally, we need a bridging principle [37] between the mereological parts
(�) and the topological parts (C) of the theory. Following Varzi [37], we demand
that C is monotonous with respect to �: if x1 is part of x2, then any region y
connected to x1 is also connected to x2 (A7). We can then define the well-known
RCC relations [8, 26]: external connection (EC) is connection without overlap
(D7); a non-tangential proper part (NTPP) is a part x of y that is only connected
to regions z that overlap y (D8); and a tangential proper part (TPP) is a proper
part that is not NTPP (D9).

[xEC y] def⇔ [xC y] ∧ ¬[xO y] (D7)

[xNTPP y] def⇔ [x � y] ∧ ∀z : [xC z] → [y O z] (D8)

[xTPP y] def⇔ [x � y] ∧ ¬[xNTPP y] (D9)

It is clear that O fulfils all three axioms of C, but if we set C to be identical
to O, then the definitions of EC and TPP become empty and NTPP becomes
identical to �. In current location models, overlap and connection are not yet
distinguished.

The idea of a distinction between overlap, as sharing of parts, and connection,
as sharing of something that is not necessarily a relevant element of the domain,
has been generalised in theories of granularity [12, 34]. As context models can
easily become very large, modelling granularity is crucial to ensure scalability of
hierarchical context models, cf. [33] for an approach applicable to mereotopolog-
ically specified context models.

3.2 Beyond Location

The above discussion mentioned mainly location models, and the notion of con-
text is conceived broader in pervasive computing [32]. However, key properties for
context modelling in many other domains are similar hierarchical structures and
a related notion of connection. Mereotopology is a general domain-independent
mathematical theory that can describe such structures. We demonstrate this
claim by presenting hierarchical structures in five other domains.

Following Jang et al. [19], a representation of context should be expressive
enough to answer at least the six questions: who caused a certain interaction with
what where when how and why. Following this mnemonic, we can identify five
domains with corresponding relations, besides spatial containment and spatial
overlap, which are in the following individuated with symbols �where and Owhere.
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We need to model at least: times with a relation of temporal containment �when
of intervals, groups of agents with a containment relation between groups, classes
of objects with a taxonomic subclass relation �what, states, including measured or
inferred states of the environment, structured by an embedded logical entailment
relation �how, and events, including externally available commands and actions
of a system, partially ordered by a causation relation �why.

The contexts we mostly want to reason about have a meaningful extension
in more than one of the six dimensions; a conference, for instance, has a time,
location, and participants. We employ combined relations of general sub-contexts
(D10) and partial sub-contexts (D11):

[x �∀ y] def⇔ [x �when y] ∧ [x �where y] ∧ [x �who y] ∧
[x �what y] ∧ [x �how y] ∧ [x �why y]

(D10)

[x �∃ y] def⇔ [x �when y] ∨ [x �where y] ∨ [x �who y] ∨
[x �what y] ∨ [x �how y] ∨ [x �why y]

(D11)

[x =m y] def⇔ [x �m y] ∧ [y �m x] (D12)

The axioms of Sect. 3.1 hold for all six relations �m if we replace identity (=)
with appropriate equivalence relations =m (D12). Note that our limitation to
a fixed set of relations allows us to avoid distinctions between different types
of entities in the language and facilitates reification. The only types of entities
we employ are contexts as portions of the world around us that can have an
extension in one or more of the six dimensions.4

Temporal Containment and Ordering. The extension from spatial con-
tainment to temporal containment is straightforward if we consider time as a
one-dimensional space. We can express with a relation of temporal containment
that one context is during the time of another (�when), that contexts are syn-
chronous (=when), or temporally overlapping (Owhen). Basic time conflicts can
thus be represented:

[MeetingA �when Aug/1/2008] ∧ [Aug/1/2008 �when ConfB] ∧ (E1)
[MeetingA �where CityA] ∧ [ConfB �where CityB] ∧ ¬[CityA Owhere CityB]

∀c : [c �∀ ConfB] → ¬[c �∀ MeetingA] (E2)

If a calendar contains an entry for a meeting A on the day Aug/1/2008 , and this
day is during the time of a conference B; and A and B take place in two different,
not overlapping city regions (E1), then we can conclude that any context c that
is a proper sub-context of B cannot be a proper sub-context of A (E2).
4 With a more classical AI representation format, we can conceive, for instance,

[a �when b] ∧ [a �where b] to be an abbreviation of [time(a) �when time(b)] ∧
[loc(a) �where loc(b]), where the relations �when and �where are relations restricted
to the types of times and regions, respectively. However, the operators � and � would
also have to be replaced by functions �m and �m yielding the correct types.
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In comparison to the interval-based calculus of time proposed by Allen [1],
our notion of intervals includes not only convex intervals but also arbitrary sums
of intervals, such as generalised intervals [23] and periodically recurring times,
since we allow arbitrary sums and intersections. The directedness of time cannot
be represented with temporal containment alone; but, given the relation �why
denoting causation, partial temporal ordering can be derived (E3):

[xbefore y] ↔ ¬[x Owhen y] ∧ [x �why y] (E3)

The relation �why orders the domain of events, such as items in a plan or other
program-like structures provided by users as required for anticipating situa-
tions and producing pro-active behaviour.5 However, additional axioms would
be needed to reason about relations between temporal structure and causation,
in particular, a distinction between event tokens and event types, cf. Galton [15].

Logical Relations between States. In context modelling, important notions
of states include status information, such as “on vacation,” and sensory data,
such as data from physiological or temperature sensors “temperature is higher
than 25◦C.” States can be understood as reified propositions of an embedded
logic, similar to a monadic predicate logic. A relation �how, which has the proper-
ties of a mereological containment relation, is the relation of implication between
such formulae. For states, the operators � and 
 can be understood as conjunc-
tion and disjunction operators of the reified logic. An expression such as (E4)
can be used for specifying the state of a context called Measured, reduced to the
aspect of temperature, as being in the interval [25,30]. A corresponding formula
in monadic predicate logic would be (E5).

[Measured � Celsius �how ≥25 �≤30] (E4)
∀x : Measured(x) ∧ Celsius(x) → ≥25(x) ∧ ≤ 30(x) (E5)

We specify the computation of numerical comparisons, such as ≥25 in Sect. 4.2.
By combining states and times, we can represent a state Temp changing over
time:

∀x : [x =when t1] → [x � Temp �how Cold] (E6)
∀x : [x =when t2] → [x � Temp �how Warm] (E7)

Taxonomic Knowledge. A mereological axiomatisation of taxonomic knowl-
edge has been discussed in detail by Bittner et al. [5]. Appropriate hierarchical
relations for �who and �what are group inclusion on groups of agents and the
subclass relation on classes of objects. With this interpretation, the properties of
partial ordering relations, as stated above, are intuitively plausible. An example
5 A candidate relation for �why that fulfils the requirements of a partial ordering

relation would, for instance, be the reflexive and transitive hull of the transition
relation between programs in the verification of concurrent programs (cf. the relation
−→∗ in Sect. 4.2).
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for transitivity of �who, for instance, is given in (E8): a group of users Admin
included in the group of users Staff is also included in any group that includes
the latter, such as NotificationRecipient . Knowing that Bob is in the group of
administrators, we know that he is eligible to receiving a notification (E9).

[Admin �who Staff] ∧ [Staff �who NotificationRecipient]
→ [Admin �who NotificationRecipient]

(E8)

[Bob �who Admin] → [Bob �who NotificationRecipient] (E9)

In our mereological framework, a single agent, such as Bob, or a single object in
an interaction is always interpreted as a group of one agent or object. That is,
Bob is interpreted not by a token (userID, name, etc.) corresponding to the user
Bob but by a group containing only one individual. This may seem as a counter-
intuitive by-effect of the mereological axiomatisation. However, this property has
distinct advantages, for instance for obfuscation: if we do not distinguish between
individuals and groups, every application needs in principle to be enabled to
handle coarsened information [29]. Also, application objects are addressed by
class not by ID, so that interoperability and greater flexibility of applications
can be ensured easier.

4 Programming Dynamic Behaviour in a Context

We describe the syntax (Sect. 4.1) and semantics (Sect. 4.2) of a simple context-
aware programming language for specifying pervasive computing systems that
operate on the background of a context model. We use a widely known simple
textbook variant [2] of an imperative concurrent programming language, so as
to illustrate our approach with a particularly familiar example. Our aim is to
present a methodology of how the semantics of a given language can be aug-
mented with context-awareness.

For adding context-awareness to programs, a mechanism is needed with which
the context-aware program can access the context model. We assume in the
following that such an interface is provided by an ontology language in which
queries to a knowledge base can be formulated. However, we do not restrict how
the knowledge base is realised, whether as a database [18], a graph-based data
structure [22], or as a logical reasoning mechanism [28, 35].

As a representation language, we use the context-oriented logical language
(CL) proposed by [35], since it is most similar to the first order logical language
used above for reasoning about context-models. The main difference between the
two languages is that CL does not allow quantification over variables. We give
an abstract grammar for CL derived from the definitions in [35] and extended it
with numerical expressions and context terms for numerical comparison.

4.1 Syntax

We assume two predefined data types: a simple number type (number) and
a data type of alphanumeric character strings (alphanum) for names of atomic
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context terms. CL allows for arbitrarily complex context terms (D15). Numerical
expressions (N) are numbers, numerical variables and arithmetic expressions
constructed from these (D13).

N
def= number | NVar | −N | N + N | N − N |

N ∗ N | N ÷ N | N mod N

(D13)

NumCT def= ≤N | ≥N | #N | <N | >N (D14)

CT def= alphanum | NumCT | CTVar |
CT � CT | CT 
 CT | ∼CT

(D15)

CLF def= [CT �m CT ] | CLF ∧ CLF | CLF ∨CLF |
¬CLF | CLF → CLF | true | false

(D16)

Numerical comparison in the style of Dey [10] can be described with numerical
context terms (NumCT ) that consist of a numerical expression prefixed with
one of the symbols #, ≤, ≥, <, > (D14). Intuitively, numerical context terms
denote portions of a numerical domain: the interval (5, 7] can be expressed with
the term >5 � ≤7 as the intersection of the intervals (5,∞) and (−∞, 7]. The
context term #5 denotes the interval [5, 5]. In order for these expressions to
receive the intended numerical meaning, we need to augment the semantics of
CL terms with numerical computations (Sect. 4.2).

Context terms can be related with respect to one or more aspects of the
six categories. For simplicity, we include only the fundamental six containment
relations �m, where m ∈ {when, where, who, what, how, why}, and consider the
formulae [c =m d], [c Om d] to be abbreviations of the more complex formulae by
which they are defined above. CL allows not only atomic formulae, but also for
arbitrarily complex combinations constructed with the propositional connectives
∧,∨,→,¬ and two special formulae true and false (D16).

We characterise a simple imperative language for modelling distributed con-
current processes and supplement it with an additional type for context terms.

S
def= skip | CTVar := CT | NVar := N | S ;S |

do NChoice od | if NChoice fi
(D17)

NChoice def= CLF � S | NChoice � NChoice (D18)

P
def= S ;do GChoice od (D19)

GChoice def= CLF ; IO � S | GChoice �GChoice (D20)

IO def= CT ?CTVar | ↑CT | ↓CT (D21)

PSyst def= P | PSyst‖PSyst (D22)

We allow assignment to context term variables and numerical variables in pro-
grams (D17). In non-deterministic choice (D18) and guarded commands (D20),
Boolean expressions are replaced with CL-formulae. A pervasive computing sys-
tem (D22) consists of one or more processes (D19) running in parallel. The
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most prominent difference is the set of IO-commands (D21): the command ct ? x
listens for activation of a context, the commands ↑CT and ↓CT send an ac-
tivation upward through the hierarchical context knowledge base, to all more
general contexts, or downward, to more specific contexts.

We can now, in a very simple manner, describe context-aware algorithms.
Example E10 shows a template for a sensor-like component that consists simply
of a loop that activates a context reflecting the current temperature by sending
the sensed value v in a way that accuracy (±1) and unit (Celsius) are reflected.
Example E11 is a corresponding template for an actuator, as a process executing
some action, such as turning a heater on, in response to being activated by a
context TooCold.

〈sense v〉; do true; ↑(≥(v − 1) � ≤(v + 1) � Celsius) � 〈sense v〉 od (E10)
skip; do true; TooCold ? x � 〈execute action〉 od (E11)
γ = {[≤17 � Celsius �how TooCold]} (E12)

With a knowledge base γ specifying that an environment is too cold when the
temperature is lower than 17◦C (E12), the process (E11) should be triggered
if v < 16 holds after 〈sense v〉. We can prove such properties if a semantics is
given.

4.2 Semantics

We describe an operational semantics for the language [2]. The basic notion in
the semantics is a transition relation −→⊆ Γ ×Γ between configurations Γ of a
computing system. The main idea is that the transition relation describes how
one step of execution of a program in a state moves the program on and changes
the state. The relation −→∗ is the transitive and reflexive closure of −→.

A configuration in our framework is represented as a triple 〈S, σ, γ〉, where
S is a program, process, or pervasive system to be run, σ is a state, and γ a
context knowledge base. A terminal configuration 〈E, σ, γ〉 is a configuration, in
which the program to be run is the empty program E, where E ; S and S ; E are
the same as S. A state σ is a substitution function, which can be thought of as
a mathematical realisation of a list of variable bindings. For instance, applying
σ = [x : 0 | y : 2] to the numerical expression (x + y) results in the numerical
expression (x + y)σ = (0 + 2), whereas applying σ = [x : 0 | y : 2] to the context
term ≤(x + y) results in the context term expression ≤(x + y)σ = ≤(0 + 2).

We define an interpretation function In : N → R representing evaluation of
numerical expressions and an interpretation function Ic that assigns a value to
numerical context terms based on In. For x ∈ number , In(x) trivially maps x to
the number in R that it represents. The compound numerical expressions map
to their corresponding evaluations (D23). To give a meaning to the numerical
context terms we characterise them as corresponding to the orderings <, ≤, >,
≥ on the domain R (A8-A10).
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In(x + y) = In(x) + In(y) In(x − y) = In(x) − In(y)
In(x ∗ y) = In(x) ∗ In(y) In(x ÷ y) = In(x) ÷ In(y)

In(−x) = −(In(x)) In(x mod y) = In(x) mod In(y)

(D23)

∀x, y ∈ N : [≤x �∀ ≤y] ↔ In(x) ≤ In(y) (A8)
∀x, y ∈ N : [≥x �∀ ≥y] ↔ In(x) ≥ In(y) (A9)

∀x ∈ N : [>x = ∼≤x] ∧ [<x = ∼≥x] ∧ [#x = ≤x � ≥x] (A10)

The transition relation can be characterised using axiom schemata and infer-
ence rules. The rules for assignment of numerical variables (A11) and context
variables (A12) rely on the above interpretation functions. The standard con-
structs skip (A13) and sequential composition (A14) receive standard seman-
tics extended with the parameter γ representing the knowledge base, which can
change independently from the program.

〈v := e, σ, γ〉 −→ 〈E, [σ | v : In(e)σ], γ′〉, if v ∈ NV ar and e ∈ N, (A11)
〈v := e, σ, γ〉 −→ 〈E, [σ | v : Ic(e)σ], γ′〉, if v ∈ CTV ar and e ∈ CT (A12)

〈skip, σ, γ〉 −→ 〈E, σ, γ′〉 (A13)
〈s0, σ, γ〉 −→ 〈s′0, σ′, γ′〉

〈s0 ; s1, σ, γ〉 −→ 〈s′0 ; s1, σ′, γ′〉 (A14)

The CL formulae in non-deterministic choice (A15) and loops (A16) are evalu-
ated with respect to the knowledge base γ.

〈if φ0 � s0 � . . . �φn � sn fi, σ, γ〉 −→ 〈si, σ, γ′〉, if γσ |= φi for any φi (A15)
〈if φ0 � s0 � . . . �φn � sn fi, σ, γ〉 −→ 〈E, fail, γ′〉, if γσ �|= φi for all φi

〈do φ0 � s0 � . . . �φn � sn od, σ, γ〉 −→
〈si ;do φ0 � s0 � . . . �φn � sn od, σ, γ′〉, if γσ |= φi for some φi

(A16)

〈do φ0 � s0 � . . .� φn � sn od, σ, γ〉 −→ 〈E, σ, γ′〉, if γσ �|= φi for all φi

All input and output is related via the knowledge base within whose scope
a process is working. The command c ? v registers a process with the context
c. The process then waits for a context term related to c to be activated by
the knowledge base and stores the activated context it received in a context
variable v. The command ↑ t activates all processes registered to contexts c
that are in some aspect higher in the hierarchy [t �∃ c] (A17); likewise, ↓ t
activates processes registered to contexts below the context t (A18). Upward and
downward activation are non-blocking operations that can always be executed
and do not change the state σ (A19, A20).
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〈↑ t, σ, γ〉 −→ 〈E, σ, γ′〉
〈c ? v, σ, γ〉 −→ 〈E, [σ | v : Ic(t)σ], γ′〉 , if γ |= [t �∃ c], v ∈ CTVar (A17)

〈↓ t, σ, γ〉 −→ 〈E, σ, γ′〉
〈c ? v, σ, γ〉 −→ 〈E, [σ | v : Ic(t)σ], γ′〉 , if γ |= [c �∃ t], v ∈ CTVar (A18)

〈↑ c, σ, γ〉 −→ 〈E, σ, γ′〉, where c ∈ CT (A19)
〈↓ c, σ.γ〉 −→ 〈E, σ, γ′〉, where c ∈ CT (A20)

We can then specify communication between parallel processes via the knowl-
edge base in a standard way. If none of the conditions of the process can be
fulfilled, the process finishes (A21). If one of the conditions φi holds and the IO-
command ioci that it guards can be executed, the body si is executed (A22). For
simplicity, parallel composition is characterised in the same way as sequential
composition, except that the order of execution is irrelevant (A23).

〈do φ0 ; ioc0 � s0 � . . . �φn ; iocn � snod, σ, γ〉 −→ 〈E, σ, γ′〉,
if γσ �|= φi for all φi

(A21)

〈ioci, σ, γ〉 −→ 〈E, σ′, γ′〉
〈do φ0 ; ioc0 � s0 � . . .� φn ; iocn � snod, σ, γ〉 −→
〈si ;do φ0 ; ioc0 � s0 � . . . �φn ; iocn � snod, σ′, γ′〉

, (A22)

if γσ |= φi for some φi

〈p0, σ, γ〉 −→ 〈p′0, σ′, γ′〉
〈p0‖p1, σ, γ〉 −→ 〈p′0‖p1, σ′, γ′〉 and

〈p1, σ, γ〉 −→ 〈p′1, σ′, γ′〉
〈p0‖p1, σ, γ〉 −→ 〈p0‖p′1, σ′, γ′〉 (A23)

We can now prove that given a knowledge base γ that contains (E12) and a
system consisting of the two processes (E10) and (E11), the 〈execute action〉 is
reached if v < 16 holds for the sensed value v. The crucial step in the proof is that
of activation of a context term. The sensor activates all contexts above the term
≥(v − 1) � ≤(v + 1) � Celsius. The mereotopological axiom for transitivity (A2)
together with the definition of � (D3) and the axioms for the interpretation of
numerical context terms (A8-A10) then entail ≥(v− 1)�≤(v +1)�Celsius �how
≤17 � Celsius. We can infer that the context ≤17 � Celsius is activated, and
it follows that ≥(v − 1) � ≤(v + 1) � Celsius �how TooCold holds (A2). From
the knowledge base γ (E12), we finally obtain that the context TooCold is also
activated. By (A17) and (A22), the process (E11) can therefore proceed to the
〈execute action〉 statement.

The parameter γ allows us to model changes in the external world and the
context knowledge base independent from changes of the computational state σ.
The facts that the physical context of a program can change during execution
and that this change highly influences the program are the primary difference
between context aware computing systems and classical distributed computing
systems. Consequently, we need a proof theory that allows us to reason not
only about changes evoked by the program, but also about changes evoked in
the external world. A user carrying a mobile device leaving a room or a room
becoming warmer are not the result of a computation process but of processes
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external to the computational system. Computational processes might be able
to influence physical processes: a user might be alarmed with a signal to leave
a room, a room may warm up after a heater turned on. However, a theory of
computational processes should not be burdened with modelling the processes
in the physical reality together with computational processes: the user might not
be able to hear the signal because he is wearing a noise protection device, the
heater might be out of order. In the simple example, γ remained unchanged over
the whole execution. For more realistic scenarios and to obtain robust perva-
sive computing systems, we need to evaluate under which stability assumptions
proper execution can be guaranteed. Tractable theories of physical reality, as
investigated in the field of knowledge representation within the areas of naive
physics and qualitative reasoning [13, 14], can be used to formulate and efficiently
reason about such stability conditions.

5 Conclusions

We described context-aware computing as a proper extension of distributed com-
puting with ontology reasoning. Our description is faithful to principles employed
in existing context-aware computing frameworks, so that it can be used to eval-
uate and develop pervasive computing systems with a wide range of frameworks.
The proposed theory integrates developments from two areas providing formal
models relevant for pervasive computing: the area of formal ontologies for infor-
mation systems and the area of formal verification of programming languages.

For formally specifying context models, we proposed to apply mereotopolog-
ical theories. We showed that key ideas of mereotopology, such as hierarchical
organisation and overlap are meaningful for many aspects of context relevant in
pervasive computing, such as for modelling uncertainty, ensuring privacy through
obfuscation, and context-based address methods beyond unique ids.

Our approach allows to describe context-aware algorithms and pervasive com-
puting systems on a high level of abstraction. The state of a system, which can
be directly influenced by a computational process, is cleanly separated from ex-
ternal physical processes reflected in an external knowledge base to which the
process is connected. We showed for the familiar example of a CSP-style pro-
gramming language, how a language can be extended with high-level concepts
of context-awareness. However, the method is general enough to be applicable
also to other programming languages.
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Abstract. One of the key challenges faced when developing context-
aware pervasive systems is to capture the set of inputs that we want
a system to adapt to. Arbitrarily specifying ranges of sensor values to
respond to will lead to incompleteness of the specification, and may also
result in conflicts, when multiple incompatible adaptations may be trig-
gered by a single user action. We posit that the ideal approach combines
the use of past traces of real, annotated context data with the ability for
a system designer or user to go in and interactively modify the specifi-
cation of the set of inputs a particular adaptation should be responsive
to. We introduce Situvis, an interactive visualisation tool we have de-
veloped which assists users and developers of context-aware pervasive
systems by visually representing the conditions that need to be present
for a situation to be triggered in terms of the real-world context that is
being recorded, and allows the user to visually inspect these properties,
evaluate their correctness, and change them as required. This tool pro-
vides the means to understand the scope of any adaptation defined in
the system, and intuitively resolve conflicts inherent in the specification.

1 Introduction

Context-aware pervasive systems are designed to support a user’s goals by mak-
ing adaptations to their behaviours in response to the user’s activities or cir-
cumstances. The accuracy and utility of these adaptations is predicated on the
system’s ability to capture and recognise these circumstances as they occur. We
system designers characterise these adaptation opportunities by collecting con-
text data from multiple heterogeneous sensors, which may be networked physical
instruments in the environment (measuring factors like temperature, humidity
or noise volume), software sensors retrieving information from the web or various
data feeds, or wearable sensors measuring factors like acceleration or object use.
These context data are voluminous, highly multivariate, and constantly being
updated as new readings are recorded.

Situations are high-level abstractions of context data, which free the user from
having to deal with raw context and allow more expressive adaptations [1]. We
define situations in terms of context that has been encapsulated to a level of
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understanding appropriate for a developer specifying a situation (e.g., symbolic
locations), rather than the raw sensor readings (e.g., 3D coordinates). Situations
are straightforward for both system designers and system users to work with,
as they symbolically define commonly-experienced occurrences such as a user
“taking a coffee break”, or being “in a research meeting”, without requiring
the user to understand any of the dozens of distinct sensor readings that may
have gone into making up these situations. Situations are thus a natural view
of a context-aware system, while the individual pieces of context are each “a
measurable component of a given situation” [2].

Thomson et al. observe that there are two approaches to situation determi-
nation: specification-based and learning-based approaches [3]. The specification-
based approach suffers from complexity. As the context information available
to a context-aware system at any moment is so extensive, dynamic and highly
dimensional, it is a significant challenge for a system observer to ascribe signifi-
cance to changes in the data or identify emergent trends, much less capture the
transient situations that are occurring amid the churn of the data.

On the other hand, learning-based approaches require training data and inter-
pretation. Many situations a user finds themselves in are subjective and hence
require a degree of personalisation. Here, we propose a hybrid of these user-driven
and data-driven approaches that utilises minimal annotated samples to frame
a situation specification, combined with a novel visualisation that simplifies the
manual process of fine-tuning.

Situvis is our scalable visualisation tool for illustrating and evaluating the
makeup of situations in a context-aware system. By incorporating real situa-
tion traces and annotations as ground truth, Situvis assists system developers
in constructing and evaluating sound and complete situation specifications by
essentially bootstrapping the manual process, affording the developer a better
understanding of the situation space, and the reliability of modeling with situa-
tions based on real, recorded sensor data. It is a framework that allows developers
to understand, at a high level, how their system will behave given certain inputs.

The following section provides some details of other approaches to the recogni-
tion of context abstractions, a formal description of situation specifications and
a review of some challenges faced when working with context and situations.
We then describe the details of the Situvis tool, including a demonstration of its
utility, followed by a discussion of its properties.

2 Background

2.1 Activity Recognition

Techniques for activity recognition use machine learning techniques—both su-
pervised and unsupervised—to infer high-level activities from low-level sensor
data. Logan et al. present a long-term experiment of activity recognition in a
home setting using a semi-supervised technique [4]. Like the majority of activ-
ity recognition, the focus is on concepts that can be described and recognised
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by body movements and object use. 104 hours of video data was manually an-
notated following the data collection. Many activities, such as dishwashing and
meal preparation, were accurately classified to a high degree. However, the study
showed that even with this large amount of data and annotation, some activi-
ties, such as drying dishes, could not be learned effectively due to lack of training
data caused by their infrequent occurrence, even over a 104-hour period.

Krause et al. describe an approach to learning context-dependent personal
preferences using machine learning techniques to refine the behaviour of Sensay,
a context-aware mobile phone [5]. The behaviour modifications, such as changing
the state of the ringer volume from loud to silent, are known in advance. The
task is to find the user’s “state” (or contextual circumstances) that corresponds
to them modifying the behaviour of their phone so that in the future it can
be done automatically. Machine learning of personalised states is favoured over
manual specification of general states as a result of a study showing that states
and desired phone behaviour differed among individuals. Because the behaviour
modifications are known, this method requires no supervision. Essentially, the
behaviour modifications serve as labels for the recorded sensor values.

Recognising higher-level abstractions. Recent work has aimed to recognise
high-level abstractions of context called routines [6]. Routines are structured as
compositions of several activities that may be influenced by time, location and
the individual performing them. Examples include “commuting” or “working”.
In contrast to activities, routines cannot be identified through their local physical
structure alone: they consist of variable patterns of multiple activities; they range
over longer periods of time; and they often vary significantly between instances.
Moreover, they are subjective. As a result, the authors chose topic maps as an
alternative approach for recognition. Topic maps are a family of probabilistic
models often used by the text processing community and enable the recognition
of daily routines as a composition of activity patterns.

We too aim to be able to recognise high-level abstractions, and our approach
is designed to achieve this with minimal annotation. Situations and routines are
similar in that they are subjective, making long periods of annotation unscalable;
and they require more factors to recognise them than simply body posture, body
movement, or object use. Therefore, accurate situation determination cannot rely
completely on data-driven techniques. Situations are generally short term and
hence are logically more complex than routines—they can be partially described
in terms of individual activities but they are not lengthy nor activity-rich enough
to be represented as the most probable activities that are occurring over a long
time window. As a result, we are taking a hybrid approach to recognition that
includes a short ground truth collection period followed by manual fine-tuning
by a domain expert.

2.2 Situation Specifications

Based on the extensive literature on the subject of modeling context for adaptive
systems [1,2,7,8,9,10], we can make some observations: the incoming sources of
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context into a pervasive application are viewed as a finite number of variables:
either nominal or categorical values, e.g., activity levels {idle, active, highly
active . . . }; or quantitative ordinal values which may be defined over some known
interval, e.g., noise level in decibels {0, 140}.

Location information will typically arrive as individual values for an object’s
x, y and z coordinates in a space, and may be recorded by numerous disparate
positioning systems, but is modeled as a higher-level abstraction to make it
easier to reason with. Previously conducted research allows component x, y and
z coordinates to be composed into a symbolic representation, given some domain
information [11], and so we can work with locations as readable as “Simon’s
office” or “Coffee Area”. Our visualisation tool works equally well with simple
quantitative data or these higher-order categorised data.

Situations are high-level abstractions that serve as a suitable model with which
to develop context-aware systems, because they are intuitive concepts for both
designers and users to think in. In order for a computing system to be able to
recognise situations, they must first be specified in some way. Theory on the
semantics of situation specification can be seen in the work of Henricksen [1]
and Loke [12]. Based on this work, we also model situations using declarative
languages, which can simply be plugged-in to our tool.

Situation specifications are boolean expressions (or assertions)—they are ei-
ther true or false, denoting occurrence and non-occurrence, respectively. Asser-
tions may be composed using the logical operators and (∧), or (∨), and not
(¬), resulting in richer expressions. Domain-specific functions can also be de-
fined to enrich specification semantics (e.g., a distance operator could return a
numerical value of the distance between two locations).

We can thus define a situation specification as a concatenation of one or more
assertions about contexts, which leads us to the following formal definition:

A situation specification consists of one or more assertions about context that
are conjoined using the logical operators and (∧), or (∨), and not (¬). As-
sertions may comprise further domain-specific expressions on context, given that
the required semantics are available.

2.3 Interactive Machine Learning

Existing work has applied the coupling of data- and user-driven processes to
carry out difficult tasks. In particular, the general Interactive Machine Learning
(IML) model consists of iterations of classical machine learning followed by re-
finement through interactive use. In the Crayons project by Fails and Olsen [13],
users can build classifiers for image-based perceptual user interfaces using a novel
IML model that involves iterative user interaction in order to minimise the fea-
ture set and build a decision tree. Moreover, Dey’s a CAPpella is a prototyping
environment, aimed at end-users, for context-aware applications [14]. It uses a
programming by demonstration approach, through a combination of machine-
learning and user interaction, to allow end-users to build complex context-aware
applications without having to write any code.
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2.4 Visualisation of Context Data

The field of visual analytics uses interactive visual interfaces to aid end-users
in analysing and understanding large and complex multivariate data sets. In-
teractive visualisation tools help the viewer perform visual data analysis tasks:
exploring patterns and highlighting and defining filters over interesting data.
For example, Andrienko et al. developed a toolset for analysing and reason-
ing about movement data (e.g., GPS coordinates). Following some preprocess-
ing steps, the data can be clustered according to different properties, such as
start and end points of trips, or similar behaviour over time [15]. Such prop-
erties can be portrayed using different types of visualisations to increase user
understanding.

There exist myriad visualisation techniques, from time-series to multi-dimen-
sional scatter plot methods, which can be adapted to the exploration of multi-
dimensional context data. Our focus here is not only on the exploration of such
context data, but also the scope of the higher order situations, their specifica-
tion, and data cases which fall outside the set boundaries. The Table Lens, a
focus+context visualisation, supports the interactive exploration of many data
values in a semi-familiar spreadsheet format [16]. In practice, due to the distor-
tion techniques employed, users can see 100 times as many data items within
the same screen space as compared with a standard spreadsheet layout. Rather
than showing the detailed numeric values in each cell, a single row of pixels,
relating to the value in the cell, is shown instead. The Table Lens affords users
the ability to easily study quantitative data sets, but categorical values are not
well supported.

3 Parallel Coordinates

Parallel Coordinate Visualisations (PCVs) are a standard two-dimensional tech-
nique ideally suited to large, multivariate data sets [17]. The technique excels at
visually clustering cases that share similar attribute values across a number of
independent discrete or continuous dimensions, as they can be visually identified
through the distribution of case lines within the visualisation [18]. The user can
see the full range of the data’s many dimensions, and the relative frequencies at
which values on each axis are recorded. These features are visible in Figure 1,
which shows context data from our user study, which we will describe in the
next section.

PCVs give users a global view of trends in the data while allowing direct
interaction to filter the data set as desired. A set of parallel vertical axes are
drawn, which correspond to attributes of the readings in the system. Then, a
set of n-dimensional tuples are drawn as a set of polylines which intersect each
axis at a certain point, corresponding to the value recorded for that attribute.
Discrete and quantitative axes can be presented in the same view.

As all the polylines are being drawn within the same area, the technique
scales well to large data sets with arbitrary numbers of attributes, presenting a
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Fig. 1. Part of the main Situvis window showing our Parallel Coordinates Visualisation.
This is a view of 96 overlaid context traces with 8 data dimensions gathered over three
days of summer. Strong correlations can be seen between the days recorded: the subject
spent the majority of all three days at their desk (the first value on the “Location”
axis), with some deviations due to coffee breaks or visits to their supervisor’s office at
irregular times.

compact view of the entire data set. Axes can be easily appended or removed
from the visualisation as required by the dimensions of the data.

As Parallel Coordinates have a tendency to become crowded as the size of the
data set grows larger, techniques have been designed to cluster or elide sub-sets
of the data to allow the dominant patterns to be seen [19]. Direct interaction to
filter and highlight sections of the data encourages experimentation to discover
additional information, as seen in Figure 2.

Hierarchical clustering [20] uses colour to visually distinguish cases that share
a certain range of values into a number of sets, increasing the readability of the
diagram. We use a similar technique to group case lines that are assigned to
a certain situation, colour-coding these as a group. Different situations can be
colour-coded so that the interplay of the context traces that correspond to them
can be easily seen. We will illustrate this ability in the next section.
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Fig. 2. Here the user has “brushed” over a set of case lines (those that correspond
to times before 11am) by right clicking and dragging a line across them between the
first and second axes. This highlights these polylines throughout the diagram, allowing
the patterns that occurred among these times to be seen. This same operation can be
performed on any axis to select any subset of the polylines.

4 Evaluating Situations with Situvis

4.1 Description and Case-Study

The goal of Situvis is to combine data-driven and user-driven techniques for sit-
uation determination without relying on machine learning to make sense of the
data. The tool displays all of the situation trace data, along with annotations
where available, in a single view; and allows the user to clearly and easily high-
light the situation traces associated with an annotation label. The user can then
adjust the resulting set of ranged intervals over the context to create a more
complete and accurate situation specification.

Situvis is built using Processing [21], a Java-based visualisation framework
that supports rapid prototyping of visualisation techniques.1 Each context
1 Situvis is freely-available software, which you are encouraged to download from our

website at http://situvis.com.

http://situvis.com
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dimension is represented in Situvis as a vertical axis, and each axis contains
a set of points that correspond to permitted values for the dimension. A situa-
tion trace is represented as a polyline—a line drawn starting at the leftmost axis
and continuing rightwards to the next adjacent and so on, intersecting each axis
at the point that represents the value that the context has in that situation trace.
For example if, in a given situation, a user’s computer activity level is “idle”,
and their location is “canteen”, and these two axes are adjacent, then a line will
be drawn between those two points. Each situation trace is plotted on the axes
and the result is a view of all of the situations, significant and insignificant, that
occurred in the system over a period of time.

To carry out our case-study, we required real context data with which we could
characterise situations. We chose to gather context data and situation annotations
manually over two three-day periods. While the capabilities exist to collect these
context data automatically, for this first trial we chose to collect the data through
manual journaling, so that we did not need to factor in issues with the aggrega-
tion, uncertainty or provenance of the context data. As mentioned previously, we
assume the data is at an appropriate level of abstraction to begin with.

We had a single trial participant record their context every fifteen minutes
(between 10am–6pm) for three consecutive weekdays, on two distinct occasions.
The first occasion was in summer and the second was in autumn. The journaling
gap between these two data sets is designed to capture adjustments in the rou-
tines and descriptions of situations that the trial participant found himself in.
The captured context consists of time, location, noise-level, number of colleagues
present, their supervisor’s presence (true or false), their phone use (either tak-
ing a call or not), calendar data (being busy or having no appointments), and
computer activity. For simplicity, the noise-level was recorded on a 4-point scale
of quiet, conversation, chatty, and noisy. Likewise, computer activity level was
scaled as idle for an hour or more, idle for less than an hour, active, and highly
active. We defined six symbolic locations: meeting room, canteen, sports center,
supervisor’s office, subject’s desk, and a lecture theatre. Figure 1 shows a view
of the Situvis tool with all of the traces from the first three consecutive days of
collection plotted together in one view.

The participant also annotated what, if any, situation he was in at the time
of data capture. These annotations are used in Situvis to identify situations that
require specification in the system, and to provide some ground truth to initiate
their specification.

4.2 Specifying Situations with Context

Situation specifications are structured according to the definition we discussed
in Section 2.2. Situvis enables a developer to select all occurrences of a given
annotated situation, and add further cases to this definition using interactive
brushing of polylines as in Figure 2, or by dragging a range indicator on the left
of the axis to expand or contract the range of values covered by this specification.
The user can evaluate existing situation specifications overlaid against actual
trace data and see where they need to be modified.
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Fig. 3. A view of the Situvis tool with our initial summer data set. The highlighted
traces were annotated as a “meeting” situation. These situations occurred at many
different times throughout the day in two different locations, with a range of values for
the other contexts. Labels have been added to the axis for clarity. They are normally
shown when the user hovers over the axis.

An example of this process can be seen in Figure 3 and 4. The trial subject
annotated multiple occurrences of a “Meeting” situation 2. By selecting these
traces, it is evident what context dimensions characterise them. We can see that
“Time” and “Supervisor presence” are not useful due to the multiple split lines
on their axes, and so are ineffective when defining constraints. The specification
is clear from the other dimensions, however, and could be expressed as:

{Location = (Meeting room ∨
Supervisor’s office)} ∧

{1 ≤ Colleagues present ≤ 2} ∧
{Noise-level = conversation} ∧
{Computer activity ≥ idle} ∧
2 “Meeting” is a generalisation of two situations that the participant labelled, namely,

“Meeting with colleagues” and “Meeting with supervisor”. These are assigned sep-
arate colours in the figures.
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Fig. 4. The user can interactively expand or contract the situation definition along
any of the axes. In this case, they have chosen to modify the situation specification to
allow for more colleagues to be present, the noise level to be greater and the possibility
of talking on the phone.

{Calendar status = busy} ∧
{Phone use = none}

None of these values alone can characterise “Meeting”, as the trace data illus-
trates. Furthermore, each dimension may not always be available. Situvis allows
one to identify combinations of dimensions which, when taken together can pro-
vide a good estimation of the situation. For example, “Location” taken with
“Colleagues present” is a good indication of “Meeting”. This can also give sys-
tem developers an insight into which sensors in their system are the most useful,
and which types of sensors they should invest in to gain the most added benefit
in terms of the expressiveness of their system.

4.3 Situation Evolution

When existing specifications are overlaid on the trace polylines, the developer can
see where they are too strong or weak. Constraints that are too strong will cause
the system to sometimes fail in determining when that situation is occurring.
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Fig. 5. After additional data collection, the case lines annotated as “Meeting” exhibit
a different pattern

Constraints that are too weak may be wrongly interpreted as an occurrence of the
specified situation, when in fact a different situation is occurring. By overlaying
our specification on top of the polylines, it will be obvious where constraints
need to be strengthened, weakened or even excluded altogether. Situvis enables
a developer to drag the boundaries of specifications to change the polylines that
they cover, essentially changing the constraints of the situation.

When the overlaid situation encompasses traces that are not relevant, the
user can strengthen the constraints by narrowing the range of values covered by
this situation specification (the shaded area in the diagram). Similarly, the user
can weaken constraints to include traces that happen to fall outside the existing
specification by widening the specification, as we have done in Figure 4.

As more trace data is added and annotated, the constraints that we have
defined for “Meeting” may be shown to be too strong. This is what we found
to be the case in Figure 5, which contains the traces for both our initial sum-
mer data set, as well as the additional days from the autumn data set, for a
total of 48 hours of context traces. What we see is that in most cases, the pre-
viously apparent patterns are strengthened, as essentially they have recurred.
Comparing Figure 3 and Figure 5, we can see that the annotated data that the
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Fig. 6. A view of three distinct situations. Here we are showing the specifications for
a meeting with supervisors, paper writing time, and time spent reading. The dissimi-
larities between these situations are clear from the tool, and the specifications can be
further teased apart if required.

user has defined as corresponding to meetings results in a different situation
specification.

4.4 Situation Evaluation

Context-aware adaptive systems are very sensitive to incompatible behaviours.
These are behaviours that conflict, either due to device restrictions, such as ac-
cess to a public display, or due to user experiences, such as activating music play-
back while a meeting is taking place. Situations are closely tied to behaviours—
they define envelopes in which behaviour occurs. As a result, their specifications
are directly responsible for adherence to compatibility requirements. By harness-
ing this factor, we can address another key aspect of situation evaluation.

Conceptually relating situations to each other from a behaviour compatibility
standpoint is an overwhelming task for a developer. We recognise that there are
two situation relationships that may lead to incompatibility:

subsumption if a subsumes b, and b occurs, then a will certainly occur.
overlap if a overlaps b, then a and b may co-occur.

Our tool allows multiple situation specifications to each be coloured distinctly.
When two or more situations are shown together, the overlap in their constituent
contexts is clear, as well as the extent of their dissimilarities. This view allows
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the developer to alter constraints where necessary, while the overlap and sub-
sumption relationships are refreshed and displayed on-the-fly. A screenshot of
this scenario is seen in Figure 6, which also shows the specification selection
panel on the right-hand side. This area allows the user to toggle specifications
on and off, so that they can be compared and manipulated.

5 Conclusions and Future Work

We have presented Situvis, a tool that uses a Parallel Coordinate Visualisation
to illustrate situation traces and specifications. We have shown, using a case-
study, the utility of Situvis in the situation specification and evaluation processes.
Situvis presents a developer with a reference point for situation specification and
evaluation through the display of actual trace data and situation annotations.
The relevance of the underlying context to a specification is made clear, and
contrasting situation traces can be used as a guide for specification.

Context-aware systems are dynamic—sensors, users and habits are constantly
changing. Hence, we cannot expect situation specifications to remain static. It
must be possible to re-evaluate them accordingly. Situvis allows developers to
visually overlay specifications on traces, and tailor their constraints as a re-
sult. Unlike traditional methods, Situvis clearly depicts cases where constraints
are too strong or too weak. Machine-learning techniques would require extra
time-consuming training periods for the re-evaluation process, whereas Situvis
provides the option of collecting a minimal amount of annotated data to initiate
the manual process.

By visually analysing the overlap of situation specifications within their
system, the developer can identify where multiple situations require similar
context values to be activated. Such overlaps may imply problems in the
situation specifications, as conflicting behaviours may be triggered by conceptu-
ally similar situations. Thus, the developer can compare situations against oth-
ers, and change the situation’s specifications to become stronger or weaker as
necessary.

A feature missing from the current version of the Situvis tool is explicit sup-
port for probabilities in situation specifications. In many context-aware appli-
cations, robust probabilistic inference is a requirement to handle the naturally
fuzzy data in the system. We are considering the addition of an overlay which
will allow users to set up a probability distribution, though this requires a more
in-depth study of the treatment of uncertainty in situations.

Some context dimensions are not easily represented on a line. In particular,
Location within buildings, with its domain relations like subsumption, is diffi-
cult to represent in two dimensions. We are researching techniques to flatten
hierarchies for a more intuitive representation of this context.

Situvis could also be used by users of the context-aware system as a gateway
to user programming: helping them to unroll the cause of a situation activa-
tion, so that they can gain insight into why the system began to behave as it
did.
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Abstract. This paper presents novel methodologies for the analysis of
continuous cellular tower data from 215 randomly sampled subjects in
a major urban city. We demonstrate the potential of existing commu-
nity detection methodologies to identify salient locations based on the
network generated by tower transitions. The tower groupings from these
unsupervised clustering techniques are subsequently validated using data
from Bluetooth beacons placed in the homes of the subjects. We then use
these inferred locations as states within several dynamic Bayesian net-
works (DBNs) to predict dwell times within locations and each subject’s
subsequent movements with over 90% accuracy. We also introduce the
X-Factor model, a DBN with a latent variable corresponding to abnor-
mal behavior. By calculating the entropy of the learned X-Factor model
parameters, we find there are individuals across demographics who have
a wide range of routine in their daily behavior. We conclude with a de-
scription of extensions for this model, such as incorporating contextual
and temporal variables already being logged by the phones.

1 Introduction

Every one of the approximately 4 billion mobile phones in use today have con-
tinuous access to information about proximate cellular towers. We believe these
continuous cellular tower data streams can provide valuable insight into a user’s
behavior. Here we introduce a novel method of segmenting, validating and mod-
eling this data. A major contribution of this paper involves the application and
design of community structure algorithms that are appropriate for the identifi-
cation of location clusters relevant to a user’s life. We show that using temporal
data from cellular towers, information every phone has access to, a simple gener-
ative model can be used to infer these salient locations and anticipate subsequent
movements.

There has recently been a significant amount of research quantifying and
modeling human behavior using data from mobile phones. We will highlight a
selection of the literature on GSM trace analysis and subsequently discuss recent
work on location segmentation and movement prediction from GPS data.

Mobile phones are continuously, passively monitoring signals from proximate
cellular towers. However, due to power constraints, a mobile phone typically

H. Tokuda et al. (Eds.): Pervasive 2009, LNCS 5538, pp. 342–353, 2009.
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does not continuously send back similar signals alerting the nearby towers of
its particular location. While there has been recent work on analysis of call
data records (CDR) from mobile phone operators [1,2], this data only provide
estimates of locations when the phone is in use. Additionally, the only method
of obtaining continuous cellular tower data without working with an operator is
by installing a logging application on the mobile phone itself.

There have been a variety of projects that have involved installing a mobile
phone application that logs visible cellular towers and Bluetooth devices on a
set of subjects phones including HIIT’s Context project, MIT’s Reality Mining
project [3] and the PlaceLab [4,5] research at Intel Research. Additionally, other
research projects have demonstrated the utility of cellular tower data for a broad
spectrum of applications ranging from contextual image tagging [6] to inferring
the mobility and location of an individual [7,8,9]. Generally this logging software
records between one to four of the cellular towers with the highest signal strength,
however, recent research suggests it is possible to localize a handset down to 2.5
meter accuracies if the number of detected towers is dramatically increased [10].

Dynamic Bayesian Networks (DBNs) have been widely used for quantifying
and predicting human behavior. For analysis of human movement, typically these
models involve location coordinates that are much more precise than cellular
tower data, such as GPS data. These models are trained on general human
movement [11] or more specific data such as transportation routes [12].

As opposed to the previous work above, our dataset comes from randomly
sampled individuals in a large US metropolitan city. We introduce several seg-
mentation algorithms taken from the community structure literature and apply
them to networks of cellular towers. Coupling bluetooth beacon data placed in
the homes of each subject with the tower data, we validate the output of the
community structure algorithms with the community of towers co-present with
the beacon exposures. We then describe several DBNs that use the inferred loca-
tions clusters as states to parametrize and predict subsequent movements. One
such DBN we use for behavioral modeling includes a latent variable, the X-
Factor, corresponding to a binary switch indicative of “normal” or “abnormal”
behavior. We compare the entropy of the learned X-Factor parameters across
different demographics and conclude with ideas for extensions to these models
as future work.

2 Methods

2.1 Data Description

Our data was generated from the phones of 215 subjects from a major US city.
After providing informed consent, these subjects were given phones that logged
the ID of the four cellular towers with the strongest signal strength every 30 sec-
onds. Additionally, the phones conducted Bluetooth scans every minute. Blue-
tooth beacons were deployed in the homes of each subject; as the beacons are
detected only if the phone is within 10 meters of the beacon, detection implies
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the subject is at home. The data was compressed on the mobile phone and
uploaded to a central server after each day.

In contrast to previous datasets, every subject in our study was randomly
sampled from a particular city. By offering a smartphone and free service, over
80 percent of the randomly selected individuals agreed to participate in the study.
The demographic information we have about the subjects is evenly distributed
among ethnic groups and income levels, accurately reflecting the distribution
that makes up the city’s inhabitants. No longer constrained to the study of
academics or researchers, our data represents one of the first comprehensive
behavioral depictions of the inhabitants within a major urban city.

2.2 Segmentation via Community Structure

Each phone records the four towers with the strongest signal at 30 second inter-
vals. This data can therefore be represented as a cellular tower network (CTN)
where each node is a unique cellular tower, an edge exists between two nodes if
both towers co-occur in the same record, and each edge is weighted with the total
amount of time (over all records) the pair co-occurred. A CTN is generated for
each of the subjects, which includes every tower logged by the phone during the
5-month period. The nodes in the CTN that have the highest total edge weight
(the node’s “strength”) correspond to the towers that are most often visible to
the phone. Further, a group of nodes with a large amount of weight within the
group, and less weight to other nodes, should correspond to a “location” where
the user spends a significant amount of time. Figure 2 shows a 32-tower subgraph
of one CTN, segmented into five such locations.

To allow for a meaningful comparison, we use three qualitatively different
heuristics for clustering nodes into locations.

Fig. 1. A 32-tower subgraph of one of our cellular tower networks, segmented into five
“locations,” clusters of nodes in which towers frequently co-occur in the phone’s records
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Ncut. The first segmentation algorithm depends on Shi and Malik’s normalized
cut (Ncut) criterion [13], which, like many cut criteria, is NP-hard to optimize.
Our implementation uses a spectral approach to find a bisection of the graph
that minimizes the size of the normalized cut. Applied recursively, a graph can
be split into a specified number of dense clusters. Although originally devel-
oped to segment images, the Ncut method can naturally be applied to net-
works.

Q-Modularity. The second method, drawn from the large literature on detect-
ing “communities” in complex networks [14], depends on Newman and Girvan’s
popular modularity measure Q [15], which measures the density of clusters rel-
ative to a simple, randomized null model.

Q =
m∑

s=1

[
ls
L

−
(

ds

2L

)2
]

(1)

where ls is the number of edges between the nodes within cluster s, L is the
total number of edges in the network, and ds is the sum of degrees of the nodes
in cluster s. While finding the segmentation that maximizes Q is NP-complete,
there has been a significant amount of work towards this goal. Although also
NP-hard to maximize, we use Clauset et al.’s greedy optimizer [16], which has
been shown to perform reasonably well on real-world data.

Threshold Groups. The third method is a simple-minded heuristic: we first
identify the nodes in the upper decile of “strength,” and then perform a breadth-
first search on the induced subgraph. Each connected component in this sub-
graph is labeled as a unique location, and all remaining nodes in the original
graph placed in an additional group.

Although all based on somewhat similar principles, in practice these methods
produce dramatically different segmentations of our CTNs. This is in part be-
cause the first algorithm requires as input the number of segments to be found,
unlike the other two.

2.3 Inference via Bluetooth Beacons

One objective measure of these clusterings is to use independent information
derived from the Bluetooth beacons, installed in the homes of each subject in
the study. Every minute the phone scans for visible Bluetooth devices and if
a beacon is within 10 meters of the phone, it is logged as proximate. Creating
training data from the set of cellular towers detected at the same time as the
bluetooth beacons, we have used several methodologies to infer if a subject is at
home given a particular set of visible cellular towers.

Bayesian Posteriors. It is possible to calculate the posterior probability a
subject is home, P (Lhome), conditioned on the four towers currently detected
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by the phone, Tabcd, using the likelihood, the marginal and the prior probability
of being at home (based on the beacon data).

P (Lhome|Tabcd) =
P (Tabcd|Lhome)P (Lhome)

P (Tabcd)
(2)

Gaussian Processes. While the naive Bayesian model above works well in
many cases, simply using the ratio of tower counts co-present with the Blue-
tooth beacon tends to fail if the phone regularly moves beyond ten meters
of the beacon while still staying inside the home. Instead of normalizing by
total number of times each tower is detected, it is possible to obtain addi-
tional accuracy by incorporating the signal strengths from the detected tow-
ers. There are many models for signal strength of a single cellular tower, t.
pt(st|l), one such model uses training data to estimate Gaussian distributions
over functions modeling signal propagation from cellular towers [17]. In our
case, the training data comes from the signals of towers detected at the same
time as the Bluetooth beacon in the subject’s home, and the inference is binary
(home or not home); however, these models are easily extendable for more broad
localization.

Deviations in Tower Signal Distributions. The two models above gen-
erate a probability of being at home associated with a single sample of de-
tected towers (ie: the four tower IDs and their respective signal strengths).
However, during the times when a subject is stationary, the phone continu-
ously collects samples of the detected towers’ signal strengths. These samples
can form ’fingerprint’ distributions of the expected signal strengths associated
with that particular location. It is possible to detect deviations within these
distributions of signal strengths using a pairwise analysis of variance (ANOVA)
with the Bonferroni adjustment to correct for different sample sizes. Training
the home distributions on the times when the beacon is visible (or if there
are no beacons, on times when the subject is likely home such as 2-4am), an
ANOVA comparing this home distribution with a distribution of recent tower
signal strengths makes it possible to identify if the subject is truly at home,
or is at a next-door neighbor’s house. In previous work, such tower probabil-
ity density functions have successfully localized a phone down to the office-
level [3].

2.4 Prediction via Dynamic Bayesian Networks

The clusters of towers identified above can be incorporated as states of a dy-
namical model. Given a sequence of locations visited by a subject, we can learn
patterns in their behaviour and calculate the probability of them moving to dif-
ferent future locations. We start with a baseline dynamical model and introduce
additional observed and latent variables in order to model the situation more
accurately.
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Fig. 2. CTN Segmentation. The giant component of a subject cellular tower network,
segmented into 15 major location clusters (represented by 15 colors) using the Q-
modularity community structure method.

The simplest dynamical Bayesian network we can use for location prediction
is a Markov chain, in which the location yt depends only on the location at
the previous time step, yt−1. The maximum likelihood transition probabilities
p(yt|yt−1) can easily be estimated. Given evidence that a user is in a partic-
ular location at time t, this allows us to calculate the τ -step-ahead prediction
p(yt+τ |yt).

We note that patterns of movement in practice are dependent on the time
of day and the day of week. Subjects typically exhibit different dynamics on
weekday mornings than on Saturday evenings, for example. Figure 3(a) shows an
extended model where the probability of being in a location is also dependent on
the hour of day ht and the day of week dt. In the experiments below, we code ht to
take on the values “morning”, “afternoon”, “evening” and “night”, and code dt to
take on the values “weekday” or “weekend”. After learning maximum likelihood
parameters we can calculate the predicted density p(yt+τ |yt, dt+1:t+τ , ht+1:t+τ )
for new observations from the same user.
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2.5 X-Factors for Abnormality Modeling

While there is strong structure in human behavior, there are also regular devi-
ations from the standard routines. We incorporate an additional latent variable
into our model to quantify the variation in behavior previously unaccounted for
in the fully observed models above.

The model we use for this is shown in Figure 3(b). Here we factorize the
location variable so that it depends on a hidden “abnormality” variable at. The
model can now switch between “normal” and “abnormal” behaviour depending
on whether at is 0 or 1 respectively, as demonstrated in previous physiological
condition monitoring work [18].

We expect abnormal dynamics to be related to the normal dynamics but
with a broader distribution. When estimating these dynamics, we therefore want
to keep relevant structure in the dynamics (e.g. transitions between physically
neighboring locations are still more likely), while allowing wider possibilities in-
cluding non-zero probability of transitions not seen in the training data. We can
achieve this effect by tying the parameters between the normal and abnormal
transition probabilities such that p(yt|yt−1, dt, ht, at = 1) are a smoothed version
of p(yt|yt−1, dt, ht, at = 0). To smooth the transition matrices for every combi-
nation of dt and ht we add a small constant ξ to each entry in the matrix and
renormalize.

Learning of this model can be done with expectation-maximization (EM). We
perform a standard E-step to calculate the probability of being in the normal or
abnormal regime at each time frame, then modify the standard M-step to use
the parameter tying above. In the experiments below, we set ξ = .1 by hand,
though in principle this parameter can also be learnt using EM. Increasing ξ
effectively specifies that a sequence has to depart further from normal dynamics
in order to be considered “abnormal”.

Fig. 3. Two DBN models used for location prediction. Shaded nodes are observed and
unshaded nodes are latent; yt denotes location, dt denotes day of week, ht denotes
hour of day, and at denotes abnormal behaviour (all at time t). Panel (a) shows a
fully observed model as a contextual Markov chain (CMC), and panel (b) shows the
X-factor model, where location is additionally conditioned on the latent abnormality
variable.
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Fig. 4. Inferred points of abnormality using the X-Factor model. Each weekday the
subject moves consistently between home (location 31) and work (location 15), but on
the third day makes some extra, unusual journeys. The locations in this example were
given by the Group Threshold segmentation method.

3 Results and Discussion

3.1 Segmentation Validation

We have shown how data collected from installed Bluetooth beacons can be used
to create a known cluster of towers associated with each subject’s home. We used
this known cluster to validate each segmentation algorithm, selecting twenty lo-
cations for the Ncuts technique. Table 1 categorizes the community detecition
algorithms by how well they detected the “home” towers as defined by the Blue-
tooth beacons, CBT . The home cluster of towers generated by the Threshold
Groups technique incorporated CBT for every subject, P (CBT ⊂ CH) = 100%,
while this was the case for the Q-Modularity technique only 86% of the time.
However, the other important statistic is the ratio of the number of the Bluetooth
home towers, NCBT , to the number of towers in the inferred home cluster, NCH .
This ratio describes how many additional towers were included in the inferred
home location; for example, the Q-Modularity home cluster has a ratio of .18,
indicating that its home cluster contains approximately five times as many tow-
ers as needed. Despite averaging the most number of clusters, the Ncuts home
cluster has a ratio of .0061, implying that a few large clusters tend to dominate
these segmentations.

3.2 Dwell and Movement Prediction

The three DBNs described above were trained on sequences of transitions be-
tween the locations that were inferred by each segmentation method. To com-
pensate for the bias towards self-transitioning (at virtually every instance, the
most likely event will be that the subject does not change locations), we com-
pare the models success only on instances when a subject is about to transition
between inferred locations. The DBNs are tasked with predicting the location
where the subject is about to move. Table2 lists these prediction accuracies for
the three segmentation methods and the two full-observed Markov models. While
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Table 1. Segmentation Validation via Bluetooth Beacons. μNC is the average number
of clusters generated by each segmentation method. P (CBT ⊂ CH) represents the
probability that the set cellular towers associated the Bluetooth beacon at the subject’s
home, CBT , is fully contained in a single cluster, CH . The last column corresponds to
the ratio of the actual number of home towers, NCBT to the number of home towers
inferred by the different segmentation methods, NCH . A small number corresponds to
incorporating a large number of towers within the home cluster.

method μNC (σ) P (CBT ⊂ CH)
NCBT
NCH

Ncuts 20 (0) .93 .0061
Q-Modularity 13.3 (11.7) .86 .18
Threshold Groups 6.8 (13.7) 1.0 .045

Table 2. Transition Accuracy and Dwell Errors. For every instance a subject moves
between two clusters of towers, the DBN can be used to predict the subsequent cluster.
The different accuracies between the segmentation methods are due to not only how
well the clustering techniques performed at identifying the true salient locations, but
also to the number and size of the clusters (described in Table 1). Given these high
accuracies, the inclusion of the temporal observations in the Contextual Markov Chain
(CMC) does not appear to provide significant improvement to the standard Markov
chain (MC).

MC Transition CMC Transition MC Dwell CMC Dwell
method Prediction Prediction Error (minutes) Error (minutes)
Ncuts .932 .933 79.1 78.9
Q-Modularity .953 .954 91.0 75.7
Threshold Groups .992 .992 89.2 84.1

the X-factor model provides additional information about the regularity of a par-
ticular behavior, its accuracy is identical to the contextualized Markov model
and was not included in the table. It is of interest that the highest accuracies
did not come from the segmentation methods that provided the largest cluster
sizes (Ncuts), but rather the smallest number of clusters (Threshold Groups).
However, a direct comparison between these accuracies is not possible due to
the differences in the dimensionality of the state spaces. A model with fewer
inferred locations (NC) should be expected to do better because it has less po-
tential for a wrong prediction. In the extreme, a model with a single state will
always be correct, yet obviously adds little value. Therefore, while the Threshold
Groups segmentation method, with an average of 6.8 inferred salient locations
(σ = 13.7), generated accuracies of over 99%, future work in predicting loca-
tion dwell times may provide more conclusive information about the dominance
of one particular segmentation method over the others. Given the extremely
high accuracies using an unconditioned Markov model, incorporating informa-
tion about the time of day and day of the week unsurprisingly adds little addi-
tional value.
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Fig. 5. A sequence of transitions between towers (top) and the average error rates for
predicted transitions (bottom). The X-factor model was tested on approximately one
month of movement segmented using Ncuts into 20 locations. While the top inferred
location is 92% correct for this set of data, the subsequent location is in the top four
locations over 99% of the time.

3.3 Entropic Individuals

By calculating the standard Shannon information entropy metric of the learned
transition probabilities of the X-factor model, H = −∑

p× log2(p), we are able
to quantify the amount of behavioral regularity of each subject. The means and
variances of this entropy metric are segmented across demographics in Table 3.
Of particular note is the high entropy variance, indicating that there are individ-
uals across all demographics whose behavioral patterns are seemingly unstruc-
tured. This finding runs contrary to previous research conducted on university
students and staff which suggested behavioral entropy is correlated with demo-
graphics [3].

3.4 Future Work

This paper has provided the groundwork for the design of increasingly sophisti-
cated models based on data from mobile phones that incorporate contextual and
temporal variables and can use demographic priors for bootstrapping. For exam-
ple, if the discovered Bluetooth devices can be clustered based on co-presense,
it may be possible to classify particular Bluetooth phones as family, colleagues,
and friends, incorporating the proximity of these individuals as observational vari-
ables. Additionally, the phones in this study also sample the ambient audio envi-
ronment periodically to detect the subjects’ media consumption, information that
should also make for an intriguing additional observed variable in the DBN. Lastly,
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Table 3. Demographic Entropy. The entropy of the conditional probability table from
the X-factor model using the Group Threshold method was averaged across demo-
graphics. The results show extremely high variance, with entropic individuals in vir-
tually every demographic as well as subjects with significant structure in their daily
behavior.

demographic (N) μentropy (σ × 102)
Age:
under 35 (107) 30.1 (4.2)
35 and over (108) 28.0 (4.2)

Gender:
Male (136) 28.3 (4.4)
Female (79) 30.3 (3.8)

Income:
over $60,000 (73) 34.2 (4.3)
$60,000 and under (140) 26.4 (4.0)

Education:
College Grad (79) 31.2 (4.3)
No College Degree (125) 27.7 (4.1)

we would like to explore the potential of using demographic bootstrapping to aid
in efficient model parameterization as introduced in similar models [12].

We have demonstrated the potential to repurpose algorithms developed origi-
nally to quantify community structure within graphs to identify salient locations
within a cellular tower network. We have validated these unsupervised clustering
algorithms on a known cluster of towers using the Bluetooth beacon installed
in each of our randomly sampled subjects’ homes. The resultant set of inferred
clusters of towers correspond to salient locations and are incorporated as states
in our DBN models. We introduced the X-Factor model to detect behaviors
that deviate from a given routine by incorporating an additional latent variable
corresponding a normal / abnormal switch. By calculating the entropy of the
transition matrix from this model we were able to quantify the amount of struc-
ture in the daily routines of different demographics. It is our hope that these
analytical methodologies will provide a framework for future studies of this rich
behavioral data, currently being generated by the majority of humans today.
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Abstract. We conducted a diary study of how 19 experienced users accessed 
the Internet from cell phones. Our data show that participants often chose the 
cell phone to access the Internet even though they had access to a computer, and 
the most common location for Internet access being the home. Reasons for 
choosing the phone over the computer were speed, convenience and a desire to 
use the phone for fun. Additionally, the phone is kept close and is always on 
which makes it convenient to use. The traditional motivation for mobile ser-
vices ”finding out something about where you are” only accounts for 15% of 
the user activity.  

1   Introduction 

Today, it is becoming more and more common to access Internet services from cell 
phones. The phone increasingly allows users to access online news, email, and other 
services in places and situations which were never possible using a traditional desktop 
computer.  

However, the cell phone has several properties that make Internet access different 
than on an ordinary computer. So far, this has mostly been discussed in terms of re-
strictions: the small screen size and constraints on typing do limit the usability of the 
phone as an Internet access device. But there are other less tangible differences. The 
cell phone is not only mobile, it is also personal and communication-oriented in a way 
that computers are not. All of these aspects – the interaction abilities, the mobility, 
and the role of the cell phone as a personal communication device – will affect the 
usage patterns that emerge for the Internet on the cell phone. To shed light on how 
this might develop, we conducted a diary study of Internet usage on the cell phone to 
identify the emerging usage practices. 

2   Related Work 

Actual Internet access from cell phones has been little studied so far, but Lee et al. [7] 
have studied use contexts for the mobile Internet and their relation to types of services. 
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However, they did not investigate the influence of users’ motivations on their mobile 
Internet use. We believe that it is important to investigate the motivation when examin-
ing user behavior. We have also chosen to analyze the locations for mobile Internet use 
in a deeper way than Lee et al.. For example, Lee et al. only analyzed indoor and pri-
vate locations; they did not look at the home separately. In our material the home 
turned out to be an important location. Additionally, they did not look at to what extent 
their participants had access to a computer at the time of mobile Internet access. Our 
participants often chose the phone even though they had access to a computer. 

Sohn et al. [12] have also investigated people’s information needs when mobile, 
and how they met those needs. They found that people that had access to mobile 
Internet used it to meet many of their information needs, and those who did not have 
access to mobile Internet believed that it would have solved many of their information 
needs. Our material adds to this picture by showing that mobile Internet access also is 
used to meet information needs in many situations that are not mobile. 

3   Method 

The data for this study was collected using two methods. First, participants kept a 
diary of their Internet access from their cell phones for seven days and then were 
interviewed about their Internet habits in general and the study week in particular.  

The diary method was chosen as a relatively unintrusive method to capture mobile 
Internet usage over extended periods of time during the course of everyday life. It has 
been used frequently to study usage of cell phone technology, see e.g. [4, 5], other 
mobile technologies [11], and mobile behavior [12]. The potential drawback of the 
method is that data from self-reporting is not always accurate and complete. However, 
an advantage is that diary entries act as triggers for reflection, generating rich narra-
tives grounded in real life events which can be unpacked in the follow-up interview. 
We chose not to complement our diary data with log data from participants’ phones 
since our main interest was in these rich narratives and in what they revealed about 
user motivation and context of use, little of which could be captured by automated 
logging. In addition, the geographic spread of our participants would have made it 
cumbersome to install such software on their phones. 

A pre-printed paper diary that had several examples completed was sent to the par-
ticipants by mail. When participants could be expected to have received this paper 
diary we called them to confirm that they had received it and to clarify any problems. 
At that point, a time for the follow-up interview was scheduled. Participants were 
provided with preprinted, stamped envelopes to return the log to the authors. 

The participants were asked to log every session of Internet access from a cell 
phone during seven consecutive days. That is a fairly short time to monitor user be-
havior but we did not want to burden our participants unnecessarily and risk that they 
would under-report their Internet use. Since they were frequent users we believe that 
we gathered sufficient data from the seven day period. The paper diary contained 
fields for time and duration, web page or application, location, surrounding distrac-
tion, concurrent activity, purpose, why the phone was chosen and not a computer, and 
if any problems occurred during the session, (see Figure 1 for an example). For each 
day of the trial, they were also asked to give examples of web pages that they used on 
the computer and not on the cell phone. 
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Fig. 1. The diary was designed in Swedish. The entry fields were named as follows. Upper row 
from the left: Time, Estimated duration, Service, Where were you?, Did you do anything else 
while using the service?, What was going on around you?, Were you in a hurry?. Lower row 
from the right: Why did you use the service? How did you use the service? What functionality?, 
Why did you not use a computer?, Did you encounter any problems with the service?. 

The follow-up interviews were semi-structured and conducted shortly after the 
seven days of data collection. Questions were asked about the information users had 
provided in the diaries, together with more general questions about their Internet hab-
its. Since the participants were recruited over the Web, the geographic spread made it 
necessary to conduct phone interviews. The interviews were conducted in Swedish by 
two of the authors they were approximately 30 minutes long. 

The analysis of both the diary and the interview material was guided by grounded 
theory [13] and consisted of categorising the raw data accordingly. We looked for 
repeating themes as well as conflicting ones and did not start out with fixed categories. 

3.1   The Participants 

Participants were recruited through a small web survey that was published on web 
forums with mobile technology themes, as well as blogs with many visitors. This sur-
vey was also distributed to friends and colleagues of the authors, in addition to a large 
mailing list dedicated to mobile web surfing. Based on this initial response, we were 
able to recruit participants for the diary study. The participants selected for the diary 
study all stated in the survey that they accessed the Internet daily from their cell phone. 
The main reason for limiting the diary study to people who already were using the 
Internet on the phone was that they had already developed a set of usage practices. 
That way, we avoided novice and learning effects in the study and were also assured of 
gathering sufficient occurrences of Internet usage to draw conclusions from the data.  

Nineteen participants were recruited for the study, seven women and twelve men 
with an average age of 30 years (max 55, min 20, mean 28). See Table 1 for basic 
data about the participants. 

Two of the participants could only report the make of their phone but not the 
model. Of the 19 participants, seven had phones with a touch screen, and of these, two 
participants had hacked iPhones (the iPhone was not yet released in Sweden at the 
time of the study). The majority of the participants were working, but two were stu-
dents and one was unemployed. Five participants reported that their Internet access 
from the phone had a connection to their work. 
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Table 1. Basic data about study participants 

Id Age Gender Work Mobile phone Net speed 
P1 55 M Electricity Engineer Nokia N95 3G 
P2 35 M Truck driver SE P1i 3G 
P3 41 M Consultant SE W910i 3G 
P4 32 M Teacher SE K800 3G 
P5 20 M Unemployed Nokia N95 3G 
P6 31 M Interaction designer Nokia N73 3G 
P7 37 M Management SE T650i 3G 
P8 22 M Student HTC Touch Cruise Turbo 3G 
P9 21 F Nurse SE 3G 
P10 24 F Student iPhone 3G 
P11 27 F Sales SE K800i 3G 
P12 45 F Telecom Research SE K800 3G 
P13 28 M Project Managemnt SE P1, SE W660i 3G 
P14 28 F Interaction designer SE W960i 3G 
P15 20 M Industrial mainten. HTC Cruise 3G 
P16 29 F Secretary SE W850i 3G 
P17 26 M Student  SE W850i 3G 
P18 26 F Web Designer iPhone 2G 
P19 27 M Dev. engineer SE 3G 
n=19 30,2 12M, 7F    

 
Our participants were in general fairly technologically savvy. They had high-end cell 

phones and many of them had tried, and succeeded to, install applications on their 
phones such as Opera’s Mini browser or Gmail’s Java application. Two participants 
even had iPhones that were not released in Sweden at the time of the study but needed 
to be hacked to function with a Swedish carrier. Using the cycle of market adoption 
(described in [10]), we would categorize them as early majority since they, in the inter-
views, described their cell phone Internet access with a utility perspective rather than 
mainly  for the enjoyment of the technology itself. They liked what they could do with 
Internet access from the phone, rather than finding pleasure in mastering the technology.  

Anne and Tom are two typical though very different examples of our participants. 
Anne is 45 years old, works in telecom research and her employer pays for her cell 
phone. She has a SE K800i phone and surfed 15 times from her phone during the 
seven days of the study. She mostly used her phone for Internet access during early 
mornings, and late evenings, and she primarily accessed news pages and the pages of 
her children’s sports teams. Tom is 35 years old, works as a truck driver and pays for 
his cell phone himself. He has a SE P1i phone and surfed 12 times during the study. 
He mostly used his phone during the day to access news pages, map pages (to find 
customers’ addresses), and his Internet bank.  

Bob was not a typical participant, surfing an amazing 40 times during the study. He 
is 55 years old, unemployed and pays for his cell phone himself. He has a Nokia N95 
which he used solely for web surfing (he has another cell phone for calling). He used 
his phone primarily in the morning accessing mainly web email and news sites. 
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4   Results 

4.1   Overview of the Data 

In all, 260 occurrences of Internet access from cell phones were recorded in the dia-
ries, with an average of 13.6 per participant (max 40, min 4). Each participant re-
ported on average 1.9 occurrences per day, (max 9, min 0). Eighty-four different Web 
sites were visited, and five online Java applications were used.  

The average duration for a session was 12.6 minutes (max 180 min, min 0.5 min). 
Fifteen sessions were reported to last for 60 minutes or longer. 

In 3.8% of the occurrences, participants reported that the service they tried to ac-
cess did not work or that they gave up waiting for it to load.  We have included these 
sessions in our analysis of user motivation, access to computer, and location since 
they do not depend on the success of the session. Most of the unsuccessful sessions 
did not take place in the vicinity of a computer and therefore did not allow partici-
pants to attempt to access the Internet via other convenient methods.  

Table 2. Categories of services used during the study with no overlap between categories 

Type  
News 27.69% 
Mail 21.15% 
Info site 15.77% 
Travel/contact info 14.62% 
Blog/forum 7.69% 
Transactions 5.38% 
Media 4.62% 
Chat 2.69% 
Download 0.38% 

Sum: 100.00% 

 
Table 2 gives an overview of the kinds of services used by all participants over the 

course of the study. The most frequently accessed web page in our diary data was 
Aftonbladet.se, a Swedish newspaper, accounting for 10% of the entries in the diaries. 
Gmail was the most frequently used Java application, accounting for 1% of the en-
tries. In total, news was the most frequently used service category on the cell phone, 
followed by email. 

4.2   Services Accessed from Both Cell Phones and Computers 

In the interviews we asked participants which services they used both on cell phones 
and computers. News, email, and travel information were the three service groups that 
were mentioned most often as being used on both devices, each by nine participants.  

Nine participants reported in the interview that they read news both on computers 
and cell phones, and eight of them read news from the cell phone during the study.  

Travel information and other contact information was a service category that was 
also used both from computers and cell phones by nine participants. The most  
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common service referred to was eniro.se, an online phone book/yellow pages service 
that also provides maps. Five of the nine participants that said they used travel or 
contact information retrieval services from both phone and computer used such a 
service from the phone during the study.  

Email was the last of the three top services that were used both on cell phone and 
computer, also being mentioned by nine participants. All but one of them used email 
from cell phone during the study.  

Seven participants reported using blogs or forum services from both computers and 
cell phones. Five of them had reported accessing blogs or forums from the cell phone 
during the study.  

Online banking was reported by four participants as a service they used both from 
computer and cell phone. All four of them used their Internet bank from the cell 
phone during the study. 

Several of our participants reported that all the online services that they used on 
their cell phone, they also used on the computer. 

“Everything I use on the phone, I use it on the computer too.” (P17) 

One of them described accessing common services from both cell phone and com-
puter, while services he only used occasionally were accessed from the computer. He 
also checked new services out on the computer before using them on the cell phone. 

“I use all the regular services both on the phone and the computer, but services I 
only use once in a while or more by impulse [I use] on the computer.” (P2) 

In some cases, participants reported that they used a service on both computer and 
cell phone but different service functionality. Six participants report that they only 
read email on the phone and saved the writing part for the computer. Two participants 
report the same behavior on blogs (i.e. they only comment from the computer) and 
Facebook. 

“Well, email and calendar I only read on the phone. On the computer I write too.” 
(P13) 

Differences between how participants use the services on the computer and on the 
cell phone can also originate from the fact that services provide different functionality 
on the devices. Our participants reported this for example on the betting site sven-
skaspel.se. 

“On the mobile page of Svenska Spel there are fewer kinds of bets you can place, 
less to choose from.” (P4) 

Restricted functionality on cell phones are sometimes due to lack of support for se-
curity procedures. Our participants reported that they could not pay bills through their 
online bank from the phone because the security procedures were not compatible. 

“Since, on the phone, you can’t log in with the little box [that generates a secure 
code] so you can’t pay.” (P16) 

The set of services our participants reported using on the cell phone was a subset of 
the services they use on the computer. Less functionality was used on the phone, in 
some cases because services offered restricted functionality on the phone, in other cases 
because interacting with the service on the phone was considered too cumbersome. 



360 S. Nylander et al. 

4.3   Services only Used from One Device 

Participants only logged their habits of Internet access from cell phone over seven 
days, additionally providing examples of services they had used from the computer. 
This of course does not present a full picture of their Internet behavior but we would 
still like to note several details about the services that were only used from one device 
during the study. 

Examples of services that were reported as only having been used from the com-
puter during the study period were ikea.se (selling home furnishing products both 
online and in stores around the world) and hemnet.se (advertising real estate available 
in Sweden). These two sites share a heavy reliance on pictures to carry important 
information; nobody would be interested in buying a product for the home that they 
could not figure out how it looked from the picture, not to talk about a house. For 
these types of tasks, the larger screen of the computer is very important both to con-
vey picture information and to facilitate collaboration.  

“If I am looking for a place to stay or a new car where it’s necessary with larger 
pictures it’s better to use the computer. I avoid that stuff on the phone.” (P7) 

In addition, our examples of services that are only used on the computer concerns 
matters that often include a large amount of comparison and thought before a pur-
chase is made. Usually, some time and effort is put into the purchase of a house or 
furniture and the process of doing that might be better suited both to the technical 
capabilities of a computer and to the home environment. It is easier to switch between 
different sites on the computer and longer sessions on a small device outdoors or in 
transit would be cumbersome. 

”I feel like it’s easier to evaluate different alternatives [on the computer]” (P13) 

Two services were reported as only used from cell phone in this study, BBC World 
RSS and Jaiku. The two services were used by different participants, P11 and P6 
respectively. BBC World is a news service and Jaiku is a microblogging service 
which allows users to update their status and follow their friends’ status from the cell 
phone as well as a web page. What these services have in common is that the informa-
tion they contain is frequently updated, which seem to be a characteristic of many of 
the services that were accessed frequently from cell phone in this study. The cell 
phone can satisfy users’ need for constant updates, or simply sate their curiosity. It is 
highly possible that something new has arrived since they last checked, even if that 
check took place just minutes ago. 

In the interviews, we asked participants if there was anything concerning Internet 
access or Web surfing that worked better on the cell phone than on a regular com-
puter. Many participants could give examples of things that worked better on the 
phone, but no one preferred the phone over the computer in general. Two participants 
reported that it was quicker to access their email on the phone than on the computer, a 
fact that they greatly appreciated. 

“You get to the email really fast with a single button press instead of going to the 
computer and then go to the Yahoo home page.” (P10) 
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Two participants mentioned location-based services as being more meaningful on 
the phone than on the computer, and one of them appreciated the Google Maps func-
tionality that shows your position on the map. That functionality is only available on 
the phone. 

“Google Maps know where I am on the phone.” (P6) 

One participant also reported that the cell phone version of many web pages is not 
affected when the desktop version has trouble or is down. 

“Sometimes the desktop version is down but the mobile version is up.” (P3) 

Our purpose has not been to provide a full comparison between participants Inter-
net use on computers and cell phones but our material suggests that visual and explor-
ative services tend not to migrate from the computer to the phone, while frequently 
updated information and/or communication services do. Finally, several participants 
stated that the phone is not better than the computer, but more convenient. 

4.4   User Motivation 

Much previous research on (and commercial development of) mobile services has 
focused on specifically mobile situations such as travelling or walking in a city [1], as 
well as providing information connected to such situations, information that is often 
tightly connected to a user’s location [6, 8]. In our data, we certainly found that kind 
of use, such as cases where our participants were in a location and needed to know 
something specific about it (for example exactly from where their bus would leave). 
This sort of use was most common in outdoors situations (25% of the outdoors occa-
sions) but less frequent in the data as a whole (15%). 

However, for the majority of cases where the Internet was used on the phone, users 
were not mobile and did not search for information that had to do with their situation. 
For example, the most common motivation for Internet access was reading news (see 
Table 3), and this was mostly done at home.  

Table 3. Motivations reported for Internet access from cell phone 

Purpose  
Reading news 20.00% 
Passing time 19.23% 
Checking email 16.54% 
Situated info search 15.77% 
General info search 15.00% 
Transactions 5.77% 
Other 5.77% 
Troubleshooting 2.31% 

 Sum 100.00% 
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In fact the top three purposes or motivations were, Reading news (20%), Passing 
time (19%), and Checking email (17%), none of which were connected to mobility or 
the current situation (see Table 3 for details).  

The category Situated information search (15%) contained occurrences where par-
ticipants used mobile Internet access to find information about their current situation 
or activity. Examples were checking the location of the bus they needed to catch, 
checking if it was necessary to run to catch the right bus, or finding out exactly where 
a meeting would take place. Most of these occurrences took place under time pres-
sure.  

“To see if I had to run.” (P17) 

Participants reported that the services they used on the phone for their situated infor-
mation searches were also used on the computer. However, they often had a different 
purpose when they used maps or directory services on the computer. While the use 
from the phone was situated, the use from the computer was more connected to plan-
ning and finding information that would be needed for future travel. 

“On the phone it’s more ‘I wanna go from here where I am right now’ while on the 
computer it’s more ‘tomorrow I need to go to…’ “ (P13) 

The category General information search (15%) contains occurrences where par-
ticipants searched for information not specifically connected to their current location 
or activity. Examples include checking next week’s practice schedule for their kids’ 
teams, checking tomorrow’s weather, or finding information about a vacation  
destination. 

“I checked my son’s practice schedule for this week” (P12) 

The category Transactions (6%) contains those occurrences that concerned finan-
cial matters. We did not have any cases of participants using their cell phones to pur-
chase something over the Internet but we did have examples of placing bets, booking 
tickets, moving money between accounts, and checking account balances. 

“Moved money from one account to another.” (P16) 

We also had a number of occurrences that concerned troubleshooting the stationary 
Internet. Those occurrences took place under special circumstances, all of them by a 
participant whose stationary Internet connection at home was malfunctioning during 
the study. He used his cell phone to access the web page of the ISP to find out if there 
was a general problem or if the problem was with his connection. Even if this does 
not seem to be a representative use of the mobile Internet we note that since most 
users have different ISPs for computer and phone, the phone can actually be used to 
make the computer work.  

“Troubleshoot the Internet… again!”  (P18) 

As shown in 4, in the 3% of the occurrences when participants chose a cell phone 
over a computer, they simply stated that they picked the phone because they wanted 
to use it. A closer inspection of those occurrences shows that participants sometimes 
found it more fun to use the phone for Internet access. 
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“It’s quicker and more fun with the phone” (P10) 

The motives for accessing the Internet from cell phones are thus connected to us-
ers’ specific location and activity in only 15% of our material. The remaining 85% 
had other motivations. 

4.5   Access to Computer 

As described above, only a small part of our data concerns the use of location based 
services or otherwise situation based Internet use. To further investigate this, we 
looked at participants’ access to computers. Certainly, many instances of Internet 
access from cell phones took place because participants did not have access to a com-
puter. However, in 51% of the occurrences where they used phones to access the 
Internet, they also had ready access to a computer. Fifteen of our participants reported 
in their diaries that they had used a cell phone to access the Internet even though they 
had a computer available.  

The most common reasons stated for choosing the phone over the computer were 
speed and convenience (24%). This explanation was particularly common in cases 
where mobile Internet access took place at home, where all participants had access to 
a computer (with the exception of one participant with malfunctioning broadband 
connection during the study, see Table 4).  

Table 4. Reasons stated for choosing to access the Internet from a cell phone. No overlap 
between categories. 

Reason for cell phone  
No available computer 49.23% 
Convenience 23.85% 
Laziness 10.77% 
Other 5.38% 
Internet not working 5.38% 
Wanted to use phone 2.69% 
Restrictions at work 1.54% 
Computer occupied 1.15% 

 Sum 100.00% 
 
Participants found it quicker and easier to perform certain tasks on the phone since 

they had the phone readily available, and often had the page they wanted to access 
bookmarked. Due to those factors, they needed little time and few key presses to get 
what they wanted. In many cases participants reported that if they would have used a 
computer they would have had to take it out of a bag and start it up, which was con-
sidered too cumbersome and slow.  

“The cell phone was more convenient since I was in the kitchen.”  (P17) 

A special case of convenience in our data was laziness (11%), which participants 
mainly stated as a reason for choosing the phone over the computer when they were at 
home. Our participants reported that they used the cell phone to access the Internet 
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because they did not have the energy to get up from the TV couch, or because they 
did not feel like getting out of bed.  

“Didn’t have the energy to go downstairs to the computer.” (P12) 

The phone also fit better with other concurrent activities such as household chores, 
brushing teeth, feeding children, and watching TV.  

In 3% of the occurrences, participants stated that they chose the phone over the 
computer because they specifically wanted to use the phone.  

“Wanted to see how the blog looked in the phone.” (P1) 

In some of the occurrences this had to do with data stored in the phone, such as 
wanting to send a picture taken with the phone’s camera or storing a shopping list in 
the phone. Preferring to create data or manipulate data on the device where it is stored 
is well in line with the findings from Dearman & Pierce [2] where users reported that 
managing information over multiple devices and transferring data between devices 
was a frequent source of trouble. 

“I wanted the shopping list to be stored in the phone, my memory is so bad.” (P16) 

Interestingly though, some participants were not aware of the fact that they some-
times did use their phone for Internet access even though they had access to a com-
puter. Four participants reported in the interviews that they never used a cell phone to 
access the Internet if they had access to a computer, but two of these still reported in 
the diaries that they did. One of them (P16) accessed a recipe site from the phone at 
home to create a shopping list and bring it to the grocery store. Alternately, P19 used 
a phone to read news twice very early in the morning and did not want to use the 
computer because that would have awoken other family members. Two participants 
reported in the interviews that they would not use a phone if they had a computer 
unless the circumstances were special  

“Well, I guess it could happen at work where everyone can see my screen.” (P14) 

Both participants that stated that they would only choose the phone over the computer 
under special circumstances did so during the study. One of them (P17) had five occa-
sions in the diary where the phone was chosen over a computer due to convenience 
and speed. Those occasions took place at home or in transit. P14 had two occasions in 
the diary, one where the phone was chosen for privacy, and the other because the 
information was stored in the cell phone.  

As described above, our participants often chose their cell phone to access the 
Internet even though they had access to a networked computer. This suggests that cell 
phones offer advantages, such as always being close at hand and being quick to con-
nect to the Internet. These advantages seem to outweigh their low bandwidth and tiny 
screen. In our material, this seems to be especially important in private situations such 
as the home which will be discussed below (see Places for Internet access from cell 
phone). We also believe that participants found that the cell phone integrates better 
with other activities that they are engaged in, an observation which will also be dis-
cussed later (see Activities combined with the cell phone Internet access). 
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4.6   Places for Internet Access from Cell Phone 

Our participants recorded the location of their mobile Internet access in their diaries. 
An analysis of the locations shed further light on the Internet use that was not location-
based or otherwise situated. The classification of the locations is shown in Table 5. 

Table 5. Locations for Internet access from cell phone, no overlap between categories 

Location  
Home 30.65% 
Outdoors 23.37% 
In transit 22.61% 
Indoors 15.71% 
Work 7.66% 

Sum 100.00% 

 
Much to our surprise, At home turned out to be the most frequent location for mobile 

Internet access (31%) even though all participants had a computer with Internet connec-
tion in their home.  This suggests that, for our participants, the cell phone has its own 
role as a device for Internet access; it is not only used in situations where it is impossible 
to get computer access. The mobile world extends well into the home. This is in line 
with the results of O’Hara et al. [11] who found it common for their participants to 
watch video on mobile devices at home. However, they did not report how common the 
video consumption in the home was compared to other locations. The most common 
purposes for cell phone Internet access in the home were Reading news and Checking 
email. Interesting to note is that Passing time was a less common purpose at home 
(11%) than in the material as a whole (see Table 3 for motivation details). 

A total of 23% of mobile Internet access during the study took place Outdoors. This 
category differs from the other location categories in that the most common purpose for 
mobile Internet use was Situated information search. This was due to situations such as 
looking for a restaurant while walking in a city and walking (or running) to bus stops or 
train stations being classified as outdoors situations. We also note that Passing time and 
Checking email was not as common as in other locations.  It is worth mentioning that 
this study was conducted in Sweden in May, when the weather is fairly warm. We can 
speculate that if the study had been conducted during the winter, participants would 
probably have used their cell phones less outdoors due to the cold.  

Not surprisingly, In transit was a common situation for mobile Internet access (23%). 
Our participants used the Internet from their cell phones in buses, subways, trains, 
tramways, taxis and cars (even while driving). The most common purposes for in transit 
situations were Reading news (27%), Checking email (22%), and Passing time (22%). 
Both types of information search were less common in transit than as a whole (8%) 
which is interesting. Our participants did not seem to search very much for information 
that pertained to with their traveling or their destination while in transit. 

The Indoors category (19%) contains occurrences of mobile Internet access that 
took place in indoors locations that was not the participants’ home or workplace, e.g. 
stores, cafes, train stations, and at friends’ houses. Checking email and Passing time 
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were the main purposes for the Indoors mobile Internet access, while News reading 
was not as frequent as in the other locations. 

Our participants rarely used their phones for Internet access at work during the study; 
only 8% of cases (20 occurrences) were reported in the diaries and they mostly con-
cerned Checking email. In total, only five participants reported accessing the Internet 
from cell phone at work. We had participants with no computer access at work, for 
example a truck driver and a nurse, and they used their phones for Internet access. In the 
interviews, six participants reported that their cell phone Internet access had connections 
to their work, but only two of them used Internet from their phone at work during the 
study. One reason for this might be that the phone is a tool for them to stay connected to 
work while they are not physically at work. Those who did not state that their cell phone 
Internet access had anything to do with work but used the phone to access Internet at 
work during the study reported work restrictions on web surfing (two participants) and 
that the phone integrated better with their work tasks and did not cause interruptions in 
the work (one participant) as motivation. Other reasons for the low frequency of mobile 
Internet access at work are the fact that people have little time during working hours, 
that many of our participants spend their working time in front of a computer, and that 
mobile Internet use mainly related to leisure activities.  

4.7   Activities Combined with the Cell Phone Internet Access 

Another aspect to examine is the extent to which participants reported being engaged 
in other activities while accessing the Internet from cell phones. This is an important 
part of the use context that helps explaining the non-mobile use found in our data. 

A large portion of the reported occurrences of mobile Internet access is not com-
bined with any other activities. In 24% of the occurrences, participants reported doing 
nothing else, and in 13% of the occurrences they reported doing very passive things 
such as resting or enjoying the sun (see Table 6). This is well in line with the top 
reasons for choosing the phone even if there was a computer available, Convenience 
and Laziness (see the section on Access to Computer). 

Table 6. Activities that users reported they were engaged in during their Internet access  

Type  
Doing nothing 24.47% 
Home activities 18.09% 
Relaxing 13.48% 
Consuming media 9.22% 
Walking 9.22% 
Travel 7.45% 
Sending SMS or calling 4.26% 
Socializing 4.26% 
Other 4.26% 
Work 2.84% 
Shopping 1.77% 
Driving 0.71% 

Sum 100.00% 
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Attending to various Home activities accounted for 18% of the concurrent activi-
ties. Participants reported accessing the Internet from their phones while doing laun-
dry, eating, brushing their teeth, and even using the toilet. For example 6% of the 
occurrences took place while participants had breakfast, a time when they used the 
phone to find information they needed to start the day such as bus schedules or 
weather information for deciding what to wear. 

“Had breakfast and wanted to know when the bus or subway was leaving.” (P8) 

We believe that the cell phone gives users local mobility [9] which makes it possible 
to combine moving around the home and attending to various chores with Internet 
access, as also has been shown in [3]. Users are not tied to a specific place but can go 
about their business and move freely in the home while having the Internet with them.  

A total of 9% of the occurrences took place while participants were Consuming 
media such as watching TV or movies, reading books or listening to music, both live 
and on television. Many of these occurrences took place in the home, except for the 
live events (a live concert and a soccer game). 

“Watching a movie on the TV.” (P4) 

Walking was reported as a concurrent activity with mobile Internet access in 9% of 
cases. These occurrences took place mostly outdoors and were described by partici-
pants as, for example “walking back to work from lunch” or “just walking and enjoy-
ing the sun”. In those cases we cannot be entirely sure if participants were actually 
walking when they accessed the Internet or if they were walking but stopped to inter-
act with the phone. In the interviews, several participants reported that they found it 
difficult to interact with the phone while walking, and comments about that were also 
made in the diaries. 

”[I] had to stop to use it [the phone]”. (P17) 

Traveling by bus, train, tram or car was a common concurrent activity (8%), not 
surprisingly since In transit was one of the most common locations for cell phone 
Internet access. We only had two instances where participants admitted that they 
accessed the Internet while driving but we suspect that in some cases participants 
reported being in a car doing nothing else even though they were driving. The partici-
pants that reported driving while accessing the Internet did seem to feel bad about it. 
There is an ongoing debate in Sweden about the connection between talking on a cell 
phone while driving and accidents, and maybe participants did not want to admit that 
they did that.  

“Driving the truck :-( “ (P2) 

Our participants also accessed the Internet from their cell phones while Socializing. 
They reported talking to other people or being in social situations with friends of 
family in 4% of the occurrences. We even had three cases of talking on the phone and 
surfing at the same time.  

“Celebrated a friend’s birthday. Drinking beer.” (P8) 

As described above, participants reported little use of phone Internet access at 
work. They also rarely reported work as a concurrent activity to the Internet access 
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which means that they did not use the phone for Internet while they were working 
outside their workplace either. We only have one occurrence of accessing the Internet 
from the phone while working at home. This might be explained by the fact that most 
of our participants spent their working day in front of a networked computer and did 
not need the phone for Internet access. Another factor could be that the mobile Inter-
net mostly concerned leisure activities and thus took place out of working hours or in 
breaks in work. 

5   Discussion 

Our data suggest that Internet access from cell phones certainly fits the traditional 
interpretation of ”anytime, anywhere” usage, i.e. the cell phone is used to access the 
Internet in situations where users have no computer access such as outdoors and oth-
erwise on the move and need quick information about their location. We found that 
46% of the occurrences in our diary material took place Outdoors (23%) or In transit 
(23%). However, only 16% of the total number of occurrences was Situated informa-
tion search reported as the purpose of the Internet access. This means that Internet 
access from cell phones certainly covers situated information search in traditional 
mobile situations, but it also covers much more. The most common place for Internet 
access from cell phone in our material was the Home (31%), which suggests that the 
mobile world does not only embrace users in transit and otherwise on the move, but 
also extends into the home. In other words, it is almost as likely to be used on the 
couch in front of the TV as it is on the move. In 84% of occurrences, participants also 
reported purposes for their Internet access other than situated information search. We 
believe that this opens up the design space for mobile services to include much more 
than the location-based service paradigm that has dominated the discussion on mobile 
services for the past few years.  

One of the main explanations for why our participants used their phones to such a 
high degree for Internet access even though they had access to computers is clearly 
described in the diaries. Repeatedly, participants report that they chose the phone 
even though they had a computer because it was more convenient with the phone. 
Usually, participants had the phone in a pocket or otherwise close by so they could 
pick it up and access the Internet without having to drop what they were doing or 
leave the place they were to go to a computer. They also reported that the phone was 
always on and quick to connect compared to a computer that needed to start up or that 
was stored in a bag. Quick access and convenience made our participants choose a 
cell phone over a computer in 51% of our diary occurrences, and thus seem to have 
compensated for the hardware limitations of the phones such as screen size, key pad 
restrictions and network speed. As one of the participants put it 

”Nothing [to do with Internet access] is better with the phone, but more conven-
ient.” (P15) 

The cell phones also allowed participants local mobility, i.e. moving around for 
example in the home, making it possible for them to integrate Internet access with 
other activities. This was particularly obvious for the occasions that took place in the 
home, where users often combined Internet access with chores such as doing laundry 
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or cooking, social activities such as watching TV with other family members, or 
brushing their teeth. All these activities either require certain mobility within the 
home, or occur in places where it is uncommon to have a computer. From this per-
spective, it would be interesting to know how many of our participants had laptop 
computers and wireless Internet connectivity in their homes. That would allow us to 
determine if the cell phone was the only device at home that allowed them local mo-
bility. Unfortunately, we do not have that information about our participants. How-
ever, the cell phone does allow more local mobility than, for example, the laptop 
computer, since it does not need a flat surface to place it on to interact with it. 

As described in the findings, the average Internet access session from a cell phone 
during this study was 12.6 minutes, and many of the sessions were as short as 30 
seconds. However, we found it interesting that even though many sessions were very 
short, participants only reported being in a hurry in 20% of the occurrences. We be-
lieve that this is connected to what has previously been described as the main advan-
tages of the cell phone when it comes to Internet access: speed and convenience. Our 
participants did not use Internet on their phones for short time spans because they 
were in a hurry, but because the phone works very well to quickly check email or read 
a few news headlines. If there is a minute or two to spend surfing instead of waiting 
or simply being bored, the phone does is ideal. 

Participants described differences between their Internet access behavior on the 
cell phone and on the computer. They reported that they were not “sucked into” the 
phone in the same manner as with the computer. They reported that when they sat 
down in front of the computer to do something quick on the Internet the session could 
easily extend to an hour without them noticing it. This hardly ever happened when 
they accessed the Internet from the cell phone. They described it sometimes as “it is 
much easier just clicking around on the computer than on the phone”. We believe that 
the main reasons for these differences are that the computer has much more visual 
power to capture users’ attention and also that the computer is used in environments 
that in general are calmer and less invasive that the environments where the phone is 
used. We believe that this is true also for the use in the home, where it is common that 
a desktop computer is placed in a study or in a bedroom while our data shows that the 
phone is used in front of the TV with the rest of the family, in the kitchen and in other 
more distracting situations.  

In this study, it seems that what the most popular and most frequently used services 
from a cell phone have in common is that they are updated continuously, such as 
email and news sites. The capacity of these services to trigger users’ curiosity and 
(perceived) need for constant awareness seem to combine very well with the capabili-
ties of the cell phone.  

6   Conclusion 

We have reported on a diary study of Internet access from cell phones with a primary 
finding that 51% of the reported occurrences took place in locations where partici-
pants had access to a computer but still chose a cell phone. Additionally, the most 



370 S. Nylander et al. 

frequent location for mobile Internet access was the home. Even though these results 
need to be validated in further studies, this suggests that, for frequent users such as 
our participants, the mobile world extends well into the home and that the cell phone 
has its own role as a device for accessing the Internet. For them, the phone is not a 
mere backup solution for when there is no computer available, but a tool that often 
provides quicker and more convenient service than a computer. Moreover, the local 
mobility provided by the phone allows users to integrate their Internet access with 
other activities such as home chores or social activities. 

Our participants also stated the typical mobile example “finding out something 
about the location you are in” as a reason for accessing the Internet from a cell 
phone, but those situations only constitute 15% of our material. The remaining 85% 
suggests that there is room for a wide range of on-line services for cell phones that 
are not specifically designed for mobile situations or connected to users’ immediate 
activities. 
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Abstract. We describe a systematic, quantitative study of the benefits using con-
text recognition (specifically task tracking) for a wearable maintenance assistance
system. A key objective of the work is to do the evaluation in an environment that
is as close as possible to a real world setting. To this end, we use actual main-
tenance tasks on a complex piece of machinery at an industrial site. Subjects for
our study are active Zeiss technicians who have an average of 10 years job expe-
rience.

In a within subject Wizard of Oz study with the interaction modality as the
independent variable we compare three interaction modalities: (1) paper based
documentation (2) speech controlled head mounted display (HMD) documenta-
tion, and context assisted HMD documentation. The study shows that the pa-
per documentation is 50% and the speech only controlled system 30% slower
then context. The statistical significance of 99% and 95% respectively (one sided
ANOVA test). We also present results of two questionnaires (custom design and
standard NASA TLX) that show a clear majority of subjects considered context to
be beneficial in one way or the other. At the same time, the questionnaires reveal
a certain level of uneasiness with the new modality.

1 Introduction

Since early conceptual work on the use of context in pervasive systems (e.g. [5,14,11])
much research aims at implementing context and activity recognition systems. Inter-
estingly, researchers devoted little work to a systematic, quantitative evaluation of the
benefit such systems bring to diverse applications. This paper presents such a system-
atic, quantitative evaluation.

We focus on the domain of wearable maintenance systems. Many such systems are
proposed and implemented since the early days of wearable computing (e.g. [1, 13,
15, 16]). These systems aim to provide maintenance personnel with access to complex
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electronic information with as little interference as possible to the primary task at hand.
Typically, they rely on head mounted displays (often with augmented reality), input
modalities that minimize hand use (e.g. speech, special gloves) and interfaces that focus
on reducing the cognitive load on the user.

It is widely believed that wearable maintenance systems can benefit from automatic
work progress tracking. Main uses for such tracking are ’just in time’ automatic de-
livery of information (seeing the manual page you need without having to explicitly
demand it), error detection (e.g. ”you forgot to fasten the last screw”), and warnings
(e.g. ” do not touch this surface”). In this paper we present a quantitative, statisti-
cally significant benefits evaluation of such functionality in a real industrial setting.
The study involves 18 real technicians, most with over 10 years of job experience, do-
ing 3 different, real maintenance task on a complex piece of industrial machinery. We
compare three types of systems: (1) paper based documentation, (2) documentation
displayed on a head mounted display controlled by a speech interface, and (3) context
controlled documentation displayed on a head mounted display. Both speech recogni-
tion and context recognition are simulated using the Wizard of Oz technique to ensure
perfect system performance and avoid system quality related artifacts. Key results are
that the average time per task is around 50% longer when using paper based documen-
tation than when using the context (level of confidence 99%) supported system. The
speech controlled HMD system is a bit faster but still around 30% slower then the con-
text controlled version (confidence level 95%). We also present and discuss the results
of two questionnaires (NASA TLX and custom) assessing the subjective view of the
participants.

2 Related Work and Paper Contributions

Following early conceptual work on the usefulness of context (e.g. [5,14,11]) there has
been an extensive body of work on tracking a multitude of activity types from fitness,
through furniture assembly to health care related issues. By contrast, only very few
projects deal with the evaluation of the benefit that context recognition brings to differ-
ent applications. Bristow et. al. demonstrate how context information speeds up access
to environment related information from the Internet ( [2]). A similar study related
to the use of physical context for information retrieval was given by Rhodes ( [10]).
Smailagic et. al. study a mobile phone that provides the caller information about other
persons context ( [12]). They show that using such information to prompt the caller to
speak slowly or make pauses reduces the risk of using the phone while driving. Some
qualitative discussion of a context sensitive tourist guide application has been presented
in [4]. In another qualitative study context sensitivity has been evaluated in a wearable
nursing support system( [6]).

Somewhat related to this paper is research evaluating wearable maintenance assis-
tance systems in general without including the context issue. Examples include a wear-
able remote collaboration system evaluated on a bicycle repair task, an evaluation of
wearable system for aircraft maintenance, studies using HMD technology for guided
instructions in a medical setting and early work from in Mizell and Caudell that hints
at the usefulness of HMDs in maintenance scenarios in a qualitative way [3, 8, 9, 12].
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Fig. 1. A sample of the paper manual for the task ’checking bearing pressure’

Paper Contributions. The paper presents a quantitative, statistically relevant study
showing the benefit of context recognition in wearable maintenance support systems.
It does so in a real world, industrial environment with real, professional technicians
and real maintenance task on a complex piece of machinery. This clearly goes beyond
what has so far been investigated with respect to the usefulness of activity tracking in
wearable maintenance systems. As sketched above, it also goes beyond much previous
work on the benefits of context recognition in general.

We carefully describe out experimental design including a discussion of key consid-
erations allowing other groups to learn from our experience. In addition to the quanti-
tative results we describe a range of interesting qualitative observations. All results are
discussed and put into perspective. We believe that this work constitutes an important
piece of information for people designing context aware maintenance support systems
as well as for more general context aware, assistive systems. It also provides a strong
argument for continued research and development of such systems.

3 Experiments

Subsequently, we give an overview of the tasks, the selection process, the experimental
design and setup.

3.1 Tasks

Task Selection Process. Task selection is a crucial step in our experimental design.
We want to use a real maintenance task representative of the subjects’ daily work, no
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artificial ’toy activities’. We want a complexity level that makes the use of some sort of
documentation unavoidable. This also means that the specific task should be unfamiliar
to our subjects (although of a general type to which they are used). In addition, the
task needs to be not too short so that differences in performance can be resolved. On
the other hand, the task can not be too long and too complex because the amount of
technician time that we are allocated was limited. We also want the task to be doable
by a professional without additional training. On the practical side, we need to find a
machine that could be ’spared’ for a couple of days and where a maintenance task could
be performed repeatedly without fear of causing significant damage.

Finally, we need not one, but three tasks. We require each technician to use each
of the three modalities (paper, HMD without context, HDM with context as described
below). Yet, we want to avoid learning effect on the tasks.

The selection process involved several visits to the Zeiss facility, discussions with the
responsible personnel and test runs of task candidates with a technician that was familiar
with them. This was followed by test runs with ourselves and novice technicians.

Task Overview. Finally, we selected three maintenance tasks at a metrology system,
more specifically at a Zeiss UMC 850 coordinate measuring machine (CMM) as shown
in Figure 4. The specific machine is an older model taken back from a customer in an
upgrade deal. This means that most technicians are not familiar with it and that it is ’not
critical’ in terms of any damage resulting from the experiments. The procedures that we
selected can be summarized as follows:

1. Checking the bearing pressure on the left column. This task involved removing the
casing, straining the air bearing, assembling the measurement apparatus, cutting
the air supply, adjusting the militron, insertion of the manometer, measuring the
gap size, measuring the pressure, disassembling the measuring apparatus, fixing
the casing.

2. X-Motor installation with the following steps: attaching the belt pulley, attaching
the oscillating element, fixing the belt at the engine shaft, attaching the basis plate,
installing the motor, connecting the electronic cables.

3. Y-Gears installation with the following steps: affixing the gears, attaching the belt,
threading the belt through the gears, attaching the belt, checking the friction clutch
and the deflections towards the x and y-axis and adjusting the belt accordingly.

As seen from the descriptions, the tasks require being a trained technician to even un-
derstand them, not to speak of being able to perform them. They are by no means
simple.

3.2 The Support Modalities

We investigate three support modalities: (1) traditional paper based documentation, (2)
a speech controlled wearable support system with a head mounted display, and (3) a
wearable support system with speech control and context aware support. Thus, we can
determine how much of the improvement over paper based systems comes from the
wearable system in general and how much is actually due to context.
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Fig. 2. The HMD UI as seen from the technician, first an overview, the second picture shows the
UI in speech mode only, the last two with context recognition/error detection active

Depending on the modality, paper, speech or speech with context (we will refer to
the later one as context for the rest of the paper), the technician has specific help to
perform all three maintenance tasks.

To develop the UI and control application we used an iterative approach testing it
during 2 test runs with 2 experienced technicians doing incremental improvements. Of
course, these technicians have not participated in the later user study.

Paper Manual. As the official maintenance documentation manual contains over 800
pages and the information useful to the chosen maintenance tasks is spread throughout
the manual, we decided to gather all relevant information and compile it into single
compact document for each maintenance task. Our paper manual, a sample is depicted
in Figure 1, contains general information on the top, a list of tools to use, the task steps
in a table with the tools to use and references to pictures and pictures on the following
pages. We evaluated our manual instructions with the 2 novice technicians, to be sure
that they include all the necessary information to complete the three tasks.

Speech Controlled HMD GUI. The paper manuals are the basis for the instructions
displayed in the HMD. We used only the information, pictures and text provided in the
paper manual for the GUI instructions. No additional material/animation/video etc. is
presented in the HMD GUI. The HMD user interface is depicted in Figure 2. The UI
shows a task overview first, like a table of contents. Then, each step is displayed. If
available, the technician sees a picture of the task at hand (1), the tools he needs to use
(2) and a short description of what to do (3). On the top of the screen there are two
progress bars, one for the overall task and one for the subtask as given in the table of
contents. The technician has the following speech commands to navigate between task
steps: next, previous, index (to display the table of contents), go to step no., zoom in
and zoom out (for the images, one level of magnification only).



Does Context Matter ? - A Quantitative Evaluation in a Real World 377

Fig. 3. The Wizard-Of-Oz control gui with preview enabled

The HMD UI is naturally constrained by the actual HMD we use. The colors we use,
yellow on blue, provide the strong contrast ratios on the display and are save against
ghost images, a problem we faced using black on white, for example.

The Context Aware HMD System. If context recognition is enabled an error bar is
placed on the right side of the screen. The technician gets an alert if one of the following
errors happen:

1. Touching the bearing surface. The bearing surface is not supposed to be touched as
this can result in the need for recalibrate the machine which takes several hours.

2. Wrong task step. The technician missed an essential task previous to what he is
currently working on.

3. Wrong tool. The technician is holding the wrong tool for the current task step.
4. Wrong position. The technician is not at the correct position relative to the machine

to perform the task at hand.
5. Wrong part. The technician is operating/using at a wrong part of the machine.
6. Wrong tool usage. The technician uses the correct tool in a wrong way.

This error information is conveyed to the technician using the pictograms on the right.
If a technician finishes a step successfully in context mode the UI switches to the next
maintenance step.

The Wizard of Oz Control. We control the HMD display using a desktop application
with the wizard of oz (WOZ) approach. This way, we avoid artifacts from the speech and
context recognition system performance. This also saves us the effort of implementing
the context recognizer which is highly non trivial.

The code for the HMD UI and the WOZ control application are written in Java. The
complete implementation is open-sourced and published under
http://sourceforge.net/projects/jwoz. The control application allows the wizard of oz to
steer the UI the technician sees. He can display every task step and error information.
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Fig. 4. The UMC 850 coordinate measuring machine and the experimental setup overview

The control gui is depicted in Figure 3. The wizard is able to load a given manual into
the application and step with next and previous through the maintenance task steps (1).
The task steps are displayed in a table view (2), highlighting the currently selected one.
Below the table are radio buttons and checkboxes (3) for enabling context or speech
mode, logging an unexpected error (an error that can not be put in one of the categories
described above, in that case nothing is given as feedback, it is just written in the log-
file), logging a technical problem and logging/displaying the error categories described
on top. The Wizard of Oz is also able to display a preview window on the screen of the
HMD screen. For the experiments we used a separate monitor. The control application
is able to detect the monitor and convey the technician screen to it.

3.3 The Setup

For the experiments, we used the following setup shown in Figure 4. The test subject
performed one of the three maintenance tasks at the machine using either the paper
manual, the HMD with speech control or the HMD with speech control and context. A
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conductor introduces the test subject to the technology, he is the one contact person for
the technician, if questions/technical problems etc. arise. He also signals to the wizard
of oz the errors and completions of task steps. Over a separate monitor, the conductor
can see the current UI the technician is looking at. The wizard of oz controls the UI
over a desktop, which is directly connected over a VGA cable to the HMD and the
monitor for the conductor. Another person is responsible for doing periodic consistency
checks on the logs of the Wizard of Oz application, as well as running and maintaining
the systems for ground truth information. We deployed two systems for ground truth,
a simple video camera capturing the machine and the lukotronic active infrared marker
system to capture the movements of the test subject (the information from this system
was not evaluated in this paper). The logger also checks the error types helping the
conductor/wizard of oz. A interviewer is located in a separate room interviewing the test
subject using a custom questionnaire and the Nasa Task Load Index (TLX) after each
experimental trial. In addition to this, at least one person is on stand-by for technical
support. The test subject wears a vest on which the HMD, batteries and the cabeling
is fixed together with 2 infrared markers for the Lukotronic systems. The subject also
wears easy to strap on wrist bands with the remaining infrared marker (3 for each hand)
for each trial.

3.4 The Studies

The Subjects. We selected a total of 18 subjects for participation – 16 males and 2
females aged between 17-56 years (mean 38.9 years). They were performed the tasks
as part of their normal job. All 18 are professional maintenance operators from the
Zeiss maintenance facility actively working in the maintenance field. Yet, they are not
familiar with the CMM they have to perform the experiments on.

Study Design. The study uses a within subjects design with the interaction modality as
the independent variable, meaning that all subjects will test every interaction modality
in one of the three maintenance tasks.As there are three interaction modalities to test
(and three different maintenance tasks to avoid bias caused by a learning effect), a
Greco-Latin Square of the same order is used to distribute the 18 participants.

The LEGO Practice Round. To familiarize with the HMD, the speech commands and
the error displays, we let each test subject perform several steps in building a simple
LEGO Technic Forklift in a separate room. We picked the LEGO bricks assembly as it
has nothing in common with the actual task and it is simple to explain the working of
the UI and the error displays using this setup.

The Experimental Session. A test session consists of one practice round where the
subject gets to practice each interaction modality, followed by the experimental rounds
during which data is collected and interviews (questionnaires and TLX) are carried out
for analysis. The practice round uses the same modalities of the experiment and an
abstracted build task that allows subjects to get familiar with the modalities and that
avoids fatigue. As explained above, the practice rounds are conducted using a LEGO
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Fig. 5. The lego practice round

Fig. 6. Maitenance pictures from the experimental sessions. From left to right: Checking bearing
pressure, installing the xmotor and ygears.

mockup. The total time required for a session is around 210 minutes. The three main-
tenance tasks are around 20-30 min each, however adding the time for the mockup and
the interviews it takes substantially longer.

4 Quantitative Results

4.1 Objective Performance Metrics

Obviously, the two key objective performance metrics for a maintenance task are the
time needed to perform the procedure and the number of mistakes.

Time. Figure 7 shows the average time per task for the three different modalities. The
averages are taken over all workers and tasks. Since each worker performed each task
only once and used each of the three modes only once we have 18 data points for each
mode. These 18 instances are approximately equally distributed over the three tasks.
Using paper documentation is on average around 50% (22.0 vs. 14.6 min) slower than
context assisted HMD based documentation. The HMD without context is in between
the two: 19.5 min, 30 % slower than context assisted case and about 15% faster than
paper documentation. This is a significant difference, which however has to be seen in
the context of high variation of individual times, in particular in case of paper manual.



Does Context Matter ? - A Quantitative Evaluation in a Real World 381

Fig. 7. The average time needed over all maintenance tasks split in modalities with standard
deviation

As a consequence, when applying the one way ANOVA (F-Test)1 to asses the statistical
significance of the results we arrive at a confidence level of 99% (p-value: 0.01) for the
comparison between context and paper,95% (p-value:0.04) between context and HMD,
and only 80% (p-value:0.22) between HMD and paper.

In summary, we can say that the use of context improves the efficiency of our tasks
in a relevant, statistically significant way. For HMD alone the results strongly point
towards an improvement but the sample size and large variation between subjects mean
that the results are not statistically significant (typically 95% is picked as the threshold
for statistical significance).

4.2 Mistakes

The total number of mistakes made by all subjects in all tasks was 48 for paper, 31
for HMD without context and 29 for the context driven system. This clearly shows
that the use of a wearable HMD based systems reduces the number of mistakes. It also
indicates that the key factor in the error reduction is not context, but easy access to the
information on the HMD.

Where context does make a significant difference is in the average time needed to re-
cover from the mistakes, depicted in Figure 8. On average it has taken the workers about
double as long to recover from a mistake when using paper then when using context.
The use of HMD without context was only insignificantly faster then paper documen-
tation. The statistical significance of the comparison between paper and context and
HMD with and without context are both 99% respectively.

It is interesting to note that despite the huge relative difference in error recovery
times, error recovery is not a relevant factor in the speedup in the overall average exe-
cution time. The error recovery speedup was in the range of 25sec, whereas the overall
speedup is about 7min.

1 The one-way ANalysis Of VAriance is used to test for differences among two or more inde-
pendent groups and provides a likelihood to reject the null-hypothesis.
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Fig. 8. The average time spent for resolving errors split in modalities with standard deviation

4.3 System Perception

We assess the subjective perception of the system with two questionnaires: one custom
questionnaire designed for our specific study, and the standard NASA TLX question-
naire [7].

Custom Questionnaire. The custom questionnaire with a summary of the answers is
shown in Figure 1. It contains 5 question groups. The first refers to the qualifications
and background of the workers. Because of the small sample size correlating different
backgrounds with the usefulness of context and HMD makes little sense, although it
would be an interesting scientific question. Instead those questions are meant to provide
an overview of the type of subjects that we were working with. It can be seen that (with
the exception of two trainees) all consider themselves highly skilled in the repair of
machines and mostly have 10+ years of experience on the job. Most, 15 out of 18, rate
themselves as very good to average in terms of computer skills. The groups has a good
age mix.

The second is the most relevant group of questions that reflects the perception of the
context sensitive assistance system. The key questions are:

1. Overall impression of the system. On a scale from 1 (very good) to 6 (very bad) we
have an average of 2,7 with 10 times 2, 5 times 3 , 2 times 4 and a single 6.

2. The favorite mode (paper, HMD with speech, HMD with context). Of the 18 par-
ticipants 8 chose context, 6 chose HMD without context, 1 chose paper and 1 was
undecided between context and paper.

3. The worst mode (paper, HMD with speech, HMD with context). Here 17 of the 18
participants named paper and one was undecided between HMD with and without
context.

4. The improvement brought by context. On a scale from 1(very good) to 6(none) 12
participants picked 1, 3 picked 2 and 2 picked 3 while 1 participant failed to answer
the question. This gives an average of 1.4. This might be see as an inconsistency
with the question on favorite modality where only 8 subjects picked context. On the
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Table 1. A summary of the questionaire filled out during the interviews with each participant

Questionaire

Background
How long are you employed in maintenance? mean 14.81 years
How old are you? mean 38.90 years
How much computer experience do you have? mean 2.42 (Scale 1 to 6)
Are you satiesfied with your results? mean 2.19 (Scale 1 to 6)

Perception of the context sensitive system
How was your overall impression? mean 2.72 (Scale 1 to 6)
Wich modality did you like best P:1 HS:7 HC:10 counts
Which modality did you dislike most P:16 HS+HC:1 counts

Wearing comfort
How comfortable was the HMD? mean 2.78 (Scale 1 to 6)
Would you wear the system for daily work? yes:13 indifferent:4 no:1 counts
Do you felt relieved after taking of the HMD? yes: 9 indifferent:1 no:8 counts
Do youl felt the system as obtrusive? yes:6 indifferent: 2 no:10 counts
Do you had problems with the weight of the system? yes: 4 no:14 counts
Would you have liked more help (inside the application)? yes:13 indifferent:2 no:3 counts
How easy/difficult was it to put on the HMD? mean 2.00 (Scale 1 to 6)
Was the screen big enough? mean 2.11 (Scale 1 to 6)
How sharp/unsharp was the HMD image? mean 2.83 (Scale 1 to 6)
How light/dark was the HMD image? mean 1.89 (Scale 1 to 6)

Interface quality
Did you need the offered resources and tools (system)? yes:16 indifferent:2 no:0 counts
How comfortable was the navigation? mean 2.11 (Scale 1 to 6)
How good/bad could you read the text? mean 2.56 (Scale 1 to 6)
How much did you like the choice of colours and fonts? mean 2.17 (Scale 1 to 6)

Motivation
How motivated dou you felt during the experiment? mean 2.00 (Scale 1 to 6)
How tensed dou you felt during the experiment? mean 2.58 (Scale 1 to 6)

other hand, it is not unusual for people to understand that something might improve
their work and still feel more comfortable with a different solution.

5. Willingness to use such a system in every day work. Again on a scale from 1 to 6
we get an average of 1.3 with 13 times 1, 4 times 2 and a single 3. Note that this
question did not differentiate between a system with and without context.

In summary the above questions group indicates a positive subjective perception of the
system.

The third questions group concentrates on the perception of the head mounted display.
It was included out of two reasons, one due to interest of Zeiss (who manufactures the
displays) and second, it should show whether there is reason to believed that the results
were skewed by poor HMD quality. It can bee seen in Table 1 that most subjects rated
the comfort and weight of the HMD to be average and were roughly evenly split between
those say there were relieved to take the display off and those who say they were not.
Thus, we conclude that there is no obvious indication for a HMD related skew.
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Fig. 9. Nasa TLX (see [7] for detailed description) results. Large values are ”worse”.

The fourth questions group dealt with the quality of the interface. Like the HMD
related questions, it was meant to establish if there was reason to believe that the results
were somehow skewed by the interface. Again the questionnaire shows no indication
of such a skew. On all counts including navigation and readability the users rate the
interfaces mostly between good and average.

The final two questions relate to the motivation and level of comfort during the ex-
periments. On both issues the answers are mostly 2 and 3.

NASA TLX Questionnaire. From the background of the objective performance met-
rics and the custom questionnaire described above the results of the TLX question-
naire [7] shown in Figure 9 seem surprising at first. On every question with the excep-
tion physical effort the average score of the context based system is worse than that of
a speech only HMD system (large score is worse for all items). In fact, in some cases
(mental demand and effort) context even scores worse then paper. This is particularly
surprising with respect to mental demand, since reducing mental demand is one of the
key goals of context awareness.

However, when we examine the answers in more detail, a different picture emerges.
Table 2 shows the breakdown of the answers by the number of subject who rate one
modality to be better (lower score !), equal, or worse (higher score !) then the other on
each of the criteria. It can be seen that with respect to mental load, effort and frustration
more subjects consider context to be better then speech than the other way around (9
vs. 4, 7 vs. 4, and 15 vs. 3). The same is true for the comparison of context an paper.
However, it seems that the comparison of paper with context is more polarizing. For
mental load and effort there are 5 (4) subjects who consider both equal. For context and
paper this numbers are 0 and 1.

It is interesting to note how clearly context wins against both speech only and paper
with respect to frustration (15 vs. 3 against speech and 17 vs. 1 against paper).
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Table 2. The number of people who have rated one modality better then the other on the different
NASA TLX metrics

Lower score is better so A > B means A scores worse then B !
HC > HS HC = HS HC < HS HC > P HC = P HC < P

Mental 4 5 9 7 0 11
Temporal 10 0 8 4 2 12

Performance 9 2 7 5 1 12
Effort 4 4 10 7 1 10

Frustration 3 0 15 1 0 17

Even in the breakdown in table 2 context ”looses” with respect to two criteria. The
majority (10 vs. 8) think they were faster with the speech only interface. In reality 11
subjects were actually faster with context and only 8 with speech. Here it is important to
note that subjects performed different tasks with different modalities. At the same time,
tasks were not equally long so that even if a subject was in principle more efficient with
a given modality, he might have scored a better absolute time with a different modality.
Therefore, these results must only be viewed as a trend over all users.

The second criterion where context ”looses” is performance. Is is defined as the users
subjective perception of how well he/she performed. The score here is clearly consistent
with the skewed perception of the actual timing with different modalities.

In summary, the averaged TLX scores are a result of the subjects being against con-
text are so by a large margin. Broken down by the number of people that score one
modality better then another, the TLX results are reasonably well in line with the re-
sults of the custom questionnaire described in the previous section. The majority of the
users see benefits from the context system (most clearly on the level of frustration). On
the other hand, the subjective perception of the context systems seems to be worse then
the objective data. To a degree, this is understandable as it is well known that people
tend to perceive interaction modalities that are new and unusual for them in a more neg-
ative way. The key question, which we can not answer in this study, is whether there are
other issues beyond context being new and strange. Thus, the question is if the negative
bias will go away on its own, once people have worked with context aware systems long
enough or whether there are some fundamental reasons why some people are uneasy
about context controlled systems (e.g. they feel stressed by the system doing something
on its own).

5 Qualitative Results and Observations

In this section we summarize some observations which are not backed by statistically
relevant numbers but which we nonetheless consider noteworthy.

5.1 Most Proficient Subject

The overall fastest test subject managed the xmotor task in 9 min with the speech in-
terface. With context he needed only 12 min for the ygears task. Of course, the two
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tasks are not really comparable. The subject did not do any mistakes, which is another
indication of his skills.

It was interesting to see how this skilled subject used the system. We needed to
relabel a lot of his data using video analysis, as he already skipped forward to the next
steps to get an overview while working on earlier task steps.

This subject was also one of the few using the zoom function extensively. He used 15
times the picture zoom combined over all maintenance tasks, compared to an average
mean of 3 zooms over all other participants.

5.2 Errors

Using the speech and context modalities not many bearing surface errors happened
(an total of 3 compared to 9 in paper). We assume that although the paper has the
information about the bearing surface in bold over the steps, it is often overlooked
and not read carefully. Yet, in the speech and context mode the subjects are directly
confronted with the text on screen and also often they asked the moderator again where
the bearing surface is exactly located.

The errors in the context and speech are more deterministic than the ones during
paper (happening at the same task steps), suggesting that an improved version of the
system could fix this.

During paper and speech trials a total of 3 part errors for connecting the wrong
electronic cables on the xmotor happened. This would have caused the motor to be
destroyed when the machine is switched on. A context sensitive system detecting such
errors can mitigate this problem.

5.3 HMD

One direct implication we saw, is that with HMD the technician focuses very much at
the step displayed (and the last steps they saw). This is an important aspect for designing
HMD systems. For example, one common error was in step 10 of checking the air
pressure: The technician first employs two measuring devices and then needs to check
the values for both of them. Most technicians built up both and measured first with the
last one, which was the wrong one to use.

6 Conclusion

We have presented a systematic quantitative evaluation of the usefulness of context in
a wearable maintenance assistance scenario. A key objective of the work is to perform
the evaluation in an environment that is as close as possible to the setting in which such
system would be deployed in a real world scenario. We have achieved this by picking
real maintenance tasks on a complex piece of machinery, and using real technicians
(who did not volunteer but did this as part of their normal job). We have carefully
selected the procedures to be complex enough not to be doable without instructions
but not too complex to be performed without extensive prior training. We also made
sure that the procedures were long enough to resolve the effects we were looking for.
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Despite the constraints of an industrial environment we managed to get enough subjects
and runs to achieve statistical significance on the objective, quantitative metrics.

As an indication of the effort involved in the experiment consider the fact that initial
discussion with Zeiss started more then a year before completing the experiment. This
was followed by about 10 visits to the site to search for adequate machinery and tasks,
evaluate manuals and interfaces with different technicians, and test the overall technical
setup. The actual experiment took over a week during which we recorded and analyzed
over 60 hours of data.

We believe that the experimental procedures described in this paper together with the
scripts and software available from our www site are a significant additional contribu-
tion of the paper, from which other groups aiming at real life experiments can learn.

6.1 Key Conclusions

The most important conclusions from the study can be summarized as follows:

1. On average, the use of context information speeds up the procedures in a significant,
statistically relevant way. Paper is 50% slower then context, speech control is 30%
slower.

2. The amount of errors is already significantly reduced by the use of speech con-
trolled HMD documentation. The addition of context brings a minimal additional
improvement. However context reduces the time needed to correct the errors by an
average of nearly 100% as compared to both speech and paper.

3. From our qualitative observations it seems that context is more useful for techni-
cians who are less proficient. The technicians who were fastest with paper were
the once who made no mistakes. The fastest technician achieved the result with the
speech controlled system and used it in such a way (looking ahead of the task) that
default context control (display manual for current task) would not have work. In
fact, he was slower with context. An alternative conclusion could be that we need
to rethink the way we use context.

4. A clear majority of subjects considered context to be beneficial in one or the other
way. This was reflected in the respective questions of the custom questionnaires (12
participants very strongly and 3 strongly agreeing that context brought a benefit to
their work) and in the answer counts (how many people though one modality was
better then the other) in the TLX Frustration, Mental Load and Effort metrics.

5. However, the subjectively perceived advantages of context are less clear then the
time measurement might suggest. Participants tend to subjectively underestimate
their performance when using the context controlled system, which was reflected
in the Temporal and Performance TLX metrics. Also, significantly less participants
picked the context as their preferred modality that strongly agreed that context was
beneficial (8 vs. 15). This suggests a degree of uneasiness towards the context con-
trol. At this stage, we can not say if this is the usual uneasiness towards the unknown
or whether there are more fundamental issues behind it.

6. Interestingly, there was much less uneasiness towards the speech controlled HMD
system. Context ’lost” mostly to speech, nearly never to paper. The only participant
who picked paper as preferred modality wore special contact lenses and was unable
to see clearly on the HMD.
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7. When people felt that context was inferior, they tended to consider it significantly
inferior. Similar applied to those who considered paper to be better. This is reflected
in the average TLX scores, were context scored worse then speech controlled HMD.

6.2 Open Questions and Future Work

We are convinced that the study presented in this paper is a valid and relevant ’data
point’. However, without doubt, it leaves a number open questions which need to be
studied in the future. For one, it is unclear how much our interface design and the
quality of the existing paper documentation influenced the results. We believe that our
approach of taking the paper documentation ’as is’ (except putting the relevant pieces in
one document) and using it as ’blueprint’ for the HMD interface is reasonable. However,
it is conceivable that a more elaborate interface and/or documentation design might have
lead to different results. Similar can be said about the way we use context and the choice
of voice as ’non context’ interface.

Another interesting question is how the results change when the subjects get used to
the new modalities. Was the uneasiness towards context the usual result of the modality
being new and strange, or was there something more fundamental? Finally, it is unclear
if and how context interfaces can be adapted to help more proficient users, who seemed
to benefit least in our study according to qualitative observations.
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Abstract. Many applications benefit from user location data, but lo-
cation data raises privacy concerns. Anonymization can protect privacy,
but identities can sometimes be inferred from supposedly anonymous
data. This paper studies a new attack on the anonymity of location data.
We show that if the approximate locations of an individual’s home and
workplace can both be deduced from a location trace, then the median
size of the individual’s anonymity set in the U.S. working population is
1, 21 and 34,980, for locations known at the granularity of a census block,
census track and county respectively. The location data of people who
live and work in different regions can be re-identified even more easily.
Our results show that the threat of re-identification for location data is
much greater when the individual’s home and work locations can both
be deduced from the data. To preserve anonymity, we offer guidance for
obfuscating location traces before they are disclosed.

1 Introduction

Location-based services offer valuable applications to mobile users. To receive
these services, users must disclose their location to service providers. This raises
privacy concerns [6]. Location records, when analyzed, can reveal sensitive facts
about an individual, such as business connections, political affiliations or medical
conditions. Misuse of location data can lead to damaged reputation, harassment,
mugging, as well as attacks on an individual’s home, friends or relatives.

Privacy policies and legislation address some of these concerns. But protection
mechanisms rooted in policy or law are only effective when data collectors are
honest and trusted. They offer no protection against a dishonest collector, or
one whose data is compromised by malware, laptop theft or a weak password.

To minimize privacy concerns, the best practice is to collect the minimum
amount of information needed. For location-based services, this principle of
minimal collection typically means collecting anonymous or pseudonymous lo-
cation data [2]. A restaurant recommendation service, for example, can give
adequate recommendations based on locations reported anonymously, or under
a pseudonym linked to a profile of dining preferences.

Anonymity is a useful, but imperfect tool for preserving location privacy.
The problem is that ostensibly anonymous location data may be traced back
to personally identifying information with the help of additional data sources.

H. Tokuda et al. (Eds.): Pervasive 2009, LNCS 5538, pp. 390–397, 2009.
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Krumm [5] showed how to recover the home address (with median error below
60 meters) and identity (with success above 5%) of subjects who disclosed two
weeks’ worth of GPS data collected in their car. In Krumm’s experiment, re-
identification was made possible by joining GPS traces with a reverse geocoder
and a Web-based white pages directory. Krumm also showed how to prevent re-
identification attacks. Location obfuscation (via the addition of noise, rounding
or cloaking) defeats re-identification, at the cost of some loss in location precision.

To be effective, anonymity requires understanding and countering the threat of
re-identification. This paper contributes a fuller understanding of this threat for
anonymous location traces. Krumm’s work, while groundbreaking, considers only
the threat of re-identification that comes from identifying a subject’s home. We
extend his analysis by considering also a subject’s place of work. After the home,
the workplace is arguably the second most easily identifiable location in a trace.
Obfuscation techniques which prevent re-identification based on (approximate)
home location alone may not be adequate if the subject’s (approximate) work
location is also known. In fact, we show that home and work locations, even at
a coarse resolution, are often sufficient to uniquely identify a person.

We rely on data from the U.S. Census Bureau to estimate the threat of
re-identification based on home and work locations. This data, collected for
the Longitudinal Employer-Household Dynamics (LEHD) program [9], contains
the home and work locations of 96% of American workers in the private sec-
tor (103, 289, 243 individuals). This very large dataset gives a precise indication
across the U.S. working population of the threat of re-identification, and of the
effectiveness of defenses such as location obfuscation (for comparison, Krumm’s
analysis was based on a study of 172 participants).

We adopt a strong definition of privacy based on the concept of an anonymity
set. The anonymity set associated with a location trace is the set of people
from whom this trace may have been collected, given all information known to
the data collector (see section 2). A large anonymity set offers strong privacy.
Conversely, a small anonymity set is cause for concern. A unique (or nearly
unique) trace may not always be linkable to an identity, but it is prudent to
make the conservative assumption that if a unique link exists between a trace
and an identity, that link may be discovered. This definition of privacy is stronger
than that described by Krumm in [5], which considers re-identification successful
only when a link is positively established. Our privacy definition is identical to
that used by Sweeney [7,8] in her well-known analysis of the uniqueness of simple
demographic attributes in the U.S. population.

Our contributions. In summary, our contribution is threefold: 1) We study
the threat of re-identification of anonymous location traces based on home and
work locations; 2) We base our study on a very large dataset representative of the
whole U.S. working population; 3) We adopt a strong and principled definition of
privacy. Our analysis will help data collectors gain a better understanding of the
sensitivity of location data, and the commensurate needs to obtain consent from
users before collecting location data, to protect location data via obfuscation or
access control, and to restrict the disclosure and publication of location data.
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Organization. We review related work in the rest of this section. We discuss
our model and assumptions in section 2. We present the statistical dataset that
we used to estimate location privacy in section 3. We study the threat of re-
identification for location traces, assuming approximate knowledge of home and
work locations, in section 4. Finally, we conclude in section 5.

1.1 Related Work

Intentional degradation of location information quality, or obfuscation, is a well-
known technique for preserving the anonymity, or pseudonymity, of location
traces [2,3], but the question of how much obfuscation is required to preserve
anonymity is often sidestepped. Our paper answers this question for location
traces from which home and workplace locations can be deduced.

Krumm’s analysis of inference attacks on location traces [5] is closest to our
work. The main distinction between our work and Krumm’s is that we also take
into account workplace locations. Using a stronger definition of privacy, and a
much larger data set obtained from the U.S. Census Bureau, we show that the
threat of re-identification for anonymous location traces based on home and work
locations is more severe than the threat reported in [5] for home location alone.

Hoh et al. [4] propose a time-to-confusion metric to characterize the degree
of privacy of location traces. Their approach to anonymity consists of period-
ically withholding location information long enough for a location trace to be
confused with sufficiently many others. This approach is well-suited to vehicular
network applications. But it has two drawbacks: 1) it requires coordination from
a centralized server that tells mobile devices how long to withhold location data,
and 2) it is not applicable to pseudonymous location traces, since fragments
of a pseudonymous trace can easily be linked. Pseudonyms are important to
many location-based services (e.g. to personalize service or prove membership).
In contrast to [4], our analysis of privacy applies to pseudonymous traces.

Our work is indirectly related to Sweeney’s well-known study [7] of the unique-
ness of simple demographic attributes in the U.S. population. Sweeney’s analysis
of census data showed that 87% of the U.S. population is uniquely identifiable
given their full date of birth (year, month and day), sex, and the ZIP code where
they live. We adopt Sweeney’s strong definition of privacy [8], called k-anonymity,
which is based on the concept of an anonymity set (see section 2).

2 Assumptions and Privacy Model

Anonymous location traces. The value of location data dissociated from iden-
tity was illustrated in the introduction: a location-based restaurant recommender
can offer adequate recommendations based on location and a pseudonymous pro-
file of dining preferences. Many other location-based services (e.g. friend-finding
services) can similarly operate using a registered pseudonym only, without learn-
ing users’ real identities. From a technical point of view, location traces can be
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anonymized or pseudonymized with help from a trusted network proxy. Mo-
bile subscribers, for example, may trust their network provider to forward their
location data anonymously to third party location-based service providers.

Threat of re-identification. We study the threat of re-identification for anony-
mous location traces. We focus specifically on the threat of re-identification under
the assumption that the approximate home and work locations of the subject
can be deduced from the trace (for example with a reverse geocoder). Approxi-
mate home and work locations may then be joined with employment directories,
tax records or any other public or private dataset available to the adversary to
map pairs of home and workplace locations to identities.

Model of privacy. For the sake of example, assume that a subject is the only
person in the U.S. who lives in a certain region A and works in a certain re-
gion B. The subject’s location trace is the only one with the home/workplace
pair (A, B). It does not necessarily follow that the trace can be linked to the
subject, as there may be no directory that links the pair (A, B) with the sub-
ject’s identity. But since the datasets that an adversary may use to re-identify
location traces are not known a-priori, it is best to make the most conservative
assumptions about them. Accordingly, we assume that if a unique link exists,
it will be discovered. Our measure of privacy is the set of all people associated
with the pair (A, B), called the anonymity set [8] of the pair. The larger the
anonymity set, the larger the crowd one is indistinguishable from, and conse-
quently the better the privacy protection one enjoys. Enlarging the regions A
and/or B (e.g. via location obfuscation) increases the size of the anonymity set,
and thus the quality of privacy protection. The rest of this paper analyzes the
size of the anonymity set of home/workplace location pairs for different region
sizes, based on the census data described in the next section.

3 The LEHD Origin-Destination Dataset

The Longitudinal Employer-Household Dynamics (LEHD) program, run by the
U.S. Census Bureau, compiles information about where people work and where
they live, together with reports on their age, earnings and distribution across
industries. LEHD includes all jobs covered by the reporting requirements of the
states’ unemployment insurance system. According to [1], “The prime exclusions
are agriculture and some parts of the public sector, particularly federal, military,
and postal works. Coverage varies across states and time, although on average,
96% of all private-sector jobs are covered.”

LEHD lets us study the privacy implications of revealing (intentionally or
indirectly) coarse-grained location information, such as the county or ZIP code
where one lives and works. A person revealing this information allows her iden-
tity to be narrowed down to the set of people who live and work in the same
geographic areas. The size of this anonymity set, which can be estimated with
the LEHD dataset, is a good measure of the privacy loss that revealing coarse
home and work locations entails.
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The raw LEHD data is not publicly available for download, due to privacy
concerns. But the Census Bureau releases privacy-preserving synthetic data de-
rived from the raw data. Bayesian techniques are used “to synthesize workers’
place of residence conditional on disclosable counts of workers by place of work,
industry, age, and earnings categories.” [1]. According to [1] (p. 6), “The key
statistical property to preserve in the synthetic data is the joint distribution of
workers across home and work areas.” The synthetic data thus appears suit-
able for our privacy analysis of home/work location pairs. Three implicates (in-
dependent draws from the synthesizing algorithms) are available for download
from [10]. To confirm the validity of our results, we repeat our analysis with all
three implicates. We obtain nearly identical results, as described in section 4.

We focus on the “Origin/Destination” dataset, which reports where workers
live and work at the granularity of census blocks. The most recent dataset avail-
able is from 2004. It includes information on workers from 42 states (the eight
missing states are Arizona, Connecticut, Massachusetts, Nebraska, New Hamp-
shire, New-York, Ohio and South Dakota). In total, the 2004 Origin/Destination
dataset includes information on 103, 289, 243 individual workers.

The Origin/Destination dataset reports the home and workplace locations of
workers along the following hierarchical geographic scale:

– State. The state is one of the 42 states included in the LEHD dataset.
– County. There are 2, 784 counties and county equivalents (boroughs,

parishes) in the 42 states included in the LEHD dataset.
– Census Tract. Census tracts are county subdivisions defined by the U.S.

Census Bureau. In terms of size and number of residents, they are roughly
comparable to ZIP codes. The LEHD dataset contains 64, 881 tracts where
workers live and 52, 852 tracts where they work. The mean number of workers
living in a tract is 1, 592 and the median is 1, 479. The mean number of people
working in a tract is 1, 954 and the median is 951 (it ranges from zero in
completely residential tracts to 166, 680 in a tract of Los Angeles County).

– Census block. Blocks are the smallest area of census geography. They are
subdivisions of census tracts, typically alongside streets. In urban areas,
census blocks typically coincide with individual city blocks. In rural areas,
blocks may cover many square kilometers.

4 Anonymity Set of Home/Work Location Pairs

In this section, we study the size of the anonymity set for workers who reveal
where they live and where they work at various degrees of granularity (census
block, census tract, or county). The knowledge of home and work locations at
the census block granularity is information that could be learned from a lightly
obfuscated location trace (with noise or rounding on the order of a city block
or less). With more obfuscation (on the order of a kilometer or so), a location
trace would reveal only the census tract where the person lives and works. Heavy
obfuscation (on the order of tens of kilometers) may only allow for inference of
the county or counties where a person lives and works.
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Table 1. Size of the anonymity set for workers who reveal where they live and work

Location precision Size of anonymity set
Median 10th percentile 5th percentile bottom percentile

Census block 1 1 1 1
Census tract 21 3 1 1
County 34,980 446 92 6
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Fig. 1. Size of anonymity set under disclosure of work location (red circles), home
location (green squares) or both (black triangles). Location granularity is either census
tract (left graph) or county (right graph). Note the different scales on the Y-axes.

We compute the anonymity set for U.S. workers assuming knowledge of where
they live and work at these three levels of granularity. Table 1 summarizes our
findings. It shows the median size of the anonymity set, as well as the 10th,
5th and bottom percentiles of anonymity sets sorted by size. The table shows
that revealing where one lives and works at the granularity of census blocks
is uniquely identifying for a majority of the U.S. working population. Revealing
where one lives and works at the relatively coarse level of census tracts is uniquely
identifying for 5% of U.S. workers, and offers little privacy to the majority.
Revealing the counties where one lives and works poses little threat to privacy.

The graphs in Fig. 1 give more detail on the size of the anonymity set of
workers who reveal the location where they live, the location where they work,
or both. The graphs show what fraction of the U.S. working population (on the
X-axis) falls in an anonymity set of less than a given size (on the Y-axis) after
revealing location information (where they live, where they work, or both) at
different precisions (census tract granularity for the graph on the left; county
granularity for the graph on the right).

The red circle curve plots the anonymity of workers who reveal only where
they work. The green square curve plots the anonymity of workers who reveal
only where they live. The black triangle curve plots the anonymity of workers
who reveal both where they live and where they work. Both at the granularity
of census tracts and at the granularity of counties, we observe that revealing
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both the locations where one lives and works is strikingly more identifying than
revealing only one of them (note that the Y-axis follows a logarithmic scale). For
example, disclosing both the census tracts where one lives and where one works
places 24.2% of the working population in an anonymity set that contains 5 or
fewer individuals, and 7.4% in a set of 2 or fewer individuals.

While these statistics are based on synthetic data, we obtained the same
results in Fig. 1 with all three synthetic implicates of the 2004 LEHD dataset
(the curves are so similar as to appear indistinguishable).

4.1 Factors Influencing Anonymity

Anonymity differs dramatically between individuals who live and work in the
same region, and individuals who work in a different region from where they
live. Fig. 2 plots these differences. It shows that workers who live and work in
different locations (brown stars) have a much smaller anonymity set (i.e. are less
anonymous) than those who live and work in the same location (blue diamonds).
This holds true both for locations revealed at census tract (left graph) and county
granularity (right graph).

The traces of workers who cross location boundaries to go to work are par-
ticularly vulnerable to re-identification attacks. Across the states included in
the LEHD dataset, 94.1% of workers live and work in different census tracts.
The percentages range from a high of 97.2% in California to a low of 80.3% in
Wyoming. These numbers show that the extra anonymity afforded by living and
working in the same census tract is uncommon. The fraction of workers who
live and work in different counties is 43.5%. The percentages range from 63.8%
in Virginia to 10.7% in Hawaii. Living and working in the same county is more
frequent, and therefore had a bigger effect on the national average (see Fig. 2).
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Fig. 2. Size of anonymity set under disclosure of home and work locations, for workers
who live and work in the same location (blue diamonds) or in different locations (brown
stars). For reference, black triangles show the anonymity set of all workers as in Fig. 1.
Location granularity is census tract (left graph) or county (right graph). Note the
different scales on the Y-axes.
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5 Conclusion

We studied the threat of re-identification of anonymous location traces in the
U.S. based on obfuscated home and work locations. We showed that this threat
is substantially greater with the disclosure of both home and workplace locations
then either one alone. This result is important, because the workplace is arguably
the second most easily identifiable location in a subject’s trace, after the home.

Obfuscation techniques which prevent re-identification based on home loca-
tion alone [5] may not be adequate if the subject’s work location is also known.
When both home and work locations can be deduced, our results show that a
considerable amount of location obfuscation (at the granularity of counties) is
required to protect the anonymity of location traces. An alternate approach to
privacy would be to maintain different“home” and “work” personas, in applica-
tions where these personas can be kept strictly separate and unlinkable.

Our study distinguishes itself from previous work in that it adopts a principled
definition of privacy based on the concept of anonymity sets, and relies on a large
dataset that is representative of the whole U.S. working population. While our
analysis is based on U.S. data, we speculate that our results apply to other
developed countries with broadly similar densities and commute patterns.
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Abstract. Research has demonstrated that information workers often manage 
several different computing devices in an effort to balance convenience, mobili-
ty, input efficiency, and content readability throughout their day. The high por-
tability of the mobile phone has made it an increasingly valuable member of 
this ecosystem of devices. To understand how future technologies might better 
support productivity tasks as people transition between devices, we examined 
the mobile phone and PC usage patterns of sixteen information workers across 
several weeks. Our data logs, together with follow-up interview feedback from 
four of the participants, confirm that the phone is highly leveraged for digital in-
formation needs beyond calls and SMS, but suggest that these users do not cur-
rently traverse the device boundary within a given task.  

Keywords: Mobile information work, multiple devices, cross-device interfaces. 

1   Introduction 

Information workers typically rely on an ecosystem of desktop and portable comput-
ers that span both work and home to support a wide range of professional and person-
al tasks [1]. Smartphones are a relatively recent addition to this ecosystem, and with 
increasing connectivity and computing power, they are well-poised to support produc-
tivity tasks beyond the basic capabilities of voice calls and SMS. For example, it is 
becoming commonplace for smartphones to handle email, and increasingly these 
devices can be used for reviewing and even editing documents. Yet relatively little is 
known about how activities performed on the phone relate to productivity tasks that 
people perform at their more capable desktop and laptop computers.  

This paper seeks a better understanding of tasks that span smartphones and other 
computing resources. Such knowledge is crucial for creating additive experiences for 
situations when devices of differing form factors and computing capabilities are used 
together. With such a range of affordances, it may be infeasible to simply replicate 
users’ desktop computing experiences across all of their devices [2]. Instead, we envi-
sion systems that allow tasks to be seamlessly shared across devices, while offering 
interfaces that are appropriately tailored to the device and usage context. To better 
understand the opportunities and requirements for supporting the continuation of tasks 
across devices, we began by examining how information workers currently use their 
smartphones and personal computers.  
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The study of mobile work practices, and the challenges mobile users face in man-
aging multiple devices, has been an active area of research for several years. In 2001, 
Perry et al. [3] studied the issues that mobile workers face in planning for and work-
ing during scheduled business trips, primarily aided by laptops, paper, and standard 
cell phones. Recently, Oulasvirta and Sumari [4] studied how members of a highly 
mobile IT workforce manage and select among a variety of co-located mobile devices 
(laptops, smartphones, and standard cell phones) in an effort to balance convenience, 
input efficiency, content readability and information accessibility throughout a typical 
workday. Dearman and Peirce [1] extended this investigation to a population of aca-
demics and industry workers, and documented how these users manage data and tasks 
across primarily their personal and work laptops and PCs.  

Together these reports paint a picture of how the increasing power and portability 
of mobile devices can boost productivity, but can also lead to pragmatic challenges in 
management and resumption of tasks across devices. The role of smartphones in these 
scenarios, however, has received relatively little attention, particularly the extent to 
which phones can be leveraged to continue tasks started on the desktop, or start tasks 
that are then transferred back to more capable devices for completion.  

To gain insight into the value of enabling the transfer of activities or tasks between 
devices of vastly differing capabilities, we examined both the temporal and data 
access patterns that people exhibit when using their smartphones and PCs over the 
course of a typical day. While prior studies have employed interviews and self-
reporting [1,3,4], we deployed automated logging tools to track sixteen participants’ 
usage of their primary work computer and smartphone across several weeks. The 
detailed usage characteristics we gathered can be used to complement the findings 
drawn from previous ethnographic methods. For example, Dearman and Pierce [1] 
found that users might benefit from sharing web browser state between users’ devic-
es; our data can help suggest how and when this state might be shared when one of 
the devices in question is a mobile phone. 

2   Understanding Patterns of Multi-device Use  

While information workers often have several computing devices at their disposal [4], 
we focused our investigation on users’ interactions with their smartphone and primary 
work computer. Smartphones and work PCs are a particularly compelling duo be-
cause they differ considerably in their level of portability, support for traditional in-
formation work, and acceptability for extending use into non-work hours. To avoid 
the potential for bias associated with self-reporting as well as to gather detailed cross-
device usage behavior, we conducted a logging-based field study. 

2.1   Method 

Our study consisted of a data collection phase where interaction activity was logged 
on each participant’s smartphone and primary work computer.  To gather descriptive 
complements to our raw data traces, as well as to help us understand opportunities for 
improving multi-device use, follow up interviews were conducted with four partici-
pants who demonstrated varying patterns of device usage (Table 1).  
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Apparatus. Two software systems were deployed to capture participants’ computing 
activities. The PersonalVibe [5] logger runs on Windows machines and records both 
window-level events (e.g., titles, applications, active times, and durations) and the 
existence of keyboard and mouse activity. A smartphone version of the logger was 
developed for Windows Mobile devices to capture users’ phone interactions such as 
application switches, calls, device locks, and web access. 

Participants. Sixteen (12 male, 4 female) Windows Mobile smartphone users, with a 
median age of 34 (μ=33.9), were recruited through an internal mailing list at a tech-
nology company. Seven of the participants’ phones had touchscreens. To ensure that 
we captured web access as one type of cross-device activity, we screened for regular 
(at least ten minutes per day) users of the mobile web. Four participants (3 male, 1 
female) from a range of professional roles (publishing manager, software developer, 
product manager, and recruiter) and with a median age of 34.5 (μ=36.5), participated 
in a follow-up interview. Participants were compensated monetarily in accordance 
with the length of their participation. 

Procedure. After providing consent to participate in the study, participants were 
instructed on how to remotely install the logging software on their work PC and per-
sonal mobile phone. Logging for each participant was scheduled for two weeks, but 
individuals’ schedule constraints and interest levels resulted in participation that 
ranged from 5–30 (median=21) days, during August and September of 2008.  

Follow-up interviews were semi-structured, took place in the participant’s office or 
a nearby conference room, and were restricted to one hour. Participants were asked 
about their job role, percentage of time typically spent in meetings, the set of comput-
ers (phones, laptops, and desktops) they interacted with both at work and at home, the 
general types of tasks they performed on their phone, and whether their phone activi-
ties were primarily related to work, personal, or a combination. Next, participants 
were presented with a graphical representation of their phone and PC activity over the 
duration of the study (see Fig. 2) and were questioned about the actions performed on 
their devices for five key scenarios: “pre-work”, “start of workday”, “end of work-
day”, “concurrent phone-PC use”,  and “interleaved phone-PC use.” During each 
walkthrough, participants were asked to comment on how typical the behaviors we 
recorded were and what relationship, if any, existed between the activities they per-
formed on each device. The interview concluded with questions designed to elicit 
ideas for improving the interoperability of such devices, such as what might be sup-
ported by sharing task context between devices.  

3   Study Results 

We structured our analysis of the log data into three stages. First, we looked only at 
the types of applications people ran on their devices. Next we examined only the 
temporal patterns of device access across each day. Last, we crossed these ap-
proaches by looking at the temporal patterns of two important activities, email and 
Web use.  
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3.1   Activity Types by Device 

The desktop logger recorded an aggregate of 55,011 minutes of active PC use across 
269 days, with a median of 17 days per participant. Fig. 1 shows the total number of 
application activations (in 1000s), by application type, that our loggers captured on 
each device type across all participants. Although the figures suggest the relative 
usage rates of different applications overall, the relationships varied by user and day 
of study. If we examine the usage duration of each application we find that email and 
web access dominated other activities on the desktop. Based on the actual duration of 
use, the corporate email program accounted for 33.8% of participant activity on the 
desktop and Internet Explorer accounted for 24.1% of the activity.  

The phone logger recorded activity on 262 days with a median of 16.5 days per 
person. We found that email was by far the most common activity performed on the 
phone, accounting for 55.3% of the application activations over the study period. To 
allow for comparison with desktop behavior, we report phone-based email access as 
either corporate email (6319) or other/personal email (704). Calls were the next most 
frequent activity, at 10.8% of total activations. Web usage was predictably lower at 
9.4%. SMS, typically considered a large percent of phone usage, accounted for only 
6.4% of the activations. As an additional comparison, we found that users loaded a 
total of 34,155 web pages on their desktops versus 8,999 pages on their phones.  

 

 

3.2   Interaction Patterns between and Across Devices 

Next we examined the temporal patterns between participants’ phone and PC usage.  
Fig. 2 depicts five consecutive workdays for three of our participants, and demon-
strates the wide range of behaviors we observed in our logs. P9 used her phone for 
long periods at a time, nearly to the exclusion of her PC, and including hours typically 
reserved for sleeping. P10 used his PC extensively and sometimes into evening hours, 
but also interacted frequently with his phone for short bursts of time. Finally, P19 
spent most of each day interacting with his desktop PC, accessing the phone relatively 
infrequently and generally between PC sessions. 

Given the importance of email and the Web for productivity tasks and their high 
usage on both devices (Fig. 1) we decided to further investigate access patterns to 
these two applications. Fig. 3 illustrates the email and Web use for each device during 
one of P19’s work days: 3a shows overall device usage, 3b shows the email and Web  
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Fig. 2. Usage of the PC and phone during 5 consecutive work days for 3 different participants. 
For each day, the top line is desktop activity and the bottom line is phone activity. For the 
phone, light gray represents the phone being unlocked and black represents phone calls. 

 
 (a) 

 
 (b) 

 
 (c) 

 

Fig. 3. (a) P19’s PC and phone use during one workday; (b) email (dark gray) and web (light 
gray) access during the same period for each device; (c) a detailed view of P19’s lunch hour  

P18:  

P21:  

P7:  

P17:  

Fig. 4. Web and email use on both the PC (down pointing triangles) and phone (up pointing 
triangles) for four participants. Dark gray is email access and light gray is web access. 

P9:

P10:

P19:
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activity during that time period, and 3c shows the hour from 11:30am to 12:30pm at 
high detail. Our follow-up interview confirmed that Fig. 3c represents a lunch break, 
with the participant leaving the office just before 11:30, checking email on the phone 
at 11:35, again at 11:43, and then followed by a combination of web surfing and email 
triage until 11:53. Email and Web access resume on the phone at 12:04 and continue 
until P19 returns to his desk just before 12:15. This example demonstrates users' de-
vice transitions, and their persistent connection to email and the Web. 

Fig. 4 illustrates common patterns of phone access we observed at opposite ends of 
the workday. P18 and P7 exemplify pre- and post-work activity, respectively, and in 
both cases we find that participants access work email outside of typical work hours. 
P18's morning includes frequent accesses to work email, starting shortly after waking 
up and continuing after the morning commute. At the end of the work day, P7  
accesses email on the way out of the office, shortly after the commute home, and 
periodically throughout the evening.  P21 and P17 demonstrate similar morning and 
evening patterns, even though their work hours are less typical than P18’s and P7’s. 

These usage patterns were not relegated to these participants alone.  Across all par-
ticipants, on the 226 days in which both devices were used in the same day, the phone 
was used before the desktop 88.1% of the time.  In addition, in 87.6% of those days, 
the phone was accessed after the last time the desktop was used.  A systematic review 
of all participants' usage throughout the day led us to conclude that people do this not 
merely in extraordinary situations, but as part of their daily routines. Even people who 
do not use their phone heavily still generally touch it every morning, evening, and 
when they are away from their PC for extended periods.    

3.3   Interview Findings 

While the above data revealed a variety of compelling usage patterns, a logging study 
alone cannot provide insight into user intentions, needs, or desires which might then 
be used to inform the design of supportive technologies. For example, understanding 
the daily balance that participants maintain between work and personal use of the 
phone, together with feedback on how their current phone activities differ from their 
preferred activities, could suggest quite different directions for cross-device system 
design. We therefore conducted follow-up interviews to help us develop a more com-
plete representation of multi-device use. In order to capture as wide a range of res-
ponses as might be expressed in our participant pool, we selected four participants 
who exhibited distinctive device usage patterns (Table 1), and served different roles 
within the company. Despite our efforts at diversity, we were surprised at the consis-
tency of user responses, the most striking of which are summarized below.  
 

Continuous Connectivity: During the interviews we discovered all four informants 
used their phones primarily or extensively for work purposes, and reported “always” 
keeping their phone with them. All informants expressed that the most valuable role 
of the phone was for accessing and responding to work and personal email, so much 
so that it was the first thing they each checked upon waking up. This confirms our 
observations from the logged data. Perhaps unsurprisingly, all gave work email higher 
priority than personal email, rarely accessing their phones to check personal email 
only. As P21 put it, “none of [my personal email] is really urgent. If somebody needs 
me […] they'll text me.” Having continuous phone-based access to work email was 
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viewed very positively, helping users stay current (P19: “If I'm headed to work, then I 
usually want to know if I'm headed into any problems.”), and on top of their inboxes 
(e.g., P7: “The phone's always with me and I frequently triage emails with it”; P4: 
“I'm a little OCD when it comes to my inbox. So, if I can resolve it on my phone, then 
I just do it”).  

Although we might expect the bleeding of work into personal time to cause stress, 
the continuous access to work email instead seemed to provide peace of mind, (e.g., 
P21: “I'll wake up in the middle of the night, check [work] email, if it's something I 
can answer right then, I'll go ahead and do it. It's more convenient to go ahead and do 
it, and then I can forget about it”; P7: “I triage emails in the evening for work. […] If 
I can answer it quickly and I have the time, I might just punch it out”). These com-
ments help explain our observations from the log traces: the phone is being used to 
help keep a close watch on email throughout the day because users prefer to be kept 
up-to-date. 

 
Fast and Always On. The advantages that the participants felt the phone offered over 
their PC echoed those that have been reported previously (e.g., [1,4]). Besides the 
phone’s high portability, informants often found it was faster and easier to check 
email and calendar on their phones, even while sitting near their PCs. Reasons in-
cluded nonexistent boot-up, fast password entry, high density and at-a-glance infor-
mation presentation, and discretion in meeting settings.  
 

Phone as Primary Computer. For one informant (P19), the phone was clearly only 
used to fill in the gaps between access to a more capable system. The others instead 
seemed to prefer the ultra-portability their phone offered, and only fell back to desk-
tops and laptops when absolutely necessary. In their own words: P7: “I’ve pretty 
much selected the most powerful one they make. I want this to be powerful enough to 
do all the tasks I want”, P21: “If I have this [phone], I can go a long time without my 
laptop”, and P9: “I’d just prefer to use my phone for everything.”  
 

Cross-Device Data, not Tasks. Because we consistently observed patterns of activity 
hand-off between phones and PCs in the data (e.g., Figs. 3 and 4), we asked users 
about the tasks they typically performed at these transition points, and ways we might 

Table 1. Profiles for interviewed participants 

  
Studied devices, other 

owned devices 
Level of phone use: primary work purpose 

Sample 24 hour Timeline (as described in Fig. 2) 

P7 
M 
35 

HTC Tilt, work PC, work 
laptop, home PC & laptop 

  Heavy during day, tapers at night: email triage, calendar 

 

P9 
F 
34 

Blackjack II, work laptop 
  Heavy, 24 hr: email read/writing, doc review, calendar 

 

P19 
M 
25 

HTC Tilt, work PC, 
home PC, home laptop 

  Light but consistent across day: email awareness 

 

P21 
M 
52 

HTC Touch, work laptop, 
home PC, home laptop 

  Modest during day and night: email triage, calendar, news 
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create more seamless experiences during their shifts between devices. To our surprise, 
but as noted in previous research [1], participants rarely if ever engaged in an activity 
on one device that they were interested in continuing on another, and expressed very 
little interest in the type of “hand-off” capability we suggested. Of course, email and 
calendar were clearly being used extensively on both devices, but interviewees felt the 
current synchronization tools were sufficient for their needs. Rather than having their 
devices work in concert to stitch an activity together, the “seamlessness” participants 
desired was much more about data synchronization and universal data access. Partici-
pants were otherwise proficient and content with using the phone as an independent, 
auxiliary communication and information channel.  

4   Summary 

Support for the notion that people are using their phones extensively throughout the 
day was abundant, both from our logged data and from the interviews. Although this 
finding might seem obvious, we believe that the extent to which this happens in prac-
tice has not been fully appreciated. Far from “keeping work and personal life sepa-
rate” we find that our participants were, and in fact preferred to be, continually con-
nected to their work email. Whereas in the past this might be associated with a person 
obsessed with work, it now seems that people are engaging in this activity to maintain 
a sense of calm and control in their work lives during their personal time. 

We observed that the phone is emerging as a primary computing device for some 
users, rather than as a peripheral to the PC. The amount of email and web activity 
recorded in the logs alone supports this, but in addition, each of the people we inter-
viewed stated that they wanted their smartphone to be as powerful as a laptop, and in 
fact, frequently preferred it to the overhead of using their laptop. 

Finally, the concept of task carryover between the phone and the PC was not wide-
ly embraced by our participants. Log analysis and interview feedback suggest that 
tasks were either completed on the phone or delayed until the PC was available. Of 
course with current technology, such a crossover is inherently difficult, and so we 
believe there is still value and opportunity for further development in this arena.  
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