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Preface 

 

This book and its companion volumes, LNCS vols. 5551, 5552 and 5553, constitute 
the proceedings of the 6th International Symposium on Neural Networks (ISNN 
2009), held during May 26–29, 2009 in Wuhan, China. Over the past few years, ISNN 
has matured into a well-established premier international symposium on neural net-
works and related fields, with a successful sequence of ISNN symposia held in Dalian 
(2004), Chongqing (2005), Chengdu (2006), Nanjing (2007), and Beijing (2008). 
Following the tradition of the ISNN series, ISNN 2009 provided a high-level interna-
tional forum for scientists, engineers, and educators to present state-of-the-art research 
in neural networks and related fields, and also to discuss with international colleagues 
on the major opportunities and challenges for future neural network research. 

Over the past decades, the neural network community has witnessed tremendous ef-
forts and developments in all aspects of neural network research, including theoretical 
foundations, architectures and network organizations, modeling and simulation, em-
pirical study, as well as a wide range of applications across different domains. The 
recent developments of science and technology, including neuroscience, computer 
science, cognitive science, nano-technologies and engineering design, among others, 
have provided significant new understandings and technological solutions to move the 
neural network research toward the development of complex, large-scale, and net-
worked brain-like intelligent systems. This long-term goal can only be achieved with 
the continuous efforts of the community to seriously investigate different issues of the 
neural networks and related fields. To this end, ISNN 2009 provided a great platform 
for the community to share their latest research results, discuss critical future research 
directions, stimulate innovative research ideas, as well as facilitate international mul-
tidisciplinary collaborations.  

ISNN 2009 received 1235 submissions from about 2459 authors in 29 countries 
and regions (Australia, Brazil, Canada, China, Democratic People's Republic of Ko-
rea, Finland, Germany, Hong Kong, Hungary, India, Islamic Republic of Iran, Japan, 
Jordan, Macao, Malaysia, Mexico, Norway, Qatar, Republic of Korea, Singapore, 
Spain, Taiwan, Thailand, Tunisia, UK, USA, Venezuela, Vietnam, and Yemen) across 
six continents (Asia, Europe, North America, South America, Africa, and Oceania). 
Based on the rigorous peer reviews by the Program Committee members and the re-
viewers, 409 high-quality papers were selected for publication in the LNCS  
proceedings, with an acceptance rate of 33.1%. These papers cover major topics of the 
theoretical research, empirical study, and applications of neural networks. In addition 
to the contributed papers, the ISNN 2009 technical program included five plenary 
speeches by Anthony Kuh (University of Hawaii at Manoa, USA), Jose C. Principe 
(University of Florida, USA), Leszek Rutkowski (Technical University of Czesto-
chowa, Poland), Fei-Yue Wang (Institute of Automation, Chinese Academy of Sci-
ences, China) and Cheng Wu (Tsinghua University, China). Furthermore, ISNN 2009 
also featured five special sessions focusing on emerging topics in neural network 
research.  



 Preface 

 

VI 

As organizers of ISNN 2009, we would like to express our sincere thanks to the 
Huazhong University of Science and Technology, The Chinese University of Hong 
Kong, and the National Natural Science Foundation of China for their sponsorship, to 
the IEEE Wuhan Section, the IEEE Computational Intelligence Society, the Interna-
tional Neural Network Society, the Asia Pacific Neural Network Assembly, and the 
European Neural Network Society for their technical co-sponsorship, and to the Sys-
tems Engineering Society of Hubei Province and the IEEE Hong Kong Joint Chapter 
on Robotics and Automation and Control Systems for their logistic support. 

We would also like to sincerely thank the General Chair and General Co-chairs for 
their overall organization of the symposium, members of the Advisory Committee and 
Steering Committee for their guidance in every aspect of the entire conference, and 
the members of the Organizing Committee, Special Sessions Committee, Publication 
Committee, Publicity Committee, Finance Committee, Registration Committee, and 
Local Arrangements Committee for all their great effort and time in organizing such 
an event. We would also like to take this opportunity to express our deepest gratitude 
to the members of the International Program Committee and all reviewers for their 
professional review of the papers; their expertise guaranteed the high qualify of  
technical program of ISNN 2009! 

Furthermore, we would also like to thank Springer for publishing the proceedings 
in the prestigious series of Lecture Notes in Computer Science. Moreover, we would 
like to express our heartfelt appreciations to the plenary and panel speakers for their 
vision and discussion of the latest research developments in the field as well as critical 
future research directions, opportunities, and challenges.  

Finally, we would like to thank all the speakers, authors, and participants for their 
great contribution and support that made ISNN 2009 a great success.  

 
 

May 2009 Wen Yu 
Haibo He 

Nian Zhang 
  

  
 



 

Organization 

General Chair 

Shuzi Yang, China 

General Co-chairs 

Youlun Xiong, China 
Yongchuan Zhang, China 

Advisory Committee Chairs  

Shoujue Wang, China 
Paul J. Werbos, USA 

Advisory Committee Members  

Shun-ichi Amari, Japan 
Zheng Bao, China 
Tianyou Chai, China 
Guanrong Chen, China 
Shijie Cheng, China 
Ruwei Dai, China 
Jay Farrell, USA 
Chunbo Feng, China 
Russell Eberhart, USA 
David Fogel, USA 
Walter J. Freeman, USA 
Kunihiko Fukushima, Japan 
Marco Gilli, Italy 
Aike Guo, China 
Xingui He, China 
Zhenya He, China 
Petros Loannou, USA 
Janusz Kacprzyk, Poland  
Nikola Kasabov, New Zealand 
Okyay Kaynak, Turkey 
Frank L. Lewis, USA 
Deyi Li, China 
Yanda Li, China 
Chin-Teng Lin, Taiwan 



 Organization VIII 

Robert J. Marks II, USA 
Erkki Oja, Finland 
Nikhil R. Pal, India 
Marios M. Polycarpou, USA 
Leszek Rutkowsk, Poland 
Jennie Si, USA 
Youxian Sun, China 
Joos Vandewalle, Belgium 
DeLiang Wang, USA 
Fei-Yue Wang, USA 
Donald C. Wunsch II, USA 
Lei Xu, China 
Xin Yao, UK 
Gary G. Yen, USA 
Bo Zhang, China 
Nanning Zheng, China 
Jacek M. Zurada, USA 

Steering Committee Chairs  

Jun Wang, Hong Kong 
Derong Liu, China 

Steering Committee Members 

Jinde Cao, China 
Shumin Fei, China 
Chengan Guo, China 
Min Han, China 
Zeng-Guang Hou, China 
Xiaofeng Liao, China 
Bao-Liang Lu, China 
Fuchun Sun, China 
Zhang Yi, China 
Fuliang Yin, China 
Hujun Yin, UK 
Huaguang Zhang, China 
Jianwei Zhang, Germany 

Organizing Committee Chairs 

Hongwei Wang, China 
Jianzhong Zhou, China 
Yi Shen, China 



                                                     Organization  IX 

Program Committee Chairs 

Wen Yu, Mexico 
Haibo He, USA 
Nian Zhang, USA  

Special Sessions Chairs 

Sanqing Hu, USA 
Youshen Xia, China 
Yunong Zhang, China 

Publications Chairs 

Xiaolin Hu, China 
Minghui Jiang, China 
Qingshan Liu, China 

Publicity Chairs 

Tingwen Huang, Qatar 
Paul S. Pang, New Zealand 
Changyin Sun, China 

Finance Chair 

Xiaoping Wang, China 

Registration Chairs 

Charlie C. L. Wang, China 
Zhenyuan Liu, China 
Weifeng Zhu, China 

Local Arrangements Chairs 

Zhigang Zeng, China 
Chao Qi, China 
Liu Hong, China 
 
 
 
 
 



 Organization X 

Program Committee Members  

José Alfredo, Brazil 
Sabri Arik, Turkey 
Xindi Cai, USA 
Yu Cao, USA 
Matthew Casey, UK 
Emre Celebi, USA 
Jonathan Chan, Thailand 
Sheng Chen, UK 
Yangquan Chen, USA 
Ji-Xiang Du, China 
Hai-Bin Duan, China 
Andries Engelbrecht, South Africa 
Péter érdi, USA 
Jufeng Feng, China 
Chaojin Fu, China 
Wai Keung Fung, Canada 
Erol Gelenbe, UK 
Xinping Guan, China 
Chengan Guo, China 
Ping Guo, China 
Qing-Long Han, Australia 
Hanlin He, China 
Daniel Ho, Hong Kong 
Zhongsheng Hou, China 
Huosheng Hu, UK 
Jinglu Hu, Japan 
Junhao Hu, China 
Marc van Hulle, Belgium 
Danchi Jiang, Australia 
Haijun Jiang, China 
Shunshoku Kanae, Japan 
Rhee Man Kil, Republic of Korea 
Sungshin Kim, Korea 
Arto Klami, Finland 
Rakhesh Singh Kshetrimayum, India 
Hon Keung Kwan, Canada 
Chuandong Li, China 
Kang Li, UK 
Li Li, China 
Michael Li, Australia 
Ping Li, Hong Kong 
Shutao Li, China 
Xiaoli Li, UK 
Xiaoou Li, Mexico 
Yangmin Li, Macao 

Hualou Liang, USA 
Jinling Liang, China 
Wudai Liao, China 
Alan Liew, Australia 
Ju Liu, China 
Li Liu, USA 
Meiqin Liu, China 
Wenxin Liu, USA 
Yan Liu, USA 
Jianquan Lu, Hong Kong 
Jinhu Lu, China 
Wenlian Lu, China 
Jinwen Ma, China 
Ikuko Nishkawa, Japan 
Seiichi Ozawa, Japan 
Jaakko Peltonen, Finland 
Juan Reyes, Mexico 
Jose de Jesus Rubio, Mexico 
Eng. Sattar B. Sadkhan, Iraq 
Gerald Schaefer, UK 
Michael Small, Hong Kong 
Qiankun Song, China 
Humberto Sossa, Mexico 
Bingyu Sun, China 
Norikazu Takahashi, Japan 
Manchun Tan, China 
Ying Tan, China 
Christos Tjortjis, UK 
Michel Verleysen, Belgium 
Bing Wang, UK 
Dan Wang, China 
Dianhui Wang, Australia 
Meiqing Wang, China 
Rubin Wang, China 
Xin Wang, China 
Zhongsheng Wang, China 
Jinyu Wen, China 
Wei Wu, China 
Degui Xiao, China 
Rui Xu, USA 
Yingjie Yang, UK 
Kun Yuan, China 
Xiaoqin Zeng, China 
Jie Zhang, UK 
Liqing Zhang, China 



                                                     Organization  XI 

Publications Committee Members 

Guici Chen 
Huangqiong Chen 
Shengle Fang 
Lizhu Feng 
Junhao Hu 
Feng Jiang 
Bin Li 
Yanling Li 
Mingzhao Li 
Lei Liu 
Xiaoyang Liu 
Cheng Wang 
Xiaohong Wang  

Zhikun Wang 
Shiping Wen 
Ailong Wu 
Yongbo Xia 
Li Xiao 
Weina Yang 
Zhanying Yang 
Tianfeng Ye 
Hongyan Yin 
Lingfa Zeng 
Yongchang Zhang 
Yongqing Zhao 
Song Zhu 

Technical Committee Members 

Helena Aidos 
Antti Ajanki,  
Tholkappia AraSu 
Hyeon Bae 
Tao Ban 
Li Bin 
Binghuang Cai 
Lingru Cai 
Xindi Cai 
Qiao Cai 
Chao Cao 
Hua Cao 
Jinde Cao 
Kai Cao 
Wenbiao Cao 
Yuan Cao 
George Cavalcanti 
Lei Chang 
Mingchun Chang 
Zhai Chao 
Cheng Chen 
Gang Chen 
Guici Chen 
Ke Chen 
Jiao Chen 
Lei Chen 
Ming Chen 
Rongzhang Chen 

Shan Chen 
Sheng Chen 
Siyue Chen 
TianYu Chen 
Wei Chen 
Xi Chen 
Xiaochi Chen 
Xiaofeng Chen 
XinYu Chen 
Xiong Chen 
Xuedong Chen 
Yongjie Chen 
Zongzheng Chen 
Hao Cheng 
Jian Cheng 
Long Cheng 
Zunshui Cheng 
Rong Chu 
Bianca di Angeli C.S. Costa 
Jose Alfredo Ferreira Costa 
Dadian Dai 
Jianming Dai 
Jayanta Kumar Debnath 
Spiros Denaxas 
Chengnuo Deng 
Gang Deng 
Jianfeng Deng 
Kangfa Deng 



 Organization XII 

Zhipo Deng 
Xiaohua Ding 
Xiuzhen Ding 
Zhiqiang Dong 
Jinran Du 
Hongwu Duan 
Lijuan Duan 
Xiaopeng Duan 
Yasunori Endo 
Andries Engelbrecht 
Tolga Ensari 
Zhengping Fan 
Fang Fang 
Haitao Fang 
Yuanda Fang 
June Feng 
Lizhu Feng 
Yunqing Feng 
Avgoustinos Filippoupolitis 
Liang Fu 
Ruhai Fu 
Fang Gao 
Lei Gao 
Ruiling Gao 
Daoyuan Gong 
Xiangguo Gong 
Fanji Gu 
Haibo Gu 
Xingsheng Gu 
Lihe Guan 
Jun Guo 
Songtao Guo 
Xu Guo 
Fengqing Han 
Pei Han 
Qi Han 
Weiwei Han 
Yishan Han 
Yunpeng Han  
Hanlin He 
Jinghui He 
Rui He 
Shan He 
Tonejun He 
Tongjun He 
Wangli He 
Huosheng Hu 

Li Hong 
Liu Hong  
Ruibing Hou 
Cheng Hu 
Jin Hu 
Junhao Hu 
Hao Hu 
Hui Hu 
Ruibin Hu 
Sanqing Hu 
Xiaolin Hu 
Xiaoyan Hu 
Chi Huang 
Darong Huang 
Diqiu Huang 
Dongliang Huang 
Gan Huang 
Huayong Huang 
Jian Huang 
Li Huang 
Qifeng Huang 
Tingwen Huang 
Zhangcan Huang  
Zhenkun Huang 
Zhilin Huang 
Rey-Chue Hwang 
Sae Hwang 
Hui Ji 
Tianyao Ji 
Han Jia 
Danchi Jiang 
Shaobo Jiang 
Wei Jiang 
Wang Jiao 
Xianfa Jiao 
Yiannis Kanellopoulos 
Wenjing Kang 
Anthony Karageorgos 
Masanori KaWakita 
Haibin Ke 
Seong-Joo Kim 
Peng Kong 
Zhanghui Kuang 
Lingcong Le 
Jong Min Lee 
Liu Lei 
Siyu Leng 



                                                     Organization  XIII 

Bing Li 
Changping Li 
Chuandong Li 
Hui Li 
Jian Li 
Jianmin Li 
Jianxiang Li 
Kelin Li 
Kezan Li 
Lei Li 
Li Li 
Liping Li 
Lulu Li 
Ming Li 
Na Li 
Ping Li 
Qi Li 
Song Li 
Weiqun Li 
Wenlong Li 
Wentian Li 
Shaokang Li 
Shiying Li 
Tian Li 
Wei Li 
Wu Li 
Xiang Li 
Xiaoli Li 
Xiaoou Li 
Xin Li 
Xinghai Li 
Xiumin Li 
Yanlin Li 
Yanling Li 
Yong Li 
Yongfei Li 
Yongmin Li 
Yuechao Li 
Zhan Li 
Zhe Li 
Jinling Liang 
Wudai Liao 
Wei Lin 
Zhihao Lin 
Yunqing Ling 
Alex Liu 
Bo Liu 

Da Liu  
Dehua Li 
Dayuan Liu 
Dongbing Liu 
Desheng Liu 
F. C. Liu 
Huaping Liu 
Jia Liu 
Kangqi Liu 
Li Liu 
Ming Liu 
Qian Liu 
Qingshan Liu 
Shangjin Liu 
Shenquan Liu 
Shi Liu 
Weiqi Liu 
Xiaoyang Liu 
Xiuquan Liu 
Xiwei Liu  
XinRong Liu 
Yan Liu 
Yang Liu 
Yawei Liu 
Yingju Liu 
Yuxi Liu 
Zhenyuan Liu 
Zijian Liu 
Yimin Long 
Georgios Loukas 
Jinhu Lu 
Jianquan Lu 
Wen Lu 
Wenlian Lu 
Wenqian Lu 
Tongting Lu 
Qiuming Luo 
Xucheng Luo 
Chaohua Ma 
Jie Ma 
Liefeng Ma 
Long Ma 
Yang Ma 
Zhiwei Ma 
Xiaoou Mao 
Xuehui Mei 
Xiangpei Meng 



 Organization XIV 

Xiangyu Meng 
Zhaohui Meng 
Guo Min 
Rui Min 
Yuanneng Mou 
Junichi Murata 
Puyan Nie 
Xiushan Nie 
Gulay Oke 
Ming Ouyang 
Yao Ouyang 
Seiichi Ozawa 
Neyir Ozcan 
Joni Pajarinen 
Hongwei Pan 
Linqiang Pan 
Yunpeng Pan 
Tianqi Pang 
Kyungseo Park 
Xiaohan Peng 
Zaiyun Peng 
Gao Pingan 
Liquan Qiu 
Jianlong Qiu 
Tapani Raiko 
Congjun Rao 
Fengli Ren 
Jose L. Rosseilo 
Gongqin Ruan 
Quan Rui 
Sattar B. Sadkhan 
Renato Jose Sassi Sassi 
Sibel Senan 
Sijia Shao 
Bo Shen 
Enhua Shen 
Huayu Shen 
Meili Shen 
Zifei Shen 
Dianyang Shi 
Jinrui Shi 
Lisha Shi 
Noritaka Shigei 
Atsushi Shimada 
Jiaqi Song 
Wen Song 
Yexin Song 

Zhen Song 
Zhu Song 
Gustavo Fontoura de Souza 
Kuo-Ho Su 
Ruiqi Su 
Cheng Sun 
Dian Sun 
Junfeng Sun 
Lisha Sun 
Weipeng Sun 
Yonghui Sun 
Zhaowan Sun 
Zhendong Sun 
Manchun Tan 
Xuehong Tan 
Yanxing Tan 
Zhiguo Tan 
Bing Tang 
Hao Tang 
Yili Tang 
Gang Tian 
Jing Tian 
Yuguang Tian 
Stelios Timotheou 
Shozo Tokinaga 
Jun Tong 
Joaquin Torres Sospedra 
Hiroshi Wakuya 
Jin Wan 
B.H. Wang 
Cheng Wang 
Fan Wang 
Fen Wang 
Gang Wang 
Gaoxia Wang 
Guanjun Wang 
Han Wang 
Heding Wang 
Hongcui Wang 
Huayong Wang 
Hui Wang 
Huiwei Wang 
Jiahai Wang 
Jian Wang 
Jin Wang 
Juzhi Wang 
Kai Wang 



                                                     Organization  XV 

Lan Wang 
Lili Wang 
Lu Wang 
Qilin Wang 
Qingyun Wang 
Suqin Wang 
Tian Wang 
Tianxiong Wang 
Tonghua Wang 
Wei Wang 
Wenjie Wang 
Xiao Wang 
Xiaoping Wang 
Xiong Wang 
Xudong Wang 
Yang Wang 
Yanwei Wang 
Yao Wang 
Yiping Wang 
Yiyu Wang 
Yue Wang 
Zhanshan Wang 
Zhengxia Wang 
Zhibo Wang 
Zhongsheng Wang 
Zhihui Wang 
Zidong Wang 
Zhuo Wang 
Guoliang Wei 
Li Wei 
Na Wei 
Shuang Wei 
Wenbiao Wei 
Yongchang Wei 
Xiaohua Wen 
Xuexin Wen 
Junmei Weng 
Yixiang Wu 
You Wu 
Huaiqin Wu 
Zhihai Wu 
Bin Xia 
Weiguo Xia 
Yonghui Xia 
Youshen Xia 
Zhigu Xia 
 

Zhiguo Xia 
Xun Xiang 
Chengcheng Xiao 
Donghua Xiao 
Jiangwen Xiao 
Yongkang Xiao 
Yonkang Xiao 
Yong Xie 
Xiaofei Xie 
Peng Xin 
Chen Xiong 
Jinghui Xiong 
Wenjun Xiong  
Anbang Xu 
Chen Xu 
Hesong Xu 
Jianbing Xu 
Jin Xu 
Lou Xu 
Man Xu 
Xiufen Yu 
Yan Xu 
Yang Xu 
Yuanlan Xu 
Zhaodong Xu 
Shujing Yan 
Dong Yang 
Fan Yang 
Gaobo Yang 
Lei Yang 
Sihai Yang 
Tianqi Yang 
Xiaolin Yang 
Xing Yang 
Xue Yang 
Yang Yang 
Yongqing Yang 
Yiwen Yang 
Hongshan Yao  
John Yao 
Xianfeng Ye  
Chenfu Yi 
Aihua Yin 
Lewen Yin 
Qian Yin 
Yu Ying 
 



 Organization XVI 

Xu Yong 
Yuan You 
Shuai You 
Chenglong Yu 
Liang Yu 
Lin Yu 
Liqiang Yu 
Qing Yu 
Yingzhong Yu 
Zheyi Yu 
Jinhui Yuan 
Peijiang Yuan 
Eylem Yucel 
Si Yue 
Jianfang Zeng 
Lingjun Zeng 
Ming Zeng 
Yi Zeng 
Zeyu Zhang 
Zhigang Zeng 
Cheng Zhang 
Da Zhang 
Hanling Zhang 
Haopeng Zhang 
Kaifeng Zhang 
Jiacai Zhang 
Jiajia Zhang 
Jiangjun Zhang 
Jifan Zhang 
Jinjian Zhang 
Liming Zhang 
Long Zhang 
Qi Zhang 
Rui Zhang 
Wei Zhang 
Xiaochun Zhang 
Xiong Zhang 
Xudong Zhang 
Xuguang Zhang 
Yang Zhang 
Yangzhou Zhang 
Yinxue Zhang 
Yunong Zhang 
Zhaoxiong Zhang 

YuanYuan 
Bin Zhao 
Jin Zhao 
Le Zhao 
Leina Zhao 
Qibin Zhao 
Xiaquan Zhao 
Zhenjiang Zhao 
Yue Zhen 
Changwei Zheng 
Huan Zheng 
Lina Zheng 
Meijun Zheng 
Quanchao Zheng  
Shitao Zheng 
Ying Zheng 
Xun Zheng 
Lingfei Zhi 
Ming Zhong 
Benhai Zhou 
Jianxiong Zhou 
Jiao Zhou 
Jin Zhou 
Jinnong Zhou 
Junming Zhou 
Lin Zhou 
Rong Zhou 
Song Zhou 
Xiang Zhou 
Xiuling Zhou 
Yiduo Zhou 
Yinlei Zhou 
Yuan Zhou 
Zhenqiao Zhou 
Ze Zhou 
Zhouliu Zhou 
Haibo Zhu 
Ji Zhu 
Jiajun Zhu 
Tanyuan Zhu 
Zhenqian Zhu 
Song Zhu 
Xunlin Zhu 
Zhiqiang Zuo 

 



Table of Contents – Part III

Optimization

A Modified Projection Neural Network for Linear Variational
Inequalities and Quadratic Optimization Problems . . . . . . . . . . . . . . . . . . . 1

Minghui Jiang, Yongqing Zhao, and Yi Shen

Diversity Maintenance Strategy Based on Global Crowding . . . . . . . . . . . . 10
Qiong Chen, Shengwu Xiong, and Hongbing Liu

Hybrid Learning Enhancement of RBF Network Based on Particle
Swarm Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

Sultan Noman Qasem and Siti Mariyam Shamsuddin

Chaos Cultural Particle Swarm Optimization and Its Application . . . . . . 30
Ying Wang, Jianzhong Zhou, Youlin Lu, Hui Qin, and
Yongchuan Zhang

Application of Visualization Method to Concrete Mix Optimization . . . . 41
Bin Shi, Liexiang Yan, and Quan Guo

A Novel Nonparametric Regression Ensemble for Rainfall Forecasting
Using Particle Swarm Optimization Technique Coupled with Artificial
Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Jiansheng Wu and Enhong Chen

A Revised Neural Network for Solving Quadratic Programming
Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

Yinjie Sun

The Separation Property Enhancement of Liquid State Machine by
Particle Swarm Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

Jiangshuai Huang, Yongji Wang, and Jian Huang

A Class of New Large-Update Primal-Dual Interior-Point Algorithms
for P∗(κ) Linear Complementarity Problems . . . . . . . . . . . . . . . . . . . . . . . . . 77

Huaping Chen, Mingwang Zhang, and Yuqin Zhao

A Novel Artificial Immune System for Multiobjective Optimization
Problems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

Jiaquan Gao and Lei Fang

A Neural Network Model for Solving Nonlinear Optimization Problems
with Real-Time Applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

Alaeddin Malek and Maryam Yashtini



Evolutionary Markov Games Based on Neural Network . . . . . . . . . . . . . . . 109
Liu Weibing, Wang Xianjia, and Huang Binbin

Another Simple Recurrent Neural Network for Quadratic and Linear
Programming . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116

Xiaolin Hu and Bo Zhang

A Particle Swarm Optimization Algorithm Based on Genetic Selection
Strategy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

Qin Tang, Jianyou Zeng, Hui Li, Changhe Li, and Yong Liu

Structure Optimization Algorithm for Radial Basis Probabilistic
Neural Networks Based on the Moving Median Center Hyperspheres
Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

Ji-Xiang Du and Chuan-Min Zhai

Nonlinear Component Analysis for Large-Scale Data Set Using
Fixed-Point Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

Weiya Shi and Yue-Fei Guo

Optimal Reactive Power Dispatch Using Particle Swarms Optimization
Algorithm Based Pareto Optimal Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

Yan Li, Pan-pan Jing, De-feng Hu, Bu-han Zhang,
Cheng-xiong Mao, Xin-bo Ruan, Xiao-yang Miao, and
De-feng Chang

Robotics

A Robust Non-Line-Of-Sight Error Mitigation Method in Mobile
Position Location . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 162

Sumei Chen, Ju Liu, and Lin Xue

Research on SSVEP-Based Controlling System of Multi-DoF
Manipulator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

Hui Shen, Li Zhao, Yan Bian, and Longteng Xiao

Tracking Control of Robot Manipulators via Orthogonal Polynomials
Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178

Hongwei Wang and Shuanghe Yu

Q-Learning Based on Dynamical Structure Neural Network for Robot
Navigation in Unknown Environment . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188

Junfei Qiao, Ruiyuan Fan, Honggui Han, and Xiaogang Ruan

Research on Mobile Robot’s Motion Control and Path Planning . . . . . . . 197
Shigang Cui, Xuelian Xu, Li Zhao, Liguo Tian, and Genghuang Yang

XVIII Table of Contents – Part III



Table of Contents – Part III  XIX

A New Cerebellar Model Articulation Controller for Rehabilitation
Robots . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 207

Shan Liu, Yongji Wang, Yongle Xie, Shuyan Jiang, and
Jinsong Meng

Layer-TERRAIN: An Improved Algorithm of TERRAIN Based on
Sequencing the Reference Nodes in UWSNs . . . . . . . . . . . . . . . . . . . . . . . . . 217

Yue Liang and Zhong Liu

A Hybrid Neural Network Method for UAV Attack Route Integrated
Planning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226

Nan Wang, Xueqiang Gu, Jing Chen, Lincheng Shen, and Min Ren

Hybrid Game Theory and D-S Evidence Approach to Multiple UCAVs
Cooperative Air Combat Decision . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 236

Xingxing Wei, Haibin Duan, and Yanran Wang

FCMAC Based Guidance Law for Lifting Reentry Vehicles . . . . . . . . . . . . 247
Hao Wu, Chuanfeng Li, and Yongji Wang

Hybrid Filter Based Simultaneous Localization and Mapping for a
Mobile Robot . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 257

Kyung-Sik Choi, Bong-Keun Song, and Suk-Gyu Lee

Using Toe-off Impulse to Control Chaos in the Simplest Walking Model
via Artificial Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 267

Saeed Jamali, Karim Faez, Sajjad Taghvaee, and
Mostafa Ozlati Moghadam

Reinforcement Learning Control of a Real Mobile Robot Using
Approximate Policy Iteration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 278

Pengcheng Zhang, Xin Xu, Chunming Liu, and Qiping Yuan

Image Processing

A Simple Neural Network for Enhancement of Image Acuity by
Fixational Instability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 289

Daqing Yi, Ping Jiang, and Jin Zhu

A General-Purpose FPGA-Based Reconfigurable Platform for Video
and Image Processing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 299

Jie Li, Haibo He, Hong Man, and Sachi Desai

Image Analysis by Modified Krawtchouk Moments . . . . . . . . . . . . . . . . . . . 310
Luo Zhu, Jiaping Liao, Xiaoqin Tong, Li Luo, Bo Fu, and
Guojun Zhang



XX  Table of Contents – Part III

Efficient Provable Secure ID-Based Directed Signature Scheme without
Random Oracle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 318

Jianhong Zhang, Yixian Yang, and Xinxin Niu

Mask Particle Filter for Similar Objects Tracking . . . . . . . . . . . . . . . . . . . . 328
Huaping Liu, Fuchun Sun, and Meng Gao

An Efficient Wavelet Based Feature Extraction Method for Face
Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 337

Iman Makaremi and Majid Ahmadi

Face Recognition Based on Histogram of Modular Gabor Feature and
Support Vector Machines . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 346

Xiaodong Li, Shumin Fei, and Tao Zhang

Feature-Level Fusion of Iris and Face for Personal Identification . . . . . . . . 356
Zhifang Wang, Qi Han, Xiamu Niu, and Christoph Busch

Watermark Image Restoration Method Based on Block Hopfield
Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365

Xiaohong Ma, Xin Li, and Hualou Liang

An English Letter Recognition Algorithm Based Artificial Immune . . . . . 371
Chunlin Liang, Lingxi Peng, Yindie Hong, and Jing Wang

Interpretation of Ambiguous Zone in Handwritten Chinese Character
Images Using Bayesian Network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 380

Zhongsheng Cao, Zhewen Su, and Yuanzhen Wang

Weather Recognition Based on Images Captured by Vision System in
Vehicle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 390

Xunshi Yan, Yupin Luo, and Xiaoming Zheng

Selecting Regions of Interest for the Diagnosis of Alzheimer Using
Brain SPECT Images . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 399

Diego Salas-Gonzalez, Juan M. Górriz, Javier Ramı́rez,
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A Modified Projection Neural Network for
Linear Variational Inequalities and Quadratic

Optimization Problems

Minghui Jiang1, Yongqing Zhao1, and Yi Shen2

1 Institute of Nonlinear and Complex System, China Three Gorges University,
YiChang, Hubei 443002, China

2 Department of Control Science and Engineering,
Huazhong University of Science and Technology, Wuhan, Hubei 430074, China

Abstract. Variational inequalities provide us with a tool to study a
wide class of optimization arising in pure and applied sciences. In the
paper,we present a neural network for solving linear variational inequal-
ities and quadratic optimization by using a projection techniques. We
also consider the global uniqueness of the solution of the neural net-
work as well as the convergence of the modified projection neural net-
work. Our results present a significant improvement of previously known
projection methods for solving variational inequalities and related opti-
mization problems. Two simulation examples are provided to show the
effectiveness of the approach and applicability of the proposed criteria.

Keywords: Neural network, Stability, Optimization.

1 Introduction

Variational inequalities, which was studied in the sixties, has emerged as an in-
teresting branch of applicable mathematics with a wide range of applications
in industry, finance, and applied sciences. While Optimization problems, such
as quadratic programming problems, are special cases of variational inequali-
ties. Meanwhile Optimization problems arise in a wide variety of scientific and
engineering applications including signal processing, function approximation, re-
gression analysis, and so on. In many engineering and scientific applications, the
real-time solution of optimization problems and variational inequality are widely
required. However, traditional algorithms for digital computers may not be effi-
cient since the computing time required for a solution is greatly dependent on
the dimension and structure of the problems. One possible and very promising
approach to real-time optimization and variational inequality is to apply arti-
ficial neural networks. Because of the inherent massive parallelism, the neural
network approach can solve optimization problems and variational inequality in
running time at the orders of magnitude much faster than those of the most
popular algorithms executed on general-purpose digital computers. The intro-
duction of artificial neural networks in optimization and variational inequality

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 1–9, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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was stated in 1980s . Since then, significant research results have been achieved
for various optimization and variational inequality. The neural network for solv-
ing programming problems was first proposed by Tank and Hopfield [1] in 1986.
In 1987, Kennedy and Chua [2] proposed an improved model that always guaran-
teed convergence. However, their new model converges to only an approximation
of the optimal solution. In 1990, Rodriguez-Vazquez et al. [3] presented a class
of neural networks for solving optimization problems. Based on dual and pro-
jection methods [4] Xia et al. [5-9] presented several neural network for solving
variational inequality and quadratic programming problems. Zhang [10] pro-
posed the Lagrangian network and Wang et al. Chen and Fang [11] proposed a
delayed neural network for solving convex quadratic programming problems by
using the penalty function approach. However, this network can not converge
an exact optimal solution and has an implementation problem when the penalty
parameter is very large. In [12], the linear optimization neural network for as-
sociative memory was proposed by Tao, Liu and Cui. Effati and Nazemi [13]
proposed a class of neural networks for solving optimization problems, but the
conditions in the paper are hard to verify. The projection neural network for
solving monotone linear variational inequalities and linear and quadratic opti-
mization was given by Hu and Wang in [14], and the some interesting results are
obtained. To speed the convergence of the projection neural network for solving
the linear variational inequalities and quadratic optimization, we propose the
modified projection neural network. Compared with the simulation results of
the neural networks in other references, the convergence rate in this paper is
more than one in [15].

This paper consists of the following sections. Section 2 describes some prelimi-
naries. Existence, uniqueness and exponential stability of the modified projected
neural network are discussed in the Section 3. In Section 4, two illustrative ex-
amples are given to verify the effectiveness of the results in this paper. Finally,
concluding remarks are made in Section 5.

2 Preliminaries

In this paper, we are concerned with the following linear variational inequal-
ity(LVI): find x∗ ∈ Ω such that

(Qx∗ + c)T (x− x∗) ≥ 0 ∀x ∈ Ω (1)

where Q ∈ Rn×n, and c ∈ Rn, and

Ω = {x ∈ Rn | d ≤ x ≤ h} (2)

with d, h ∈ Rn are bounded.
The above LVI is equivalent to the following quadratic programming prob-

lem[15]

minimize f(x) =
1
2
xT Qx + cT x

subject to x ∈ Ω (3)
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where the parameters are the same as in (1) and (18). Recently,Xia and Wang
[5,8], Hu and Wang [14] designed the projection neural networks for solving the
above variational inequality and quadratic optimization problem.

To solve (1) and (17), the following modified projection neural network model
was considered in [15].

dx

dt
= −x + PΩ(x − α∇f(x)), ∀x ∈ Rn (4)

where PΩ(x) = {PΩ(x1), PΩ(x2), · · · , PΩ(xn)}T , ∇f(x) = Qx + c, α > 0,
∇2f(x) = Q and

PΩ(xi) =

⎧⎨⎩di xi < di

xi di ≤ xi ≤ hi

hi xi > hi

(5)

If x is an equilibrium point of the neural network (4), then

x = PΩ(x− α∇f(x)).

Thus,
x = PΩ(−α∇f(x) + PΩ(x− α∇f(x))).

Therefore, we can consider the following modified projection neural network
dx

dt
= −x + PΩ(−α∇f(PΩ(x− α∇f(x))) + PΩ(x− α∇f(x))), ∀x ∈ Rn (6)

Remark 1. The term x in PΩ(x− α∇f(x)) in the projection neural network (4)
is replaced with PΩ(x−α∇f(x)) as ”predictor step” in the modified projection
neural network (6).
For the convenience of discussion, some notations and definitions are introduced.
Square matrix Q > 0 denotes by positive definite, and ‖x‖ means the l2 norm of
a vector x; λmin(Q), λmax(Q) stands for the minimum and maximum eigenvalue
of the matrix Q, respectively.

Definition 1. The network (6) is said to be globally exponentially stable at x∗,
if there are constants ε > 0 and M ≥ 0 such that for any solution x(t) with the
initial point x(t0) ∈ Rn, one has

‖x(t)− x∗‖ ≤ M‖x(t0)− x∗‖e−ε(t−t0), ∀t ≥ t0.

Definition 2. A mapping F : Rn → Rn is said to be monotone on a set Ω if
∀x, y ∈ Ω

(F (x) − F (y))T (x− y) ≥ 0.

F is said to be strictly monotone on Ω if the strict inequality above holds when-
ever x 	= y, and strongly monotone on Ω if there exists a constant ρ > 0 such
that if ∀x, y ∈ Ω

(F (x) − F (y))T (x− y) ≥ ρ‖x− y‖2.
Definition 3. A mapping F : Rn → Rn is Lipschitz continuous with constant L
if ∀x, y ∈ Ω

‖F (x)− F (y)‖ ≤ L‖x− y‖.
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3 Exponential Stability

Now, we can show the existence and unique of solution of the neural network (6).

Lemma 1. The neural network (6) have only one continuous and unique solution
with initial point x(t0).

Proof. Set F (x) = −x + PΩ(−α∇f(PΩ(x − α∇f(x))) + PΩ(x − α∇f(x))).
By the mean-value theorem[16] and the invariance of the norm for the pro-

jection operator on closed convex set Ω, we have

‖F (x)− F (y)‖ ≤ ‖y − x‖ + ‖PΩ(−α∇f(PΩ(x− α∇f(x))) + PΩ(x − α∇f(x)))
−PΩ(−α∇f(PΩ(y − α∇f(y))) + PΩ(y − α∇f(y)))‖

≤ ‖y − x‖ + ‖(I − sup
0≤t≤1

α∇2f(x + t(x− y)))(PΩ(x− α∇f(x))

−PΩ(y − α∇f(y)))‖
≤ ‖y − x‖ + ‖(I − αQ)2(x− y))‖
≤ [1 +

√
λmax(((I − αQ)2)T (I − αQ)2)]‖y − x‖

= L‖x− y‖
where L = 1 + λmax(((I − αQ)2)T (I − αQ)2.

Therefore F (x) is Lipschitz continuous in Rn. So, there is a continuous and
unique solution x(t) of the neural network (6).

Lemma 2. If λmax(((I − αQ)2)T (I − αQ)2 < 1, then the neural network (6) has
the unique equilibrium point x∗ which satisfies

x∗ = PΩ(−α∇f(PΩ(x∗ − α∇f(x∗))) + PΩ(x∗ − α∇f(x∗))).

Proof. Let T (x) = PΩ(−α∇f(PΩ(x− α∇f(x))) + PΩ(x− α∇f(x))). Then

‖T (x)− T (y)‖ ≤ ‖(−α∇f(PΩ(x− α∇f(x))) + PΩ(x− α∇f(x))) −
(−α∇f(PΩ(y − α∇f(y))) + PΩ(y − α∇f(y)))‖

≤ ‖(I − αQ)[(PΩ(x− α∇f(x))
−PΩ(y − α∇f(y)))]‖

≤
√

λmax(((I − αQ)2)T (I − αQ)2)‖x− y‖. (7)

Therefore, the mapping T (x) is contractive in Rn. Furthermore, T (x) = x has
the unique fixed point[16], that is to say, the neural network (6) has the unique
equilibrium point x∗ which satisfies

x∗ = T (x∗).

Theorem 1. If there exist positive numbers α such that√
λmax(((I − αQ)2)T (I − αQ)2) < 1,
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then the neural network (6) is globally exponentially stable to the unique equi-
librium point x∗.

Proof. By Lemma 1 and Lemma 2, we know that the neural network (6) has the
solution x(t) with initial point x(t0) and unique equilibrium point x∗.

Let x(t) is any solution of the network (1) with any initial function x(t0), and
x∗ denotes the equilibrium point of the neural network (6)

By (6), we get

x(t) = e−I(t−t0)x0 +
∫ t

t0

e−I(t−s)[PΩ(−α∇f(PΩ(x(s)− α∇f(x(s))))

+PΩ(x(s) − α∇f(x(s))))]ds, (8)

and

x∗ = e−I(t−t0)x∗ +
∫ t

t0

e−I(t−s)[PΩ(−α∇f(PΩ(x∗ − α∇f(x∗)))

+PΩ(x∗ − α∇f(x∗)))]ds. (9)

By (8) and (9), we obtain

x(t)− x∗ = e−I(t−t0)(x0 − x∗) +
∫ t

t0

e−I(t−s)[PΩ(−α∇f(PΩ(x(s) − α∇f(x(s))))

+PΩ(x(s) − α∇f(x(s)))) − PΩ(−α∇f(PΩ(x∗ − α∇f(x∗)))
+PΩ(x∗ − α∇f(x∗)))]ds, (10)

Then, by (7), we have

‖x(t)− x∗‖ = ‖e−I(t−t0)(x0 − x∗) +
∫ t

t0

e−I(t−s)

×[PΩ(−α∇f(PΩ(x(s)− α∇f(x(s)))) + PΩ(x(s)− α∇f(x(s))))
−PΩ(−α∇f(PΩ(x∗ − α∇f(x∗))) + PΩ(x∗ − α∇f(x∗)))]ds‖

≤ e−I(t−t0)‖x0 − x∗‖+
∫ t

t0

e−I(t−s)

×‖PΩ(−α∇f(PΩ(x(s) − α∇f(x(s)))) + PΩ(x(s) − α∇f(x(s))))
−PΩ(−α∇f(PΩ(x∗ − α∇f(x∗))) + PΩ(x∗ − α∇f(x∗)))‖ds

≤ e−I(t−t0)‖x0 − x∗‖+
∫ t

t0

e−I(t−s)σ(I − αQ)2‖x(s)− x∗‖ds. (11)

Therefore,

et‖x(t)− x∗‖ ≤ et0‖x0 − x∗‖+
√

λmax(((I − αQ)2)T (I − αQ)2)

×
∫ t

t0

es‖x(s)− x∗‖ds. (12)
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Applying Gronwall inequality[ ] to (12) yields

‖x(t)− x∗‖ ≤ ‖x0 − x∗‖e−ε(t−t0) (13)

where ε = 1−√λmax(((I − αQ)2)T (I − αQ)2) is exponential convergence rate.
It follows from definition 1 that the neural network (6) converges globally

exponentially to the unique equilibrium x∗. This completes the proof.

Corollary 1. If Q > 0 and α < 2/λmax(Q), then the neural network (6) is globally
exponentially stable to the unique equilibrium point x∗.

Proof. It is obvious that if Q > 0 and α < 2/λmax(Q), then

λmax((I − αQ)2) < 1.

Furthermore, we have√
λmax(((I − αQ)2)T (I − αQ)2) < 1.

Therefore, by Theorem 1, we get it.

Remark 2. If the conditions of Corollary 1 hold, the LVI (1) is monotone and
the equilibrium x∗ of the modified neural network (6) is either the solution of
the LVI (1) or the optimization solution of the optimization problem (17).

Remark 3. To speed the convergence of the modified neural network (6), we can
design the following projection neural network

dx

dt
= N [−x + PΩ(−α∇f(PΩ(x− α∇f(x))) + PΩ(x− α∇f(x)))] (14)

where N > 0, λmin(N) > 1.

The convergence proof of the neural network (14) is similar to one of Theorem
1 and here omitted.

4 Examples

In this section, two examples will be given to show the validity of our results.

Example 1. Consider the following linear variational inequality(LVI): find x∗ ∈ Ω
such that

(Qx∗ + c)T (x− x∗) ≥ 0 ∀x ∈ Ω (15)

where Q =

⎛⎝1 1 1
0 1 1
0 0 1

⎞⎠ , and c = (−1 − 1 − 1)T , and

Ω = {x ∈ R3 | 0 ≤ xi ≤ 1, i = 1, 2, 3.} (16)
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Fig. 1. Dynamical behavior of the neural network (6) with 5 random initial conditions

Let α = 0.9, then
√

λmax(((I − αQ)2)T (I − αQ)2) = 0.6786 < 1. Thus, the con-
dition of Theorem 1 holds. The modified projection neural networks (6) and (14)
converges globally exponentially to the solution (0, 0, 1) of the linear variational
inequality (15). Figure 1 demonstrates the neural network designed converges
exponentially to (x∗

1, x
∗
2, x

∗
3) = (0, 0, 1).

Example 2. Consider the following quadratic programming problem

minimize f(x) =
1
2
xT Qx + cT x

subject to x ∈ Ω (17)

Q =

⎛⎝2 1 1
1 2 1
1 1 3

⎞⎠ , and c = (2 − 1 4)T , and

Ω = {x ∈ R3 | −2 ≤ xi ≤ 2, i = 1, 2, and 3 ≤ x3 ≤ 5}. (18)

It is obvious that Q > 0. Take α = 0.2 < 2/λmax(Q) = 2/4.4142 = 0.4531, so
the conditions of Corollary 1 hold. According to Corollary 1, the modified projec-
tion neural networks (14) with N = 4I converges globally exponentially to the
solution (−2, 0, 3) of the optimization problem (17). Figure 2 shows the neural
network designed converges exponentially to (x∗

1, x
∗
2, x

∗
3) = (−2, 0, 3). Compared

with the above simulation, we use the neural network (4) to compute the opti-
mization problem in this example. Fig 3 depicts the trajectories x(t) of the neural
network (4). From the proof of the Theorem 1 and demonstrate of the Example
2, We can conclude that the convergence speed of the modified projection neural
network (6) is faster than one of the projection neural network (4).
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Fig. 2. Transient behavior of the neural network (14) with 5 random initial conditions
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Fig. 3. Trajectories of the neural network (14) with 5 random initial conditions

5 Conclusions

In this paper, the modified neural network (6) are studied. The Theorem 1 and
Corollary 1 ensure that the neural network (6) ultimately converge to the solu-
tion of variation inequality (1)with the constrained condition (18) and quadratic
optimization (6). These results are very easy to verified. Hence, it is very conve-
nience in application. Finally, simulations demonstrate the validity and feasibility
of our proposed neural network.
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Abstract. In the design of multi-objective evolutionary algorithm, the diversity 
maintenance is essential to access the convergence of multi-objective optimiza-
tion solutions. This paper presents a new diversity maintenance strategy based 
on global crowding, which is addressed for pruning non-dominated solutions as 
well as preserving a wide-spread distributed solution set and maintaining popu-
lation diversity. Later on, inspired by the conception of entropy in information 
theory, the entropy metrics is defined and applied to assess the proposed strat-
egy. Two-dimensional and multi-dimensional numerical experiment results 
demonstrate that the proposed strategy shows better performance in the entropy 
reduction and losses of uniform distribution than traditional diversity mainte-
nance strategies.  

Keywords: Global Crowding, Diversity Maintenance Strategies, Entropy Met-
rics, Multi-Objective Evolutionary Algorithm. 

1   Introduction 

There are a large variety of living things on earth, which is known as biological diver-
sity. Biological diversity is an objective fact. The so-called biological diversity, which 
includes species diversity, genetic diversity and ecosystem diversity, refers to the 
diversity of animals, plants, and microorganisms on earth as well as their heredity and 
mutation. The random variation of gene frequency in small population would give rise 
to the phenomenon of “genetic drift”. Accurately, it is just like a long-term bottleneck 
effect. This effect shall repeatedly ruin hetero-zygosity (that is to increase homo-
zygosity), reduce the mutation force and eventually result in the loss of genes and 
allelic genes. This will lead to the loss of genetic diversity. From the loss mechanism 
of biological diversity, we know that genetic drift is a key factor of causing the loss of 
genetic diversity, and the degree of drift is often the function of population size. From 
the perspective of population diversity maintenance, the population diversity is in 
proportion to the population size. Due to the limitation of computational resource, the 
population size can not be infinite, it is only be maintained at a reasonable standard. 
Therefore increasing the population size is not an effective way to solve diversity 
problems. The multi-objective evolutionary algorithm is to find wide-spread and uni-
form distributed optimum Pareto front as much as possible [1]. At the same time, in 
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order to avoid the convergence of population to single individual during the evolu-
tionary process, corresponding strategies must be designed to maintain the diversity 
of population. Researchers have conceived several different strategies through which 
algorithm can finally find wide-spread and uniform distributed solutions. Among of 
these researches, NSGA-II [2], SPEA-II [3] and PAES [4] have made significant 
contributions to multi-objective evolutionary optimization. 

This paper proposes a diversity evaluation strategy based on global crowding—
Global Crowding Algorithm (GCA). GCA is used for individual’s selection process to 
ensure the wide-spread and uniform distribution of individual and then maintain the 
diversity of population in the evolutionary process. The crowding measurement of 
individual is different from the Crowding Distance (CD) in one neighbor in NSGA-II 
and the nearest neighbor in SPEA-II, the proposed strategy uses the individual global 
crowding metrics instead of the local one. The individual crowding strength is de-
cided by all other individual rather than a part of individual in the population. 

The paper is organized as follows: Related work on traditional diversity mainte-
nance strategies and diversity entropy metrics based on density estimation is de-
scribed in Section 2. Section 3 proposes a new diversity maintenance strategy based 
on global crowding. Two-dimensional and multi-dimensional numerical experimental 
results are analyzed and concluded in Section 4 and Section 5. 

2   Classical Density Estimation and Entropy Metrics 

2.1   Classical Density Estimation  

Generally speaking, in evolutionary algorithm, population would often converge to a 
single solution in implementing evolutionary process due to some random errors of 
evolutionary arithmetic operators. To avoid this situation, the diversity maintenance 
strategy of most evolutionary algorithms in current generation population is to use 
individual's density information in selection process, which decides the probability of 
selecting to the next generation. If the individual has high density in its neighbor, then 
it will have small chance to be selected and replicated to the next generation. This 
paper summarized two common kinds of density estimation of classical multi-
objective evolutionary algorithms, which are the kernel estimation and the nearest 
neighbor estimation.  

The kernel estimation is to define a point’s neighborhood scope through a kernel 
function K which uses the distance to another point as the parameter. In practice, 

( )ik d∑ －the distance ( id ) between any individual and another individual i can be 

calculated by the mapping of the kernel function k . ( )ik d∑  represents the individual 

density estimation. NSGA-II algorithm [2] is a typical kernel estimation method, in 
which Deb used the crowding distance to estimate density.  The density information is 
calculated by individual’s crowding distance. The Crowding Distance (CD) of the i-th 
solution in its front is the average side-length of the cuboid. 

The nearest neighbor estimation method calculates the distance between the given 
point and its k-th nearest neighbor and then estimates the density in defined neighbor. 
The nearest neighbor estimation method was first proposed by B.W.Silverman. 
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SPEA-II is an adaptation of the k-th nearest neighbor method, where the density at 
any point is a decreasing function of the distance to the k-th nearest data point. In this 
paper, this kind of crowding evaluation algorithm is called k-th algorithm for short. 

2.2   Entropy Metrics of Diversity 

We denote the population set as A, which is divided into Q parts { }1 2, , , QS S S S= … ,  

i
i

S
P

A
= . Then the population diversity entropy is defined as 

1

lg( )
Q

i
i

H P P
=

= −∑ . Pro-

vided the number of population |A| is constant, from the definition of diversity en-
tropy, it can be concluded that the value of iP  is close if the individuals can be uni-

form distributed in each divided subset [5]. That is to say a high uncertainty of the 
distribution of individuals means that the population has a high entropy value H. 
Therefore, in the multi-objective evolutionary algorithms, great entropy value corre-
sponds to well-diversity of population in decision space. For this reason, the entropy 
value is expected to be great as far as possible to improve the population diversity. In 
the multi-objective evolutionary process, individuals distributed in population space 
will gradually approach to the optimal Pareto front. The entropy value will be de-
creased with the population converging to Pareto optimal front in the evolutionary 
process. To keep solution uniformly distributed among Pareto optimal front, the en-
tropy value could be decreased slowly in the process of the individuals converging to 
the optimal solution. Therefore, entropy is a good alternative of metric of population 
diversity.  

3   Diversity Maintenance Strategy Based on Global Crowding 

The crowding evaluation function often used in diversity maintenance strategy is 
generally summarized as density estimation method. The density here can be under-
stood similar to that in physics. The density-like evaluation algorithm only depends 
on partial property of local individuals but not global individuals. It is very important 
whether the diversity have global property in the evolutionary process. The degree of 
an individual’s crowding is determined by global influence strength of all other indi-
vidual in the population rather than local neighbor individuals. Thus, due to the disad-
vantages of local density-like evaluation, a new global estimation algorithm based on 
global crowding is proposed to keep the population diversity. 

Following definitions and conclusions are given to describe the characteristics of 
the proposed scheme. 

Definition 1. For a population vector set A, if , 1,2,ia A i A∈ = … , A N= , ( )k
ia  

denotes the k-th nearest individual to ia , and ( )k
ia A∈ , ( )k

i ia a≠ , ( )k
id  denotes the 

distance between ia  and the k-th nearest individual , then 
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( ) ( ) , 1, 2, 1k k
i i id a a k A= − = −…  

The following conclusion can be easily derived from the above definition: 

Lemma 1. For the population vector set A, if 
, 1,2, ,ia A i A∈ = …

 then 
( 1) , 1, 2, , 2k k

i id d k A+≤ = −…  

Obviously, in the whole set, if we sort by distances between all the other individuals 
and ia in ascending order, ( )k

id  (the distance between the k-nearest individual and ia ) 
is not greater than that of ( 1)k

id +  (the distance between the k+1-nearest individual and 

ia ). 

Definition 2. For the population vector set A, if , 1,2, ,ia A i A∈ = … , it can be known 

from definition1 that the k-th nearest individual to ia  is ( )k
ia , which also corresponds 

to a certain individual ja  in the population set A. The expression of crowding evalua-

tion value of ja  to ia  is defined as follows: 
( ) ( )( ) , 1, 2, 1k k

ij i ic c g k d k A= = = −…  

Wherein, ijc  denotes the influencing strength of ia  by the arbitrary individual 

ja A∈ . ( )k
id  (the distance between ia  and ja ) denotes the k-th distance ascending 

order among all other individuals 's distance to ia . 

The function ( )g k  given in Definition 2 is a decreasing function. The specific 
meaning of function ( )g k  has direct influence on evolutionary algorithm’s ultimate 
result. Generally, the influencing strength of other individuals on considering individ-
ual is directly related to their distance. The distance between ia  and ja  is represented 
as ijd . Taking into account that the influence value of evaluation function is small if 

ijd  is large, following two rules are derived. 

Rule 1. For j∀  and , if ij ikd d< , then ( ) ( )ij ikE c E c> . For individual ia , the individ-

ual ja  that has shorter distance to ia  must have larger influence value than the indi-

vidual ka  that has longer distance to ia . 

Rule 2. For ,j k∀ , if ij ikd d< , then 

( ) ( )
N

ij ill k
E c E c

=
> ∑  

Rule 3. It makes clear that mathematical expectation of the influence value of the k-th 
furthest individual to ia  is larger than sum of the mathematical expectation’s of the in-

fluence value of many individuals which are further than the k-th individual. From Rule 1 
and Lemma 1 we can conclude that ( )g k  is obviously a monotonic decreasing function. 

The table 1 below lists several recommended functions ( )g k  and their characteristics. 
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Table 1. Common laws of function 0g <  

Function Rule1 Rule2 

1

1
( )g k

k
=  If 2M ≥ , satisfied Not satisfied 

2

1
( )

2k
g k =  Satisfied  Not satisfied 

3 2

1
( )g k

k
=  Satisfied Not satisfied 

4

1
( )

!
g k

k
=  Satisfied If 2k ≥ , satisfied

 
 

From table 1, we know that if 2, 2k M≥ ≥ , then the function ( ) 1/ !g k k=  meets 
both of the two rules. In this paper, the function ( ) 1/ !g k k=  is selected as the main 
function in the proposed crowding evaluation algorithm. The distance order relation is 
the key factor to the proposed algorithm ( ikc ).The influencing strength of ia  in Defi-
nition 2 corresponds to the certain ijc , so the following inferences can be derived : 

Theorem 1. 
1

( )
N N

k
i ij i

i j i j

c c c
−

≠ ≠

= =∑ ∑  

The above theorem finally gives the crowding evaluation function of global crowding 
algorithm. The crowding evaluation function of global crowding algorithm is specific 
defined as follows: 

Definition 3. For the individual ia  in the population vector set A, its global crowding 

evaluation is defined as:  

1 ( )

1
( )

N k
i ik

C g k d
−

=
=∑  

iC  is the sum of the influence value by the all other individuals ja A∈ , 

1, 2, ,j N j i= ≠… . 

For any individual ia A∈ , where A represents the population vector set including N 

individuals, the proposed algorithm firstly calculates the distance from ia  to every 

other individual, then sorts the N-1 distance values by ascending order, finally calcu-
lates the corresponding global crowding value ic . The global crowding algorithm is 

detailed as follows: 

Procedure Global Crowding (Input: A) Output: C;  
  size=|A|;     
  for i = 1 to size   
    for j = 1 to size 
       D[i][j] = |A[i] –A[j]|;  
    end for j;  
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    Sort(D[i]); 
      t = 0; 
      for j = 2 to size  
      k = j – 1; 
      t = t + g(k)*D[i][j]; 
      end for j;  
      C[i] = t ;  
  end for i;  
end Procedure 

4   Numerical Experimentation 

In the process of constructing multi-objective evolutionary algorithm, most of  
algorithms use the strategy of randomly initializing population. But some random 
factors may affect the population diversity, this paper introduces the method of 
diversity based on the strategy of randomly initializing population. The diversity 
method makes the population maintain a uniform distributed initial population and 
speed up the convergence. In our numerical experiments, the function ( )g x  is cho-

sen as 
2

1 1 1
( ) , ( ) , ( )

2 !k
g x g x g x

k k
= = =  (hereinafter referred to as Global-2K, Global -K2, 

Global-E). The performance was compared among the proposed Global Crowding 
Algorithm, traditional CD and k-th Algorithm in two dimensional and multi- dimen-
sional numerical experiments. Here we choose the statistical results of entropy loss 
( HΔ ) and the amount of loss ( λ ) of uniform distribution as the comparison  
index. 

In M-dimensional space, the variable bound in each dimension is restricted to [0,1]. 
N points are randomly generated, conforming to the specified distribution. Each vari-

able is divided into M N⎡ ⎤
⎢ ⎥  even part in each dimension. Thus about N hypercube 

subspaces are constructed (Generally, N is M-th power of an integer). Then N/2 indi-
viduals are reserved by specified diversity maintenance strategy. 

4.1   Two-Dimensional Numerical Experiments 

Numerical experiments results are compared among with the crowding evaluation 
algorithms CD, k-th, Global-2K, Global-K2, Global-E in two-dimensional space. 
The figure 1 to figure 5 show comparison results among different diversity mainte-
nance strategies, where entropy value is set to 4.0158 and keeps 50 of 100 individu-
als. The parameters are set to 2, 100M N= = . All results are statistical results in 
1000 times running. The uniform distribution is selected to randomly initialize the 
population. In the following figure, filled circles denote reserved individuals and 
empty circles denote discarded individuals. Statistical comparison results of entropy 
loss ( HΔ ) and the amount of loss ( λ ) of uniform distribution are listed in table 2 
and table 3. 
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  Fig. 1. CD ( H ′ :3.5965, λ :0.31)}              Fig. 2. K-th ( H ′ :3.5688, λ :0.36) 

 

 Fig. 3. Global -2K ( H ′ :3.8843, λ :0.16)    Fig. 4. Global -K2 ( H ′ :3.8843, λ :0.16) 

 
Fig. 5. Global -E ( H ′ :3.9120, λ :0.16) 
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Table 2. Entropy Loss of Uniform Distribution ( HΔ ) 

 min max mean D 

CD 0.20881 0.62906 0.42974 0.06850 

K-th 0.27542 0.80657 0.51613 0.07544 

Global -2K 0.02038 0.33950 0.17301 0.05466 

Global -K2 0.02038 0.34290 0.17606 0.05525 

Global -E -0.00730 0.32904 0.16372 0.05361 

Table 3. Loss of Uniform Distribution ( λ ) 

 min max mean D 

CD 0.42 0.19 0.3021 0.03670 

Kth 0.46 0.29 0.3767 0.03276 

Global -2K 0.33 0.10 0.2201 0.04102 

Global -K2 0.34 0.10 0.2213 0.04113 

Global -E 0.32 0.11 0.2144 0.04126 

Table 4. Entropy Reduction of Uniform Distribution ( HΔ ) 

 min max mean D 

CD 0.3119 0.5310 0.4089 0.04406 

K-th 0.4101 0.6738 0.5270 0.05248 

Global -2K 0.08896 0.3135 0.2109 0.04190 

Global -K2 0.05844 0.3303 0.2109 0.04498 

Global -E 0.04561 0.3135 0.2094 0.04261 

Table 5. Losses of Uniform Distribution ( λ ) 

 min max mean D 

CD 0.3565 0.2362 0.2994 0.02568 

K-th 0.4444 0.3241 0.3805 0.02428 

Global -2K 0.2870 0.1481 0.2267 0.02932 

Global -K2 0.3102 0.1481 0.2298 0.03122 

Global -E 0.2963 0.1435 0.2264 0.02994 
 

4.2   Multi-dimensional Numerical Experiments 

All numerical experiments run on the same as the case in two-dimensional experi-
ments except M=3, N=300. Statistical comparison results of entropy loss ( HΔ ) and 
the amount of loss ( λ ) of uniform distribution are listed in table 4 and table 5. 



18 Q. Chen, S. Xiong, and H. Liu 

5   Conclusion 

Numerical experiments demonstrate that the proposed crowding evaluation algorithm 
can achieve better results in diversity maintenance. It can be derived from the method 
of entropy metrics that greater entropy value corresponds to better diversity after 
implementing diversity maintenance strategy. Two-dimensional and multi-
dimensional numerical experiment results demonstrate that the proposed strategy 
shows better performance in entropy reduction and losses of uniform distribution than 
traditional diversity maintenance strategies. Our further numerical experimental re-
sults on multi-objective evolutionary optimization benchmark  testing functions 
which are ZDT1, ZDT2, ZDT3, ZDT4 and ZDT6 show that the proposed diversity 
maintenance strategy also demonstrates superior performance in the convergence of 
solutions and the homogeneity of distribution of non-dominated solutions.  

The proposed scheme achieves satisfied performance both in convergence and di-
versity maintenance. But in comparison with the density-based method, global crowd-
ing evaluation strategy is computational cost. This also proves the "No Free Lunch" 
theorem. The future work will concentrate on the improving of the computational 
efficiency and achieving the trade-off between the diversity and convergence. 
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Abstract. This study proposes RBF Network hybrid learning with Particle 
Swarm Optimization for better convergence, error rates and classification re-
sults. In conventional RBF Network structure, different layers perform different 
tasks. Hence, it is useful to split the optimization process of hidden layer and 
output layer of the network accordingly. RBF Network hybrid learning involves 
two phases. The first phase is a structure identification, in which unsupervised 
learning is exploited to determine the RBF centers and widths. The second 
phase is parameters estimation, in which supervised learning is implemented to 
establish the connections of weights between the hidden layer and the output 
layer. The incorporation of PSO in RBF Network hybrid learning is accom-
plished by optimizing the centers, the widths and the weights of RBF Network. 
The results for training, testing and validation on dataset illustrate the effective-
ness of PSO in enhancing RBF Network learning. 

Keywords: RBF Network, Hybrid learning, Particle Swarm Optimization. 

1   Introduction 

Radial Basis Function (RBF) forms a class of Artificial Neural Networks (ANNs), 
which has certain advantages over other types of ANNs, such as better approximation 
capabilities, simpler network structures and faster learning algorithms. RBF Network 
is a fully connected three layer feed forward network, and establishes nonlinearity in 
the hidden layer neurons. The output layer has no nonlinearity and the connections of 
the output layer are only weights [1].  

Due to their better approximation capabilities, simpler network structures and 
faster learning algorithms, RBF Networks have been widely applied in many science 
and engineering fields. It is three layers feedback network, where each hidden unit 
implements a radial activation function and each output unit implements a weighted 
sum of hidden units' outputs. Its training procedure is usually divided into two stages. 
The first stage includes determination of centers and widths of the hidden layer by 
clustering algorithms such as K-means, vector quantization, decision trees, and self-
organizing feature maps. The second stage involves weights establishment by con-
necting the hidden layer with the output layer. This is determined by Singular Value 
Decomposition (SVD) or Least Mean Squares (LMS) algorithms [2]. The problem of 
selecting the appropriate number of basis functions remains a critical issue for RBF 
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Networks. The number of basis functions controls the complexity and the generaliza-
tion ability of RBF Networks. RBF Networks with too few basis functions cannot fit 
the training data adequately due to limited flexibility. On the other hand, those with 
too many basis functions yield poor generalization abilities since they are too flexible 
and fit the noise in the training data. The methods mentioned above require designers 
to fix the structure of networks in advance according to prior knowledge. However it 
is difficult for designers to achieve optimal architecture. 

Clustering algorithms have been successfully used in training RBF Networks such 
as Optimal Partition Algorithm (OPA) to determine the centers and widths of RBFs. 
In most traditional algorithms, such as K-means, the number of cluster centers need to 
be predetermined; hence restricts the real applications of this algorithm. In addition, 
Genetic Algorithm (GA), Particle Swarm Optimization (PSO) and Self-Organizing 
Maps (SOM) have also been considered in clustering process [4]. Training technique 
can be formulated as an optimization problem, which includes the network structure 
into a set of variables that are used to minimize the prediction error. PSO possess 
similar attractive features of genetic algorithms such as independence from gradient 
information of the objective function, the ability to solve complex nonlinear high 
dimensional problems. Furthermore, they can achieve faster convergence speed and 
require fewer parameters to be adjusted.  

In this paper, PSO algorithm is adapted to auto-configure the structure of RBF 
Network and obtain the model parameters according to given input-output examples 
and is explored to enhance RBF Network learning. The paper is structured as fol-
lowed. In section 2, related work about RBF Network training is introduced. Section 3 
presents RBF Network model and parameter selection problem. Section 4 describes 
PSO algorithm. In Section 5, a proposed PSO-RBF Network model is given. Sections 
6 and Section 7 give the experiments setup, results and validation of the proposed 
model on various datasets. Finally, the conclusion is given in Section 8. 

2   Related Work 

Although there are many studies in RBF Network training, but research on training of 
RBF Network with PSO is still fresh. This section presents some existing work of 
training RBF Network based on Evolutionary Algorithms (EAs) such as PSO espe-
cially based on unsupervised learning only (Clustering). 

In [10], they have proposed a PSO learning algorithm to automate the design of 
RBF Networks, to solve pattern classification problems. Thus, PSO-RBF finds the 
size of the network and the parameters that configure each neuron: center and width 
of its basis function. Supervised mean subtractive clustering algorithm has been pro-
posed [3] to evolve RBF Networks and the evolved RBF acts as fitness evaluation 
function of PSO algorithm for feature selection. The method performs feature selec-
tion and RBF training simultaneously. PSO algorithm has been introduced [2] to train 
RBF Network related to automatic configuration of network architecture related to 
centers of RBF. Two training algorithm were compared. One was PSO algorithm. The 
other was newrb routine that was included in Matlab neural networks toolbox as stan-
dard training algorithm for RBF network.  
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A hybrid PSO (HPSO) was proposed [11] with simulated annealing and Chaos 
search technique to train RBF Network. The HPSO algorithm combined the strong 
ability of PSO, SA, and Chaos. An innovative Hybrid Recursive Particle Swarm Op-
timization (HRPSO) learning algorithm with normalized fuzzy c-mean (NFCM) clus-
tering, PSO and Recursive Least Squares (RLS) has been presented [13] to generate 
RBF networks  modeling system with small numbers of descriptive RBFs for fast 
approximating two complex and nonlinear functions. On the other hand, a newly 
evolutionary search technique called Quantum-Behaved Particle Swarm Optimiza-
tion, in training RBF Network has been used [12]. The proposed QPSO-Trained RBF 
Network was test on nonlinear system identification problem. 

Unlike previous studies, this research shares consideration of parameters of RBF 
(unsupervised learning) which are centers and length of width or spread of RBFs with 
different algorithms such as K-means and K-nearest neighbors or standard deviations 
algorithms respectively. However, training of RBF Network need to be enhanced with 
PSO to optimize the centers and widths values which are obtained from the clustering 
algorithms and PSO also used to optimize the weights which connect between hidden 
layer and output layer (supervised learning). Also this paper has been presented to 
train, test and validate the PSO-RBF Network on the datasets. 

3   Architecture of RBF Network 

RBF Networks were introduced into the neural network byBroomhead [14]. Due to 
the better approximation capabilities, simpler network structures and faster learning 
algorithms, RBF Networks have been widely used in many fields. 

A RBF Network has three-layer architecture. The input layer which consists of a 
set of source nodes connects the network to the environment. The hidden layer con-
sists of hidden neurons (radial basis units), with radial activation functions. The acti-
vation of a hidden neuron is determined by computing the distance (usually by using 
the Euclidean norm) between its center vector and the vectors which are yielded by 
the activation of the input layer. The activation of a neuron in the output layer is de-
termined by computing the weighted sum of outputs of hidden layer. The RBF Net-
work form with linear combination of Gaussian functions is shown in the following. 
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Where ||…|| represents Euclidean norm, kc , kσ  and 
ikw  are the center, the width of 

the k-th neuron in the hidden layer and the weights in the output layer respectively, K 
is the number of neurons in the hidden layer. 

RBF Networks are universe function approximators if the centers and widths are 
set appropriately. The number of radial basis functions affects the performance of 
RBF Network, networks with too many hidden units overfitting training data and 
having poor predictive ability while ones with insufficient hidden units having poor 
approximation power. If the width is narrower than necessary, this will lead to overfit-
ting, on the other hand, a width wider than necessary can result in poor approximation 
ability and give even worst results. 



22 S.N. Qasem and S.M. Shamsuddin 

4   Particle Swarm Optimization (PSO) 

PSO algorithm originally introduced by Kennedy and Eberhart in 1995 [5], simulates 
the knowledge evolvement of a social organism, in which each individual is treated as 
an infinitesimal particle in the n-dimensional space, with the position vector and veloc-
ity vector of particle i being represented as Xi(t) = (Xi1(t), Xi2(t),…., Xin(t)) and Vi(t) = 
(Vi1(t), Vi2(t),…., Vin(t)). The particles move according to the following equations: 

))()((22))()((11)()1( × tX idtP gdrctX idtPidrctV idWtV id −+−+=+
        

(2)
 

                                         
)1()()1( ++=+ tV idtX idtX id                                     

(3) 

i = 1,2,…,M ; d = 1,2,…,n 

Where c1 and c2 are the acceleration coefficients, Vector Pi = (Pi1, Pi2,…, Pin) is the 
best previous position (the position giving the best fitness value) of particle i known 
as the personal best position (pbest); Vector Pg = (Pg1, Pg2,…, Pgn) is the position of 
the best particle among all the particles in the population and is known as the global 
best position (gbest). The parameters r1 and r2 are two random numbers distributed 
uniformly in (0, 1). Generally, the value of Vid is restricted in the interval [-Vmax, 
Vmax]. Inertia weight w was first introduced by Shi and Eberhart in order to accelerate 
the convergence speed of the algorithm [6]. 

5   PSO-RBF Network 

PSO has been applied to improve RBF Network in various aspects such as network 
connections, network architecture and learning algorithm. Every single solution of  
 

For each particle do 
      Initialize particle position and velocity 
End for 
While stopping criteria are not fulfilled do 
          For each particle do 
                Calculate fitness value (MSE in RBF Network)  
             If fitness value is better than best fitness value pBest in particle  

        history    then 
       Set current position as pBest 
    End if 

         End for 
          Choose as gBest the particle with best fitness value among all particles in 
          current iteration 
         For each particle do 
               Calculate particle velocity based on eq. (2) 
               Update particle position(center, width and weight) based on eq. (3) 
        End for 
End while 

Fig. 1. PSO-RBF Network Algorithm 
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PSO called a particle flies over the solution space in search for the optimal solution. 
The particles are evaluated using a fitness function to seek the optimal solution. Parti-
cles values of RBF parameters are then initialized with values which are obtained 
from the k-means algorithm while particles values of the weights and bias are initial-
ized randomly or from LMS algorithm. The particles are updated accordingly using 
the equation (2) and (3). The procedure for implementing PSO global version (gbest) 
is shown in Figure 1. Optimization of RBF network parameters with PSO, the fitness 
value of each particle is the value of the error function evaluated at the current posi-
tion of the particle and position vector of the particle corresponds to the parameters 
matrix of the network. 

6   Experiments  

6.1   Experimental Setup 

The experiments of this work include the standard PSO and BP for RBF Network 
training. For evaluating all of these algorithms we used five benchmark classification 
problems obtained from the machine learning repository [9].   

Table 1. Execution parameters for PSO 

Parameter Value 
Population Size  20 

Iterations  10000 
W [0.9,0.4] 
C1 2.0 
C2 2.0 

The parameters of the PSO algorithm were set as: weight w decreasing linearly be-
tween 0.9 and 0.4, learning rate c1 = c2 = 2 for all cases. The population size used by 
PSO was constant. Values selected for parameters are shown in table 1. The parame-
ters of the experiments are described in Table 2. 

Table 2. Parameters of the experiments 

Dataset Parameter 
Balloon Cancer Iris Ionosphere 

Train data 12 349 120 251 
Test data 4 175 30 100 

Validation data 16 175 150 351 
Input dimension 4 9 4 34 
Output neuron 1 1 3 1 

Network Structure 4-2-1 9-2-1 4-3-3 34-2-1 
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The number of maximum iterations is set differently to bound the number of for-
ward propagations to 4 × 104 and for comparison purposed. The maximum iterations 
in BP-RBFN is set to 2 × 104 (number of forward propagations = 2 × maximum  
number of iterations), while the maximum number of iterations in PSO-RBFN is set 
to 10000 (number of forward propagations = swarm size × maximum number of  
iterations) [8]. The stopping criteria are the maximum number of iterations that the 
algorithm has been reached or the minimum error.  

6.2   Experimental Results 

This section presents the results of the study on PSO-trained RBF Network and BP- 
trained RBF Network. The experiments are conducted by using four datasets. 

6.2.1   Balloon Dataset 
This data is used in cognitive psychology experiment. There are four data sets repre-
senting different conditions of an experiment. It contains 4 attributes and 16 instances. 
The stopping conditions of PSO-RBFN are set to a minimum error of 0.005 or maxi-
mum iteration of 10000. Conversely, the stopping conditions for BP-RBFN are set to 
the minimum error of 0.005 or the iterations have reached to 20000.  

Table 3. Result of BP-RBFN and PSO-RBFN on Balloon dataset 

BP-RBFN PSO-RBFN  

Train Test Train Test 
Learning Iteration 20000 1 3161 1 
Error Convergence 0.01212 0.23767 0.0049934 0.16599 
Classification (%) 91.27 75.41 95.05 78.95 

 
From Table 3, we conclude that PSO-RBFN converges faster compared to BP-

RBFN for the whole learning process. However, both algorithms have converged to 
the given minimum error. For the classification, it shows that PSO-RBFN is better 
than BP-RBFN. Figure 2 illustrates the learning process for both algorithms. 

 

Fig. 2. Convergence of Balloon dataset 
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6.2.2   Cancer Dataset 
The purpose of the breast cancer data set is to classify a tumour as either benign or 
malignant based on cell descriptions gathered by microscopic examination. It contains 
9 attributes and 699 examples of which 485 are benign examples and 241 are malig-
nant examples. The ending conditions of PSO-RBFN are set to minimum error of 
0.005 or maximum iteration of 10000. Alternatively, the stopping conditions for BP-
RBFN are set to a minimum error of 0.005 or maximum iteration of 20000 has been 
achieved.  

Table 4. Result of BP-RBFN and PSO-RBFN on Cancer dataset 

BP-RBFN PSO-RBFN  

Train Test Train Test 
Learning Iteration 20000 1 10000 1 
Error Convergence 0.03417 0.27333 0.0181167 0.27464 
Classification (%) 92.80 70.37 97.65 71.77 

 

 

Fig. 3. Convergence of Cancer dataset 

In Cancer learning process, from Table 4 shows PSO-RBFN takes 10000 iterations 
compared to 20000 iterations in BP-RBFN to converge. PSO-RBFN managed to 
converge at iteration 10000, while BP-RBFN converges at a maximum iteration of 
20000 and illustrates that PSO-RBFN is better than BP-RBFN. Figure 3 shows PSO-
RBFN significantly reduce the error with small number of iterations. 

6.2.3   Iris Dataset 
The Iris dataset is used for classifying all the information into three classes which are 
iris setosa, iris versicolor, and iris virginica. The classification is based on its four 
input patterns which are sepal length, sepal width, petal length and petal width. Each 
class refers to a type of iris plant containing 50 instances. For Iris dataset, the mini-
mum error of PSO-RBFN is set to 0.05 or maximum iteration of 10000. While, the 
minimum error for BP-RBFN is set to 0.05 or the network has reached maximum 
iteration of 20000. Table 5 shows that BP-RBFN is better than PSO-RBFN.  
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For Iris learning, both algorithms converge using the maximum number of pre-
specified iteration. PSO-RBFN takes 3774 iterations to converge at a minimum 
error of 0.0499949 while minimum error for BP-RBFN is 0.05000 with 10162 
iterations. Figure 4 shows that PSO-RBFN reduces the error with minimum  
iterations. 

Table 5. Result of BP-RBFN and PSO-RBFN on Iris dataset 

BP-RBFN PSO-RBFN  

Train Test Train Test 
Learning Iteration 10162 1 3774 1 
Error Convergence 0.05000 0.04205 0.0499949 0.03999 
Classification (%) 95.66 95.78 95.48 95.64 

 

 

Fig. 4. Convergence of Iris dataset 

6.2.4   Ionosphere Dataset 
This radar data was collected by a system in Goose Bay, Labrador. This system con-
sists of a phased array of 16 high-frequency antennas with a total transmitted power 
on the order of 6.4 kilowatts. The targets were free electrons in the ionosphere. 
"Good" radar returns are those showing evidence of some type of structure in the 
ionosphere.  “Bad” returns are those that do not; For Ionosphere problems, the stop-
ping conditions for BP-RBFN is minimum error of 0.05 or maximum iteration of 
20000. The minimum error of PSO-RBFN is 0.05 or maximum iteration of 10000.  
The experimental results for PSO-based RBFN and BP-based RBFN are shown in 
Table 6 and Figure 5. 

From Ionosphere learning, Table 6 shows PSO-RBFN takes 5888 iterations com-
pared to 20000 iterations in BP-RBFN to converge. In this experiment, PSO-RBFN 
manages to converge using minimum error at iteration of 5888, while BP-RBFN 
trapped at the local minima and converges at a maximum iteration of 20000. For the 
correct classification percentage, it shows that PSO-RBFN result is better than BP-
RBFN. Figure 5 shows PSO-RBFN significantly reduce the error with small number 
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of iterations compared to BP-RBFN. The results for this data are not promising for 
BP-RBFN since it depends on the data and repeatedly traps in local minima. The local 
minima problem in BP-RBFN algorithm is usually caused by disharmony adjustments 
between centers and weights of RBF Network. To solve this problem, the error func-
tion has been modified as suggested [7]. 

 
Table 6. Result of BP-RBFN and PSO-RBFN on Ionosphere dataset 

BP-RBFN PSO-RBFN  

Train Test Train Test 
Learning Iteration 20000 1 5888 1 
Error Convergence 0.18884 0.23633 0.0499999 0.01592 
Classification (%) 62.27 62.71 87.24 90.70 

 
 

 

Fig.5. Convergence of Ionosphere dataset 

7   Validation Results 

In Artificial Neural Network (ANN) methodology, data samples are divided into three 
sets; training, validation and testing in order to obtain a network which is capable of 
generalizing and performing well with new cases. There is no precise rule on the 
optimum size of the three sets of data, although authors agree that the training set  
 

Table 7. Validation Result of BP-RBFN and PSO-RBFN on all dataset 

BP-RBFN PSO-RBFN 
Dataset Train Test Train Test 
Balloon 0.06004 0.33155 0.00499450 0.27348 
Cancer 0.03046 0.04233 0.00541208 0.02733 

Iris 0.05000 0.06227 0.0499760 0.05792 
Ionosphere 0.20743 0.22588 0.0499953 0.06325 
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must be the largest. Validations are motivated by two fundamental problems either in 
model selection or in performance estimation. These results for BP-RBFN and PSO-
RBFN on all dataset are shown in Table 7. 

8   Conclusion 

This paper proposes PSO based Hybrid Learning of RBF Network to optimize the 
parameters of network. The proposed algorithm is successfully applied on well known 
dataset. The results obtained are compared with the results of BP-RBFN. It is clear 
that PSO-RBFN is better than BP-RBFN in term of convergence and error rates. Fur-
thermore PSO-RBFN reached optimum because it reduces the error with minimum 
iteration and obtains the optimal parameters of RBF Network.  
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Abstract. A new version of the classical particle swarm optimization (PSO), 
namely, Chaos culture particle swam optimization (CCPSO), is proposed to 
overcome the shortcoming of the premature of the classical PSO. The proposed 
algorithm integrates PSO with the framework of cultural algorithm model. PSO 
is utilized as the evolution method of population space. Meanwhile, the chaotic 
search operator is imported to build the knowledge structure of belief space, 
with which guiding the evolution process of the proposed algorithm, moving 
particles to the global optimal solution can be more effective. Then, the pro-
posed algorithm is tested with typical test functions. The result shows that the 
global searching ability of CCPSO is better than that of PSO. In the last part of 
the paper, CCPSO was applied to the optimal operation of cascade hydropower 
station. The operation result shows the feasibility and high efficiency of the 
proposed algorithm, while compared with tradition method, CCPSO is faster 
and has the higher precision. Therefore a new method is proposed. 

Keywords: Chaos, Cultural algorithm, Particle Swarm Optimization, Logistic map. 

1   Introduction 

Particle swarm optimization (PSO) is a new global optimal evolution algorithm, which 
was proposed by Kennedy and Eberhart in 1995. It is inspired by the observations of the 
social behavior of animals, such as bird flocking, fish schooling and swarm theory [1]. 
And PSO has been successfully applied in different fields. However, it has some draw-
backs, one of which is premature. In 1994, Reynolds proposed a cultural algorithm (CA) 
model which is focused on dividing the evolution space into population space and belief 
space, which enhances mutually during the evolution progress [2]. So it can improve the 
efficiency of the algorithm. In recent years, CA has drawn wide attention by many 
scholars, and has been got applied in many fields [3]. 

In this paper, we focus on the defect of PSO, and propose a new algorithm, 
namely, chaotic culture particle swarm optimization (CCPSO). In CCPSO, PSO is 
integrated into the framework of cultural algorithm model and utilized as the evolu-
tion method of population space. Meanwhile, chaos search operator is imported as the 
                                                           
* Corresponding author. 
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knowledge structure of belief space. With the randomness and regularity of the chaos 
mechanism, CCPSO can prevent the search process from being trapped into the local 
optimal area. So the proposed algorithm can be more effective to get the global opti-
mal solution. The performance of CCPSO has been demonstrated by several test func-
tions.  The test result shows the efficiency of the proposed algorithm. Finally, CCPSO 
is applied to the optimal operation of a cascade hydropower station. And satisfied 
result is obtained. 

This paper is organized as followed. In section 2, we firstly introduced CA and 
PSO, then, on based of CA and PSO, CCPSO is proposed. In section 3, we test PSO 
and CCPSO with numerical experiments, and identified the effectiveness of the pro-
posed algorithm. In section 4, we apply CCPSO to the problem of optimal operation 
of cascade hydropower stations. Finally, we conclude this paper in Section 5. 

2   Chaos Cultural PSO 

2.1   Cultural Algorithm 

Derived from observing the cultural evolution process in nature, Robert G.Reynolds 
proposed a computational framework called cultural algorithm (CA). CA is mainly 
focused on genetic concepts and natural selection mechanism [2]. CA has been shown 
to be very effective in decreasing computational cost when combined with other  
algorithms [3]. 

The framework of CA is shown in Fig. 1, which consists of three components, a 
population space, a belief space and a protocol with which the two spaces exchange 
information. Any population based algorithm can be adopted as the evolution pro-
gress of the population space which produces knowledge [3]. Then, belief space se-
lectively accepts the knowledge, and uses the knowledge to adjust its knowledge 
structure, with which the belief space can guide population space evolution in the next 
generation. The exchanging information of two spaces is implemented by the opera-
tion accept() and influence() according to the Communication Protocol [3]. 

 

Fig. 1. Framework of CA 
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2.2   PSO 

Particle swarm optimization (PSO) is a population-based Stochastic Optimization 
Algorithm. The rule of velocity and position updating is below: 

1
, , 1 , ,

2 ,

* * ()*( )

* ()*( )

g g g g
i j i j i j i j

g g
j i j

v w v c rand Pbest x

c rand Gbest x

+ = + −

+ −          
 (1) 

1 1
, , , , 1, 2,...g g g

i j i j i jx x v i Psize j D= 1,2...+ += + =  (2) 

Where, w is inertial factor; c1, c2 are acceleration factors; ,
g
i jx is the value of the j-th 

dimension of particle i in iteration g; rand() is a function which generates stochastic 
number in the range of [0,1]; ,

g
i jPbest is the value of the j-th dimension of precious 

best position in iteration g. ,
g
i jGbest  is the value of the j-th dimension of global best 

position in iteration g. D is the dimension number. 
The particles update their velocity and position repeatedly by equation (1) and (2) 

until the user-defined criterion condition is reached. The criterion condition can be the 
obtained while the maximal interactive number or the precision of solution is 
achieved [4]. 

2.3   CCPSO 

PSO proposed a framework for solving complex optimal problems. However, it ex-
hibits some drawbacks. One of which is premature. In this paper, chaos cultural parti-
cle swarm optimization (CCPSO) is proposed to solve the problem. The proposed 
algorithm inserts PSO into the framework of CA as the population space. Population 
space generates knowledge, then, Belief space accepts knowledge from population 
space by the operation accept() and guides evolution progress by the operation influ-
ence(). The operation accept() and influence() are designed according to the  
communication proctor to avoid the phenomenon of premature by dual-evolution and 
dual-promoting [3]. 

2.3.1   Knowledge Structure of Belief Space and Its Implementation 
Chaos search operator is adopted to implement the knowledge structure of belief 
space. Chaos is a nonlinear phenomenon that widely exists in nature，which has good 
ability of local search. The Logistic map equation is: 

1 (1 ), 1, 2... (0,1), 0.25,0.5,0.75k k k kβ μβ β β β+ = − = ∈ ≠   (3) 

Where, k is the iterative number. βk is a stochastic number between 0 and 1. ì=4. 
Knowledge structure of belief space can be implemented by many ways [2]. In this 

paper, the belief space consists of elite individuals X* and the chaotic search operator 
ChaosSearch(). ChaosSearch() disturbs the individuals in X* to avoid the phenome-
non of premature convergence. 
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The procedure of ChaosSearch() operate each individual in X* is listed below: 
Step1: Initialization. Initial D dimensional chaos variables kβ  = [ 1

kβ , 2
kβ ,…, k

jβ ,…, 
k
Dβ ]T. k=0. Where, k

jβ is the j-th dimension of chaos variables. 

Step2: Calculate 1 1 1 1 1
1 2[ , ,..., ,..., ]k k k k k T

j Dβ β β β β+ + + + +=  according to equation (3). 

Step3: Calculate Pcj according to equation (4); 

1
,min ,max ,min( )k

j j j j jPc x x xβ += + −  (4) 

Where, Pcj is variation scales. xj,max and xj,min are upper and lower limit. 

Step4: Calculate the new position of current individual according to equation (5). 

1 (1 )k k
j g j g jx λ x λ Pc+ = − × + ×  (5) 

Where, ëg is shrinkage factor. k
jx is the value of current particles at the j-th dimension. 

Step5: Calculate new fitness of current position. k=k+1. Compare the new fitness 
with the previous one, if the new position’s is better, replace the previous position 
with the new position. 

Step6: If k>maxGen (The maximum iterative number，in this paper, it equals 150), 
end current searching, or turn Step2. 

From equation (5), it can be concluded that ëg determines the disturbance degree of 
chaos search operator to the elite individuals. In order to increase the efficiency of 
searching, ëg is calculated according to equation (6). 

1 (( 1) / )m
gλ k k= − −  (6) 

Where, m is the parameter used to control the shrink velocity. From equation (6), we 
can draw a conclusion that at the beginning of searching, ëg is large, chaos search 
operator searches globally to keep the diversity of population, while as g increases, λg 
become smaller, so that the precision of solution can be promoted by chaos searching 
in a small range around elite individuals. 

2.3.2   The Implement of Communication Protocol 
Accept() and influence() operation implement the communication of two populations, 
which improve the efficiency of optimal capacity of the algorithm. CCPSO executes 
the two operations every iterative 20 times in this paper. The procedure is as follows: 

Accept(): Population space supplies belief space with the best N (N is the size of belief 
space) particles. Belief space compares the fitness of the particles with its own ones. 
Then, the N optimal particles are selected as the new population of belief space. 

Influence(): Belief space supplies population space with its optimal 0.5N particles. 
Population space compares the 0.5N particles with its own particle’s fitness. Then, the 
population space abandons the worst 0.5N particles. 
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2.3.3   Procedure of CCPSO 

Step1: Initialization. Initialize population space, belief space and parameters. Set g=0. 

Step2: Evolve population space. Calculate and update each individual’s velocity and 
position according to equation (1) and (2). 

Step3: Belief space utilizes the knowledge structure which is described in chapter 
2.3.1. And evolves with the chaotic search operator. 

Step4: If FlagA is true, accept() operation is implemented, otherwise turn Step5; 

Step5: If FlagI is true, influence() operation is implemented, otherwise turn Step6; 

Step6: If g>=MaxGen (the maximum number of evolution), export the optimal solu-
tion as the final solution. Or, g=g+1, then, turn Step2; 

Where, the size of belief space is set to 10% of the population space. FlagA and FlagI 
are the identifications whether accept() or influence() operation is implemented. 

3   Benchmark Function Tests 

In order to test the effectiveness of CCPSO, we use four well-known functions: The 
Rosenbrock function, the Griewank function, the Rastrigin function and the Sphere 
function. The global optimum solution of all functions is known to be 0. 
(1)   Rosenbrock 
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(2)   Griewank 
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(3)   Rastrigin 
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(4)   Sphere 
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For all functions, the parameter of PSO is w=0.729, c1=c2=2. The functions are 
tested with 30 variables, and iterative number is set separately with 500 and 1000. In 
order to eliminate the influence of randomicity, each function is independently proc-
essed 50 times. The test results are shown in Table 1. 



 Chaos Cultural Particle Swarm Optimization and Its Application 35 

Table 1. The result of CCPSO 

Generation function Algorithm optimal average 
average 

time(ms) 

PSO 11.98 21.3 1150 
Rosenbrock 

CCPSO 1.42E-06 1.32E-04 1243 

PSO 9.86E-03 2.82E-02 940.7 
Griewank 

CCPSO 6.69E-13 8.73E-12 1240.6 

PSO 29.85 40.69 1067.2 
Rastrigin 

CCPSO 1.78E-15 7.55E-13 1046.9 

PSO 3.24E-10 1.20E-09 715.8 

Gen=500 

Sphere 
CCPSO 1.12E-15 8.88E-15 765.6 

PSO 11.72 20.03 2134.4 
Rosenbrock 

CCPSO 1.50E-07 2.80E-06 2334.6 

PSO 7.40E-03 2.80E-02 1824.9 
Griewank 

CCPSO 1.11E-16 1.74E-16 1961.8 

PSO 28.85 39.6 2014 
Rastrigin 

CCPSO 1.78E-15 2.00E-15 2037 

PSO 4.67E-24 1.42E-22 1465.5 

Gen=1000 

Sphere 
CCPSO 1.03E-28 2.47E-30 1515.8 

From Table 1, it can be concluded that CCPSO has better accuracy than PSO in these 
four test functions with the same calculate time. In the test of first three functions, as the 
iterative number rises from 500 to 1000, the accuracy of PSO does not increased much, 
which means PSO traps into local optimal, the accuracy cannot get a further improve-
ment. However, the accuracy of CCPSO is increased expressly. Consequently, CCPSO 
can avoid premature effectively and get a better convergence precision. 

4   Optimal Operation of Cascade Hydropower Stations Based on 
CCPSO 

The optimal operation of cascade hydropower station is a typical problem in the opti-
mal fields of hydropower energy system. The operation purpose is to schedule the 
power discharge of each scheduling period, under the condition of satisfying con-
straint which can get the maximum power generation benefit during the scheduling 
period. Because of the complex power and hydraulic relation between cascade power 
systems, the optimal operation of cascade hydropower station is a large scale, dy-
namic, and strong coupling nonlinear model, which is difficult to get the global opti-
mal solution. In recent years, lots of relative algorithms have been researched. Such 
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as, Dynamic Programming (DP), Progressive Optimality Algorithm (POA), Genetic 
Algorithm (GA), Particle Swarm Optimization (PSO) and so on. And many achieve-
ments have also been obtained. However, all of the methods listed above exists some 
defects. Though DP can solve the optimal operation of single reservoir, while being 
used in the optimal operation of cascade hydropower station, it cause the problem of 
“curse of dimensionality”; POA is sensible to the initial Solution; GA and PSO can 
get a reasonable solution, but it is easily trapped in the local optimal, and difficult to 
solve complex constraints in practice. 

4.1   Objective Function 

The object is to maximize the total generated energy. In this paper, Period of Time is 
month, and fitness function is generated energy. As is described below: 

, ,
1 1

max
N T

i i t i t t
i t

E A H Q M
= =

= ⋅ ⋅ ⋅∑∑  (11) 

Where, E is the max generated energy; N is the number of power station. Ai is output 
power coefficient. Qi,t is the discharge of average power. Hi,t is the head of i-th power 
station. T is the total number of dispatching period’s time. And Mt is the length of 
period’s time. 

4.2   Constraints 

(1) Water level upper and lower limit 

min max
, , ,i t i t i tZ Z Z≤ ≤  (12) 

(2) Power output upper and lower limit  

min max
, , ,i t i t i tN N N≤ ≤  (13) 

(3) Discharge upper and lower limit 

min max
, , ,i t i t i tQ Q Q≤ ≤  (14) 

(4) Water reservoir balance 

, , ,, 1 ( ) ti t i t i ti tV V I Q M+ = + − ⋅  (15) 

(5) Hydraulic connection of cascade reservoirs 

1, ,1, ii t i ti tI Q qτ −− −= +  (16) 

Where, max
,i tZ  and min

,i tZ  are the upper and lower limit of water level. max
,i tN and min

,i tN  

are the upper and lower limit of power output. max
,i tQ and min

,i tQ  are the upper and lower 

limit of discharge. Ii,t is the i-th power station’s inflow runoff at the t-th period. 

11, ii tQ τ −− −  is the outflow of upstream station. 1iτ −  is the time that water flows from the 



 Chaos Cultural Particle Swarm Optimization and Its Application 37 

i-1-th power station to i-th power station. ,i tq  is the local inflow of the i-th power 

station at t period. 

4.3   Encoding and the Initialization of Original Population 

In this paper, water level is adapted as the optimal variable. When applying CCPSO 
to solve cascade hydropower stations optimal operation problem, optimal vector of 
each individual is described by water level series  H={h1,1, h1,2,…, h1,T,…, 

,1hNh , ,2hNh ,…, ,hN Th }, which represents the water level of each power station at each 

period. Then generate an initial feasible population in the feasible region. Where, the 
j-th individual is initialed as 1,1 1,2 1, ,1 ,2 ,, , ..., ,... , ,...

h h h

j j j j j j j
T N N N TH {h h h h h }h= . 

4.4   Constraints Handling 

Constraints of cascade hydropower stations optimal operation are complex. The most 
popular method to deal with constraints is penalty function, however, penalty function 
has to try many times to calculate the penalty factor, and this increases the computa-
tional complexity of optimization. Aiming at this problem, the method of dealing with 
constraints in [10] is imported in this paper. The method focus on transforming con-
straints to water level constrains in every period according to the feature of cascade 
hydropower stations optimal, then guides evolution of CCPSO by the range of the 
water level constrains. So the original problem is transformed into a non-constrain 
optimal problem. More details can be found in [10]. 

4.5   Fitness Function 

CCPSO searchs in the feasible region, while after each evolution; the individuals are 
also feasible, so the penalty is not necessary. Equation (17) is used as the fitness func-
tion in this paper. 

, ,
1 1

( ) max
N T

i i t i t t
i t

f H E A H Q M
= =

= = ⋅ ⋅ ⋅∑∑  (17) 

4.6   Result and Analysis 

In order to identify the feasibility and effectiveness of CCPSO, we calculate with a 
cascade hydropower station which includes two stations (The upstream station A and 
the downstream station B). The process of optimization is used separately with 
CCPSO and POA, where POA is a tradition method which is widely used in the opti-
mal operation of cascade hydropower station. 

The parameters of CCPSO and constraints are shown in Table 2 and Table 3.The 
result of operation is shown in Table 4. The result of comparing with CCPSO and 
POA is shown in Table 5. 
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Table 2. Parameters of CCPSO 

name w c1 c2 Psize 

value 0.729 2.0 2.0 100 

Table 3. Constraints of the cascade hydropower station 

Parameter name A B 

Discharge volume [1580,98800] [3200,86000] 

Upstream water level [145,175] [63.0,66.5] 

Downstream water level [63.0,71.8] [38.0,58.6] 

Output [499,1820] [104,271.5] 

Output power coefficient 8.5 8.4 

Priming level of regulation 175 65 

The Table 4 illustrates that: compared with the result of POA, CCPSO processes 
faster and has better optimal operation solution. The total generated energy calculated 
by CCPSO is 0.3242(108kwh) more, besides, the time cost is halved. Since POA is 
sensitive with the original solution, the range of searching is limited, and when in 
actual application, a reasonable original solution is always difficult to obtain, how-
ever, CCPSO is not sensitive with the original solution, with the comprehensiveness 
of chaos search, the precision of solution can get a higher increase. 

Table 4. The result of CCPSO 

inflow Z Q N Sp Power 
station 

month 
(m3/s) (m) (m3/s) (104kw) (108m3/s) 

1 4460 175 5378 499.001 0 

2 4218 172.5369 5528 499.001 0 

3 5525 169.09 5628 498.999 0 

4 7516 168.7874 5492 499 0 

5 8301 174.2329 16282 1300.096 0 

      
6 22113 145 22113 1473.774 0 

7 35387 145 35387 1675.508 9482 

8 25867 145 25867 1710.657 0 

9 26136 145 26136 1727.405 0 

10 21532 145 13262 1067.578 0 

11 10634 175 10634 994.218 0 

A 

12 6622 175 6622 620.833 0 
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                                                           Table 4. (Continued) 

1 4460 65 5378 107.591 0 

2 4218 64.1 5528 105.946 0 

3 5525 63.1 5628 102.817 0 

4 7516 63.09 5492 100.704 0 

5 8301 63.15 16282 231.103 0 

6 22113 63.03 22113 261.953 0 

7 35387 63.1 35387 271.5 6743 

8 25867 63.08 25867 271.5 429 

9 26136 63.9 26136 271.5 637 

10 21532 63.6 13262 205.713 0 

11 10634 64.1 10643 179.412 0 

B 

12 6622 64.6 6622 125.651 0 

A 921.2539 B 163.852 
E(108kwh) 

total 1085.106 

A 253.9636 B 205.6099 
Sp(108m3) 

total 459.5735 

processing 
time(ms) 

8651 

Table 5. The comparing of CCPSO and POA 

Algorithm variables A B TOTAL 
Processing 
time(ms) 

E(108kwh) 921.2539 163.852 1085.106 
CCPSO 

Sp(108m3) 253.9636 205.6099 459.5735 
8651 

E(108kwh) 921.2049 163.5769 1084.7818 
POA 

Sp(108m3) 253.9636 205.6092 459.5728 
16336 

5   Conclusions 

In this paper, focused on the premature of PSO, we proposed an algorithm called 
Chaos Cultural PSO. CCPSO adopts PSO in the framework of CA, and combines 
with chaos search as the knowledge structure of belief space in the framework. By the 
communication of two populations, CCPSO enhance the searching efficiency of algo-
rithm. The result of test functions shows that CCPSO can avoid premature. And has 
the better performance than PSO. Finally, we applied CCPSO to cascade hydropower 
stations optimal operation. Compared CCPSO with tradition algorithm, the results 
verify its superiority in both efficiency and precision. Therefore a new way is pro-
posed to resolve cascade hydropower stations optimal operation. 
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Abstract. Due to the complex interaction of components, the design of con-
crete mix becomes difficult. This paper presents an artificial neural network 
(ANN) based visualization method to optimize the concrete mix design. It 
aims to minimize the cost of concrete such that all desired qualities are main-
tained. The procedure can be described as mapping data of concrete mix from 
multidimensional space to a two-dimensional plane with an ANN model, and 
then generating concrete property contours on this plane. The optimized mix 
proportions region can be determined intuitively based on the contours distri-
bution. By means of an inversion mapping algorithm, the optimal point in this 
region can be mapped inversely to the original multidimensional space. Prac-
tical production test results show that good concrete mixes, which agree with 
the concrete compressive strength criterion and have lower cost, can be ob-
tained. Application of this method can contribute significant benefits to the 
commercial concrete companies. 

Keywords: ANN, Visualization Method, Concrete Mix, Optimization. 

1   Introduction 

Concrete is the most widely used structural material for construction today. Based on 
the strong increasing demand for improving concrete performance, many admixtures 
and additives are added into concrete, which makes the interactions between various 
components become more complex than before. Since the highly nonlinear relation-
ships exist between components and concrete properties, it is difficult to set up any 
mathematical model to take all factors into account, therefore, the traditional methods 
that build calculation models for concrete mix design have been difficult to meet the 
design requirements. How to optimize concrete mix design has become a focus in 
recent years. 

Mangy works have been done on the optimization for concrete mix design, which 
Bin Chen has adopted stepwise regression method to optimize concrete mix [1];  
I-Cheng Yeh, Kim Jong-In, Mohammed H Alawi and Ji Tao have proposed ANN 
methods in concrete mix design [2-5]; Bai Y and Zain MFM have established an 
expert system for concrete mix design respectively, and the systems’ selection of 
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concrete mix were both compared favourably with those of experts [6-7]. Though all 
of the above methods can achieve a satisfactory fitting between predicted results and 
experimental results, they didn’t consider controlling the raw materials cost simulta-
neously, which is in fact very important for practical use. This paper applies the ANN 
based visualization method (VM) to optimize concrete mix design, and determine an 
optimal mix proportion, which meets to the certain performance requirements and has 
lower cost. The effectiveness of this method has been tested on practical production.  

2   The Visualization Method 

2.1   Basic Principles 

The VM is an effective method for finding an optimized operating region and an 
optimal operating point based on processing practical production data or experimental 
data. The basic principles behind this method are shown in Fig.1. Firstly, the sample 
data in multidimensional space are mapped to a two-dimensional plane with a map-
ping model; meanwhile, the contours of the objective function or functions are gener-
ated automatically in this plane. Then, the optimized operating direction or region can 
be located intuitively according to the contours distribution. Finally, a point found in 
this region, which, although not strictly optimal, is near-optimal, can be mapped back 
to the original multidimensional space with an inversion mapping method, and will be 
represented in terms of original variables. It is beneficial as a guide for practical pro-
duction and scientific experiments [8].  

 

Fig.1. Principles of visualization method 

2.2   Mapping Model 

The mapping relationship between multidimensional space and mapping plane is 
established based on an ANN shown in Figure.2. The information transfer for this 
network is shown as follows:  
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Fig. 2. Mapping model 

From inputs to mapping plane:   

TXwz 11 = , TXwz 22 =  . (1) 

From mapping plan to outputs: 

 

                                                                                         .  
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where X is an m-dimensional input vector, Y is an l-dimensional output vector, z1 and 
z2 are two variables on mapping plane, w1, w2 and V are the weight vectors of the 
neural network, P is a nonlinear extending vector for enhancing mapping effect, and 
in this work we take simply P =[1 f1(z1, z2 ) f2(z1, z2 ) …fp(z1, z2 )]=[1  z1   z2   z1

2   z2
2    

z1 z2  ]. 
The determination of the weight vectors for the network can be translated into 

solving the following unconstraint non-convex nonlinear programming problem: 
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where n is the number of samples, dk(t) and yk(t) are practical value and network out-
put value of the k-th function corresponding to the t-th sample, respectively. In order 
to obtain the weight values of the network, line-up competition algorithm (LCA) is 
adopted to solve above nonlinear programming problem. 

2.3   Inversion Mapping Algorithm 

After the sample data in multidimensional space have been mapped to a plane and the 
contours of objective functions have been produced, it is easy to locate the optimized 
region or optimal point on the mapping plane according to the contours distribution of 
objective functions. How to inverse the optimal point to the multidimensional space 
and to be represented with the original variables is an important problem for practical 
use. The following theorem can solve the inversion mapping problem.  

( )c a b ax x x xβ= + −  (4) 

Where, xa and xb are the points in multidimensional space relative to the points a and 
b on the plane; xc is the point in multidimensional space relative to the point c on the 
plane, which c is any point of the line through points a and b; β is step size and its 
value equals the ratio of the distance between points a and c to the distance between 
points a and b. 

β = =
−
−

ca

ba

z z

z z

c a

b a
1 1

1 1  

(5) 

where 0≤ β ≤1 represents interpolation, β ≥ 1 for extrapolation.  
Using this formula, given an optimal point on mapping plane, the corresponding 

optimized point in original multidimensional space can be obtained easily.  

2.4   The Features of Visualization Method 

The dimension reduction from multidimensional space to a two-dimensional plane 
was achieved by the combination of ANN and LCA. The ANN was adopted to be 
mapping model and the LCA was used to determine the model parameters. Based on 
the excellent global optimization performance of LCA, the nonlinear mapping and the 
fitting capacity of mapping model can be enhanced. 

Through introducing the inversion mapping algorithm, the problem that points in 
two-dimensional plane can’t be returned to the original multidimensional space after 
dimension reduction, which exists in multivariate statistical methods such as principal 
component analysis (PCA), and pattern recognition, was solved successfully. It made 
the VM more valuable in practical use. 
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The contours of several objective functions can be generated simultaneously on a 
plane with the VM. Under this situation, a satisfactory solution which gives a balance 
between the alternative objective functions can be obtained intuitively. It has the 
equally effectiveness for optimization problems with constraints. 

3   Practice Applications 

In concrete mix design, the compressive strength of concrete is regarded as the most 
important property. Many other properties, such as elastic modulus, water tightness or 
impermeability, resistance to weathering agents, etc. are directly related to the com-
pressive strength. So, this paper takes the 28th day compressive strength, which is 
universally accepted as a general index of concrete strength, as the main mix design 
target. The aim of work is to optimize the C30 and C25 grade concrete cost under a 
certain compressive strength criterion for a commercial concrete company.   

A group of experimental data was collected from the company. The experimental 
scheme and results are list in Table 1. There are eight important factors influencing 
the concrete cost(y1) and compressive strength(y2), namely, cement(x1), fly ash(x2), 
mineral powder(x3), sand(x4), water reducer(x5), water(x6), blue-stone(x7) and  
red-stone (x8).  

Table 1. Uniform experimental scheme and results 

NO. x1 x2 x3 x4 x5 x6 x7 x8 
y1 
(yuan/M3) 

y2  
(MPa) 

1 179.8 63.6 78 755.4 8.47 171.2 518.6 639 155.38 32 
2 196 73.5 103.6 727.6 8.6 177.7 437.4 707.6 165.35 34.2 
3 199.7 78.8 75.1 795.3 8.18 173.7 334.4 723.8 158.03 31.8 
4 201.1 82.9 93.5 712.9 7.71 169.8 284.5 853.6 161.54 36.8 
5 220.9 94.6 72.4 694.3 7.92 175 536.6 605.1 166.73 33.8 
6 220.5 97.7 90.6 750.3 8.81 178.1 420.2 619.9 170.05 34.9 
7 231.1 59.1 66.3 702.4 7.29 177.7 395.1 773.9 163.84 34.7 
8 228.6 63.1 83.5 750.6 6.77 172.6 288.8 773 163.17 38.2 
9 254.2 75.0 64 749.9 7.08 176 533.2 550.5 171.67 36.2 

10 251.3 78.5 82 663.2 6.59 176.6 490.7 661.2 173.26 40.7 
11 253.9 83.4 56.2 729.3 6.26 177.4 386.4 687 166.54 39.8 
12 270.4 93 79 699 6.28 184.6 309.8 743.9 175.49 37.9 

 

3.1   Mapping Results 

The data processing results obtained with the VM are listed in Table 2. It is clear 
that the maximal absolute value of relative error between real results and calculated 
results is no more than 0.52. It shows that the fitting between calculated values and 
real values is satisfactory, and the mapping relations can be used to predict the  
concrete mix.  
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Table 2. Export value of the mapping model and the actual value comparison 

Mapping plane 
coordinate NO. 

Real  
concrete 

cost 

Calculated 
concrete 

cost 

Relative 
error 

Real 
concrete
strength

Calculated 
concrete 
strength 

Relative 
error 

z1 Z2 

1 155.38 155.08 0.1934 32 31.885 0.3607 -0.55393 -0.45415 
2 165.35 165.86 -0.3075 34.2 34.191 0.0263 0.25474 -0.81582 
3 158.03 158.4 -0.2336 31.8 31.953 -0.4788 -0.3983 -0.35515 
4 161.54 161.6 -0.0371 36.8 36.774 0.0707 0.15647 -1.1181 
5 166.73 167.14 -0.2453 33.8 33.874 -0.2185 0.08599 -0.037199 
6 170.05 170.22 -0.0999 34.9 34.957 -0.1631 0.42074 -0.67403 
7 163.84 163.55 0.1773 34.7 34.664 0.1039 -0.13353 -0.024312 
8 163.17 163.15 0.0123 38.2 38.232 -0.0837 0.27394 -1.0998 
9 171.67 172.56 -0.5158 36.2 36.093 0.2965 0.63094 -0.43969 

10 173.26 173.08 0.1040 40.7 40.69 0.0246 0.83257 -0.59662 
11 166.54 166.39 0.0901 39.8 39.723 0.1938 0.07596 0.33055 
12 175.49 175.36 0.1711 37.9 37.967 -0.1765 0.7413 0.16516 

 
Figure.3 shows the mapping diagram for this problem. Sample data of concrete 

mix in multidimensional space are mapped and reduced dimension to a plane, 12 
black points in figure represent 12 groups of concrete mix experiments respectively. 
The contours of concrete compressive strength and cost are generated automatically 
on this plane. The real lines represent the contours of concrete cost of every cubic  
 

 

Fig.3. Mapping figure 
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meter and the dash-dotted lines are the contours of concrete strength of 28th day. The 
optimal mix proportions can be determined intuitively based on contours distribution. 
By means of the inversion mapping algorithm, optimal point in this plane can be 
mapped inversely to original multidimensional space and represented in terms of 
practical mix proportion data.  

3.2   Prediction and Verification for the Optimal Mix Proportion 

Based on the criterion for C30 concrete, the 28th day concrete compressive strength 
must be controlled between 38MPa to 42MPa. And the current concrete cost of C30 is 
166 Yuan/m3. It can be seen from Figure.3 that the concrete cost will decrease, and 
the concrete strength will be controlled between 38MPa to 42MPa in the direction of 
the arrow. Taking points 1 and 8 as references and step size as 1.1, a predicted point 
asterisk A is obtained through extrapolation in the direction of the arrow, the concrete 
cost and strength at the predicted point are 163.2 Yuan/m3 and 41MPa respectively. 
The corresponding mix proportion parameters are list in Table 3. For C25 concrete, 
the 28th day concrete compressive strength must be controlled between 30MPa to 
34MPa, and the current concrete cost is 156 Yuan/m3. The asterisk B in Figure.3 is a 
predicted point obtained by extrapolating from points 6 to 3 (β = 1.2). The corre-
sponding mix proportion parameters are list in Table 3, too. 

Table 3. Prediction results 

Samples β x1 x2 x3 x4 x5 x6 x7 x8 y1 y2 

A: 1→8→ 1.1 233.5 63.06 84.08 750.1 6.61 172.7 265.9 786.4 163.2 41 

B: 6→3→ 1.2 195.6 74.97 72 804.3 8.058 172.8 317.2 744.6 155.2 33.8 

→: Extrapolating direction,β: step size. 

Table 4. Comparison of test results and prediction results 

Compressive strength(MPa)  Cost(Yuan/m3) 
samples 

Predicted Test Errors  Predicted Test Errors 

C30  41 42.5 3.53  163.2 163.7 0.31 

C25 33.8 34 0.59  155.2 155.8 0.39 

 
The predicted concrete mixes have been tested on a group of verification experi-

ments. Table 4 shows the comparison of the test results and prediction results. In the 
compressive strength, the values of error percent differences between the test and the 
predicted results compared to the test values are 0.59% and 3.53% for C30 and C25 
grade concrete respectively. And in the concrete cost, the values of error percent dif-
ferences between the test and the predicted results compared to the test values are 
0.31% and 0.39%. Therefore, the compressive strengths of concrete predicted by the 
proposed method agree with those resulting from compressive tests, at the same time, 
the concrete costs reduce markedly, which demonstrate the effectiveness of the VM. 



48 B. Shi, L. Yan, and Q. Guo 

4   Conclusions 

This paper presented the application of VM to optimize concrete mix. The concrete 
mix data from a commercial concrete company were processed by the VM. The 
compressive strength and the concrete cost contours were mapped on a plane simul-
taneously, and the optimal mix proportions region can be determined intuitively 
according to the contours distribution. Through extrapolation or interpolation with 
different step sizes in the optimal region, an optimal mix proportion point can be 
located. In this study, the maximal error between real results and calculated results 
was found to be 0.52 during the data processing by the VM. The validity of the pro-
posed method was proven by comparing the predicted compressive strength and cost 
with the practice production test results of the company. The maximum errors be-
tween the predicted and tested results were 3.53% in the compressive strengths and 
0.59% in the concrete cost. 

This study demonstrated the effectiveness of the VM in optimization the compres-
sive strength and the cost of concrete based on practical concrete mix parameters. 
Application this method can contribute significant benefits to the commercial con-
crete companies. As a future study, other important factors that also affect the con-
crete strength, such as uncertainty of raw materials will be considered in the VM. 
Then the VM will become more effective and the optimization results will become 
more accurate and reliable. 
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Abstract. In this study, we propose a novel nonparametric regression
(NR) ensemble rainfall forecasting model integrating generalized particle
swarm optimization (PSO) with artificial neural network (ANN). First
of all, the PSO algorithm is used to evolve neural network architecture
and connection weights. The evolved neural network architecture and
connection weights are input into a new neural network.The new neu-
ral network is trained using back-propagation (BP) algorithm, generating
different individual neural network. Then, the principal component anal-
ysis (PCA) technology is adopted to extract ensemble members. Finally,
the NR is used for nonlinear ensemble model. Empirical results obtained
reveal that the prediction by using the NR ensemble model is generally
better than those obtained using other models presented in this study in
terms of the same evaluation measurements. For illustration and testing
reveal that the NR ensemble model proposed can be used as an alterna-
tive forecasting tool for a Meteorological application in achieving greater
forecasting accuracy and improving prediction quality further.

Keywords: Nonparametric Regression, Neural Network Ensemble, Par-
ticle Swarm Optimization, Rainfall Forecasting.

1 Introduction

Accurate forecasting of rainfall has been one of the most important issues in
hydrological research, because early warnings of severe weather, made possible
by timely and accurate forecasting can help prevent casualties and damages
caused by natural disasters. In general, rainfall forecasting involves a rather
complex nonlinear data pattern, for example pressure, temperature, wind speed
and its direction, meteorological characteristics of the catchments and so on [1].
Although a physically-based approach for rainfall forecasting has several advan-
tages, given the short time scale, the small catchments area, and the massive
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costs associated with collecting the required meteorological data, it is not a
feasible alternative in most cases because it involves many variables which are
interconnected in a very complicated way, and the volume of rainfall calculation
require sophisticated mathematical tool [2, 3]. Recurrent Artificial Neural Net-
work (ANN) have played a crucial role in forecasting rainfall data. [4, 5]. ANN is
based on a model of emulating the processing of human neurological system to
find out related spatial and temporal characteristics from the historical rainfall
patterns (especially for nonlinear and dynamic evolutions) [6, 7]. Due to without
understanding the physical laws and any assumptions of traditional statistical
approaches required, ANN is widely applied to solve hydrological problems in-
cluding rainfall forecasting [8].

The application of an ANN, however, involves a complicated development
process. As ANN approaches want of a rigorous theoretical support, effects of
applications strongly depend upon operator’s experience. In the practical appli-
cation, the results of many experiments have shown that the generalization of
single neural network is not unique. That is, ANN results are not stable. Even
for some simple problems, different structures of neural networks (e.g., different
number of hidden layers, different hidden nodes and different initial conditions)
result in different patterns of network generalization. If carelessly used, it can
easily learn irrelevant information (noises) in the system (over-fitting) and limit
applications of ANN in the practical application [9, 10]. In order to overcome the
main limitations of ANN, recently a novel ensemble forecasting model, i.e. neural
network ensemble (NNE), has been developed. Because of combining multiple
neural networks learned from the same training samples, NNE can remarkably
enhance the forecasting ability and outperform any individual neural network.
It is an effective approach to the development of a high performance forecasting
system [11].

In general, NNE is constructed in two step, i.e. training a number of indi-
vidual neural network and then combining the component predictions. Different
from the previous work, this study proposes a novel NR ensemble rainfall fore-
casting method in terms of PSO technique coupled with ANN (NR-PSO-ANN).
PSO algorithm is applied to evolve neural network architecture and connection
weights. The evolved neural network architecture and connection weights are
input into a new neural network. The new neural network is trained using back-
propagation (BP) algorithm. The output is obtained by NR. The rest of this
study is organized as follows. Section 2 describes the building process of the NR
ensemble rainfall forecasting model in detail. For further illustration, this work
employs set up a prediction model for daily mean field of circulation and daily
rainfall in Guangxi are used for testing in Section 3. Finally, some concluding
remarks are drawn in Section 4.

2 The Building Process of the NR Ensemble Model

In this section, a triple-phase nonlinear neural network ensemble model is pro-
posed for rainfall forecasting. First of all, many individual neural predictors are
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generated by PSO technique. Then an appropriate number of neural predictors are
selected from the considerable number of candidate predictors. Finally, selected
neural predictors are combined into an aggregated neural predictor by NR.

2.1 Generating Individual Neural Network Predictors

Recently, a new evolutionary computation technique, the PSO is applied. Its
development was based on observations of the social behavior of animals such as
bird flocks, fish choosing, and swarm theory. Each individual in PSO is assigned
with a randomized velocity according to its own and its companions’ flying ex-
perience. The individuals, called particles, are then flown through hyperspace
[12, 13]. Position-speed relation model of PSO operates easily. The method of
using PSO to evolve neural networks includes three steps: (i) using global search-
ing ability of PSO to find an appropriate network architecture and connection
weights; (ii) using BP algorithm to search peak value(s) in detail; (iii) obtaining
individual neural network.

Mathematically, optimization problems of PSO-Neural Network can be de-
scribed as follows:⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

min E(w, v, θ, r) = 1
N1

N1∑
k=1

n∑
t=1

[yk(t)− ŷk(t)] < ε1

ŷk(t) =
p∑

j=1
νjk · f [

m∑
i=1

x · ωij + θj ] + rt

f(x) = 1/(1 + exp(−x))
s.t. w ∈ Rm×p, v ∈ Rp×n, θ ∈ Rp, r ∈ Rn

(1)

where x is training samples, ŷk(t), yk(t) are the desired output and real data,
respectively. The fitness function is defined as follows:

F (w, v, θ, r) = 1/(1 + minE(w, v, θ, r)) (2)

Here we introduce our scheme:
Step 1: Initialize positions and speeds of a number of particles. M particles are

randomly generated and each of them includes two parts: position and speed. The
position of each particle consists of network node link and connection weights.
The hidden nodes are encoded as binary code string, 1 with connection and 0
without connection. The connection weights are encoded as float string, ran-
domly generated within [-1, 1].

Step 2: Input training samples and calculate the fitness of each particle ac-
cording to Expression (2). Initialize individual best position Pbest(t) and the
global best position Pgbest(t).

Step 3: Compare individual current fitness and the fitness of its experienced
best position. If current fitness is better, we set current position to be the best
position.

Step 4: Equation of speed evolution for each particle can be written as follows:

vij(t + 1) = ω(t) · vij(t) + c1r1(Pbest(t)− xij(t)). (3)
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ω(t) = ωmax − [(ωmax − ωmin)/(itermax)] · iter. (4)

where ωmax, ωmin denote the maximum and minimum of inertia weights, respec-
tively. While iter, itermax denote current iteration number and the maximum
iteration number.

Step 5: According to Ref. [14], equation of network link can be written as
follows:

xij(t + 1) =
{

0, r ≥ 1/(1 + exp(−vij(t)))
0, r < 1/(1 + exp(−vij(t)))

(5)

where r ranges from [0,1]. Equation of position evolution for each particle can
be written as follows:

xij(t + 1) = xij(t) + vij(t + 1). (6)

Step 6: Repeat step 2 ∼ 5 until stopping criteria are satisfied, e.g., the best
fitness is satisfied or the maximum iteration number is reached.

Step 7: Decode each particle and obtain M groups network architecture and
connection weights. Thus, we can form M different neural networks. Train these
networks with training samples until stopping criteria are satisfied so that we
will generate M different individual neural network predictors.

2.2 Selecting Appropriate Ensemble Members by the Principal
Component Analysis (PCA)

After training, each individual neural predictor has generated its own result.
However, if there are a great number of individual members, we need to select a
subset of representatives in order to improve ensemble efficiency. In this study,
the PCA technique [11] is adopted to select appropriate ensemble members.
Interested readers can be referred to [11] for more details.

2.3 Combining the Selected Members by NR

The traditional linear and non-linear regression models fit the model

Yi = f(β, X ′
i) + εi, i = 1, 2, · · · , n (7)

where β = (β1, β2, · · · , βM ) is a vector of parameters to be estimated, and X ′
i =

(x1, x2, · · · , xM ) is a vector of predictors for the ith of n observations; the errors
εi are assumed to be normally and independently distributed with mean 0 and
constant variance σ2 . The function f(·) relating the average value of the response
y to the predictors, is specified in advance, as it is in a linear or nonlinear
regression model [15].

The assumption that the pairs (X ′
i, Y ), i = 1, 2, · · · , n are an independent sam-

ple from an unknown distribution can often be justified in practice and simplifies
technical matters for getting function f(·). Certainly in the expenditure data
example in which the observations have been gathered from a quite realistic
cross-section of the data, the assumptions of independence and identical distri-
butions seem to be difficult [16]. Regression model realized that pure parametric
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thinking in curve estimations often does not meet the need for edibility in data
analysis and the development of hardware created the demand for theory of now
computable nonparametric estimates.

The general nonparametric regression model is written in a similar manner,
but the function f(·) is left unspecified:

Yi = f(X ′
i) + εi, i = 1, 2, · · · , n (8)

Moreover, the object of nonparametric regression is to estimate the regression
function f(·) directly, rather than to estimate parameters. Most methods of
nonparametric regression implicitly assume that f(·) is a smooth, continuous
function. As in nonlinear regression, it is standard to assume that εi ∼ N(0, σ2).
Nonparametric regression is a type of regression analysis in which the functional
form of the relationship between the response variable and the associated predic-
tor variables does not to be specified in order to fit a model to a set of data. This
makes non-parametric regression a good competitor to non-linear regression for
modelling situations in which a theoretical model is not known, or is difficult to
fit. There are several approaches to estimating nonparametric regression models,
for example Local Polynomial Regression, Smoothing- Spline regression, Local
Likelihood regression, Kernel Function Regression, etc [17]. In this paper, Gauss
Kernel Function Regression is defined as

Yi =

n∑
i=1

K(xi−x
hn

)Yi

n∑
i=1

K(x
i−x

hn
)

+ εi, i = 1, 2, · · · , n (9)

where K(x) = (2π)0.5exp(−0.5)x2, The condition E(εi|Yi) = 0 is sufficient, then

E(Ŷ |Y ) = m̂(X) (10)

lim
n→∞P{|m̂(X)−m(X)| > ε} = 0 (11)

And hn is called the bandwidth. Kernel function is a very important parame-
ter, which can effectively eliminate random interference and smooth regression
curve. The bandwidth is used to control regression model error, if the bandwidth
value is too large, the regression model is linear; if the bandwidth value is too
small, the regression function is not be smoothed and random interference is not
eliminated.Theoretically, hn = cn−0.5 is best value, and C is constant, which is
determined by cross-test [18].

2.4 NR Ensemble Rainfall Model

The above-mentioned method can be summed up as follows: firstly, PSO algo-
rithm is applied to evolve neural network architecture and connection weights.
The evolved neural network architecture and connection weights are input into a
new neural network. The new neural network is trained using back-propagation
(BP) algorithm, generating different individual neural network predictors. Sec-
ondly, the PCA technique extracts ensemble members. Finally, NR is used to
combine the selected individual forecasting results into a ensemble model.
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3 Selection of Data and Method of Model Building

3.1 Empirical Data

The Liu-Jian Watershed rainfall data is employed as a case study for development
of rainfall forecasting model in this investigation.The watershed is located in
southwest Guangxi of China, due to the southwest monsoon, monsoon trough
and tropical cyclones, it is typically with heavy raining in the summer. Real-time
ground rainfall data is obtained from May and June 1951 to May and June 2004
in Guangxi by observing 89 stations. Guangxi region has been divided into three
regional precipitation by the group-average method. Statistics for each district in
the average daily precipitation is used as the forecasting object. Figure.1 shows
three region map.

In one district as an example to show the process of modelling, different
climatic variability and its effect have been discussed many times in the litera-
ture. Based on routine weather materials and T213 numerical prediction prod-
uct, firstly, the 500-hPa monthly mean geopotential height field of the Northern
Hemisphere data, and the sea surface temperature anomalies in the Pacific Ocean
data. We get 6 variables as the predictors by analyzing daily precipitation in one
district. The original daily rainfall data is used as the predicted variables. Using
rainfall data as training sample is builded modelling in May and June of 2005
and 2006, rainfall data is tested modelling in May and June of 2007. The train-
ing sample is 114 and testing sample is 55. In order to measure effectiveness of
the proposed method, we compare results of NR-PSO-ANN model. Four types
of errors are described as follows:

Maximum Absolute Error:

MAE1 = max{|Yi − Ŷi|, i = 1, 2, · · · , n}. (12)

Mean Absolute Error:

MAE1 =
1
n

n∑
i=1

|Yi − Ŷi|, i = 1, 2, · · · , n. (13)

The Error Value more than 25mm:

F1 =
n∑

i=1

Ii (14)

where Ii =
{

1, |Yi − Ŷi| > 25
0, |Yi − Ŷi| ≤ 25.

The Error Value less than 5mm

F1 =
n∑

i=1

Li. (15)

where Li =
{

1, |Yi − Ŷi| < 5
0, |Yi − Ŷi| ≤ 5.

, Yi is original value,Ŷi is forecast value.
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Fig. 1. The Group Average Region Map of Guangxi Rainfall

3.2 Analysis of the Results

PSO-BP parameters are set as follows: the iteration times are 100; the population
is 100; the minimum inertia weight is 0.1; the maximum inertia weight is 0.9. BP
parameters are set as follows: the number of neurons in the hidden layer range
from 6 ∼ 15. The learning rate is 0.9; the momentum factor is 0.7; the iteration
times are 1000; the global error is 0.001.

When all the training results satisfy the request of error, all the component
neural networks have been trained well. After training, the PCA approach is
adopted to select some neural network output without linear correlation from
the available neural networks to constitute an ensemble, and NR is used to
combine their forecasting results. For the purpose of comparison, we have also
built two other ensemble forecasting models:(1) stepwise linear regression (SLR)
all the available forecasting output with feature extraction by PCA; (2) output
of T213 numerical prediction product.

Figure 2 shows the curve of fitness in the training stage. One can see that the
maximum, average and the minimum fitness and convergent speed are tending
towards stability with increase of iteration number. Therefore, network architec-
ture and connection weights are in near-optimal zone.

Each of the models described in the last section is estimated and validated by
the same sample data. The model estimation selection process is then followed
by an empirical evaluation based on the out-of-sample data. At this stage, the
relative performance of the models is measured by four errors.

Figure 3 shows fitting of training sample, we can see that learning results
of NR-PSO-ANN are satisfying. The more important factor to measure perfor-
mance of a method is to check its generalization ability. Figure 4 and Figure 5
shows forecasting results. Table 1 reports the errors results. From figure 4,
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Fig. 2. FitnessValues in PSOBP Approach
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Fig. 3. Fitting of Training Samples
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Fig. 4. Forecasting of Samples in May
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Fig. 5. Forecasting of Samples in June

figure 5 and Table 1, the differences between the different models are very sig-
nificant. For example, for the rainfall test case in May, the MAE1 for the T213
model is 41.30% and for the SLR-ANN model it is 16.50%, while for the proposed
NR-PSO-ANN model, the MAE1 reaches 10.04%, which has obvious advantages
over other two models.The errors of the NR-PSO-ANN model has less than other
model in June forecasting rainfall. The results imply that the NR-PSO-ANN has
a significant forecasting ability under the same network input.

If the error value less than 5mm is reference information, the NR-PSO-ANN
model has reference information at least 89%, which reference information of
T213 is only 67%, and reference information of SLR-ANN is only 52% in May.
If the error value more than 25mm is unreliable information, the NR-PSO-ANN
model has no unreliable information, which unreliable information of T213 is 11%
in May. The forecasting of NR-PSO-ANN model for a Meteorological application
has greater forecasting accuracy.

Furthermore, we use the same method to train precipitation data and predict
precipitation from May to June at the other two regions. The experimental
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Table 1. A Comparison of Result of Ensemble Models about Test Samples

Errors Month NR-PSO SLR T213 Month NR-PSO SLR T213

MAE1 May 10.04 16.50 41.30 June 8.68 28.89 41.70
MAE2 2.38 5.56 7.74 2.16 5.36 7.21
F1 0 0 3 0 1 1
F1 × 100% 0% 0% 11% 0% 4% 4%
F2 24 14 18 24 18 16
F1 × 100% 89% 52% 67% 86% 64% 57%

results also show that NR-PSO-ANN method is better generalization ability
than SLR-ANN and T213 method.

4 Conclusions

In this paper, a novel NR ensemble approach, based on PSO algorithm and
ANN, is represented for meteorological prediction, PCA technology combines
linear characteristics with nonlinear characteristics, NR is used to combine the
selected individual forecasting results into a ensemble model. The novel NR
ensemble including nonparametric regression, PSO algorithm and ANN method
outperform all linear ensemble methods, implying that the proposed nonlinear
ensemble model can be used as a feasible approach to rainfall forecasting.
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Abstract. By selecting an appropriate transformation of the variables
in quadratic programming problems with equality constraints , a lower
order recurrent neural network for solving higher quadratic program-
ming is presented. The proposed recurrent neural network is globally ex-
ponential stability and converges to the optimal solutions of the higher
quadratic programming. An op-amp based on the analogue circuit real-
ization of the recurrent neural network is described. The recurrent neural
network proposed in the paper is simple in structure, and is more stable
and more accuracy for solving the higher quadratic programming than
some existed conclusions, especially for the case that the number of de-
cision variables is close to the number of the constraints. An illustrative
example is discussed to show us how to design the analogue neural net-
work using the steps proposed in this paper.

Key words: Quadratic Programming Problems, Neural Network, Ana-
logue Circuit.

1 Introduction

Quadratic programming problems are very important in the field of optimization.
They arise in many applications such as constrained least mean square estima-
tion. Besides its wide applications, quadratic programming is also of theoretic
meaning, because it forms a basis for solving some general nonlinear program-
ming problems. Many effective algorithms on quadratic programming have been
developed [1], such as the elimination method, orthogonal decomposition method
and the Lagragian multiple method. As we all know, the programs programmed
by these algorithms execute in serial way, not parallel form. In many practical
applications, it is desired that the quadratic programming problems be solved
in real time. In such applications, the effective parallel procedures are required.

Neural networks have been exhibited the abilities of parallel and distributed
computation, they fit for solving real time problems. In recent years, neural
networks have been used for solving optimization problems widely, see References
[2,3,4,5,6,7]. Two approaches are used to design recurrent neural networks for
optimization in these papers. One is based on a defined energy function and the
other is based on the exsiting optimal conditions, such as Kuhn-Tucher necessary
condition. Once the recurrent neural networks are well designed, the stability
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analysis of the neural networks must be done[8,9] and the realized circuits of the
neural networks should be discussed.

In quadratic programming problems, the objective function is quadratic and
the constraints are linear. Let x be an n-dimensional column vector of deci-
sion variables, i.e. x ∈ IRn, a quadratic programming problem with equality
constraints can be described as follows:

minimize q(x) =
1
2
xTGx + gTx ,

subject to ATx = b. (1)

Where G is an n×n matrix of objective coefficients, i.e. G ∈ IRn×n. We assume
the matrix G be symmetrical but not be positive definite. g ∈ IRn is the column
vector of objective coefficients. A ∈ IRn×m (m < n), each column of A is formed
by the coefficients of the corresponding constraint. We assume that the matrix
A be full rank. b ∈ IRm is the vector of constraint coefficients. The superscript
T denotes the transpose operator.

For (1), we will select an appropriate transformation of the variables, and
based on it, an (n−m)-dimensional recurrent neural network for solving (1) is
presented. The proposed recurrent neural network is globally exponential sta-
bility and converges to the optimal solutions of (1). An op-amp based on the
analogue circuit realization of the recurrent neural network is described. The
recurrent neural network proposed in the paper is quicker and more accuracy to
solve the higher quadratic programming (1) than some existed conclusions, such
as in [5], especially for the case that the number of decision variables n is close
to the number of the constraints m, because in this case n−m is a small integer.
An illustrative example is discussed to show the effectiveness of the analogue
neural network.

2 Linear Transformation of Variables

Select two matrices S ∈ IRn×m and Z ∈ IRn×(n−m), such that ATS = Im, ATZ =
0 and (S : Z) ∈ IRn×n is nonsingular, Im is m-dimensional unit matrix. That is,
the matrix S is the pseudo-inverse of the matrix A, and A is column full rank,
so S = A(ATA)−1. The n-dimensional column vectors z1, z2, · · · , zn−m of the
matrix Z is the base vector group of the linear space N(A) = {δ ∈ IRn : ATδ =
0}. For any δ ∈ N(A), there exist an unique vector y = (y1, y2, · · · , yn−m)T ∈
IRn−m, such that

δ =
n−m∑
i=1

yizi = Zy.

For any feasible point x ∈ {x ∈ IRn : ATx = b}, we have ATx = b, the
constraint equation has a particular solution Sb, and its general solutions have
the form: x = Sb + δ, δ ∈ N(A). So, we choose the linear transformation:

x = Zy + Sb, y ∈ IRn−m. (2)
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Transformation (2) constructs a one to one mapping between the constraint set
{x ∈ IRn : ATx = b} and IRn−m and provides an approach using an (n −m)-
dimensional vector y to eliminate the constraint ATx = b.

Replacing x in (1) by (2), we have the following lower order unconstrained
optimization problems:

minimize q(x) = φ(y) =
1
2
yT(ZTGZ)y+(g+GSb)TZy+

1
2
(2g+GSb)TSb. (3)

Lemma 1. x∗ is the global minimum point of (1) if and only if there exists a
matrix Z, such that the matrix ZTGZ is positive definite.

Proof. Noticing the two facts: 1.For the unconstrained quadratic programming
problem (3), y∗ ∈ IRn−m is the global minimum point if and only if its Hessian
matrix ZTGZ is positive definite; 2. Transformation (2) is a one to one mapping.

Sufficiency: Assume the matrix ZTGZ is positive definite, then, (3) has an
unique global minimum point y∗, thus x∗ = Zy∗ + Sb is is the global minimum
point of (1).

Necessity: Assume x∗ is the global minimum point of (1), then there exists an
unique y∗, such that x∗ = Zy∗ + Sb and y∗ is the unique global minimum point
of (3), thus the matrix ZTGZ is positive definite. ��
Remark 1. Obviously, if the Hessian matrix G in (1) is positive definite, then
ZTGZ is positive definite, but the inverse proposition is not true; If we can
determine (1) has the unique minimum from the practical sense, then, there
exists a matrix Z such that ZTGZ is positive definite.

In our paper, we always assume that the quadratic programming problem (1)
has an unique global minimum point or equivalently, there exists the matrix Z,
such that the matrix ZTGZ is positive definite, not assume the matrix G is
positive definite.

Remark 2. The existence of the matrices S, Z can be illustrated by the orthog-
onal decomposition method. The QR decomposition of the matrix A has the
form:

A = Q

(
R
0

)
= (Q1 Q2 )

(
R
0

)
= Q1R.

Where, Q ∈ IRn×n is an orthogonal matrix, R = (rij) ∈ IRm×m is an upper
triangular matrix with rii > 0, Q1 ∈ IRn×m and Q2 ∈ IRn×(n−m). It is easy to
verify that

S = Q1R
−T, Z = Q2

satisfy the properties, i.e. ATS = Im, ATZ = 0 and (S : Z) is nonsingular.

3 Neural Network Design

For (3), by setting the gradients of φ(y) to zero, the necessary condition gives
rise to the following matrix form algebraic equation:(

ZTGZ
)
y = −ZT (g + GSb) . (4)
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In order to get the real time solution of (4), it can be realized by the ana-
logue circuits of the recurrent neural network. The dynamical equations of the
recurrent neural networks is as follows:

dy

dt
= αWy + αθ. (5)

Where α > 0 is a scaling adjustable parameter, W = −ZTGZ is the (n −
m)-dimensional connection weight matrix, θ = −ZT (g + GSb) is the (n −m)-
dimensional biasing threshold vector.

Theorem 1. Assume that the quadratic programming problem (1) has an unique
global minimum point, then the dynamical equation (5) has an unique equilibrium
y∗, and y∗ is global exponential stability and the convergent rate is −αλmax(W ) >
0, where λmax(W ) denotes the maximum eigenvalue of the matrix W .

Proof. By the assumption of this theorem and Lemma 1, the matrix W is nega-
tive definite, all eigenvalues of the matrix W are negative. From the linear system
theory, (5) has an unique equilibrium y∗, and for the solution y(t) of (5) has the
estimation as follows :

‖y(t)− y∗‖ ≤ ‖y(0)‖eα·λmax(W )·t.

Where y(0) is the initial value of (5). Thus, y∗ is global exponential stability and
the convergent rate is −αλmax(W ) > 0. ��
Remark 3. The convergent speed of the equilibrium y∗ of the recurrent neural
network (5) can be adjustable by the parameter α, more larger the value of α,
more shorter the transient processes.

Once the equilibrium y∗ is obtained, the optimal solution of the primal quadratic
programming problem (1) can be computed by x∗ := Zy∗ + Sb.

Fig. 1 is an op-amp based on analogue circuit scheme diagram of the neural
network for solving quadratic programming problem with equality constrains
(1), it consists of two parts.

The lower part of Fig. 1 is the circuit realization of the recurrent neural net-
work (5). It contains n −m neurons y1, · · · , yn−m, each neuron can be realized
by a summer, an integrator, and an inverter. The ohmic value of each connection
resistor is determined according to the magnitude of the corresponding connec-
tion weight, i.e. Rij = Rf/|wij |, i, j = 1, 2, · · · , n−m. The Connecting terminal
of each connection resistor is determined according to the sigh of the connec-
tion weight; i.e. if the connection from neuron j to neuron i is excitatory (i.e.
wij > 0), then connect Rij to the terminal yj; If the connection from neuron j to
neuron i is inhibitory (i.e. wij < 0), then connect Rij to the terminal −yj . The
biasing threshold for neuron i can be realized by a voltage source Ei such that
θi = RfEi/Ri, i = 1, · · · , n−m; The adjustable parameter α can be realized by
the circuit time constant, i.e. α = 1/(RcC).

The upper part of Fig. 1 realized the algebraic equation (2) which is a for-
ward neural network for solving the optimal solution of quadratic programming
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Fig. 1. Op-amp based on circuit realization of analogue neural network

problem (1). It contains n neurons x1, · · · , xn, each neuron is composed of a
summer and an inverter, no integrator. The ohmic value of each connection re-
sistor is determined by the connection weight matrix Z, i.e. R̄ij = Rf/|zij|, i =
1, · · · , n, j = 1, · · · , n −m, and R̄ij connects terminal yj if zij > 0 or connects
−yj if zij < 0. The biasing threshold vector Sb can be realized by the voltage
sources Ēi, i = 1, · · · , n, i.e. Sb = (Rf Ē1/R̄1, · · · , Rf Ēn/R̄n)T.
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Remark 4. 1. The total neurons in Fig. 1 are (n−m)+n = 2n−m. If n ≈ m, i.e.
the number of decision variables n and the number of constraints m of (1) are
almost equal, the total neurons in Fig. 1 are close to n. In Reference [5], it needs
n + m ≈ 2n neurons. For this case, we see that the neural network proposed in
this paper needs half the neurons in the analogue circuit of [5];

2.The number of feedback neurons (the lower part) in Fig. 1 is n−m, if n ≈ m,
we see that the dimension of the current neural network is very low. So, the
analogue circuit realization of neural network solving the quadratic programming
problem (1) is simple in structure, and is more stable and more accurate, the
transient processes is shorter than some existed neural networks.

4 An Illustrative Example

The following illustrative example shows us how to design the analogue neural
network using the steps proposed in this paper.

Consider the following numeric example with the following coefficients [5]:

G =

⎛⎜⎝
3 −1 1 −2
−1 4 2 0
1 2 5 1
−2 0 1 6

⎞⎟⎠ , g =

⎛⎜⎝
−6
15
9
4

⎞⎟⎠ , AT =
(

1 2 4 5
3 2 1 −2

)
, b =

(
12
−9

)
.

The orthogonal-triangular decomposition of the matrix A is A = Q(RT , 0)T (use
the MATLAB function ’qr’), where

Q =

⎛⎜⎜⎜⎜⎜⎝
−0.1474 −0.7024

... −0.5434 −0.4354

−0.2949 −0.4614
... 0.0060 0.8367

−0.5898 −0.2153
... 0.7041 −0.3317

−0.7372 0.4973
... −0.4570 0.0177

⎞⎟⎟⎟⎟⎟⎠ = (Q1 : Q2) ,

R =
(−6.7823 −0.1474

0 −4.2401

)
.

Choose the matrices S and Z, such that S = Q1R
−T , Z = Q2. We have

ZT GZ =
(

2.2392 0.8041
0.8041 3.8474

)
, θ̄ := Sb =

⎛⎜⎝
−1.2733
−0.4860
0.5733
2.3905

⎞⎟⎠ .

Because the matrix ZT GZ is positive definite, the optimal solution of this
quadratic programming problem has an unique global minimum (use Lemma 1).
In the next, we design the analogue neural network (5) and (2). The connection
weight matrix and the biasing threshold vector are as follows:

W =
(−2.2392 −0.8041
−0.8041 −3.8474

)
, θ =

( −6.1003
−15.2404

)
.
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Fig. 2. The solutions of the quadratic programming problem simulated by EWB

Let Rf = 5kΩ, Ri = 1kΩ, R̄i = 5kΩ, Rc = 1kΩ, C = 1μF. The connection
resistance matrix in kilo-ohms and voltage array in volts can be determined as
follows, where Rij = Rf/wij , Ei = (Ri/Rf)θi, R̄ij = Rf/zij , Ēi = (R̄i/Rf )θ̄i.

[Rij ] =
(−2.2329 −6.2179
−6.2179 −1.2996

)
, [Ei] =

(−1.2201
−3.0481

)
,

[R̄ij ] =

⎛⎜⎝
−9.2013 −11.4837
833.3333 5.9759
7.1013 −15.0739
−10.9409 282.4859

⎞⎟⎠ , [Ēi] =

⎛⎜⎝
−1.2733
−0.4860
0.5733
2.3905

⎞⎟⎠ .

According to these magnitudes of the resistances and the voltage sources
in Fig. 1, we can design the analogue circuit and simulate by the electronic
simulation software EWB to get the solutions of the quadratic programming
problem with equality constraints, see Fig.2.
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Abstract. The separation property of Liquid State Machine（LSM）is a key 
for its power of computing, but the weights and delays of the inter-connections 
in the spiking neural circuit are usually randomly created and kept unchanged, 
which hinders the performance of the LSM greatly. In this paper, particle 
swarm optimization (PSO) was applied to optimize the weights and delays of 
the circuit so as to enhance the separation property of the LSM. Separation of 
random spike trains and Fisheriris data-set classification experiments are done 
by the optimized circuit. Demonstration examples show that the PSO can 
enlarge the separation property of the circuit greatly compared to the normal 
Hebbian-learning algorithm and enhance the computing ability of LSM.  

Keywords: Liquid state machine, Particle swarm optimization, Separation 
property. 

1   Introduction 

The recurrent neural network (RNN) has been exploited extensively because of its 
good nature. Compared to the feedforward neural network, the loops in the RNN can 
hold the input signals for a while so the RNN can retain the contextual relationship of 
the input signals. That is a key for dealing with temporal signals. However, the train-
ing for the RNN is not so easy. Atiya [1] introduced some training algorithms of RNN 
like the back-propagation through time but they are not simple as the back-
propagation algorithm in feed-forward neural networks, which hinders the RNN from 
been applied extensively. In order to exploit the power of the RNN, a new computing 
model called a neural microcircuit or reservoir computing was developed. This kind 
of model can be divided to three parts structurally: the input layer, the circuit and the 
readout layer. The circuit is a kind of recurrent neural network and it is created sto-
chastically but whose weights are never being trained during the computing process. 
In the readout layer, some simple algorithms like linear regression are adopted to 
update weights of this layer. Simple as it seemed, however it has achieved great com-
puting ability and it has been applied to many problems [2]. Mainly there are three 
kinds of computing model of neural microcircuit. They are the Echo State Network [3], 
the Liquid State Machine [4] and the Backpropagation-Decorrelation [5].  



68 J. Huang, Y. Wang, and J. Huang 

In Liquid state Machine, the neurons in the microcircuit are spiking neurons [6], 
which deal with the spike directly. So the Liquid State Machine (LSM) processes the 
signals which are in form of spike trains. There are a lot of signals that are in this form, 
for example, cortical signals from the cortex. While traditionally those spike train like 
the cortical signals have to be counted into numerical series [7] before being processed.  

The neurons in the circuit are typically of LIF model [4] and they are arranged in 
a 3D cube, see Fig.1. In LSM, the connection of two neurons is formed under a prob-
ability. We randomly choose 20% neurons to be the inhibitory neurons and force 
them to give negative output. So all the weights are positive. The connection probabil-
ity of two neurons in the circuit is as following equation: 

2
( , ) ( , )exp( / )i j i jp c D λ= −i  (1) 

where ( , )i jD is the distance of neuron ,i j  in liquid circuit; c=1 and λ=2.23. When the 

input signals are fed into the circuit, they will run in the circuit for a while before they 
converge into the stable state. Just as Maass et al. mentioned [4] that the LSM’s com-
puting mechanism was based on the perturbation, which is the disturbed potential of 
the neurons in the circuit, not the stable state. When input signals ( )u t  are fed into the 
circuit, they run in the circuit and generate new spikes before the system converges to 
a stable state. The perturbation of each neuron in the circuit can be collected as a 
vector, which is called the liquid state ( )Mx t [4]:  

( ) ( )( )M Mx t L u t=  (2) 

The ML could be seen as a mechanism to collect the liquid state ( )Mx t . In this pa-
per, we record the membrane potentials to orderly vectors and make them the liquid 
state. After that, the liquid states are fed to the readout layer as input signals and get 
an output signals ( )y t . 

( ) ( ( ))M My t f x t=  (3) 

Briefly speaking, the Mf  is the algorithm adopted by the readout layer. In this pa-
per we adopt the supervised neural network. Intuitively, we know that the different 
inputs form different liquid states in the circuit, and these liquid states are different 
from each other with certain distances in a certain measurement which will be stated 
later. The distances affect the classification precision greatly since the algorithm 
adopted in the readout layer is quite simple usually. So the separation property [4] of 
the LSM, which means the ability to separate different input patterns in the liquid 
circuit, is very important for the LSM’s performance. Usually the circuit is created in 
a stochastic way and kept fixed. If we can use some approaches to update the weights 
of LSM, the separation property of the LSM may be increased, and the classification 
ability will be then enhanced.  

2   Separation Property Definition 

The diagram of Liquid State Machine is shown in figure 1. In which the classification 
process is roughly described. After the input spike trains are fed into input layer, they 
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are mapped into liquid circuit, forming liquid state vector, then classification was 
done though the readout layer. Form figure 1 we can see that the separation of inputs 
is very important.  

 

Fig. 1. Diagram of Liquid State Machine, the spiking neurons are arranged in a suppositional 
3D cube. The red ones denote the inhibitory spiking neurons and the blacks denote the excita-
tory ones. The state vector is the snapshot of the membrane potential of the neurons. 

Separation refers to “the amount of separation between trajectories of internal 
states of the system that are caused by two different input streams” [4]. Suppose that 
internal states O are the snapshot vectors of the neuron potentials of the same class, 
the 2L norm can stand for the amount of separation. Here is the definition [8]: 

2

2
1 1

( ( )) ( ( ))
( , )

N N
m i m j

i j

C O t C O t
Sep O

N
ψ

= =

−
=∑∑  (4) 

where，Cm is the center of mass for each class of vectors; N is the total number of 
classes and i  is the 2L norm. The iO , jO are centers of two different trajectories 

caused by two input streams. 2( ( ) ( ( ))m i m jC O t C O t−  is a value that scales the dis-

tance of the two trajectories. 

3   Particle Swarm Optimization (PSO) 

In order to increase the separation ability of the circuit effectively, the particle swarm 
optimization (PSO) [9] was adopted in which the sets of weights and delays among 
the synapses in the circuit are treated as particles. PSO is a meta-heuristic approach 
motivated by the observation of the social behaviour of composed organisms, such as 
bird and fish flocks. Its main concept is that the knowledge which drives the search 
for the optimization is amplified by the social cooperation. The execution agents 
which perform the social interaction are called particles. The primary strategy of the 
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PSO is that each particle keeps track of its coordinates in an N-dimensional problem 
space which is related to the optimal solution they are seeking. Initially, the PSO 
generates a swarm of particles and each particle represents a possible solution to the 
problem and they update themselves during iterations based on the fitness function 
and the cooperation. During each iteration, the accelerating direction of one particle is 
determined by its own best solution found so far and the global best solution discov-
ered so far by any of the particles in the swarm. This means that if a particle discovers 
a promising new solution, all the other particles will move closer to it, exploring the 
region more thoroughly in the process. 

Let each particles have a current position in search space iX , a current velocity 

iV and a personal best position pbestiX  and donate the global best position by gbestX . In 

every step, the particles update their velocities and positions according to equation (5) 
and (6), respectively,  

1 1

2 2

( 1) ( ) ( ( ) ( ))

( ( ) ( ))
i i pbesti i

gbest i

V t wV t c r X t X t

c r X t X t

+ = + −

+ −
 (5) 

( 1) ( ) ( 1)i i iX t X t V t+ = + +  (6) 

Initialize the population

for generation 1 max                               

for i 1 swarmsize

           if ( ) ( )

;

arg min ( );

;

for 1 swarmsize

(

i pbesti

pbesti i

i pbesti

gbesti pbestj

i

to

to

f x f x

x x

end

end

j x

x x

d to

V t

=
=

<

=

=

=

=
+ 1 1

2 2

1) ( ) ( ( ) ( ))

( ( ) ( ));

( 1) ( ) ( 1);

i pbesti i

gbest i

i i i

wV t c r x t x t

c r x t x t

x t x t V t

end

end

= + −

+ −

+ = + +

 

Fig. 2. Pseudocode of PSO 

where, parameter 1c  and 2c are set to be constant value, usually taken as 2, 1r and 

2r are two random values distributed in[0,1] and stay steady in the whole process. w is 

an inertia weight which controls the influence of previous velocity on the new veloc-
ity and it is set to 0.9. The pseudo-code of PSO is shown in Fig.2. 

In this paper, the weights and delays of the synapses are treated as the particles and 
they are updated in parallel. There are 125 neurons in a circuit so a 125×125 vector 
can describe the weights or delays of the circuit explicitly. A particle is a set of two 
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125×125 vectors which records the weights and delays of the inter-connections 
among the neurons in the circuit separately. The initial particles are set to be positive 
values and if there are any negative values shows up we force them to be zero because 
the excitory neurons won’t give inhibitory output and neurons can’t take future input. 

4   Demonstration Experiment Results  

Two experiments are carried out, the exploring of the separation property’s change 
after the training with PSO and the standard classification of fisheriris data-set before 
and after training with PSO. The same experiment was done with Hebbian-learning in 
order to compare. The basic experimental result was done by Hebbian-learning is in 
paper [10]. 

4.1   Separation Property 

The whole process of this experiment is the training of the weights and delays of the 
synapses in the circuit with PSO. The size of the swarm is chosen as 30 and the num-
ber of iteration is about 50. The weights and delays are updated in parallel. After each 
iteration, we calculate the amount of separation according to equation (4). The separa-
tion is based on two liquid states and the liquid states are the mapping of two ran-
domly generated spike-trains. After we feed the LSM with these two spike trains 
separately, there are two liquid states generated by these two spike trains. On enhanc-
ing the distance of these two liquid states, we use the PSO to update the weights and 
delays of the circuit. The LSM is such a kind of machine that project the input streams 
into a higher dimensional space, which make the classification easier. The Separation 
Property of LSM measures the simplicity of classification. Any tiny difference be-
tween the input streams may be magnified by the circuit. And the PSO in this paper 
will help enhancing the magnification no doubt. The whole process is done in the 
same way with Hebbian-learning. In Hebbian-learning, the synapse’s weight changes 
in proportion to the temporal correlation between the presynaptic neurons and postsy-
naptic neurons. If the presynaptic neuron fires first, the weight will increase; other-
wise the weight will decrease. So it only changes the weights of the circuit. The result 
is shown in Fig. 3. 
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Fig. 3. Separation result of the PSO and Hebbian-learning given two randomly generated spike-
trains 
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It is obvious that PSO can enlarge the separation property greatly while the  
Hebbian-learning has only small effect on the separation property. Compared with the 
Hebbian-learning, PSO have spent more time on the training to get the optimal 
weights and delays, Fig. 4 shows the spent time of two training algorithms. 
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Fig. 4.  comparison of time spent on two training algorithms. Comparatively the PSO doesn’t 
spend too much time. 

The changes of synapses’ weights in the neural circuit before and after training are 
shown in Fig. 5. In that case there are 125 neurons arranged in a 5×5×5’s cube. The 
weights were initialized according to the probability of equation (1). From Fig. 5 we 
can see that the training process of PSO is embodied on the gradually changing of the 
synapses weights. The colour of the lines denotes the weight strength. The darker the 
colour is, the weaker the weight is. After number of training iterations, many synapses 
are weakened strongly while the remainders are strengthened.  

 

                    
                  (a) the initial state                                          (b) state after training 

Fig. 5. The change of weights. The colour of the lines denotes the weight strength. The darker 
the colour is, the weaker the weight is. 

 

The initial weights and delays randomly generated and unchanged in neural cir-
cuits will result in two kinds of weakness frequently, which are the Pathological Syn-
chrony and Over-Stratification (see Fig.6 and Fig.7). The Pathological Synchrony 
happens when all neurons are in positive feedback circles and they fire and arose 
others to fire. This behaviour won’t help separating because every pattern gets the 
same responses in the circuit. The Over-Stratification is opposite to the above one. 
Every neuron gets silent and can’t evoke others. Few of neurons fire just when the 
spikes from input layer come. 
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Fig. 6. Pathological Synchrony. This may 
happen when neurons in the circuit get 
excitory feedbacks from each other and 
cause to fire infinitely. The dots represent 
the spikes.  

Fig. 7. Over-Stratification. Opposite to the 
Pathological Synchrony, the Over-
Stratification appears when the silence 
haunts the circuit; the neurons can’t evoke 
each other. 

 

Because the PSO can optimize weights and delays of the circuits, it is able to im-
prove these morbidities. Along training, the Pathological Synchrony and Over-
Stratification are decreasing gradually. Fig.8 shows the melioration of Over-
Stratification, by showing variation over time of the membrane potentials of 
all neurons, before and after training of random input. In Fig. 8(a) most neurons’ 
potentials have no variation except for which receive the input spikes but in fig. 8(b) 
all neurons are active after training.  

Fig. 9 shows the melioration of Pathological Synchrony. The initial state shows 
most neurons fire constantly but after 50 training iterations, the Pathological Syn-
chrony doesn’t exist any more. Most of all spikes fire between 0.3 0.7s s∼ and this is 
a good pattern for classification. This may be explained as this: as is mentioned be-
fore, after training with PSO, many synapses are weakened strongly while the re-
mainders are strengthened. So many positive feedback loops are weakened and it 
prevents the Pathological Synchrony. Some weights are strengthened greatly and it 
will make the Over-Stratification less possible from happening. However, this ex-
periment is not designed to separate any random spike trains but it is just a demonstra-
tion how the PSO enhances the separation property of the LSM and how the PSO 
prevents the Pathological Synchrony and the Over-Stratification from happening in 
the LSM. 

  

            8(a) before training                   8(b) after training 

Fig. 8. The melioration of Over-Stratification before and after training with PSO 
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Iterations of training:  0                                     1                                                   50  

Fig. 9. The Pathological Synchrony is ameliorated after iterative training with PSO. After 50 
iterations of training, the neurons no longer fire in no constraint but concentrate 
in 0.3 0.7s s∼ . The dots represent the spikes.  

4.2   Classification of Fisheriris Data-Set 

In this experiment, we test the effect of PSO on the classification of Fisheriris data-
set. The Fisheriris data-set is considered to be a reasonable classification test for the 
circuit before and after training. The data-set contains 150 cases and each case con-
tains 4 input variables. Before they are fed into the circuit, the variables must be 
turned to spike trains by Gaussian receptive fields [11]. The 4 input variables con-
verted to 4 spike trains and the trains are fed into the circuit through 4 input neurons. 
In the readout layer, we adopt the linear regression as the classification algorithm. 90 
cases are selected to be training data and the rest to be test data. We also do it with 
Hebbian-learning as a comparison. The results are shown in Fig. 10. The classifica-
tion precision is calculated after every 10 iterations. It can be seen that after 70 train-
ing iterations, the precision of classification grows gradually from 75% to 95% with 
PSO but the result of Hebbian-learning doesn’t present this trend and it gets a relative 
worse precision. Simple as the classification algorithm is, but after the enhancement 
of the circuit, the classification still gets a high precision. This can infer that the sepa-
ration property of LSM is enhanced greatly. 
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Fig. 10. The result of Fisheriris data-set classification as the training process going on 
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5   Conclusion 

The advantage of the Liquid State Machine is that it no longer needs to train the pa-
rameters in the recurrent neural network (circuit) but only to train the readout layer, 
and this makes the application of LSM being quite easy. However, the problems of 
Pathological Synchrony and Over-Stratification sometimes result in worse classifica-
tion precision; our experiment results show that we can do some “optimization” to the 
randomly-made circuit before we use it. It will help us get more effective classifica-
tion work.  

The random spike trains experiment shows that the separation property of the cir-
cuit can be enhanced greatly and the larger separation distance of the liquid state 
space mean that it will be easier to classify different input streams. And the PSO gets 
better result than the Hebbian-learning. Also for the problems of Pathological Syn-
chrony and Over-Stratification, the PSO is shown to be able to overcome them. The 
Fisheriris data-set classification problem is a classical test for the separation property 
improvement because the separation property affects the classification precision di-
rectly. In this case the PSO is useful for the classification problems. Basing on these 
results, we can conclude that the PSO is effective to enhance the separation property 
of Liquid State Machine. 

The other possible way of further research will be the structure of the circuit be-
cause the circuit is created under equation (1). The connection of the circuit is made 
under a probability. To maximize the separation property, we can use some super-
vised algorithms or optimization algorithms like ACO or Discrete PSO to decide 
whether a connection is needed in this circuit. 
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A Class of New Large-Update Primal-Dual
Interior-Point Algorithms for P∗(κ) Linear

Complementarity Problems

Huaping Chen, Mingwang Zhang, and Yuqin Zhao

College of Science, China Three Gorges University,
Yichang 443002, China

Abstract. A class of polynomial primal-dual interior-point algorithms
for P∗(κ) linear complementarity problems (LCPs) are presented. We
generalize Ghami et al.’s[A polynomial-time algorithm for linear opti-
mization based on a new class of kernel functions(2008)] algorithm for
linear optimization (LO) problem to P∗(κ) LCPs. Our analysis is based
on a class of finite kernel functions which have the linear and quadratic
growth terms. Since P ∗ (κ) LCP is a generalization of LO problem, we
lose the orthogonality of the vectors dx and ds. So our analysis is differ-
ent from the one in Ghami et al’s algorithm. Despite this, the favorable
complexity result is obtained, namely, O((1 + 2κ)n

1
1+p log n log(n/ε)),

which is better than the usual large-update primal-dual algorithm based
on the classical logarithmic barrier function for P∗(κ) LCP.

Keywords: Large-update method, Interior-point algorithm, P∗(κ) LCPs,
Finite kernel function, Polynomial complexity.

1 Introduction

Throughout the paper we consider the LCP as follows:⎧⎪⎨⎪⎩
s = Mx + q,

xs = 0,

x ≥ 0, s ≥ 0,

(LCP)

where q ∈ Rn, M ∈ Rn×n is a P∗(κ) matrix.
LCPs have many applications in mathematical programming and equilibrium

problems. The reader can refer to [1]. Since interior-point algorithm was de-
veloped, several IPMs of LO have been successfully extended to P∗(κ) LCPs
[2,3,4,5]. However, it is generally agreed that the large-update IPMs has better
practical performance than the small-update IMPs but relatively weak theoret-
ical result. To overcome it many researches haven been done. Recently, M.EI
Ghami et al.[6] developed a class of kernel functions which take the finite val-
ues at the boundary of the feasible region for LO problems, they derived the
polynomial complexity for LO with large-update methods.

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 77–87, 2009.
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Inspired by their work, we propose a class of primal-dual IPMs for P∗(κ) LCPs
based on a class of kernel functions. Of course, it is worth emphasizing that our
methods are different from those in [2,3,4]. Our kernel functions are finite, not
exponentially convex in the domain and their growth terms are between linear
and quadratic. Furthermore, as we lose the orthogonality of the vectors dx and
ds, our analysis is also different from that in [6]. Despite this, the favorable
complexity result is obtained, namely, O((1 + 2κ)n

1
1+p log n log(n/ε)).

This paper is organized as follows. In Section 2 we give some preliminaries. In
Section 3 we describe the properties of kernel(barrier) function. In Section 4 we
analyze the algorithm and obtain the polynomial complexity of the algorithm.
Finally, some concluding remarks are given in Section 5.

We use the following notations throughout the paper: Rn
+ denotes the set of

n dimensional nonnegative vectors and Rn
++, the set of n dimensional positive

vectors. For x = (x1, x2, ..., xn) ∈ Rn, ‖x‖ is the 2-norm of x, and X is the
diagonal matrix from vector x, i.e., X = diag(x), xs denotes the componentwise
product of vectors x and s. e is the n-dimensional vector of ones and I is the
n-dimensional identity matrix. J is the index set, i.e., J = {1, 2, ..., n}.

2 Preliminaries

2.1 The Properties of P∗(κ) Matrix

P∗(κ) matrix is introduced by Kojima et al.[7]. Firstly, we give its definitions.

Definition 1. Let κ be a nonnegative number. A matrix M ∈ Rn×n is called a
P∗(κ) if

(1 + 4κ)
∑

i∈J+(x)

xi(Mx)i +
∑

i∈J−(x)

xi(Mx)i ≥ 0

holds for x ∈ Rn, where J+(x) = {i ∈ J : xi(Mx)i ≥ 0} and J−(x) = {i ∈ J :
xi(Mx)i < 0}.
Definition 2. A matrix M ∈ Rn×n is called a P∗ if it is a P∗(κ) for some
κ ≥ 0, i.e. P∗ = ∪κ≥0P∗(κ).

Note that P∗ includes the PSD of positive semi-definite matrices, and the class
of P-matrices with all the principal minors positive.

2.2 The Central Path and Algorithm

As we all known, the basic idea of primal-dual IPMs is to relax the complemen-
tarity condition with the following parameterized system:⎧⎪⎨⎪⎩

s = Mx + q,

xs = μe,

x ≥ 0, s ≥ 0,

(CPPμ)
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where μ ≥ 0. Without loss of generality, we assume that (LCP) is strictly feasible.
(CPPμ) has a unique solution for any μ ≥ 0. We denote the solution of (CPPμ)
as (x(μ), s(μ)) for given μ > 0. We also call it a μ-center for given μ and the
solution set {(x(μ), s(μ)) | μ > 0} the central path of the (LCP). As μ→ 0, the
sequence (x(μ), s(μ)) approaches the solution (x, s) of the (LCP) [7]. We define
the following notations:

d =
√

x

s
, v =

√
xs

μ
, dx =

vΔx

x
, ds =

vΔs

s
. (1)

Then we have the scaled Newton-system as follows:{
− M̄dx + ds = 0,

dx + ds = v−1 − v,
(2)

where M̄ = DMD and D = diag(d).
We consider a strictly convex function Ψ(v) which is minimal at v = e and

Ψ(e) = 0. Then we replace the second equation in(2), by

dx + ds = −∇Ψ(v). (3)

So we get the following modified Newton-system:{
−MΔx + Δs = 0,

SΔx + XΔs = −μv∇Ψ(v).
(4)

This system uniquely defines a search direction (Δx, Δs). The frame of our
algorithm is presented as following:

Algorithm 1

Input:
a threshold parameter τ > 0; an accuracy parameter ε > 0;
a fixed barrier update parameterθ, 0 < θ < 1;
starting point (x0, s0) and μ0 > 0 such that Ψ(x0, s0, μ0) ≤ τ ;

begin
x := x0; s := s0; μ := μ0;
while nμ ≥ ε do
begin

μ := (1− τ)μ;
while Ψ(v) > τ do
begin

solve system (4) for Δx an Δs; determine a step size α;
update x := x + αΔx; s := s + αΔs;

end
end

end
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Throughout the paper we assume that a proximity parameter τ and a barrier
update parameter θ are given, τ = O(n) and 0 < θ < 1, fixed. We also assume
that we are given a strictly feasible point (x, s) which is in a τ - neighborhood
of the given μ-center. Then we decrease μ to μ+ = (1 − θ)μ, for some fixed
θ ∈ (0, 1) and then we solve the modified Newton-system to obtain the unique
search direction. The positive condition of a new iterate is ensured by the suitable
choice of the step size which is defined by some line search rules. This procedure
is repeated until we find a new iterate (x+, s+) that is in a τ -neighborhood of
the μ+-center and then we let μ := μ+ and (x, s) := (x+, s+). Then μ is again
reduced by the factor 1− θ and we solve the modified Newton-system targeting
at the new μ+-center, and so on. This process is repeated until μ is small enough,
say until nμ ≤ ε. Throughout the paper, we use the proximity function Ψ(v) to
find a search direction and to measure the proximity between the current iterates
and the μ-center.

3 Properties of the Kernel (Proximity) Function

In this section, we consider a class of univariate functions ψ(t) : D → R+, with
R++ ⊆ D as follows

ψ(t) =
tp+1 − 1
p + 1

+
eσ(1−t) − 1

σ
, p ∈ [0, 1], σ ≥ 1. (5)

Obviously, it is different from those in [4-6] for limt↓0 ψ(t) = ψ(0) = eσ−1
σ − 1

p+1 <

∞. Specially, for p = 1, ψ(t) = t2−1
2 + eσ(1−t)−1

σ is given in [8].
To simplify the analysis, we define the proximity function as follows

Ψ(v) =
n∑

i=1

ψ(vi),

which is separable with identical coordinate functions. We call the univariate
function ψ(t) the kernel function of the proximity function Ψ(v). For ψ(t), the
first three derivatives of ψ are given by

ψ′(t) = tp − eσ(1−t), (6)

ψ′′(t) = ptp−1 + σeσ(1−t), (7)

ψ′′′(t) = −p(1− p)tp−2 − σ2eσ(1−t). (8)

It follows that ψ(1) = ψ′(1) = 0, ψ′(t) > 0(t > 1) and ψ′′(t) > 0(t > 0).
In the following lemma we give several crucial properties which are important

in the analysis of the algorithm.

Lemma 1 (Lemma 2.1 in[6]). Let ψ be as defined in (5), Then,

ψ(
√

t1t2) ≤ 1
2
(ψ(t1) + ψ(t2)), t1 ≥ 1

σ
, t2 ≥ 1

σ
, (9)

ψ′′′(t) < 0. (10)

Following [8], we know (9) show that ψ is exponentially convex whenever t ≥ 1
σ .
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Note that at the start of each outer iteration of the algorithm, just before the
update of μ with the factor 1− θ, we have Ψ(v) ≤ τ . Due to the update of μ the
vector v is divided by the factor 1− θ, with 0 < θ < 1, which in general leads to
an increase in the value of Ψ(v). Then, during the subsequent inner iterations,
Ψ(v) decreases until it passes the threshold τ again. Hence, during the course
of the algorithm the largest values of Ψ(v) occur just after the updates of μ. In
other words, with β = 1√

1−θ
, we want to find an upper bound for Ψ(βv) in terms

of Ψ(v). We start with the following lemma.

Lemma 2. Let � : [0,∞) → [1,∞) be the inverse function of ψ on [1,∞). If
σ ≥ 2 , for all s > 0, we have �(s) ≤ 2(s + 1).

Proof. Let s = ψ(t), then t = �(s), assuming σ ≥ 2, one has

t1+p − 1
1 + p

= ψ(t) +
1− eσ(1−t)

σ
≤ s +

1
σ
≤ s +

1
2
.

Thus

t ≤
(

(1 + p)(s +
1
2
) + 1

) 1
1+p

.

Using 0 ≤ p ≤ 1, then �(s) = t ≤ (2s + 2)
1

1+p ≤ 2(s + 1). We get the desired
result. ��
Theorem 1 (Theorem 3.2 in [9]). Let � be as defined in Lemma 2. Then for
any positive vector v and any β ≥ 1 we have:

Ψ(βv) ≤ nψ

(
β�(

Ψ(v)
n

)
)

. (11)

Corollary 1. Let 0 ≤ θ ≤ 1 and v+ = v√
1−θ

. If Ψ(v) ≤ τ , then

Ψ(v+) ≤ L := L(n, θ, τ) = nψ

(
�( τ

n )√
1− θ

)
≤ n

(1− θ)
p+1
2

(
2τ

n
+ 2

)p+1

. (12)

Proof. It can be easily observed that

ψ(t) =
tp+1

p + 1
+

eσ(1−t) − 1
σ

≤ t1+p

1 + p
≤ t1+p, for t ≥ 1.

Using the result of Lemma 2, by substitution in (11), we obtain

L ≤ n

(
�( τ

n )√
1− θ

)p+1

≤ n

(
2 τ

n + 2√
1− θ

)1+p

=
n

(1− θ)
p+1
2

(
2τ

n
+ 2

)p+1

.

This completes the proof. ��
Remark 1. If τ = O(n), θ = Θ(1), Corollary 1 shows that L = O(n).
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Lemma 3 (Lemma 2.7 in [6]). Suppose that L ≥ 9, and Ψ(v) ≤ L. If σ ≥
1 + 2 log(L + 1), then vi > 3

2σ , for all i = 1, . . . , n.

Note that at the start of each inner iteration τ < Ψ(v) ≤ L. To ensure that L
satisfies the conditions of Lemma 3, from now on we assume that L ≥ 9, and we
choose

σ = 1 + 2 log(L + 1) ≥ 1 + 2 log 10 ≈ 5.61. (13)

We define the norm-based proximity measure δ(v) as follows:

δ(v) =
1
2
‖ � Ψ(v)‖. (14)

Since Ψ(v) is strictly convex and attains its minimal value zero at v = e, we have
Ψ(v) = 0 ⇔ δ(v) = 0 ⇔ v = e. The following theorem gives a lower bound for
δ(v) in terms of Ψ(v). The reader can refer to the proof in [9].

Theorem 2 (Theorem 4.9 in [9]). Let � be as defined in Lemma 2. Then

δ(v) ≥ 1
2
ψ′(�(Ψ(v))).

Lemma 4 ( Lemma 3.1 in [6]). If Ψ(v) ≥ 1, then δ(v) ≥ 1
6Ψ(v)

p
1+p .

Note that if Ψ(v) ≥ 1, applying Lemma 4, we can have

δ(v) ≥ 1
6
. (15)

4 Analysis of the Algorithm for P∗(κ) LCP

4.1 Decrease of the Proximity Function During an Inner Iteration

In this subsection, we will compute a feasible stepsize α and estimate the bound
for the decrease of the proximity Function during inner iteration in the form
of several lemmas and a theorem. For P∗(κ) LCPs, we lose the orthogonality
of vector dx and ds, so the analysis is different from that of LO case. After a
damped step for fixed μ we have new iterations x+ = x + αΔx, s+ = s + αΔs.
From (1), we have

x+ = x

(
e + α

Δx

x

)
= x

(
e + α

dx

v

)
=

x

v
(v + αdx),

s+ = s

(
e + α

Δs

s

)
= s

(
e + α

ds

v

)
=

s

v
(v + αds).

Then we get v2
+ = x+s+/μ = (v + αdx)(v + αds).

Throughout the paper we choose a stepsize α which can ensure the coordinates
of the vector v + αdx and v + αds be positive. We consider the decrease about
Ψ as a function of α, denote as

f(α) := Ψ(v+)− Ψ(v) = Ψ(
√

(v + αdx)(v + αds))− Ψ(v).
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Our aim is to find an upper bound for f(α) by using exponentially convex. In
order to do this, we assume for the moment that the step size α is satisfying

vi + αdxi ≥ 1
σ

, vi + αdsi ≥ 1
σ

, 1 ≤ i ≤ n . (16)

As Ψ is exponentially convex, we have Ψ(v+) ≤ 1
2 (Ψ(v + αdx) + Ψ(v + αds)).

Defining

f1(α) :=
1
2
(Ψ(v + αdx) + Ψ(v + αds)) − Ψ(v).

Obviously, f(α) ≤ f1(α) and one can easily verify that f(0) = f1(0) = 0. The
first and second derivative of f1(α) are the following equations

f ′
1(α) =

1
2

n∑
i=1

(ψ′(vi + αdxi)dxi + ψ′(vi + αdsi)dsi),

f ′′
1 (α) =

1
2

n∑
i=1

(ψ′′(vi + αdxi)dx2
i ) + ψ′′(vi + αdsi)ds2

i )). (17)

According to (3) and definition of δ, we have f ′
1(0) = −2δ(v)2.

Since M is a P∗(κ) matrix and MΔx = Δs from (4), for Δx ∈ Rn we have

(1 + 4κ)
∑
i∈J+

Δxi(MΔx)i +
∑
i∈J−

Δxi(MΔx)i ≥ 0,

where J+ = {i ∈ J : Δxi(MΔx)i ≥ 0} and J− = J − J+. Note that dxds =
v2ΔxΔs/xs = ΔxΔs/μ, μ > 0, we can obtain

(1 + 4κ)
∑
i∈J+

dxidsi +
∑
i∈J−

dxidsi ≥ 0. (18)

For notation convenience we define

δ := δ(v), σ+ =
∑
i∈J+

dxidsi, σ− = −
∑
i∈J−

dxidsi.

Without loss of the generality, we denote

v1 := min(v).

Lemma 5. σ+ ≤ δ2 and σ− ≤ (1 + 4κ)δ2.

Proof. By the definition of σ+ and σ−, one has

σ+ =
∑
i∈J+

dxidsi ≤ 1
4

∑
i∈J+

(dxi + dsi)2 ≤ 1
4

n∑
i=1

(dxi + dsi)2 =
1
4
‖dx + ds‖2 = δ2.

Since M is a P∗(κ) matrix, from (18), we have

(1 + 4κ)σ+ − σ− ≥ 0.
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Therefore
σ− ≤ (1 + 4κ)σ+ ≤ (1 + 4κ)δ2,

which completes the proof of this lemma. ��
Lemma 6.

∑n
i=1(dx2

i + ds2
i ) ≤ 4(1 + 2κ)δ2, ‖dx‖ ≤ 2

√
1 + 2κδ and ‖ds‖ ≤

2
√

1 + 2κδ.

Proof. Since δ = 1
2‖dx + ds‖ and

∑
i∈J dxidsi = σ+ − σ− ,

2δ = ‖dx + ds‖ =

√√√√ n∑
i=1

(dxi + dsi)2 =

√√√√ n∑
i=1

(dx2
i + ds2

i ) + 2(σ+ − σ−).

Using (18), (1 + 4κ)σ+ ≥ σ− , we can have

2δ ≥
√√√√ n∑

i=1

(dx2
i + ds2

i ) + 2(
1

1 + 4κ
σ− − σ−) =

√√√√ n∑
i=1

(dx2
i + ds2

i )−
8κ

1 + 4κ
σ−.

Squaring both sides, we have

4δ2 +
8κ

1 + 4κ
σ− ≥

n∑
i=1

(dx2
i + ds2

i ).

By Lemma 7, we can obtain

4(1 + 2κ)δ2 ≥ 4δ2 +
8κ

1 + 4κ
σ− ≥

n∑
i=1

(dx2
i + ds2

i ).

So

2
√

1 + 2κδ ≥
√√√√ n∑

i=1

(dx2
i + ds2

i ) ≥ ‖dx‖

holds. And we can get 2
√

1 + 2κδ ≥ ‖ds‖ in the same way. This completes the
proof. ��
Lemma 7. f ′′

1 (α) ≤ 2(1 + 2κ)δ2ψ′′(v1 − 2α
√

1 + 2κδ).

Proof. The proof is simple, the reader can refer to [2]. ��
Lemma 8. f ′

1(α) ≤ 0 if α is satisfying

−ψ′(v1 − 2αδ
√

1 + 2κ) + ψ′(v1) ≤ 2δ√
1 + 2κ

. (19)

Proof. Applying f ′
1(0) = −2δ(v)2 and Lemma 7, one can easily prove this lemma.

��
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Lemma 9 (Lemma 4.5 in [2]). Let ρ : [0,∞) → (0, 1] denotes the inverse
function of the restriction of − 1

2ψ′(t) to the interval (0, 1]. Then the largest step
size α that satisfying (19) is given by

ᾱ :=
1

2δ
√

1 + 2κ

(
ρ(δ)− ρ

((
1 +

1√
1 + 2κ

)
δ

))
. (20)

Lemma 10 (Lemma 4.6 in [3]). Let ρ and ᾱ as defined in Lemma 9. Then
for a = 1 + 1√

1+2κ
, we have

ᾱ ≥ 1
1 + 2κ

1
ψ′′(ρ(aδ))

. (21)

Defining

α̃ =
1

1 + 2κ

1
ψ′′(ρ(aδ))

, (22)

then according to Lemma 10, we can have ᾱ ≥ α̃.

Lemma 11 (Lemma 4.8 in [2]). If the stepsize α is subject to α ≤ ᾱ, then
f(α) ≤ −αδ2 .

Theorem 3. Let ρ as defined in Lemma 9 and α̃ as stated in (22) and Ψ(v) ≥ 1.
Then

f(α̃) ≤ − 1
1 + 2κ

δ2

ψ′′(ρ(aδ))
≤ − δ

2(1 + 2κ)(6 + a)σ
. (23)

Proof. Since α̃ ≤ ᾱ, by Lemma 11, we have f(α̃) ≤ −α̃δ2, where α̃ =
1

1+2κ
1

ψ′′(ρ(aδ)) . Thus the first inequality follows. According to the definition of ρ,
we put t = ρ(aδ) for 1

σ < t < 1. This implies − 1
2ψ′(t) = aδ. Using (6) and t ≤ 1,

we get
eσ(1−t) = 2aδ + tp ≤ 2aδ + 1 , for p ∈ [0, 1]. (24)

And using t ≥ 1
σ , as well as p ∈ [0, 1] , we obtain

α̃ =
1

1 + 2κ

1
ψ′′(t)

=
1

1 + 2κ

1
ptp−1 + σeσ(1−t)

≥ 1
1 + 2κ

1
pσ1−p + σeσ(1−t) ≥

1
1 + 2κ

1
σ(1 + eσ(1−t))

.

Furthermore, using (15) and (24), we have

α̃ ≥ 1
1 + 2κ

1
σ(2 + 2aδ)

=
1

1 + 2κ

1
2σ(1 + aδ)

≥ 1
1 + 2κ

1
2σ(6δ + aδ)

=
1

2(1 + 2κ)(6 + a)σδ
.

Hence

f(α̃) ≤ − δ2

2(1 + 2κ)(6 + a)σδ
= − δ

2(1 + 2κ)(6 + a)σ
.

The proof is completed. ��
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In what follows we use notation

α̂ =
1

2(1 + 2κ)(6 + a)σδ
.

and we also use α̂ as our default step size. In fact, α̂ satisfies (16). Using Lemma
3, Lemma 6, and the definition of v1, we obtain

vi + α̂dxi ≥ v1 − 2α̂
√

1 + 2κδ ≥ 3
2σ
− 2

√
1 + 2κδ

2(1 + 2κ)(6 + a)σδ

=
3
2σ
− 1

(6 + a)σ
√

1 + 2κ
>

1
σ

.

So does vi + α̂dsi.
According to Lemma 4 and (23), the following inequality holds:

f(α̃) ≤ − δ

2(1 + 2κ)(6 + a)σ
≤ − Ψ

p
1+p

12(1 + 2κ)(6 + a)σ
. (25)

4.2 Iteration Bound of Large-Update Method

In this subsection we analyze the complexity of the algorithm. We cite the fol-
lowing lemma in [10] to obtain iteration bound for the algorithm.

Lemma 12. Let t0, t1, . . . , tK be a sequence of positive numbers such that tk+1 ≤
tk − βt1−γ

k , k = 0, . . . , K − 1, where β > 0 and 0 < γ ≤ 1. Then K ≤ �tγ0/βγ� .

Lemma 13. If K denotes the number of inner iteration, then we have

K ≤ 192(1 + 2κ)σn
1

1+p (2τ
n + 2)√

1− θ
.

Proof. By (25), we have Ψk+1 ≤ Ψk − ηΨ1−γ
k , k = 0, 1, 2, . . . , K − 1, with

η = 1
12(1+2κ)(6+a)σ , γ = 1

1+p . Applying Lemma 12 and a < 2 yields K ≤
96(1 + 2κ)(1 + p)σΨ

1
1+p

0 . Using Corollary 1 and p ≤ 1, one can easily obtain the
result. ��
The number of outer iterations is bounded above by 1

θ log n
ε , seeing [9]. By mul-

tiplying the number of outer iterations and the number of inner iterations, we
can get an upper bound for the total number of iterations, namely

192(1 + 2κ)σn
1

p+1

θ
√

1− θ

(
2τ

n
+ 2

)
log

n

ε
.

Theorem 4. Let τ = O(n), θ = Θ(1), σ = O(log n), which are characteristics of
the large-update methods, the Algorithm 1 will obtain ε-approximate solutions
of (LCP) after at most O

(
(1 + 2κ)n

1
p+1 log n log n

ε

)
iterations.
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Remark 2. For p = 1, and κ = 0, the iteration bound is O(
√

n log n log n
ε ), which

is the currently best iteration bound for LO problem with the large-update
methods. For p = 1, κ > 0, the iteration bound is O((1 + 2κ)

√
n log n log n

ε ),
which is the currently best iteration bound for P∗(κ) LCPs based on the self-
regular function.

5 Concluding Remarks

In this paper, we generalizeGhami et al.’s [6] algorithm for linear optimization(LO)
problem to P∗(κ) LCPs and give the Algorithm1 for large- update method based
a class of finite kernel functions. In section 4, we develop favorable complexity result
for our algorithm. The numerical results need further study. Also the extensions to
Nonlinear complementarity problems are to be investigated.
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Abstract. This study presents a novel weight-based multiobjective arti-
ficial immune system (WBMOAIS) based on opt-aiNET. The proposed
algorithm follows the elementary structure of opt-aiNET, but has the
following distinct characteristics: At first,a randomly weighted sum of
multiple objectives is used as a fitness function; Secondly, the individu-
als of the population are chosen from the memory, which is a set of elite
solutions. Lastly, in addition to the clonal suppression algorithm simi-
lar to that used in opt-aiNET, a new truncation algorithm with similar
individuals (TASI) is presented in order to eliminate the similar individ-
uals in memory and obtain a well-distributed spread of non-dominated
solutions. Simulation results show WBMOAIS outperforms the vector
immune algorithm (VIS) and the elitist non-dominated sorting genetic
system (NSGA-II).

Keywords: Multiobjective optimization, Artificial immune system, Sim-
ilar individuals, Evolutionary algorithm.

1 Introduction

For the multiobjective optimization problems (MOOPs), evolutionary algorithms
(EAs) in general have been demonstrated to be effective and efficient tools for
finding approximations of the Pareto front. For a good overview of the current
state-of-the-art in multiobjective evolutionary algorithms (MOEAs), we refer the
reader to some of the main books in the field [1,2].

During the last decade, based on principles of the immune system, a new
paradigm, called artificial immune system (AIS), has been employed for devel-
oping interesting algorithms in many fields such as pattern recognition, computer
defense, optimization etc. [3,4]. However, very few direct approaches to MOOPs
using AIS have been proposed, and most of the existing work considers the use
of AIS as a tool for keeping diversity in the population of a genetic algorithm
(GA) [5] or handling constraints in EAs [6]. The first reported approach which
uses AIS for solving MOOPs was proposed by Yoo and Hajela (1999) [7]. In
their approach, AIS is used for modifying the fitness values of a GA. Although
Yoo and Hajela’s algorithm cannot be considered a true multiobjective artifi-
cial immune system (MOAIS), it is a pioneer in using AIS ideas in MOOPs.
Coello Coello and Cruz Cortés in 2002 presented a MOAIS based on the clonal

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 88–97, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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selection theory [8]. The algorithm, called the multiobjective immune system
algorithm (MISA), can be considered the really first attempt to solve MOOPs
directly with AIS. The performance of MISA has been improved in further work
of the same authors in 2005 [9]. In the following year, based on opt-aiNET,
the multi-modal AIS optimization algorithm proposed by Castro and Timmis
[10], Freschi and Repetto presented a vector immune system (VIS) [11]. In the
Freschi and Repetto’s study, VIS follows the elementary structure of the opt-
aiNET optimization algorithm, and the differences between opt-aiNET and VIS
are very few. Besides them, many approaches using the AIS metaphor have been
presented in recent years. The representatives of them include Luh and Chueh’s
multiobjective immune algorithm (MOCSA) [12], the immune dominance clonal
multiobjective algorithm (IDCMA) presented by Jiao et al. [13], the immune for-
getting multiobjective optimization algorithm (IFMOA) suggested by Wang et
al. [14], the adaptive clonal selection algorithm for multiobjective optimization
(ACSAMO) proposed by Wang and Mahfouf [15], and Zhang’s multiobjective
optimization immune algorithm in dynamic environments [16].

In this study, like VIS, we follow the elementary structure of opt-aiNET and
present a novel multiobjective artificial immune algorithm. Compared to the
other MOAIS based on opt-aiNET, our proposed algorithm, called the weight-
based multibojective artificial immune system (WBMOAIS), has its distinct fea-
tures. Firstly, WBMOAIS uses a random weighted sum of multiple objectives as
a fitness function. Secondly, we define a term called similar individuals. Based
on the definition, a new diversity approach, named truncation algorithm with
similar individuals (TASI) is presented. Here we use two diversity approaches
together, TASI and the clonal suppression algorithm which is similar to what
used in opt-aiNET, to eliminate similar cells in memory. Furthermore, TASI is
used as the main diversity approach in order to obtain a better distribution of
Pareto-optimal solutions. In addition, the individuals of the population are cho-
sen from the memory. Our proposed algorithm, WBMOAIS, is tested on three
standard problems and compared with VIS and NSGA-II [17].

2 Multiobjective Optimization Problem

A MOOP has a number of objective functions which are to be minimized or
maximized. Without loss of generality, here the minimization for each objective
is considered. In the following, we state the MOOP in its general form:

Minimize fi(x), i = 1, 2, . . . , m (1)

where each fi, 1 � i � m, is an objective function, x = [x1, x2, · · · , xn]T ∈ Ω is
the vector of decision variables and Ω ⊆ Rn is the domain of the variables,
defined by their lower and upper bounds: xL

i � xi � xU
i , i = 1, 2, · · · , n.

The feasible set F⊂Ω can be restricted by inequality and equality constraints:
gj(x) � 0, j = 1, 2, · · · , J and hk(x) = 0, k = 1, 2, · · · , K.

Next, we assume that the vector f(x) = [f1(x), f2(x), . . . , fm(x)]T and give
several definitions related to MOOPs.
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Definition 1. (Pareto Dominance): A feasible decision vector xp is said to
dominate another feasible vector xq (denoted by xp ≺ xq), if both conditions (i)
and (ii) are true.

(i) xp is no worse than xq in all objectives: ∀i = 1, 2, · · · , m fi(xp) � fi(xq).
(ii) xp is strictly better than xq in at least one objective: ∃i=1, 2, · · ·, m fi(xp)<

fi(xq).

If there is no solution xp that dominates xq, then xq is a Pareto optimal solution.

Definition 2. (Pareto Optimal Set): For a given MOOP, the Pareto optimal
set, PS, is defined as PS := {x ∈ F|¬∃x∗ ∈ F ,x∗ ≺ x}.
Definition 3. (Pareto Front): For a given MOOP and the Pareto optimal set,
the Pareto front, PF , is defined as PF := {f(x)|x ∈ PS}.
In general, a Pareto-optimal set is always a non-dominated set. But the non-
dominated solutions found by an optimization algorithm are not certain to be
able to represent the true Pareto-optimal set. Therefore, In this study the actual
Pareto front, termed PF true, is distinguished from the final set of non-dominated
solutions returned by a MOEA, termed PFknown.

3 The Proposed Algorithm

In this section, we will present a novel multiobjective optimization algorithm.
The main procedures are listed as follows:

(1) A random initial population P0 of size Npop is created. Set the memory
Q0 = ∅ and its maximum size = Nmem. Set a counter t = 1, and set a flag
Nflag = 0(one of conditions to decide to go to (8) or (9)).

(2) For each cell in the population, do
(a) Randomly specify the weight values w1, w2, . . . , wm, where w1 + w2 +
· · ·+ wm = 1, and wi ∈ [0, 1], i = 1, 2, . . . , m.
(b) Reproduce the cell Nclones copies and mutate each clone by a random
perturbation (see Sect. 3.1).

(3) Compute the non-dominated individuals among offspring and memory cells,
and copy them to the memory Qt+1.

(4) If the size of Qt+1 exceeds Nthreshold (a threshold of the memory size), then
set Nflag = 1 and continue. Otherwise, go to (6).

(5) Apply the clonal suppression algorithm (see Sect. 3.3) in Qt+1 to elimi-
nate those memory clones whose affinity with each other is less than a pre-
specified threshold.

(6) If |Qt+1| > Nmem, then perform TASI (see Sect. 3.2).
(7) If t can be exactly divided by Nin (inner loop times) and Nflag = 1, then set

Nflag = 0 and go to (9). Otherwise, continue.
(8) If |Qt+1| � Npop, then randomly select Npop cells from Qt+1 to create the

population Pt+1. Otherwise, copy the cells of Qt+1 to Pt+1 and then ran-
domly select Npop − |Qt+1| cells from the dominated individuals among off-
spring and memory cells and add them to Pt+1. Go to (10).
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(9) If the size of Qt+1 exceeds (1 − prand)Npop, then randomly select (1 −
prand)Npop cells from Qt+1 to create the population Pt+1, and then ran-
domly generate prandNpop new cells and add them to the population Pt+1.
Otherwise, the cells in Qt+1 are copied to Pt+1 and new randomly generated
cells to fill the remaining population.

(10) If t > T (the maximum reproduction generation) or other termination condi-
tion is satisfied, then terminate the algorithm and output the non-dominated
individuals in the memory. Otherwise, t = t + 1 and return to (2).

3.1 Mutation Operator

The mutation is performed according to the following expression: x′ = x +
αN(0, 1), where α = β exp(−f∗). x is the real-valued vector, x′ is its mutation
version. N(0, 1) is a vector of Gaussian random numbers of mean 0 and standard
deviation 1. f∗ is the normalized value of f (where f is a weighted sum of
objectives), determined by f∗ = (f − fmin)/(fmax − fmin). The value β is a a
parameter of the algorithm and it is chosen to define the maximum amplitude
of mutation. If the real-valued vectors x′ and x are defined in a normalized
parameter space, β is within the range [0, 1].

3.2 Truncation Algorithm with Similar Individuals (TASI)

Here, we present TASI, whose aim is to reduce the size of the memory Qt+1 of
size N

′
mem to Nmem (where N

′
mem > Nmem). First, let us give the definition of

similar individuals before proposing this algorithm.

Definition 4. (Similar Individuals): For a given MOOP and the solution set
P , the solutions P1 (P1 ∈ P ) and P2 (P2 ∈ P ) are referred to as similar individuals,
if their Euclidean distance in the objective space is the shortest in set P .

Given the above definition of similar individuals, our new truncation algorithm,
TASI, is listed as follows.

(1) Calculate the Euclidean distance (in objective space) between any two solu-
tions i and j in the memory Qt+1.

(2) Select two similar individuals i and j from Qt+1 and remove one of them
from Qt+1. The solution i is chosen for removal if the following condition is
true. ∃ 0 < k < |Qt+1|, such that dk

i < dk
j , and ∀ 0 < l < k, dl

i = dl
j , where

dk
i denotes the distance of i to its k-th nearest neighbor in Qt+1. Otherwise,

the solution j is chosen for removal.
(3) If |Qt+1| > Nmem, then return to (2). Otherwise, terminate the procedure.

3.3 Clonal Suppression Algorithm

The clonal suppression algorithm is to eliminate similar cells in the memory [3].
The detailed procedure is described as follows:
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(1) Computation of affinity: Calculate the affinity between two cells v and w
according to ay(v, w) =

√∑m
i=1(f

v
i − fw

i )2, where fv
i denotes the i-th ob-

jective value of the cell v. It can be seen that ay(v, w) is the Euclidean
distance (in the objective space) between cells v and w.

(2) Computation of concentration: For any antibody v, its concentration number
is calculated by the following equation: ce(v) = 1

|Qt+1| ·
∑|Qt+1|

w=1 ac(v, w),
where if ay(v, w) < δ1, ac(v, w) = 1. Otherwise, ac(v, w) = 0. δ1(0 < δ1 � 1)
is a given threshold.

(3) Suppression of cells : By step (2), we can obtain the concentration number
of each cell in the memory Qt+1, and then eliminate the cells whose concen-
tration number is more than the given threshold δ2 (0 < δ2 � 1).

For WBMOAIS, the task of the algorithm is to eliminate the most similar cells
in the memory, so the threshold δ1 usually is a smaller value (e.g., δ1 = 10−7).

4 Experiments

In this section, the proposed algorithm WBMOAIS is compared against two
state-of-the-art algorithms: NSGA-II and VIS. All experiments are conducted
on an IBM computer, which is equipped with a Pentium IV 2.8G processor and
1 GB of internal memory. The operating system is Windows 2000 server and the
programming language is C++. The compiler is Borland C++ 6.0.

4.1 Experimental Setting

Here we list the specification of parameters for all three algorithms. For WB-
MOAIS, the results indicated below were obtained using the following parame-
ters: population size Npop = 100, size of external memory Nmem = 200, number
of clones for each cell Nclones = 5, number of inner iterations Nin = 5, threshold
of external memory size Nthreshold = 400, percentage of random cells at each
outer iteration prand = 20%, and β = 0.85.

For VIS, the same parameters as in its original literature are used except that
the size of external memory is 200. The population size is 100, the number of
inner iterations is 5, the number of clones for each cell is 5, the percentage of
random cells at each outer iteration is 20%, and σstart is 0.1.

For NSGA-II, we maintain the same parameters reported in its original lit-
erature, which include a population size of 100, a crossover rate of 0.9, and a
mutation rate of 1/Nvars. where Nvars = number of decision variables.

4.2 Performance Measures

Here two different measures (Spacing (S), and Generational Distance (GD))
are chosen and are used for numerical comparison of the non-dominated fronts
produced by the algorithms; each of them takes into account a particular desired
characteristic of PFknown.
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(1) Spacing (S): To measure how well the solutions throughout PFknown are
distributed, we adopt the metric suggested by Schott (1995) [1]. The metric

is calculated by S =
√

1
|PFknown|

∑|PFknown|
i=1 (di − d̄)2, where d̄ =

∑|PFknown|
i=1

di/|PFknown| and di = mink∈PFknown∧k =i

∑m
j=1 |f i

j − fk
j |. The distance mea-

sure is the minimum value of the sum of the absolute difference in objective
function value between the i-th solution and any other solution in the ob-
tained non-dominated set.

(2) Generational Distance (GD): In order to measure the convergence of
PFknown, the metric suggested by Veldhuizen (1999) [1] is used. Assume
that P∗ is a known Pareto-optimal set. Instead of finding whether a so-
lution of PFknown belongs to the set P∗ or not, this metric finds an av-
erage distance of the solutions of PFknown from P∗, as follows: GD =
(
∑|PFknown|

i=1 dp
i )

1/p/|PFknown|. For p = 2, the parameter di is the Euclidean
distance (in the objective space) between the solution i ∈ PFknown and

the nearest member of P∗: di = mink=1,··· ,|P∗|
√∑m

j=1[fj
(i) − f∗

j
(k)]2, where

(f∗
j )k is the j-th objective function value of the k-th member of P∗.

4.3 Test Problems

In order to validate our approach, we choose three test problems from a number
of significant past studies in this area. They are ZDT6 suggested by Zitzler et
al., POL proposed by Poloni et al., and Viennet’s VNT [1].
Test problem 1: ZDT6. The first test problem was proposed by Zitzler et al.
(2000) [1]:

ZDT6:min

⎧⎪⎨⎪⎩
f1(x) = 1− exp(−4x1) sin6(6πx1),
f2(x) = g(x)[1− (f1(x)/g(x))2].
g(x) = 1 + 9[(

∑10
i=2 xi)/9]0.25

(2)

where xi ∈ [0, 1], i = 1, 2, . . . , 10. The Pareto-optimal region corresponds to
x∗

1 ∈ [0, 1] and x∗
i = 0 for i = 2, 3, . . . , 10. For this test problem, the adverse

density of solutions across the Pareto-optimal front, coupled with the nonconvex
nature of the front, may cause difficulties for many multiobjective optimization
algorithms to converge to the true Pareto-optimal front.

In this case, all three algorithms stop after 40000 fitness function evaluations.
The comparison of results between the true Pareto front of ZDT6 and the Pareto
front produced by WBMOAIS, VIS and NSGA-II is shown in Fig.1. The values
of the two metrics for each algorithm are presented in Table 1.

From Fig.1, we can observe that WBMOAIS and VIS are able to approximate
the true Pareto front but WBMOAIS shows better spread of solutions than VIS.
For NSGA-II, it is seen that NSGA-II has a very uniform spread of solutions but
it shows difficulties in detecting the global Pareto front, getting stuck at a local
one. These are confirmed by the results in Table 1. From Table 1, it is observed
that WBMOAIS shows better behavior for all metrics than VIS and NSGA-II
except that NSGA-II has a small standard deviation of the S metric.
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Fig. 1. Pareto-optimal front obtained using WBMOAIS,VIS and NSGA-II for ZDT6

Table 1. Results for ZDT6: mean value and standard deviation (σ)

WBMOAIS VIS NSGA-II
S(mean) 4.29E-03 9.84E-03 5.37E-03
S(σ) 5.71E-04 2.76E-03 3.86E-04
GD(mean) 1.32E-05 1.82E-05 1.28E-03
GD(σ) 2.93E-07 2.59E-06 1.81E-04

Test problem 2: POL. The test problem was proposed by Poloni et al. (2000)
[1] and has been used by many researchers subsequently:

POL:min

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

f1(x) = 1 + (A1 −B1)2 + (A2 −B2)2,
f2(x) = (x1 + 3)2 + (x2 + 1)2,
A1 = 0.5 sin 1− 2 cos1 + sin 2− 1.5 cos 2,

A2 = 1.5 sin 1− cos 1 + 2 sin 2− 0.5 cos 2,

B1 = 0.5 sinx1 − 2 cosx1 + sin x2 − 1.5 cosx2,

B2 = 1.5 sinx1 − cosx1 + 2 sin x2 − 0.5 cosx2.

(3)

where −π � x1, x2 � π. The function has a nonconvex and disconnected Pareto-
optimal set. Like other problems having disconnected Pareto-optimal sets, POL
may also cause difficulty to many multiobjective optimization algorithms.

The total number of fitness function evaluations for all three algorithms has
been set to 3000 in this case. The comparison of results between the true Pareto
front of POL and the Pareto front produced by WBMOAIS, VIS and NSGA-II
is shown in Fig.2. The values of the two metrics for each algorithm are presented
in Table 2.

From Fig.2, it can be observed that all three algorithms are able to approxi-
mate the true Pareto front. However, compared to VIS and NSGA-II, WBMOAIS
has a better spread of solutions. These can be also obtained from the results in
Table 2. From Table 2, we can find that WBMOAIS has a smallest value for
all metrics, and thus outperforms VIS and NSGA-II with respect to the two
metrics.
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Fig. 2. Pareto-optimal front obtained using WBMOAIS,VIS and NSGA-II for POL

Table 2. Results for POL: mean value and standard deviation (σ)

WBMOAIS VIS NSGA-II
S(mean) 3.47E-02 4.62E-02 6.23E-02
S(σ) 5.24E-03 7.94E-03 1.14E-02
GD(mean) 8.26E-04 1.21E-03 3.20E-03
GD(σ) 1.69E-04 1.79E-04 5.75E-04

Test problem 3: VNT. The test problem was presented by Viennet (1996) [1]:

VNT:min

⎧⎪⎨⎪⎩
f1(x) = 0.5(x2

1 + x2
2) + sin(x2

1 + x2
2),

f2(x) = (3x1 − 2x2 + 4)2/8 + (x1 − x2 + 1)2/27 + 15,

f3(x) = (x2
1 + x2

2 + 1)−1 − 1.1 exp(−x2
1 − x2

2).
(4)

where −3 � x1, x2 � 3. This problem has two variables, and presents several
challenging features, such as a high dimensional objective space, discontinuous
Pareto optimal set and several local minima in the objective functions.

For VNT, algorithms stop after 4000 fitness function evaluations. The com-
parison of results between the true Pareto front of VNT and the Pareto front
produced by WBMOAIS, VIS and NSGA-II is shown in Fig.3. Table 3 presents
the values of the two metrics for each algorithm.

In this case, from Table 3, it can be found that WBMOAIS has the smallest
value for all metrics and show better performance than VIS and NSGA-II. These
can also be observed by Fig.3.

Table 3. Results for VNT: mean value and standard deviation (σ)

WBMOAIS VIS NSGA-II
S(mean) 2.37E-02 5.15E-02 4.76E-02
S(σ) 8.78E-03 9.82E-03 9.92E-03
GD(mean) 3.02E-03 4.32E-03 6.87E-03
GD(σ) 2.74E-04 3.82E-04 5.56E-04
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Fig. 3. Pareto-optimal front obtained using WBMOAIS,VIS and NSGA-II for VNT

5 Conclusion

In this study, based on opt-aiNET, a novel multiobjective artificial immune al-
gorithm is presented. The proposed algorithm WBMOAIS is compared with
VIS and NSGA-II. Numerical results on three standard problems (ZDT6, POL,
VNT) show WBMOAIS has better behavior than VIS and NSGA-II for all me-
tircs except that NSGA-II has a small value for the standard deviation of the S
metric. Therefore, it can be concluded that WBMOAIS overall outperforms VIS
and NSGA-II for all test problems.
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Abstract. A new neural network model is proposed for solving nonlinear opti-
mization problems with a general form of linear constraints. Linear constraints, 
which may include equality, inequality and bound constraints, are considered to 
cover the need for engineering applications. By employing this new model in 
image fusion algorithm, an optimal fusion vector is exploited to enhance the 
quality of fused images efficiently. The stability and convergence analysis of 
the novel model are proved in details. The simulation examples are used to 
demonstrate the validity of the proposed model.  

Keywords: Neural network model, Optimization, Real-time applications, Sta-
bility analysis. 

1   Introduction 

Neural networks have been extensively studied over the past few decades and have 
found applications in variety of areas such as associative memory, moving object speed 
detection, image and signal processing, and pattern recognition. In many applications, 
real-time solutions are usually imperative [1,2,3]. These applications strongly depend on 
the dynamic behavior of the networks. In the recent years, due to the in-depth research 
in neural networks, numerous dynamic solvers based on neural networks have been 
developed and investigated [4], [5], [6-17]. Specially, in the past two decades, various 
neural network models have been developed for solving the linearly constrained nonlin-
ear optimization problems, e.g., those based on the penalty parameter method [7], the 
Lagrange method [9], the gradient and projected method [5], [13], the primal-dual me-
thod [12], [14], and the dual method [4], [15].  Malek and his coauthors in reference 
[19] presented a recurrent neural network for solving linear and quadratic optimization 
problems. Their network is shown to be globally convergent to an exact optimal solu-
tion of the linear or quadratic optimization problems. Their network is not suitable for 
solving nonlinear optimization problems. In this paper, we propose a one-layer neural 
network for solving nonlinear optimization problems with general linear constraints. In 
particular, since simple structure and global stability are the most desirable dynamic 
properties of the neural networks, our motivation of this study is mainly focused on 
developing a neural network with these properties adequate for solving nonlinear real-
time optimization problems. Another objective of this paper is to concern with the real 
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time application of the proposed neural network model in image fusion algorithm to 
restore noisy images. Theoretical aspects and the illustrative examples further show the 
effectiveness and applicability of the proposed model.  

2   Artificial Neural Network Formulation  

In this section, we describe the nonlinear programming problem and discuss its equiv-
alent formulation. Then we will propose a recurrent neural network to solve this  
problem. 

Consider the following nonlinear programming problem subject to general linear 
constraints: 

                   Minimize )(xf  subject to    ,, dAxbBx ≤= ,hl ≤≤ x                            (1) 

where )(xf  is a continuously differentiable and convex from nR  to ,R  

,nmRB ×∈ ,nrRA ×∈   mn RbRx ∈∈ ,,, hl and .rRd ∈  

According to the Karush-Kuhn-Tucker (KKT) conditions and well known projection 

theorem [20], we see that *x is optimal solution for problem (1) if and only if there 

exist rRy ∈*  and mRw ∈*  such that TTTT wyx ))(,)(,)(( *** satisfies the following con-

ditions:  
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The Eq. (2) can be equivalently written as 
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Based on Eq. (3), we propose a artificial neural network for solving problem (1), with 
the following dynamical equation:  
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where 0>λ is a positive constant and , rmnTTTT Rwyxz ++∈= ),,(  is a state vector. 

The simplified architecture of the artificial neural network (4) is shown in Fig. 1. 
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Fig .1. Depict of simplified architecture of the artificial neural network (4) 

3   Theoretical Aspects  

In this section, we will study some properties of the artificial neural network (4). 
Thorough this section we assume that )(2 xf∇  is positive definite on 

}.|{ hl ≤≤∈= xRxX n  

Lemma 1. For any initial point ∈= TTTT wyxz ))(,)(,)(( 0000  rm RRX ×× + , there exists a 

unique continuous solution TTTT twtytxtz ))(,)(,)(()( = for the artificial neural  

network  (4).  

Proof.  Since the projection operators 1g and 2g  are locally Lipchitz continuous, 

)(zH is also locally Lipschitz continuous. Thus, According to the local existence and 

uniqueness theorem of ordinary differential equations [21], there exists a unique con-
tinuous solution Ttwtytxtz ))(),(),(()( = for ).,( 0 Tt  We will show that )(tz  is bounded 

and the local existence for solution of (4) can be extended to global existence.  

Theorem 1. Let )(tz be the state trajectory of (4) with the initial point 

.0 rm RRXz ××∈ + Then the proposed artificial neural network of (4) is stable in the 

Lyaponov sense and globally convergent to the stationary point ),,,( **** wyxz =  

where *x is the optimal solution of problem (1).  

Proof. We define the following Energy function:           
2*

2
12

2
1* )()()(),( zzzHzHzWzzV T −+−−=  
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where  

.

)(

)(
⎟⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜

⎝

⎛

−
+−

−+∇
=

bBx

dAx

wByAxf

zW

TT

 

*z is an equilibrium point of artificial neural network (4). 

Let rmnRS ++⊆ˆ be a neighborhood of *z . We show that ),( *zzV  is a Lyapunov func-

tion proper to neural network (4).  By the results give in [22], we know that  

2
)()()( zHzHzW T ≥−                                                      (5) 

                                   .0))()(())(( * ≥−−−+ zWzHzzzH T                                 (6) 

It is obvious that ,||||),( 2*
2
1* zzzzV −≥ and for all { }*\ˆ zSz ∈ , .0),( * >zzV          

In the following, we show that .0
),( *

≤
dt

zzdV   Since ,
)(

)),(( *

dt

tdz
ztzV

dt

dV T∇=  then 

from theorem 3.2 of [23], we know that    
** )())(()(),( zzzHIzWzWzzV −+−∇−=∇  

where )(zW∇  denotes the Jacobian matrix of .W  Then     

),())())(()((
),( *

*

zHzzzHIzWzW
dt

zzdV T−+−∇−=  

.)()()()()())((
2* zHzWzHzHzHzzzW TT ∇−+−+=  

From (5) we can write .||)(||)()()())(( 2** zHzWzzzHzzzW TT −−−≤−+  Thus 

                           )()()()()(
),( *

*

zHzWzHzWzz
dt

zzdV TT ∇−−−≤                         (7) 

Since )(zW∇  is a positive semi-definite matrix, 0)()( * ≥− zWzz T  and 

0)()()( ≥∇ zHzWzH T . So    

                       .0)()()()()(
),( *

*

≤∇−−−≤ zHzWzHzWzz
dt

zzdV TT                          (8) 

Therefore, the function ),( *zzV  is an Energy function suitable for (4). From (8), 

),( *zzV is monotonically nonincreasing for all .0tt ≥   

It is easy to see that )},(),(|{ *0* zzVzzVRz rmn ≤∈=φ ++  is bounded since   

,0||||||||||)(||),(),( 2*
2
12*

2
12

2
1**0 ≥−≥−+≥≥ zzzzzHzzVzzV  

therefore .∞=T   

Because ),( *zzV  is radially bounded, for any initial point rm RRXz ××∈ +
0 , there 

Exists a convergent subsequence )}({ ktz  such that ,ˆ)(lim ztz kk =∞→  where 

.0
),ˆ( *

=
dt

zzdV  It can be seen that 0),ˆ( * =dtzzdV implies 
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                                  .0)ˆ()ˆ()ˆ()ˆ()ˆ( * =∇+− zHzWzHzWzz TT                                  (9) 

That is,  

             ,0)ˆ()ˆ()ˆ( =∇ zHzWzH T  ,0)ˆ()( * ≥− zWzz T .0)ˆ())()ˆ(( ** =−− zzzWzW T          (10) 

Let .)ˆ,ˆ,ˆ(ˆ rmnRwyxz ++∈=  Then equality 0)ˆ()ˆ()ˆ( =∇ zHzWzH T  implies that   

.0]ˆ)ˆˆ)ˆ(ˆ([)ˆ(]ˆ)ˆˆ)ˆ(ˆ([ 1
2

1 =−+−∇−×∇−+−∇− xzByAxfxgxfxzByAxfxg TTTTT  

The positive-definiteness of )ˆ(2 xf∇  implies that  

                                            0]ˆ)ˆˆ)ˆ(ˆ([ 1 =−+−− xzByAxFxg TT .                                    (11) 

Now, from 0)ˆ())()ˆ(( ** =−− zzzWzW T we can write  

0)ˆ()()()ˆ())()ˆ(( *2*** =−∇−=−∇−∇ μ xxxfxxxxxfxf TT  

where *ˆ)1( xxx μ+μ−=μ  for all 10 ≤μ≤ . It follows that *ˆ xx = , thus  

                                                            0ˆ =− bxB .                                                    (12) 

From 0)ˆ()( * ≥− zWzz T  we can get  

.0)ˆ()ˆ()ˆ()ˆ()ˆˆ)ˆ(()ˆ( *** =−−+−−+−−∇− bxBwwdxAyywByAxfxx TTTTT  

Since *ˆ xx = , it is equivalently written as .0)ˆ()ˆ( * =+−− dxAyy T  Then 

.0)()()ˆ()()ˆ(ˆ *** =+−=+−=+− dAxydxAydxAy TTT  

Furthermore ,0)ˆ(ˆ =+− dxAyT  0ˆ ≥y  and 0ˆ ≥+− dxA  if and only if  

                                               .0ˆ)ˆˆ(2 =−−+ ybxAyg                                              (13) 

Thus from Eqs. (11)-(13), the point )ˆ,ˆ,ˆ(ˆ wyxz =  satisfies in Eq. (2). This means ẑ  

is an equilibrium point of artificial neural network (4).  

Now we consider another function     

2

2
12

2
1 ˆ)()()()ˆ,(ˆ zzzHzHzWzzV T −+−−=  

where ).ˆ,ˆ,ˆ(ˆ wyxz =  Similar to the previous analysis, we have 0
)ˆ,(ˆ

≤
dt

zzVd  and  

.0)ˆ),((ˆlim =∞→ ztzV kk
 So, for 0>ε∀  there exists 0>q  such that when 

qk tt ≥  we 

have 2/)ˆ),((ˆ 2ε<ztzV k
. Since )ˆ),((ˆ ztzV  decreases as ∞→t  for ,qtt ≥  

.)ˆ),((ˆ2)ˆ),((ˆ2||ˆ)(|| ε<≤≤− ztzVztzVztz k
 Then  .ˆ)(lim ztzt =∞→  

Therefore, the state trajectory of the proposed neural network is globally conver-
gent to an equilibrium point of (4). 
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4   Real-Time Application 

The proposed artificial neural network in (4) can be applied for many real-time opti-
mization problems. For example, this model can be used to support vector machines 
for classification and regression and to robot motion control in real-time Here, we 
apply the proposed artificial neural network (4) to increase the useful information 
content of images and improve the quality of the noisy images. The neural fusion 
algorithms are proposed in details for noisy images.  

Consider an array of n  sensor. Let )(kIl denote the received two dimensional im-

ages with NM ×  gray-level from the l th sensor. Let its amplitude is denoted by 
),,( jifl

which   

               ).,,1;,,1(),,())1(( NjMijifjNiI ll KK ===+−             (14) 

The images consist of the desired image ),(ks  scaling coefficient ,la  and the meas-

ured noise ).(ˆ knl  Then the −n dimensional vector of information received  

from n  sensors is given by ),(ˆ)()( knksakI +=  where  

,)](...,),([)(,]...,,[ 11
T

n
T

n kIkIkIaaa ==  and .)](ˆ...,),(ˆ[)(ˆ 1
T

n knknkn =  

According to the result discussed in [18], the considered image fusion problem can 
formulated as a deterministic quadratic programming problem                         

                       Rxxwf T=)(min      subject to   ,1=xaT 0≥x                            (15) 

where nTa ℜ∈= ]1,,1[ K , ∑
=

=
MN

k

T
MN

kIkIR
1

1 )()( (sample variance matrix) and 

T
nxxx ],,[ 1 K= is called the fusion vector. Based on the proposed artificial neural 

network (4) for solving (1), we propose the following artificial neural network for 
solving (15), which its state equation  

                                 .
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                              (16) 

The artificial neural network (16) converges to optimal fusion vector .*x  The output 
equation is 

                                                 ,)()(
1

** ∑
=

=
n

l
ll kIxks                                               (17) 

After increasing the useful information content of images by using Eq. (17), it is time 

to see the fused image. First we have to convert *s to *f as bellows 

),,1;,,1(),)1((),( ** NjMijNisjif KK ==+−=  

then use the function )( *fimshow in Matlab.  



104 A. Malek and M. Yashtini 

One can be improve the quality of fused images using the proposed neural image 
fusion algorithm by increasing the number of sensors.   
 
Theorem 2. Let R be a positive definite matrix, then the artificial neural network 

defined in (16) converges to optimal fusion vector .),( 1** +ℜ∈ Kwx  

5   Simulation Examples 

In this section, two examples are provided to illustrate both the theoretical results 
achieved in Sections 3 and 4 and the simulation performance of artificial neural net-
works (4) and (16). The simulations are conducted in matlab and 4th order Runge-
Kutta technique is used for implementation. 

Example 1. Consider the following nonlinear programming problem 

                Minimize  ,2405.1 4221
2
4

2
3

2
2

2
1 xxxxxxxx −−−+++  

                                Subject to
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xxxx
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xxxx

   

                         (18) 

This problem has a unique optimal solution [ ] .5.0,0,0,5.2* Tx =  We solve (18) by 

using the proposed artificial neural network (4). The simulation results show that the 
proposed neural network (4) is always convergent to an equilibrium point of (18) and 

its output trajectory is always exponentially convergent to .*x  For example, let 
10=λ , Figs 2 and 3 display the convergence of behavior )(tz  and 2* ||)(|| xtx −  based 

on feasible primal and arbitrary dual initial point. The convergence of behavior )(tz  

and 2* ||)(|| xtx −  is displayed based on infeasible primal and arbitrary dual initial point 

in Figs 4 and 5. 

 

Fig. 2. Example 1: Display of transient behavior of the artificial neural network (4) with initial 

point  
     

 ) 1, 1, 1 ,0,1,1( 0 T z − − = 
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 )1 , 1 ,1 , 2,1,3(0 T z −−=

 )1,1,1,0,1,1(0 Tz −−=

 

Fig. 3. Example 1: Display of transient behavior of the norm 2* ||)(|| xtx −  based on artificial 

neural network (4) with initial point  

 

Fig. 4. Example 1:  Display of transient behavior of the artificial neural network (4) with initial 

point  

 

Fig. 5. Example 1: Display of transient behavior of the norm 2* ||)(|| xtx −  based on artificial 

neural network (4) with initial point  

 
Example 2. This example investigates the performance of the proposed artificial 
neural network (16) to a neural image fusion algorithm. The proposed neural image 
fusion algorithm is applied to the Lena image shown in Fig. 6. It is an eight-bit  

 )1,1,1,2,1,3(0 Tz −−=



106 A. Malek and M. Yashtini 

gray-level image with 206 by 245 pixels. Fig. 6(a) is a noisy Lena image measured by 
one sensor, where its SNR is 9dB. Figs. 6(b)-(d) are fused images by the proposed 
algorithm for the number of sensors =n 10, 20 and 30, respectively. Apparently, the 
quality of the fused image shown in Fig. 6(b)-(d) is improving as n  increases. Table 1 
shows that with a fix number of iterations, the quality of images improve when the 
number of sensor increases.  

 

Fig. 6. Example 2: Lena Image fusion using the neural fusion algorithm (a) The noisy image. 
(b)-(d) The fused image with .30,20,10=n  

Table 1. Display of CPU times and the error 
2

* )()( ksks − for gray level fused images with 

10, 20 and 30 sensors. A fixed number of iterations are used in neural image fusion algorithm. 

Number 
of  
sensors 

Number of 
iterations 

CPU time 2-norm error 

2

* )()( ksks −  

10 7 23.5340 6.1297 410−×  
20 7 37.3010 4.0075 410−×  
30 7 43.0930 2.5700 410−×  

6   Concluding Remarks 

We have proposed a recurrent neural network model for solving constrained nonlinear 
optimization problems. We have proved that the proposed model is Lyapunov stable 
and converges globally to unique optimal solution of the constrained nonlinear opti-
mization problems. Moreover, the new model is amenable to parallel implementation. 

)(a )(b

)(c )(d
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We have proposed a neural fusion algorithm based on the proposed neural network 
model. This algorithm is simple for implementation. Numerical results show a good 
agreement with theoretical aspects. 
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Evolutionary Markov Games Based on Neural Network 
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Abstract. Based on the dynamic characteristics of evolutionary game and 
Markov process, this paper presents a dynamic decision model for evolutionary 
Markov games. In this model, players’ strategy-choosing is mapped to a Markov 
decision process with payoffs, and transition probability is made by Boltzmann 
distribution. This paper uses neural network to simulate strategy-choosing in 
evolutionary Markov games, Experimental results show that the neural network 
can successfully simulate players’ dynamic learning and actions in evolutionary 
Markov games. 

Keywords: Evolutionary game, Markov process, Decision, Neural network. 

1   Introduction 

Game theory, which is the subject about decision problem among multi-players, is the 
research on problems of competition and cooperation. In 1970’s the fundamental no-
tion of evolutionary game theory was introduced by Maynard Smith. In his book 
Evolution and Theory of Games [1] he presented an evolutionary approach in classical 
game theory. Evolutionary game theory has extensive applications in many fields, such 
as mathematics, biology, ecology, economics and sociology. 

A number of publications on the building of models and analytic methods for evo-
lutionary games have been seen during last decade. Yao and Darwen presented a 
method which introduced genetic algorithm into evolutionary games [2]. Thlol and 
Acan investigated an ant colony optimization approach for iterated prisoner’s dilemma 
[3]. This method provides game strategies of better quality than genetic algorithms, but 
needs longer running times. Amir et al. proposed a dynamic model for 22 ×  sym-
metric games using birth and death process [4]. Tadj and Touzene extended the work of 
M. Amir et al. and gave a QBD approach for evolutionary games [5].   

Neural network (NN) is generally the software systems which imitates the networks 
of the human brain. And they can be applied successfully in learning, generalization, 
and optimization functions [6, 7]. The neural network can provide a useful methodol-
ogy for the autonomous mobile robot learning. NN-based techniques are extensively 
used in multi-agent robot system [8, 9]. Jolly et al. used an NN-based method for in-
telligent decision-making in a robot soccer system [10]. The potential of NN-based 
techniques have not been fully utilized for multi-agent decision-making problems.  
In this paper, we apply neural network in our system. We simulate the player’  
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decision-making with neural network for learning. In evolutionary Markov games, the 
inputs of the neural network are decided by the last actions of players. The output is the 
next action that the player will choose. Simulation results show that neural network can 
successfully simulate evolutionary Markov games. 

2   Some Preliminaries 

2.1   Markov Process 

Supposing I={0,1,2,...} is the space of state, T={0,1,2,...} is a set of time. A stochastic 
process {Xt, t∈T} is called Markov if for arbitrary t and state i0, i1,..., in, j, we have 

})0(,)1(,,,|{ 01111 iXiXiXiXjXP nttt ===== −−+  

}|{ 1 iXjXP tt === +  

That is to say, the Markov process whose future probabilities are determined by its 
most recent values. 

The conditional probability 

}|{)1( 1 iXjXPP ttij === +  

is called one-step transition probability. It means the probability of state transition 
from i to j, so Pij(1) satisfies the following: 

(1) 0)1( ≥ijP  Iji ∈,  

(2) 1)1( =∑ ijP  Ii ∈  

Therefore, we have the one-step Markov transition probability matrix 
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2.2   Game Theory 

We restrict our view to the class of finite games in strategic form. Generally a normal 
form game consists of three key components: 

(1) Players: Let I={1,2,...n} be a set of players, where n is a positive integer.  
(2) Strategies space: For each player i∈I, let Si denote a set of allowable actions, 

called the pure strategies set. The choice of a specific action si∈Si of a player i∈I 
is called a pure strategy. The vector s={s1,s2,...,sn} is called a pure strategies profile.  

(3) Payoff function: For any strategies profile s and any player i∈I, let ui(s1,s2,...,sn) 
be the payoff to player i. 
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Evolutionary game theory is the extension of classic game theory, and evolutionary 
games are dynamic games.  

2.3   Neural Network 

The neural network is used to make the internal models. Building the model of an 
agent’s behavior may involve many methods such as finite automata, Markov chain, 
and so on. Neural network is generally the software systems that imitate the networks 
of the human brain. And they can be applied successfully in learning, relating, classi-
fication, generalization, and optimization functions. It appears that the multi-layer 
neural network can be trained to approximate and accurately generalize virtually and 
smooth, measurable functions. Because neural network has the ability to work with 
incomplete data, they can easily form models for many complex problems. 

The neural network is consisted of many units that represent neurons. Each unit is a 
basic unit of information process. Units are interconnected via links that contain weight 
values. Weight values help the neural network to express knowledge. Figure 1 is the 
general topology of a neural network.  

 

Fig. 1.  The topology of a 3-layer neural network 

3   Evolutionary Markov Games 

We restrict our view to the repeated games. In repeated games, players update strategies 
by their payoffs. In this paper, we looked iteration times of games as a set of time 
t=1,2,... in Markov process {X(t), t∈T}, strategy space was mapped to the state space I 
of Markov process, and the payoffs in repeated games were seemed as rewards for state 
transition. Therefore, the repeated games were mapped to a Markov process with re-
wards. For example, the iterated prisoner’s dilemma assumes a binary choice for the 
players, either cooperation (C) or defection (D). So the iterated prisoner’s dilemma was 
looked as a Markov process with two-state transition. More generally, if at time t (the 
t-th repeated game) the player is in state i (i=C,D). Then at time t+1 the probability that 
the player chooses strategy C or D can be obtained by Markov transition probability 
matrix (Fig. 2). Where pij=P{Xt+1=j |Xt=i}, i , j=C or D.   
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Fig. 2. Markov process for iterated prisoner’s dilemma 

As a Markov process with N states, supposing uij is the payoff when the state 
transferred from i to j, uij can be also seemed as a reward for state transition. With the 
transition of states, the system will generate a series of rewards. So that the rewards uij 
are stochastic variables, and its probability distribution is determined by Markov tran-
sition probability matrix. 

Consider 2-player symmetric repeated games, supposing now the player is in state i 
(namely the player’ strategy is i), we can get the total expected payoff after n times 
repeated games using Markov process. Firstly, we assume  vi(t) is the total expected 
payoff after t times transition from state i. We can get the following equation: 
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equation (1) can be simplified as follows                                  
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qi can be explained as the expected reward after one time transition from state i. So 
that we can obtain 
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Using the form of vectors (4) will be denoted as the following: 

)1()( −+= tPVQtV      ),3,2,1( =n           (5) 

Where, V(t) is the column vector of vi(t), Q is the column vector of qi, and P is the 
Markov transition probability matrix. 

From (5), if we want to obtain the total expected payoff V(t), firstly we should get the 
Markov transition probability matrix P. In this paper, we adopt the Boltzmann  
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distribution. The Boltzmann distribution provides one method, where the probability of 
state transition from state i to j at time t is         
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Where, uj(t) is the payoff when the player chooses strategy j. The parameter λ has an 
important role in the learning process. By increasing λ, we can increase the randomness 
of decisions. On the other hand, decreasing λ will result in decreasing the randomness, 
this enables the player to choose the optimal strategy more accurately. 

4   Examples and Numerical Results 

In this section, we consider that neural networks match pair to play iterated prisoner's 
dilemma games. The prisoner's dilemma, is a classic model in game theory, and is a 
non-cooperative, non-zerosum game. Each player has two choices; either cooperation 
or defection. The payoffs players got are calculated according to Table 1.  

Table 1. Payoffs in prisoner’s dilemma 

Column player 
 

Cooperation Defection 

Cooperation 3   3 0   5 
Row player 

Defection 5   0 1   1 

 
From Table 1 we can know that defection is a dominant action, so any rational 

player will choose defection no matter what others choose. But if they cooperate, they 
would get more. This is the dilemma of prisoners. To overcome this problem,  
Axelrod presented the thought of iterated prisoner's dilemma, which repeats the 
conventional game numerous times with the number of repetitions unknown to both 
players. Repeating the games in this way can give players the hope of cooperation. 
The iterated prisoner's dilemma is widely used to model systems in biology, soci-
ology, psychology and economics. In this section, we use neural networks to play 
iterated prisoner's dilemma game. 

Firstly we let a neuarl network to paly iterated prisoner’s dilemma games with a 
human. We used 3-layer neural network composed of an input layer, one hidden layer 
and one output layer. The input layer is composed of 6 input units, witch is his and 
opponent's last actions. The hidden layer is composed of 20 units. Simulation pa-
rameters are showed in Table 2. Figure 3 is the evolutionary curve of iterated prisoner's 
dilemma games played by huanm and neural network. 
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Table 2. Simulation parameters  

• Action information: 1 and 0 denote cooperation and defection respectively 

• Maximal iteration times: 5000  

• Minimal error of mean square: 0.01 

• Number of input unit at the neural network: 6 

• Number of hidden unit at neural network: 20 

• Number of output unit at the neural network: 1 

 

Fig. 3. The evolutionary curve of human and neural network 

 
Secondly, we use neural network to paly with Tit-for-Tat (TFT) strategy. The TFT 

strategy is a very famous strategy submitted by Anatol Rapoport, starts with a move to 
cooperation, but thereafter repeats the last move made by its opponent. Figure 4 is the 
curve of epoch and error by neural network. From the results we know that after 217 
times iterated games the neural network can successfully play games with TFT strategy. 
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Fig. 4. The curve of epoch-error 
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5   Conclusions 

As an extension of classical game theory, evolutionary game theory has attracted much 
attention in recent years. Specially, the study on learning model of players in evolu-
tionary games is a research focus. In this paper, we introduce Markov process into 
evolutionary games and present a dynamic evolutionary Markov games, then use 
neural networks to simulate the strategy-choosing in evolutionary Markov games. In 
the end, simulation experiments show that neural networks can successfully be applied 
in evolutionary Markov games. 

Acknowledgements. We would like to thank the editor and the reviews for their 
consideration. We also acknowledge the support by the National Nature Science 
Foundation of China (70533040) and the National Society Science Foundation of 
China (07BSH002). 

References 

1. Smith, J.M.: Evolution and the Theory of Games. Cambridge University Press, Cambridge 
(1982) 

2. Yao, X., Darwen, P.: Genetic Algorithms and Evolutionary Games. In: Barnett, W., 
Chiarella, C., Keen, S., Marks, R., Schnabl, H. (eds.) Commerce, Complexity and Evolu-
tion, pp. 313–333. Cambridge University Press, Cambridge (2000) 

3. Thlol, Y., Acan, A.: Ants Can Play Prisoner’s Dilemma. In: IEEE International Conference 
on Systems. Man and Cybernetics, pp. 1348–1354 (2003) 

4. Amir, M., Berninghaus, S.K.: Another Approach to Mutation and Learning. Games and 
Economic Behavior 14, 19–43 (1996) 

5. Tadj, L., Touzene, A.: A QBD Approach to Evolutionary Game Theory. Applied Mathe-
matical Modelling 27, 913–927 (2003) 

6. Arditi, D., Oksay, F.E., Tohdemir, O.B.: Predicting the Outcome of Construction Litigation 
Using Neural Network. Computer Aided Civil and Infrastructure Engineering 13(4), 75–81 
(1998) 

7. Ghezzi, D., Pedrocchi, A., Menegon, A.: PhotoMEA: An Opto-Electronic Biosensor for 
Monitoring in Vitro Neuronal Network Activity. Biosystems 78(7), 150–155 (2007) 

8. Kim, Y.H., Lewis, F.L.: Neural Network Output Feedback Control of Robot Manipulators. 
IEEE Transactions on Robotics and Automation 15(2), 301–309 (1999) 

9. Gu, D., Hu, H.: Neural predictive control for a car-likemobile robot. Robotics and 
Autonomous Systems 39(5), 73–86 (2002) 

10. Huang, H., Liang, C.: Strategy-Based Decision Making of a Soccer Robot System Using a 
Real-time Self-organizing Fuzzy Decision Tree. Fuzzy Sets and Systems 127(3), 49–64 
(2002) 



Another Simple Recurrent Neural Network for
Quadratic and Linear Programming

Xiaolin Hu and Bo Zhang

State Key Laboratory of Intelligent Technology and Systems,
Tsinghua National Laboratory for Information Science and Technology (TNList),

Department of Computer Science and Technology,
Tsinghua University, Beijing 100084, China

Abstract. A new recurrent neural network is proposed for solving
quadratic and linear programming problems, which is derived from two
salient existing neural networks. One of the predecessors has lower struc-
tural complexity but were not shown to be capable of solving degener-
ate QP problems including LP problems while the other does not have
this limitation but has higer structural complexity. The proposed model
inherits the merits of both models and thus serves as a competitive al-
ternative for solving QP and LP problems. Numerical simulations are
provided to demonstrate the performance of the model and validate the
theoretical results.

Keywords: Recurrent neural network, Optimization, Linear program-
ming, Quadratic programming, Stability analysis.

1 Introduction

Consider solving the following convex quadratic programming (QP) problem

minimize
1
2
xT Qx + pT x

subject to Ax = b, Cx ≤ d, x ∈ X
(1)

where x = (x1, . . . , xn)T ∈ �n is the unknown variable, Q ∈ �n×n, p ∈ �n, A ∈
�r×n, b ∈ �r, C ∈ �m×n, d ∈ �m are constants, and X is a nonempty box set
defined as X = {x ∈ �n|li ≤ x ≤ hi, i = 1, . . . , n} (note that some li’s can be−∞
and some hi’s can be +∞). In addition, Q is symmetric and positive semidefinite.
In particular, if Q = 0, the problem degenerates to a linear programming (LP)
problem.

During the past two decades, many recurrent neural networks have been pro-
posed for solving optimization-related problems because of their analog circuits
implementability and intrinsic parallelism which are advantageous for fast com-
puting. In particular, for solving the QP problem (1), there exist many salient
models but their real-time computational abilities are often constrained by var-
ious deficiencies such as demand for slack variables (for converting inequal-
ity constraints into equality constraints) [1, 2, 3, 4, 5, 6], calculation of matrix

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 116–125, 2009.
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inverses [7, 8, 9, 10, 11], inconvenience in determining the convergence condi-
tions [10, 5, 12], and so on. Actually, these networks are suitable for specific
applications. Among those capable of solving the QP problem (1) but free of
such deficiencies, two simple models refer to

d

dt

⎛⎝x
y
z

⎞⎠ = −λ

⎛⎝x− PX((I −Q)x− CT y + AT z − p)
y − ỹ

Ax− b

⎞⎠ (2)

and

d

dt

⎛⎝x
y
z

⎞⎠ = −λ

⎛⎝2(x− PX((I −Q)x− CT ỹ + AT (z −Ax + b)− p)
y − ỹ

Ax− b

⎞⎠ (3)

where ỹ = (y + Cx − d)+ and λ > 0, which were proposed in [13] and [14],
respectively. The block diagram of the former is depicted in Fig. 1 and that of
the latter can be depicted similarly.

The major difference between the performances of (2) and (3) is that the
former can solve (1) with positive definite Q, while the latter can solve (1) with
positive semi-definite Q though its structure is slightly more complicated (a
detailed comparison is made in Section 2).

The major difference between the dynamic equations of the two neural net-
works is that the latter substitutes (y + Cx − d)+ and z − Ax + b for y and
z respectively in the first equation of the former. Clearly, such substitutions do
not affect the equilibrium set of (2) and consequently the two networks have the
same equilibrium set. This observation raises an interesting question: will other
combinations of variable substitutions also result in feasible neural networks?
Note that multiple variable substitutions are available if we let the right-hand-
sides of (2) and (3) be equal to zeros. The answer to this question is positive
and a novel model has been figured out in this way very recently [15], which
shares the same performance with (3) and the same structural complexity with
(2). In this paper we present another model, also resulted from this idea. It will
be shown to possess the merits of (2) and (3), and thus can compete with the
model in [15].

Throughout the paper, if a is a vector, then ‖a‖ =
√∑

a2
i . �n

+ denotes
the nonnegative quadrant of �n. Moreover, it is assumed that there exists at
least one finite solution to problem (1).

2 Formulation of the Model

As for problem (1), the Karush-Kuhn-Tucker (KKT) conditions can be expressed
in the following way [13, 14]: x is an optimum of (1) if and only if there exist
y ∈ �m and z ∈ �r so that⎧⎨⎩x = PX((I −Q)x− CT y + AT z − p)

y = (y + Cx− d)+

Ax− b = 0
(4)
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where PX(·) and (·)+ are two activation functions, whose definitions can be
found in any of the references [2, 14, 13, 5, 11, 16, 15, 17]. Obviously, the identical
equilibrium set of (2) and (3) coincides with the KKT point set of problem (1).

If we substitute y in the first equation of (2) with (y + Cx − d)+, which is
available from the second equation, to constitute x̃, and then substitute x in the
third equation of (2) with x̃, we arrive at the following dynamic equations with
only the scaling factors different:

d

dt

⎛⎝x
y
z

⎞⎠ = −λ

⎛⎝ 2(x− x̃)
y − ỹ

2(Ax̃− b)

⎞⎠ (5)

where ỹ = (y + Cx − d)+, x̃ = PX((I − Q)x − CT ỹ + AT z − p) and λ > 0.
These equations represent a new network for solving problem (1). The output
can be regarded as either x or x̃ because in Section 3 it will be shown that the
state equations will always evolve to one of the equilibrium points and at any
equilibrium point x is equal to x̃. It is easy to verify the following results.

Theorem 1. A point x∗ is a solution of (1) if and only if there exist y∗ and z∗

such that ((x∗)T , (y∗)T , (z∗)T )T is an equilibrium point of (5).

Then, to verify the viability of the new model, we need to show whether its sta-
bility conditions and structural complexity are comparable with existing models
especially (2) and (3). In Section 3 it will be shown that the stability results of the
proposed model requires only the positive semidefiniteness of Q for solving (1),
the same as the neural network (3). In the rest of this section, we compare its
structural complexity with those of (2) and (3).

First, we show that the structural complexity of the proposed neural network
is the same as (2). One would argue that if the detailed expressions of ỹ and x̃
are substituted into (5), the equations in (5) will get much longer than the cor-
responding ones in (2); therefore, the structure of the network (5) is much more
complicated than that of (2). However, nobody would do that in hardware imple-
mentation. Actually, though ỹ appears three times in (5), it does not mean that
this term is needed to be implemented three times. Only one block is enough and
its output can be connected to three different spots. Likewise, though x̃ appears
twice in (5), it requires just one implementation. Based on this idea, on one hand,
if we count the numbers of multiplications and additions/substractions to be per-
formed on the right-hand-sides of (2) and (5), respectively, it will be found that
the numbers are the same for the two equations. On the other hand, if we count
the numbers of integrators (for realizing integrations), amplifiers (for realizing
activation functions PX(·) and (·)+), multipliers, summators and interconnec-
tions required by hardware implementation of the two networks, respectively,
it will be found that all of these numbers are identical for two networks. This
result is made clearer in Fig. 1. In the figure, if we change the starting posi-
tions of two connections in the neural network (2) to other two positions, and
meanwhile change two scaling factors, the figure becomes exactly the diagram
of the neural network (5). In this sense, the proposed neural network possesses
the same structural complexity as the neural network (2).
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Fig. 1. Block diagrams of the neural networks (2) and (5). If the two dashed lines
are connected, the figure depicts the diagram of (2). If the first dashed line (counted
top-down, the same convention is adopted in what follows) is not started from point
S1, but from point S1’, the second line is not started from point S2, but from point
S2’, while the first and third integrators use 2λ as their scaling factors, the diagram
then switches to the network (5).

Let us then examine the complexity of the neural network (3). From its dy-
namic equations, it is easy to see that no matter how the computing order of
different terms is arranged, one more operation of addition is required to incor-
porate −Ax+b to the term AT (z−Ax+b) in the top equation of (3), though the
result of Ax − b can be obtained directly from the bottom equation. This leads
to r more connections and one more summator in its architecture than in the
architectures of (2) and (5), which can be perceived in Fig. 1. When the number
of equality constraints is large relative to inequality constraints, e.g., in k-WTA
applications [8, 15], the inefficiency of the network (3) becomes prominent.

3 Stability Analysis

In this section, we will show that the proposed neural network (5) possesses
the same convergence result as the neural network (3), that is, the global conver-
gence property requires the positive semidefiniteness of Q only. In what follows,
the equilibrium set of the neural network is denoted by Ω∗. Since it is assumed
that (1) has at least one finite solution, according to Theorem 1, there exists at
least one finite point in Ω∗. The following lemma follows from [14].

Lemma 1. The function ‖ỹ‖2 is convex and continuously differentiable on�n+m.

In addition, ∇‖ỹ‖2 = 2
(

CT ỹ
ỹ

)
.
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Lemma 2. Consider the following function

V (u) = φ(u)− φ(u∗)− (u− u∗)T∇φ(u∗) +
1
2
‖u− u∗‖2, (6)

where u = ((x)T , (y)T , (z)T )T and u∗ = ((x∗)T , (y∗)T , (z∗)T )T ∈ Ω∗ is a finite
point and φ(u) = xT Qx/2 + pT x + ‖ỹ‖2/2. It has the following properties.

1. V (u) is convex and continuously differentiable on �n+m+r.
2. V (u) ≥ ‖u− u∗‖2/2 for all u ∈ �n+m+r.
3. ∇V (u)T F (u) ≥ 2‖x− x̃‖2 + ‖y − ỹ‖2 for all u ∈ �n+m+r, where

F (u) =

⎛⎝ 2(x− x̃)
y − ỹ

2(Ax̃− b)

⎞⎠ .

Proof. From Lemma 1, V (u) is continuously differentiable on �n+m+r. To prove
its convexity, what we only need to show is the convexity of the function ψ(u) =
φ(u) − φ(u∗) − (u − u∗)T∇φ(u∗). In view that φ(u) is convex and ∇ψ(u) =
∇φ(u)−∇φ(u∗), it is easy to validate this fact.

2) This result follows directly from the convexity of φ(u), which ensures ψ(u)
defined above is nonnegative.

3) The gradient of V (u) is given by

∇V (u) =

⎛⎝(I + Q)(x− x∗) + CT ỹ − CT y∗

ỹ − 2y∗ + y
z − z∗

⎞⎠ .

In the following projection inequality (see [18, 13, 14, 16])

(PΩ(u)− u)T (v − PΩ(u)) ≤ 0, ∀u ∈ �n, v ∈ Ω,

let Ω = X, u = x−Qx− p− CT ỹ + AT z and v = x∗, then

(x̃− x∗)T (x−Qx− p− CT ỹ + AT z − x̃) ≥ 0.

Since u∗ satisfies (4), according to the equivalence of the projection equation
and variational inequality [18] we know

(x̃− x∗)T (Qx∗ + p + CT y∗ −AT z∗) ≥ 0.

Adding the above two equations gives

(x̃− x∗)T (x−Qx− CT ỹ + AT z − x̃ + Qx∗ + CT y∗ −AT z∗) ≥ 0.

Similarly, we can derive (ỹ−y∗)T (y+Cx−d−ỹ) ≥ 0 and (ỹ−y∗)T (−Cx∗+d) ≥ 0.
Adding them gives

(ỹ − y∗)T (y + Cx− Cx∗ − ỹ) ≥ 0.
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Given these equations, we have

∇V (u)T F (u) =2‖x− x̃‖2 + 2(x− x̃)T (x̃− x∗ + Qx−Qx∗ + CT ỹ − CT y∗)

+ ‖y − ỹ‖2 + 2(y − ỹ)T (ỹ − y∗) + 2(Ax̃− b)T (z − z∗)

=2‖x− x̃‖2 + ‖y − ỹ‖2 − 2(x̃− x∗)T (x̃− x∗ + Qx−Qx∗ + CT ỹ

− CT y∗) + 2(x− x∗)T (x̃− x∗) + 2(x− x∗)T (Qx−Qx∗)

+ 2(x− x∗)T (CT ỹ − CT y∗) + 2(ỹ − y∗)T (y − ỹ)

+ 2(x̃− x∗)T (AT z −AT z∗)

=2‖x− x̃‖2 + ‖y − ỹ‖2 + 2(x̃− x∗)T (x− x̃−Qx + Qx∗ − CT ỹ

+ CT y∗ + AT z −AT z∗) + 2(x− x∗)T (Qx−Qx∗)

+ 2(ỹ − y∗)T (Cx − Cx∗ + y − ỹ)

≥2‖x− x̃‖2 + ‖y − ỹ‖2 + 2(x− x∗)T Q(x− x∗).

Since Q is positive semidefinite, the conclusion holds.

Lemma 3. For any initial point u(t0) = (x(t0)T , y(t0)T , z(t0)T )T ∈ X ×�m+r,
the neural network (5) has a unique continuous solution x(t) for all t ≥ t0 and
x(t) stays in X forever.

Proof. Taking Lemma 2 into account, the results can be reasoned following sim-
ilar arguments for proving Theorem 2 in [14], which are omitted here for brevity.

Theorem 2. For any u(t0) ∈ X × �m+r the neural network (5) is stable in
the sense of Lyapunov and its trajectory u(t) converges to a point in Ω∗. In
particular, if there is only one point in Ω∗, the neural network is asymptotically
stable.

Proof. According to Lemma 3, for any initial point u(t0) ∈ X×�m+r, the neural
network has a unique continuous trajectory u(t) for all t ≥ t0. In addition u(t) is
bounded for all t ≥ t0. According to Lemma 3, x(t) ∈ X for all t ≥ t0. Consider
the function defined in (6). It follows from Lemma 2 that

dV (u(t))
dt

= −λ∇V (u)T F (u) ≤ −2λ‖x− x̃‖2 − λ‖y − ỹ‖2 ∀t ≥ t0.

Hence, the neural network is stable in the sense of Lyapunov. Clearly, if du/dt =
0, then dV/dt = 0. According to the LaSalle invariance principle, u(t) converges
to the largest invariant set M in {u ∈ �n+m+r|dV (u)/dt = 0}. In what follows
we show M = Ω∗. Clearly, any point in Ω∗ also belongs to M. Consider any
point u ∈ M. Since dV/dt = 0, then x = x̃ and y = ỹ from the above equation,
which implies dx/dt = −2λ(x − x̃) = 0. It follows that x is in the steady state
(a constant), so is x̃. Denote Ax̃ − b by c where c is a constant. If c 	= 0, then
dz/dt = −2λc and z → ∞ when t → +∞, which contradicts the boundedness
of u(t). Consequently, c = 0 and dz/dt = 0. It follows that u ∈ Ω∗, and hence
M = Ω∗.
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Since u(t) is bounded over [t0, +∞), there exists a convergent subsequence
t0 < · · · < tn < tn+1 < · · · such that limk→+∞ u(tk) = û, whereû ∈ Ω∗. Define
another Lyapunov function V̂ (u) the same as V (u) in (6) except that u∗ in V (u)
is replaced by û. It is easy to see that V̂ (u) decreases along the trajectory of (5)
and satisfies V̂ (û) = 0. Therefore, for any ε > 0, there exists q > 0 such that,
for all t ≥ tq,

‖u(t)− û‖2/2 ≤ V̂ (u(t)) ≤ V̂ (u(tq)) < ε,

that is, limt→+∞ u(t) = û.
In particular, if Ω∗ contains a unique point, from the above analysis, the

neural network is asymptotically stable. The proof is completed.

Therefore, the proposed model is as excellent as (3) in terms of performance.

4 Illustrative Examples

In this section, we will discuss two examples to demonstrate the performance of
the proposed neural network. The simulations were conducted in MATLAB.

Example 1. Consider the following problem discussed in [14]:

minimize (x1 + 3x2 + x3)2 + 4(x1 − x2)2

subject to x3
1 − 6x2 − 4x3 + 3 ≤ 0,

1− x1 − x2 − x3 = 0, x ≥ 0.

This problem has a unique solution x∗ = (0, 0, 1)T , and the associated Lagrange
multipliers are y∗ = 0, z∗ = −2. It is easy to verify that the problem is convex
on X = �3

+. According to Theorem 2, the neural network (5) should converge
to u∗ with any initial point u(0) ∈ �3

+ × �2 and be asymptotically stable at
u∗. All simulations verified this fact. In addition, it was interesting to note that
even with x(0) 	∈ X , the neural network still always converged to u∗. Fig. 2
shows such an example. This phenomenon indicates that the stability result in
Theorem 2 leaves space for improving.

Example 2. To illustrate the performance of the proposed neural network for
linear programming, we now solve a classical transportation problem [19]. Sup-
pose that M suppliers, each with a given amount of goods pi, are required to
supply N consumers, each with a given limited capacity qj . For each supplier-
consumer pair, the cost of transporting a single unit of goods is given as cij . The
transportation problem is then to find a least-expensive flow of goods from the
suppliers to the consumers that satisfies the consumers’ demand. Formally, the
problem can be described as follows

minimize
M∑
i=1

N∑
j=1

cijxij

subject to
N∑

j=1

xij ≤ pi, ∀1 ≤ i ≤ M



Another Simple Recurrent Neural Network 123

0 5 10 15
−10

−8

−6

−4

−2

0

2

4

6

8

Time unit t

S
ta

te
s x1, x2, y

x3

z

Fig. 2. State trajectory of the neural network (5) with λ = 1, u(0) = (−4, 7,−3, 3,−8)T

in Example 1

M∑
i=1

xij ≤ qj , ∀1 ≤ j ≤ N

M∑
i=1

N∑
j=1

cijxij = min

⎛⎝ M∑
i=1

pi,
N∑

j=1

qj

⎞⎠
xij ≥ 0, ∀1 ≤ i ≤ M, 1 ≤ j ≤ N.

The problem can be rewritten in the standard form of LP problem (1) with Q =
0, and the neural network (5) can be used to solve the problem. For illustration
purpose, let us consider a problem with M = 3 and N = 4. The parameters are
p = (10, 16, 18)T , q = (13, 5, 15, 10)T and

c =

⎛⎝0.1 0.2 0.1 0.5
0.5 0.1 1.0 0.8
1.0 0.1 0.4 0.1

⎞⎠ .

The unique solution is

x∗ =

⎛⎝ 3 0 7 0
10 5 0 0
0 0 8 10

⎞⎠ .

The neural network (5) (Q = 0) was simulated to solve the problem and obtained
the same solution. Fig. 3 depicts the output trajectory x(t) in one simulation
with λ = 1 and a random initial point, which converge to x∗.

5 Concluding Remarks

In the paper a new recurrent neural network was presented for quadratic and
linear programming. This model shares much similarity with two classical models
but combines their merits, that is, simple structure and good performance.
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Fig. 3. Output trajectory of the neural network (5) with λ = 1 and a random initial
point u(0) in Example 2

The contribution of this invention is twofold. On one hand, it enriches the fam-
ily of recurrent neural networks for solving optimization problems, and therefore
offers flexibility for circuits practitioners in neural circuits design. On the other
hand, its design idea, actually, obtaning new models from existing ones by vari-
able substitutions, may shed light to the development of more powerful models.
Up to now, two new models have been devised using this idea (the other is pre-
sented in [15]). An interesting question arises: how many models on earth are
there in this category besides the known four? We believe that this open question
will stimulate many further investigations.
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Abstract. The standard particle swarm optimization algorithm (simply
called PSO) has many advantages such as rapid convergence. However,
a major disadvantage confronting the PSO algorithm is that they often
converge to some local optimization. In order to avoid the occurrence of
premature convergence and local optimization of the PSO algorithm, a
particle swarm optimization algorithm based on genetic selection stra-
tegy, simply called GSS-PSO, is singled out in this paper. GSS-PSO not
only retains the rapid convergence charactering of the standard PSO
algorithms, but also scales up their global search ability. At last, we ex-
perimentally tested the efficiency of our new GSS-PSO algorithm using
eight classical functions. The experimental results show that our new
GSS-PSO algorithm is generally better than the PSO algorithm.
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researches in the field of swarm intelligence and formed an evolutionary compu-
tation technique. In PSO, the population refers to a set of potential solutions.
The initial species are formed randomly and uniform distributed, and then an
iterative search is conducted by the population in the solution space through the
simulation of social and cognitive process. In the process of iterative search, a
global information exchange is conducted among all the particles. By the infor-
mation exchange, each particle can share the current searching results of other
particles. In this way, the particles can modify the knowledge of the searching
space to achieve the goal of common evolution of the whole population. Com-
pared with GAs, which is also operated on the basis of population, PSO does
not depend on the genetic operators such as selection operator, crossover opera-
tor, mutation operator to manipulate each particle[2], but starts with a group of
random solutions to get the optimal solution through information exchange and
iterative search. PSO attracts the attention of the researchers because of its ad-
vantages such as simple conception, easy realization, dependent just on function
value without the gradient information of the target function, rapid convergence,
and is applied to extensive areas, including multi-objective optimization prob-
lems, minimum-maximum problems, integer programming and many application
problems in the actual projects. A number of researches and experiments prove
that PSO is an efficient optimization technique [3,4]. However, the standard PSO
may reduce the population diversity and limit the solution to certain local opti-
mization points, failing to obtain the global optimization due to the individual
conformity, which occurs in the process of information exchange between the
individual and population during iterative search. This phenomenon is generally
defined as premature convergence, which is a severe problem of evolutionary
algorithm techniques. The main reason is that the high pressure of selection
and rapid convergence cause the loss of the ability of the particles to exploit
new areas, consequently the algorithm is limited to local optimization [5]. This
thesis offers some modifications according to the defect of local optimization of
the standard PSO by involving genetic selection strategy to enhance the global
searching ability of the particles. The result of experiments demonstrates the
advantage of GSS-PSO over the standard PSO.

2 The Basic PSO Algorithm

Kennedy and Elberhart modified the simulation system of bird’s community
BOID [6], which was proposed by Reynolds, and added a specific point which
was defined as food. The birds search for their food according to the forag-
ing behavior of the surrounding birds. They intended to imitate the way birds
searched for food by this model. Surprisingly, the result of the experiment in-
dicated tremendous optimizing ability of this simulating model, especially in
multi-dimensioned space. In this imitating system, the term “particle”is used
to represent each individual particle. Every particle has a fitness value which
is determined by the target function and a speed which governs their flying di-
rection and distance. All the particles search in the solution space according
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to their own optimal positions and the position of the best particle among the
whole population. PSO is initiated as a swarm of random solutions and gets the
optimal solution by iterative search. During each iterative search, the particles
update themselves by tracing two extreme values: one is the optimal positions
of the particles themselves, which is defined as pbest ; the other is the current
optimal position of the whole population, which is called gbest. The particles
determine their next movements according to the experience of their own and
other particles.

PSO can be described as follows: supposing there is an N-dimensioned search-
ing space and m particles in the population. The ith particle can be described
as a N-dimensioned vector, with Xi = (xi1, xi2, ..., xiN )i = 1, 2, ..., m, i.e. the
position of the ith particle in N-dimensioned space is Xi, the best position it
occupies if Pi = (pi1, pi2, piN )i = 1, 2, m. Each position of the particle represents
a potential solution to the existing problem. The fitness value is obtained by
putting the position value into the target function to judge the quality of the
particle. The current optimal position of the whole population is described as
Pg = (pg1, pg2, pgN ), in which g is the index of the position of the best particle.

As to the particle id, its updating formulations of speed and position are as
follows:

V
′
id = ωVid + η1rand()(Pidb −Xid) + η2rand()(Pgdb −Xid) (1)

X
′
id = Xid + V

′
id (2)

where ω is the inertia weight, which is the proportional factor relating to the
previous speed, 0 < ω < 1; η1 and η2 are constants, called accelerate factors, and
generally speaking η1 = η2 = 2; rand() is a random number; Xid represents the
position of particle id, while Vid means the speed of id ; Pidb and Pgdb represent
the current best position particle id finds and the position of the best parti-
cle among the population respectively. The speed of each particle is constantly
adjusted during the iterative search. Accelerate factor η1rand() and η2rand()
are two random factors, and the random number on each dimension is formed
respectively to balance the weight which pulls the particle to Pi and Pg. Con-
trolling these two accelerate factors can change the mutual effects between the
current best position of a certain particle and the current best position of its
adjacent particles. A bigger value will cause the particle to fly more vibrantly
toward or even over the target area.

The first part in (1) is the previous speed of the particle, and this speed en-
ables the particle with an expanding tendency in the searching space to give the
algorithm a global searching ability; the second is the cognitive component which
demonstrates the process of the particle taking in the information of its own ex-
perience; the third is the social component, showing the process of learning the
experience from other particles and indicating the information sharing and so-
cial cooperation among the particles. All these three parts determine the spatial
searching ability of the particle together: the first part balances the global and
local searching capacity, and the second part empowers the particle with a strong
global searching ability to avoid local minimum, while the third part shows the
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share of information among all the particles. Only under the co-effect of these
three parts can the particles achieve the goal of best position efficiency.

One outstanding features of PSO is the rapid convergence of the population,
and Clerc[7] also provided evidence of its efficient convergence. However, it is this
advantage that causes its fatal detect: with the increase of iterative searches, the
speed of the particles will be reduced gradually and finally the value tends to be
zero, and at this moment the whole population is converged at a certain point
in the space. But if the best particle does not find the global optimal position,
the population will turn out to be local optimization, and the possibility of
getting rid of local optimization is rather slim. This situation will happen more
frequently especially to multimodal function. The comparative experiment of
multimodal function f8 in this thesis also proves the result, as shown in Table 1
and Fig.1. In order to overcome this detect of PSO, the GSS-PSO algorithm is
proposed in this thesis.

3 The GSS-PSO Algorithm

The standard PSO is efficient in convergence, and the adjustment of cognitive
and social components enables the particles to search centered round the two op-
timal values Pgd and Pid. Once the best individual of the population is limited to
local optimization, according to the exchange formulation of speed and position,
the information sharing mechanism of PSO will attract the other particles to
move forward the local optimal position during the following searching process,
finally the whole population will converge in this position. When the popula-
tion is limited to local optimization, according to the speed updating (1), the
cognitive and social components will be zero, and with the increase of iterative
search, the speed of the particle will tend to be zero because of the limitation
0 < ω < 1. Under this circumstance, the possibility of the population to over-
come local optimization will be too slim to get the global optimization solution.
In order to avoid local optimization, GSS-PSO adopts a new information sharing
mechanism: as is known to all, in the process of solution searching, none of the
particles knows the position of the optimal solution. However, the best position
each particle ever occupied and the best position the particle swarm ever oc-
cupied can still be recorded; moreover, the worst position the particle and the
particle swarm ever occupied also can be recorded. In this way, the particles can
be controlled not to move toward the worst position itself (pworst) and the global
population (gworst) occupied, therefore the global searching space is enlarged.
This method avoids the problem of an early local optimization and enhances the
possibility to get the global optimization solution during the search in solution
space.

The updating speed and position formulation of the particle based on the new
strategy is as follows:

V
′
id = ωVid + η1rand()(Xid − Pidw) + η2rand()(Xid − Pgdw) (3)

X
′
id = Xid + V

′
id (4)
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Where, Pidw and Pgdw represent the worst positions of particle id and that of
the global population respectively.

The next flying direction of each particle in the standard particle group is
almost certain, which means that the particle can only move toward the ever
best position of its own and of the whole population. The particle is easy to
be limited to local optimization by the above mentioned behavior analysis. In
order to further reduce the possibility of local optimization, the genetic selection
strategy is adopted in GSS-PSO: supposing the number of the particle is m, and
there will be m sub-generations according to PSO. Additionally, there will still be
m sub-generations by (3) and (4). Therefore, there will be 2m sub-generations,
which mean m pairs of particles. The fitness values of the two particles in each
pair are compared and the particle with a smaller fitness value will enter the
next generation. Experiments prove that this new strategy extremely reduces the
possibility of local optimization when searching the solutions of some functions.

The procedure of GSS-PSO is as follows:

Step 1: randomly initializing the position and speed of the particles.
Step 2: evaluating the fitness value of each particle.
Step 3: to each particle, updating the best position Pidb of particle id, if the

fitness value is smaller than the previous best fitness value Pidb; or updating
Pidw if the fitness value is bigger than that of the previous worst position Pidw.

Step 4: to each particle, updating the best position Pgdb of particle id, if the
fitness value is smaller than the previous best fitness value Pgdb; or updating
Pgdw if the fitness value is bigger than that of the previous worst position Pgdw.

Step 5: to each particle, A new particle t is generated according to (1) and
(2).Another new particle t

′
is generated according to (3) and (4). t and t

′
are

compared and the better one will go into the next generation.
Step 6: a new generation of particles is generated according to the above

general selection strategy.
Step 7: stop the procedure when the shutdown strategy is met; otherwise,

turn back to step 3.

4 Experiments

In this section, we conduct our experiments to compare the efficiency of the
PSO algorithm and our new GSS-PSO algorithm. In our experiments, eight
benchmark functions are used. The detailed information of the testing functions
is shown in Table 1, where f1− f3 are single-modal functions, with f2 a looping
function and a noise function U whose uniform distribution scope is (0,1) is
added into f3. f4−f8 are multimodal functions, with n representing the number
of dimensions of the functions, S the value range of the variants and fmin the
minimum value of the functions.

Besides, the parameter settings of the experiments are the same. Based on
the researches of van den Bergh[8], parameter design is: η1 = η2 = 1.496180,
ω = 0.729844. Each testing function is operated 50 times and the statistical
results of the experiments are demonstrated in Fig. 1 and Table 2.
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Fig. 1. A comparative experiment of GSS-PSO and PSO (ordinate in the left column
represents the average fitness value of the best particles, while ordinate in the right
column shows the mean fitness value of the population)
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Table 1. Testing functions

Testing functions n S fmin

f1 =
∑n

i=1 x2
i 30 (-100,100) 0

f2 = 6
∑5

i=1�xi� 30 (-5.12,5.12) 0
f3 =

∑
i = 1nix4

i + U(0, 1) 30 (-1.28,1.28) 0

f4 = sin 2
√

x2+y2+0.5

(1.0+0.001(x2+y2))2
+ 0.5 2 (-100,100) 0

f5 = 1
400

∑n
i=1(xi − 100)2 −∏n

i=1 cos(xi−100√
i

) + 1 30 (-300,300) 0

f6 = −20exp(−0.2
√

1
n

∑n
i=1 x2

i ) − exp( 1
n

∑n
i=1 cos(2πxi)) + 20 + e 30 (-32,32) 0

f7 =
∑n

i=1 100((xi+1 − x2
i )

2 + (xi − 1)2) 30 (-2.048,2.048) 0
f8 =

∑n
i=1 −xisin(

√|xi|) 30 (-500,500) -12569.5

Table 2. A comparative experiment of GSS-PSO and PSO

Functions AlgorithmsThe best Average Standard The worst t-test a

value value Deviation value GSSPSO−
PSO

f1 PSO 1495.71 4224.775 201.038 7032.89 -20.2
GSS-PSO 4.13731E-29 4.46015E-26 2.28015E-26 1.0882E-24

f2 PSO 0 0 0 0 0
GSS-PSO 0 0 0 0

f3 PSO 0.00177094 0.004630085 0.000210055 0.00833963 14.09
GSS-PSO 0.00193565 0.004941903 0.000259903 0.0103595

f4 PSO 0 0.005246591 0.000684817 0.00971591 -1.85
GSS-PSO 1.41681E-07 0.003697618 0.000509981 0.00971591

f5 PSO 72.5069 101.410452 1.52289 123.954 -65.90
GSS-PSO 2.18559E-12 0.010377 0.00177512 8.63194E-25

f6 PSO -3.19744E-14 1.306447538 0.148418 4.4229 -6.75
GSS-PSO -3.19744E-14 1.306447538 0.148418 4.4229

f7 PSO 1.84889E-28 4.59643E-26 1.83991E-26 8.63194E-25 1.23
GSS-PSO 2.55147E-28 3.46992E-25 2.41678E-25 1.20401E-23

f8 PSO -5038.62 -4005.02 54.0123 -3233.13 -66.49
GSS-PSO -9535.19 -8741.27 45.1661 -8203.56

a The t value is calculated under the condition of a 49 degree of freedom and a 0.05
significant level α.

Fig. 1 and Table 2 indicate that the efficiency of GSS-PSO and PSO are
almost the same when solving functions f2, f3, f4 and f7, while in f1, f5, f6 and
f8, the solution of GSS is much better than that of PSO and the same happens
to the speed of convergence because of the new adopted information sharing
mechanism in GSS-PSO.

Table 2 indicates that GSS-PSO and PSO can both get the global optimal
solutions in f2; they get the approximate global optimal solutions in f3, f4, and
f7; while GSS-PSO gets better solutions than PSO does in f1, f5, f6, f8, and
it gets approximate global optimal solution with an exception of f8. Fig. 1 also
indicates that GSS-PSO is faster in convergence than PSO and the average best
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fitness value of GSS-PSO is also much better than that of PSO. On early operat-
ing stage, GSS-PSO finds an approximate optimal point with a faster speed and
then moves towards the global optimal point. Compared with GSS-PSO, PSO
is slower in convergence, due to the over convergence of PSO, which causes the
loss of population diversity and limits the population to a local optimization. On
the aspect of the average fitness value of the whole population, the convergence
of GSS-PSO and PSO is consistent with the average optimal fitness value.

To sum up, when solving some single-modal and multi-modal functions, the
information sharing mechanism in GSS-PSO is effective in ensuring the popula-
tion diversity, and ensures a more advanced global searching ability than PSO.

5 Conclusion

In this paper, we single out a particle swarm optimization algorithm based on ge-
netic selection strategy (simply called GSS-PSO). Our experimental results show
that our new GSS-PSO algorithm is generally better than the PSO algorithm in
terms of accuracy and rapidity.

In our new GSS-PSO algorithm, two improved ideas are used: 1) A new infor-
mation sharing mechanism is adopted to record the current worst positions each
particle ever occupied and the particle group ever occupied, in this way, the par-
ticles can be controlled to fly toward its own ever best position and the ever best
position of the whole population to avoid moving toward the worst position of
the particle itself ever occupied and the group did. Therefore, the global search-
ing capacity of the particles is enhanced to avoid an early local optimization and
increase the possibility to search for a global optimal solution. 2) The genetic
selection strategy is adopted to select the next generation of particle species by
randomly competing and grading, in order to increase population diversity and
reduce the possibility of being limited to local optimization. GSS-PSO keeps the
advantages of PSO, such as a simple computation, a speedy convergence; mean-
while, it expanses the searching space with a computation method of relatively
low complexity.
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Abstract. In this paper, a novel structure optimization algorithm for radial basis 
probabilistic neural networks (RBPNN) is proposed. Firstly, a moving median 
center hyperspheres (MMCH) algorithm is proposed to heuristically select the 
initial hidden layer centers of the RBPNN, and then a hybrid optimization algo-
rithm is adopted to further prune the initial structure of the RBPNN. Finally, the 
effectiveness and efficiency of our proposed algorithm are evaluated through a 
plant species identification problem and a palmprint recognition task.  

Keywords: Radial basis probabilistic neural networks, Moving median center 
hyperspheres algorithm, Structure optimization. 

1   Introduction 

The radial basis probabilistic neural networks (RBPNN) model, as shown in Fig. 1, 
integrates the advantages of radial basis function neural networks (RBFNN) and 
probabilistic neural networks (PNN), and avoids or reduces the disadvantages of the 
RBFNN and the PNN [1]. The construction of a RBPNN involves four different lay-
ers: one input layer, two hidden layers and one output layer. The first hidden layer is a 
nonlinear processing layer, which generally consists of hidden centers selected from a 
training samples set. The second hidden layer selectively sums the outputs of the first 
hidden layer, which generally has the same size as the output layer for a labeled pat-
tern classification problem. In general, the weights between the first and the second 
hidden layer are set as fixed values (1 or 0) and do not require learning. Generally, the 
first hidden layer is tightly interrelated to the performance of the RBPNN. 

Just as for the RBFNN, in the first hidden layer of the RBPNN, the hidden centers 
number and locations as well as the controlling parameters of the kernel function are 
quite important indices. Too many hidden centers will lead to very lengthy training 
and testing time, and poor generalization capability, while, too few hidden centers can 
lead to quite great convergent error. In addition, the selected hidden centers will re-
quire especial controlling parameters in order to realize the entire overlay of training 
samples in space. The tightly correlative characteristic between the hidden centers and 
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controlling parameters shows that while investigating the structure optimization for 
the RBPNN, the hidden centers (including number and locations) and the controlling 
parameters must be simultaneously considered. Therefore, this paper will discuss how 
to optimize the full structure of the RBPNN to improve the classification performance 
and generalization capability of the networks. 

 

Fig. 1. The topology scheme of the RBPNN 

This paper is organized as follows: in Section 2, the full structure optimization al-
gorithm for RBPNN is discussed in details. The experimental results are presented in 
Section 3, and Section 4 concludes the whole paper and gives related conclusions. 

2   Optimizing RBPNN Using Moving Median Center 
Hyperspheres Algorithm 

2.1   Moving Median Center Hyperspheres (MMCH) Algorithm 

The fundamental idea of the MMCH method is that each class of patterns can be re-
gard as a series of “hyper spheres”, while in conventional approaches these patterns 
from one class are all treated as a set of “points”. The first step of this method is to 
compute the multidimentional median of the points of the considered class, and set 
the initial center as the closest point from that class to that median. Then find the 
maximum radius that can encompass the points of the class. Through certain itera-
tions, we remove the center of the hypersphere around in a way that would enlarge the 
hypersphere and have it encompass as many points as possible. This is performed by 
having the center “hop” from one data point to a neighboring point. Once we find the 
largest possible hypersphere, the points inside this hypersphere are removed, and the 
whole procedure is repeated for the remaining points of the class. We continue until 
all points of that class are covered by some hyperspheres. At that point, we tackle the 
points of the next class in a similar manner. 

So, the above hypersphere method is used to compress the training data. In other 
words, the data points of different classes should be covered with a set of compact 
hyperspheres using the MMC method mentioned above. Thus, these hypersphere 
centers will serves as the initial hidden layer centers of RBPNNs. 

Here, we take one class for example to summarize the whole iterating procedure of 
the MMC hypersphere classifier as follows; an illustration of the algorithm is shown 
in Fig.2. 
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Step 1. Put all the training data points into a set (we can consider a training data as a 
point in the hyperspace) 

Step 2. Select the closest point to the median of points in the set as the initial center 
of the hypersphere. 

Step 3. Find the nearest point of the initial center from all other classes, and denote 
the distance as d1. 

Step 4. Repeat the following steps to enlarge the hypersphere: 
Step 4.1 Find the farthest point of the same class inside the hypersphere of 

the radius d1 to the center. Let d2 denote the distance from the cen-
ter to that farthest point. 

Step 4.2  Set the radius of the hypersphere as (d1+d2)/2. 
Step 4.3 Select the point in the most negative direction of the center to the 

nearest point of the other classes among the nearest k points in this 
class. If no point can be selected, stop the loop and go to Step 5. 

Step 5. Remove those points encompassed by the hypersphere from the set. If the set 
is still not empty go to Step 2, else continue. 

Step 6. Remove the redundant hyperspheres that are totally enclosed by larger hy-
perspheres of the same class. 

 

  
 (a) Distribution of sample data  (b) Covering hypersphere 

  
 (c) Initial hypersphere  (d) Moving center, enlarging radius 

 
Fig. 2. Illustration of the MMCH algorithm 

2.2   Selecting the Hidden Centers by the Hybrid Optimization Algorithm 

Assume that dY , H , W and ( )WJ , respectively, denote the desired signal matrix, the 
output matrix of the second hidden layer, the weight matrix between the second  
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hidden layer and the output layer and the cost function of the RBPNN. In the form of 
Euclidean norm, the cost function of the RBPNN can be given by 
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For pattern classification problems, the classification error (CE) is defined as: 

                                              ( ) 2

2
HWYd roundEC −=                                             (5) 

where )(•round  is the round operation. Both the RE and CE are adopted into our 
algorithm, which is also called as the double error criterion. In order to decrease the 
computational complexity, a recursive algorithm is introduced to obtain the updat-
ing W and the double errors. The further details can be referred to the literature [2]. 

For the recursive orthogonal least square (ROLS) algorithm in literature [2], the 
controlling parameter must be given beforehand, which can cause that the finally 
selected hidden centers are the optimal combinations only matching the pre-given 
controlling parameter. Generally, the controlling parameter is a function of many 
relative factors, and it is difficult to solve using the traditional methods. Therefore, to 
solve the optimal controlling parameter matching the currently selected hidden cen-
ters, the use of the PSO, a relatively new population-based evolutionary computation 
technique [3], is here preferred. To decrease the computational cost, assume that only 
one controlling parameter is used without any prior knowledge. And the correspond-
ing fitness function f , in this paper, is defined as RE: REf = . 

3   Experimental Results 

3.1   Plant Species Identification Task 

Plant species identification is a process in which each individual plant should be cor-
rectly assigned to a descending series of groups of related plants, as judged by their 
common characteristics. It is an important and essential task to correctly and quickly 
identify the plant species in collecting and preserving genetic resources, the discovery 
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of new species, plant resource surveys, plant species database management, etc. So 
far, although many plant taxonomy methods have been devised, such as molecular 
biological approaches, this time-consuming, troublesome task has mainly been carried 
out manually by botanists. Currently, automatic plant recognition from color images 
is one of most difficult tasks in computer vision because of a lack of proper models or 
representations for plant. Thus, the work of research and development in computer-
aided plant species identification from color images is still in its infancy. 

Bark is the outer protective coating of the trunk and branches of trees and shrubs, 
which includes all the tissues outside of the vascular cambium. The appearance of a 
bark depends on the type of cork cells produced by the cork cambium, the relative 
amount of cambial products, and the amount of secondary conducting tissue 
(phloem).The varied texture and thickness of bark are often functions of the environ-
ment in which the tree grows. The variation in the structure of bark often gives a tree its 
characteristic appearance, for example, the basswood’s bark is brown/gray with deep 
vertical fissures and flat ridges, a crab apple’s bark is reddish/brown, shallow fissures 
with broad flat topped scaly ridges, etc. A forester can recognize the species of trees by 
the differences in their bark either externally or by cutting a small slash to examine the 
inner structure. So, bark is a useful diagnostic feature for plant classification. 

In our work, a bark image database is used in the following experiment, which was 
collected and built by ourselves in our lab. This database includes 22 species of dif-
ferent plants. Each species includes 20 leaves images, 10 of which are used as training 
samples. There are totally 440 images with the database. A subset of the images is 
shown in Fig.3. 

 

 

    

Fig. 3. A Subset of the Bark Texture Images 

The Gabor filter has been widely adopted to extract texture features from images, 
and has been shown to be very efficient in doing so [4]. For each test image, five 
scales ( 5=M ) and six orientations ( 6=N ) were used. So there are 60 features for 
each test image, which is also the input vector of RBPNN. 
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The performance of RBPNN classifier is shown in Table 1. As observed from  
Table 1, the best recognition rate obtained by RBPNN Optimized by MMCH-HO method 

is 92.32%, respectively while the best recognition performance obtained by optimized 
RBFNN is 91.20%. And the optimized structure of RBPNN is simpler than the one of 
the optimized RBFNN, which indicate that the optimized RBPNN will have better 
generalization performance than the RBFNN. 

Table 1. Performance Comparison of Different Classifiers for The Bark Texture Images 

Classification Accuracy 
Classifiers 

Training Testing 

Number 
of Hidden 
Neurons 

RBPNN (Optimized by MMCH-HO method) 98.81 92.32 83 

RBFNN (Optimized by MMCH-HO method) 97.66 91.20 97 

RBPNN (Not Optimized) 97.37 90.94 220 

RBFNN (Not Optimized) 98.10 88.93 220 

 

3.2   Palmprint Recognition Task 

Then, to further demonstrate the efficiency og our proposed algorithms, we applied 
this algorithm to palmprint recognition. For a typical palmprint recognition system 
based on a neural network, firstly, some significant features are extracted in order to 
reduce data dimension and computational burden. Then, the recognition system is 
performed by neural networks. So, in this paper, we use a winner-take-all (WTA) 
network for independent component analysis (WTA-ICA) to extract features of palm-
print images [5, 6]. According to literatures [5, 6], there are two types of implementa-
tion architectures for ICA in the image recognition task. The first architecture treats 
images as random variables and pixels as observations, i.e., each row of the input data 
matrix denotes an image, and its goal is to find a set of statistically independent basis 
images. While the other architecture utilizes pixels as random variables and images as 
observations, i.e., each column of the input data denotes an image, and its goal is to 
find a representation in which all coefficients are statistically independent. The detail 
of this algorithm can refer to literatures [5, 6]. 

We used the Hong Kong Polytechnic University (PolyU) palmprint database, avail-
able from http://www.comp.polyu.edu.hk/~biometrics, to verify our RBPNN algo-
rithm. This database includes 600 palmprint images with the size of 128×128 from 
100 individuals, with 6 images from each (as shown in Fig. 4). In all cases, three 
training images per person (thus 300 total training images) were randomly taken for 
training, and the remaining three images (300 total images) are taken for testing. To 
reduce the computational cost, each image is scaled to the size of 6464 × . Thus, the 
training set is a matrix with 4096300 × . During PCA preprocessing, compared with 

some different classifiers (BPNN, RBFNN, RBPNN), when the number of the fist k  

PCs ( 85>k ), the recognition performance for all the classifiers have no remarkable 
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improvements. So the dimension of the training set is firstly reduced to 85 by PCA. 
Then using WTA-ICA architectures, 85 basis vectors (features) of palmprint images 
are extracted, i.e., all the ICs are used. 

 

Fig. 4. Some palmprint image samples from PolyU palmprint database 

 
Adopting the RBPNN to implement palmprint recognition task, all the 300 training 

samples are selected as the first hidden centers, the number of the second hidden neu-
rons and the output layer neurons is set as 100, respectively. The controlling parame-
ter needs to be set manually. When the controlling parameter is set to 0.211 and 
0.196, respectively, which are determined by manually modifying and repeated ex-
periments, the best recognition rates of the test samples corresponding to two WTA-
ICA architectures are respectively 98.33% and 97.67%. With the same training and 
test samples, the RBFNN can achieve the highest recognition rates of 97.67% and 
97.33% when the controlling parameter is set to 0.185and 0.204, respectively. 

In order to prune the RBPNN, the MVCH-HO method was also used to optimize 
the structure of the RBPNN. As a result, the number of the selected hidden centers of 
the first hidden layer is reduced from 300 to 116, and the recognition rates for the test 
samples corresponding to each WTA-ICA architecturess are 98.33% and 99.33% 
(listed in Table 2), the corresponding controlling parameters are 0.232 and 0.238, 
respectively. Clearly, the optimized RBPNN structure can achieve a much better rec-
ognition performance. Compared with the RBPNN, with the same training and test 
data, by applying the MVCH-HO method to the RBFNN, the number of the selected 
hidden centers of the first hidden layer is reduced from 300 to 136, the maximum 
recognition rates of the RBFNN are respectively 97.33% and 98.33% (listed in  
Table 2), the corresponding controlling parameters are 0.203 and 0.212, respectively. 
Thus, it can be seen that the recognition rate of the RBPNN is higher than both that of 
the RBFNN. And WTA-ICA architecture II outperforms WTA-ICA architecture I in 
classification. 

We also selected other three often used classifiers in palmprint recognition prob-
lem: BPNN, cosine measure classifier and Euclidean distance classifier to implement 
this task, the experimental results were also shown in Table 2. Obviously, these clas-
sifiers have lower recognition performances than the RBPNN, even the RBFNN. 
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Table 2. Classification Performance Comparison For The Palmprint Recognition 

classifiers WTA-ICAⅠ WTA-ICAⅡ 

RBPNN (Optimized by MMCH-HO method) 98.33 99.33 

RBFNN (Optimized by MMCH-HO method) 97.33 98.33 

RBPNN (Not Optimized) 97.67 98.33 

RBFNN (Not Optimized) 97.33 97.67 

BPNN 96.67 97.33 

Cosine Measure 95.33 96.67 

Euclidean Distance 93.33 94.33 

4   Conclusions 

This paper proposes a novel MMCH-HO approach to entirely optimize the structure 
of radial basis probabilistic neural networks (RBPNN), which is a new improvement 
strategy based on the original ROLS method [2]. The advantage of the proposed ap-
proach is that the structure of the RBPNN can be heuristically initialized; moreover, 
both the hidden centers and the controlling parameter can be entirely and simultane-
ously optimized. The experimental results show that our proposed MMCH-HO algo-
rithm is feasible and efficient to optimize the RBPNN.  
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Abstract. Nonlinear component analysis is a popular nonlinear feature extrac-
tion method. It generally uses eigen-decomposition technique to extract the prin-
cipal components. But the method is infeasible for large-scale data set because
of the storage and computational problem. To overcome these disadvantages, an
efficient iterative method of computing kernel principal components based on
fixed-point algorithm is proposed.The kernel principle components can be itera-
tively computed without the eigen-decomposition. The space and time complex-
ity of proposed method is reduced to o(m) and o(m2), respectively, where m
is the number of samples. More important, it still can be used even if traditional
eigen-decomposition technique cannot be applied when faced with the extremely
large-scale data set. The effectiveness of proposed method is validated from ex-
perimental results.

1 Introduction

Principal component analysis (PCA) is a classical method for feature extraction and di-
mension reduction [1]. It uses the dimensions with larger variances and neglects the less
important components. Although PCA has been successfully used as a tool for dimen-
sion reduction, it does not work well in nonlinear data distribution. To generalize the
principal component analysis in the situation of complex nonlinear data, kernel prin-
cipal component analysis (KPCA) has been proposed which uses the kernel method
[2]. Its main idea is to map the data set from the input space into high-dimensional
feature space. Thus, the nonlinear components can be extracted using the traditional
linear algorithm in feature space. The kernel trick is used to calculate the inner product
between data set without knowing the explicit mapping function. The extracted nonlin-
ear feature can be used in many complex applications, such as face recognition, image
compression, et al.

The standard KPCA generally needs to eigen-decompose the Gram matrix [3], which
is acquired using the kernel function. It must firstly store the Gram matrix of all data,
which takes the space complexity of O(m2), where m is the number of data samples.
In addition, it needs the time complexity of O(m3) to compute the kernel principal
components. But traditional kernel function is based on the inner product of data vector,
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the size of kernel matrix is too large when faced with the large-scale data set. This is
infeasible for large-scale data set because of limited storage capacity.

In order to solve the problem of the large-scale data set, some methods have been
proposed to compute kernel principal component. In general, these methods are clas-
sified into two category: the sampling and non-sampling based approaches. For the
sampling based approaches, Zheng [4] proposed to partition the data set into several
small-scale data set and handle them, respectively. Some representative data are chosen
to approximate the original data set [5]. An EM algorithm is also proposed to extract the
nonlinear components[6]. Williams et al. [7] and Smola [8] also proposed the similar
approximation approach. But these methods will lose some information in the sampling
process. Aside from that, it is time-consuming to search for the representative data. For
the non-sampling based approaches, an iterative procedure is proposed to estimate the
kernel principal components by kernelizing the generalize Hebbian algorithm [9]. But
the convergence is slow and cannot be guaranteed. Gunter etc [10] enhanced the algo-
rithm by incorporating a gain vector and an additional normalization term.

This paper proposes a method of computing Kernel principal components based on
fixed-point algorithm (KPCA-F), which can effectively solve the problem of large scale
data set. The method needs not to store the kernel matrix in advance and also avoids
the eigen-decomposition. The iterative algorithm can find nonlinear eigenvector in just
a few iterations. Its space and time complexity is reduced to o(m) and o(m2), respec-
tively. The effectiveness of proposed method is demonstrated by the experimental re-
sults on the artificial and real data set.

The rest of this paper is organized as follows: section 2 gives a short review of the
Kernel PCA. Then, we describe the proposed method in section 3. The experimental
evaluation of the proposed method is given in the section 4. Finally we conclude with a
discussion.

2 Review of Kernel Principal Component Analysis

Let X = (x1,x2....xm) be the data matrix in input space, where xi,i = 1, 2, · · · , m,
is a n-dimensional vector and m is the number of data samples. There exists a mapping
function φ , which projects the data into high-dimensional (even infinite dimensional)
Reproducing Kernel Hibert Space (RKHS).

φ : �n → F
xi �→ φ(xi)

(1)

Using mapping function φ, we can get the data set Φ(X)=(φ(x1), φ(x2), ...φ(xm))
in feature space. In practice, the mapping function φ needs not to be known explicitly
and performed implicitly via kernel trick. A positive definite kernel function κ(., .) is
used to calculate the dot product between mapped sample vectors, where κ(., .) is given
by κ(., .) = κ(xi,xj) = φ(xi)Tφ(xj). The polynomial and Gaussian kernel are two
widely used kernel function, given by:{

κ(xi,xj) = φ(xi)Tφ(xj) = (xT
i xj)d

κ(xi,xj) = φ(xi)Tφ(xj) = exp(− |xi−xj|2
2σ2 )

(2)
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Where d is the degree of the polynomial kernel function and σ is the width parameter
of the Gaussian kernel function.

In mapping feature space, the covariance matrix is given as follows:

C =
1
m

m∑
i=1

Φ(xi)Φ(xi)T, (3)

It accords with the following equation:

Cν = λν, (4)

Where ν and λ are corresponding eigenvector and eigenvalue of covariance matrix. Be-
cause the solutions ν can be expanded using all the data set Φ(X) = (φ(x1), φ(x2), ...
φ(xm)) as:

ν =
m∑
i=1

αiφ(xi), (5)

By substituting (3), (5) into (4), we can get the following formula:

Kα = mλα, (6)

where α is span coefficient, K is Gram matrix denoted as K = Φ(X)TΦ(X) =
(κij)1≤i≤m,1≤j≤m . The entry of Gram matrix is κij = κ(xi,xj). It is proved [11] that
the Gram matrix is positive semi-definite. To compute the kernel principal components,
the traditional method is to diagonalize Gram matrix K using eigen-decomposition tech-
nique. After having achieved the eigenvector α, we can achieve the kernel principal
components ν using (5). For a test sample x , the nonlinear feature is:

(ν, φ(x)) =
m∑
i=1

αi(φ(xi) · φ(x)) =
m∑
i=1

αiκ(xi,x), (7)

In the process of whole deduction, it is assumed that the data have zero mean, if not,
we can get the centering matrix K̂ = K − ImK − KIm + ImKIm , where Im =
(1/m)m×m [3].

3 Proposed Method

The fixed-point algorithm is famous numerical analysis method, which has been used
in many application [12] [13]. In this paper, we extend the idea to deal with nonlinear
data and find the leading eigenvectors effectively. In whole computation procedure, the
kernel matrix needs not to store in advance and also avoids the eigen-decomposition.
The nonlinear feature can be gotten in some iterations. More important, it still can be
used even if traditional eigen-decomposition technique cannot be applied when faced
with the extremely large-scale data set.
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3.1 Nonlinear Component Analysis Using Fixed-Point Algorithm

Assuming x̃ is the reconstructed vector of n-dimensional vector x. The d× n matrix ω
is the transformation to reduce dimension of vector x from n-dimensional input space to
d-dimensional feature space, and μ is the mean of all samples. Then, the mean squared
error is given as:

MSE = E[||x− x̃||2]

= E[||x− ωωT(x− μ) + μ||2]

= E[(In×n − ωωT )(x− μ)||2]

= E[(In×n − ωωT )(x− μ)T (In×n − ωωT )(x− μ)]

= E[(x− μ)T(In×n − ωωT)(x− μ)],

(8)

We take the derivative of (8) with respect to ω,

∂

∂ω
E = −2E[(x− μ)(x− μ)T]ω = Σω (9)

Where Σ = E[(x− μ)(x− μ)T] is the covariance of samples. In order to compute the
values of ω, fixed-point algorithm can be used:{

ω ← Σω
ω ← orthonormalize(ω) (10)

In KPCA, the main computation in (6) is to eigen-decompose the kernel matrix K.
When faced with large-scale data sets, the storage and computational problem makes
its impossible. We could replace the covariance Σ of samples with the kernel matrix K
in (6). The formula is given by:{

ω ← Kω
ω ← orthonormalize(ω) (11)

Because the kernel matrix is positive semi-definite, it needs not to store in advance.
We only need to store all m samples. In each iteration, the row of kernel matrix is
computed between the input sample and stored samples. Then, the dot product between
the acquired row and eigenvector is calculated. The Gram-Schmidt orthonormalization
procedure can be used to orthonormalize the eigenvector.

The following formula is used as the convergence criteria:

mean(abs(ω̃p − ωp) < ε (12)

where ω̃p is the new value of ωp in each iteration, ε is the tolerance.
The computation process of the proposed method is shown in Algorithm 1 :
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Algorithm 1. Computation process of the proposed method
Require: X = (x1, x2....xm) be the data matrix in input space
1: Choose the number p of principal component and set p ← 1
2: Initialize the eigenvector ωp randomly
3: update ωp using (11)
4: If ωp has not convergence, go to step 3
5: Let p ← p + 1 and go to step 2
6: output the eigenvectors and eigenvalues
7: For a test sample x, the nonlinear feature is given by

∑M
i=1 αiκ(xi,x)

3.2 Computational Complexity of the Algorithm

In whole computation procedure, we needs not to store the kernel matrix and only store
m samples. For each sample, we compute the similarity with all other samples using
kernel function, the inner product is computed between the acquired vector and the es-
timated eigenvector. (11) is used to produce the final eigenvector. The space complexity
is reduced from o(m2) to o(m).

The computation complexity consists of updating process using Fixed-point algo-
rithm and the Gram-Schmidt orthonormalization, which is approximative o(m2).

4 Experimental Results and Discussion

To demonstrate the effective of the proposed method, we use the standard KPCA and
proposed method on two-dimensional toy problem. In addition, we use USPS data set
to de-noise the noisy image using extracted kernel principal components. We also val-
idate the feasibility of proposed method when traditional eigen-decomposition tech-
nique cannot be applied. In our experiments, the Gaussian kernel function κ(x,y) =
exp(− ||x−y||2

2σ2 ) is only used if it is explicitly stated( σ is kernel parameter which needs
to be adjusted by cross-validation).

4.1 Toy Examples

We firstly use 2-dimensional toy problem to demonstrate the effectiveness of proposed
method. The 200 2-dimensional data samples are generated, which x-values are uni-
formly distributed in [−1, 1] and y-values are given by y = x2 + η (η is the normal
noise with standard deviation 0.2) . The polynomial kernel κ(x, y) = (xT y)d (where
d = 2 is the degree) is used.

The experiment results are given in Fig. 1. It gives contour lines of constant value of
the first 3 principal components, where the gray values represent the feature value. From
the result, the proposed method can get comparable performance with standard KPCA.

4.2 USPS Examples

We also test the proposed method on real-world data. The US postal Service (USPS)
data set1 is 256-dimensional handwritten digits ′0′ − −′9′. It consists of 7291 training

1 Available at http://www.kernel-machines.org
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Fig. 1. Contour image of first 3 principal components obtained from the standard KPCA (the top
row) and KPCA-F (the bottom row)

Fig. 2. De-nosing results obtained by different methods. First row: original image; Second row:
noisy image; Third row: de-noising result by batch KPCA; Fourth row: de-noising result by
proposed method.

samples and 2007 testing samples. We extract some kernel principal components using
KPCA-F and the standard KPCA, respectively. Then, the testing sample is projected on
these extracted nonlinear principal components. Finally, the nearest neighbor classifier
is used to classify the projecting testing sample.

We firstly use the extracted features to compute the pre-image and denoise the noisy
image like [14]. The kernel parameter σ is set to the σ = dc , where d is the image
dimension and c equals to twice the average variance of data. The standard KPCA and
the proposed method are trained with 3000 randomly choosing training samples. Then
the testing samples were added additive Gaussian noise with zero mean and standard
variance 0.5. After the non-linear feature is achieved, we reconstruct the noisy image
using the first 64 kernel principal components. Fig. 2 gives the original testing image,
noising image and the de-noising obtained by standard KPCA and the proposed method.
It can be found that two methods achieve the similar de-noising image.

To further demonstrate the effective of proposed method, we use all the training sam-
ples to extract the nonlinear feature. The polynomial kernel κ(x, y) = (xT y)d (where



150 W. Shi and Y.-F. Guo

Table 1. Error rate of 2007 testing sample using KPCA-F (having different degree d) when trained
with all training samples

Number of components Error rate for different degree
2 3 4 5 6

32 5.93 6.78 8.42 9.97 10.91
64 5.63 6.18 6.88 7.82 9.57
128 5.78 6.03 6.93 7.22 8.67
256 5.63 6.28 6.43 6.98 7.72
512 5.56 6.03 6.23 6.58 7.57

d is the degree) is used to compute the Gram matrix. Because the size of Gram matrix
is 7291× 7291, it is impossible for standard KPCA algorithm to run. But the proposed
method still works well. We extract the first leading principal components using the
proposed method, and the testing sample is projected on these extracted principal com-
ponents. The nearest neighbor classifier is used to classify the projecting testing sam-
ple. Table 1 gives the error rate of testing sample of USPS data set. We can see that the
proposed method can achieve the classified performance even the eigen-decomposition
technique cannot work out.

5 Conclusion

An efficient nonlinear component analysis for large-scale data set is proposed, which
is based on fixed-point algorithm. Compared to other related methods, the proposed
method is different in the following aspects: (a). needs not to store the kernel matrix in
advance (b). avoids the eigen-decomposition. (c) The proposed method can be easily
implemented; while many other methods are more complicated. The iterative algorithm
can find nonlinear eigenvector in just a few iterations. Its space and time complexity
is reduced to o(m) and o(m2), respectively. The effectiveness of proposed methods is
demonstrated by the experimental results on the artificial and real data set.
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Abstract. An improved particle swarms optimization algorithm based on Pareto 
Optimal set is proposed to optimize the reactive power in power system, which 
is a multiple objectives optimization problem. The proposed algorithm develops 
the new fitness assignment and random inertia weight strategy, problem-
specific linkages can be learned by examining a randomly chosen collection of 
points in the search space, the improved algorithm also has the ability to avoid 
getting trapped in local optima due to prematurity, applying it to the calculation 
of the power systems of IEEE6-bus and IEEE14-bus, the calculation results 
prove its effectiveness. 

Keywords: Reactive power optimization, Pareto Optimal set, Fitness assign-
ment, Random inertia weight strategy. 

1   Introduction 

Reactive power optimization is a multi-variable multi-restriction mixed non-linear 
optimization problem[1,2], furthermore, it involves controlling of continuous and 
discrete variables, which raises its complexity. The objective of reactive power opti-
mization in power system is to control voltage quality and reduce the active power 
loss with the regulation of the voltage level of the generators, the taps of the trans-
former with OLTC and the switchable shunt capacitor/reactor groups. Therefore, it is 
significant to study reactive power optimization in order to ensure the security and 
reliability of power systems. With the development of the distributed generation tech-
nology, reactive power optimization problem is becoming more difficult, the study of 
effective optimization methods is an urgent task. 

A lot of researches on reactive power optimization have been conducted, different al-
gorithms have been developed, such as traditional methods including linear program-
ming, non-linear programming, quadratic programming and dynamic programming, 
these methods can not ensure the acquirement of the whole optimization, with the de-
velopment of the computer technology and artificial intelligence, Genetic Algorithm 
(GA) [3], Tabu search algorithm (TS) [4], and many evolutionary algorithms (EAs) 
have been proposed which have more or less success in solving various nonlinear  
engineering optimization problems. Among them, the best one is considered to be the 



 Optimal Reactive Power Dispatch Using Particle Swarms Optimization Algorithm 153 

particle swarm optimization (PSO). It was first proposed by Kennedy and Eberhart[5-8], 
who derived the idea from the research on the bird preying. PSO has the characteristics 
of rapid convergence, high efficiency and strong robustness in multidimensional spaces 
and dynamic objects optimization, so it has been widely used in power economic dis-
patch, state estimation, reactive power optimization and voltage control[9-11]. How-
ever, it is difficult for PSO to solve reactive power optimization problems due to the 
multiple objectives and boundary restriction of the variables. In this paper, the random 
inertia weight strategy is applied to the initialization and flight of the particle, and spe-
cific linkages are incorporated to the searching process, which forms a new improved 
PSO to resolve actual reactive power optimization, the proposed algorithm is validated 
by the calculation and analysis of IEEE standard samples. 

2   Particle Swarm Optimization 

PSO is originated from the research of food hunting behaviors of birds, their behav-
iors are unpredictable but always consistent as a whole, with individuals keeping the 
most suitable distance. Every swarm of PSO is a solution in the solution space, it 
adjusts its flight according to its own and its companion's flying experience, the best 
position in the course of flight of each swarm is the best solution that is found by the 
swarm. Obviously, each swarm of PSO can be considered as a point in the solution 
space. If the scale of swarm is N, then the position of the particle is expressed 
as

1 2( , ,... )i i i inX x x x= . The "best" position passed by the particle is expressed 

as
1 2( , ,... )i i i inP p p p= . The speed is expressed with

1 2( , ,... )i i i inV v v v= . The index of the position 

of the "best" particle of the swarm is expressed with
1 2( , ,... )g g g gnP p p p=  Therefore, 

swarm i will update its own speed and position according to the following equations: 

                                   1
1 1 2 2( ) ( )k k

id id id id gd idv v cr p x c r p xω+ = + − + −                                (1) 

                                                     1 1k k k
id id idx x v+ += +                                                          (2) 

Where, 1,2,...d n= ; k  is the current generation;ω  is the inertia weight factor; 1c  

and 2c  are learning factors; 1r  and 2r  are two random numbers within the range [0,1]. 

The equations consist of three parts, the first part is the former speed of the swarm, 
which shows the present state of the swarm; the second part is the cognition modal, 
which expresses the thought of the swarm itself, the third part is the social modal. The 
three parts together determine the space searching ability. The first part has the ability 
to balance the whole and search a local part, the second part causes the swarm to have 
a strong ability searching the whole and avoiding local minimum, the third part re-
flects the information sharing among the swarms. Under the influence of the three 
parts, the swarm can reach an effective and best position.  

2.1   Pareto Optimal Set 

The multi objective optimization problem can be expressed as follows: 

Min y=f(x)=(f1(x), f2(x),…,fn(x)) 
s.t. gi(x) ≤  0. 
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Where mRx ∈  is the decision vector, nRy ∈  is the objective vector, fi(x)(i=1,2,…,n) 

is the objective function, and gi(x) is the system constraint. In most cases, the objec-
tive functions may conflict with each other, this may cause some multi objective op-
timization problems not to have the unique best global solution. However, there exists 
a solution that can not be further optimized for one or several objective functions and 
cannot be further worsened for other objective functions. This solution is called 
Pareto Optimal [7]. 

Definition 1. Let  *X  be a point in the search space, it is a Pareto Optimal if there 
doesn’t exist i (in the search space) which makes )()( *xfxf ii <  hold. 

Definition 2. The set composed of all the Pareto Optimal is called Pareto Optimal Set, 
and is also called Acceptable Set or Effective Set. 

The objective vectors corresponding Pareto Optimal are called non-dominator objec-
tive vectors. All the non-dominator objective vectors make up Pareto Front of a multi 
objective problem. 

2.2   The Search of Pareto Optimal Set 

This paper proposes the PSO assessed and chosen by the best solution and applied it 
to the search of Pareto Optimal Set in multi objective optimization problems. First, 
the algorithm initializes a particle swarm in the dominant vectors space. Then, the 
PSO directs the flight of swarm in the dominant vectors space together with each 
objective function in multi objective optimization problems, which causes the swarm 
to fall into the Pareto Optimal Set. Reflected in the space of objective function, the 
swarm will fall into Pareto Front.  

The algorithm is performed as follows: First, find out the global best solution 
gbest[i] (i = 1,2, ... N, the number of the objective functions) and the best individual 
solution pbest[i,j] (j= 1,2, ... N, the number of the particles ) in each swarm using 
each objective function in the multi objective optimization problems. The variables 
corresponding to each gbest[i] in the dominant vector space make up an area called 
quasisolution area. When the speed of each swarm is updated, the “average” of each 
gbest[i] is used as the best global solution gbest. Each particle’s pbest[i,j] is determined 
through judging the dispersed degree of vectors pbest[i,j ] and gbest[i] to choose the 
“average” of the pbest[i,j] or choose randomly in the pbest[i,j]. In addition, when the 
position of each particle is updated, it should be decided whether the position of 
each particle is within the quasisolution area. If it is then remain the original value, 
otherwise update the current value. The execution of the proposed algorithm is 
introduced using a two-objective optimization problem. Let’s consider the minimi-
zation of f1(x) and f2(x). 

(1) Initialize the particle swarm: Designate the population size N, generate speed Vi 
and position Xi of each particle randomly. 
(2) Evaluate the fitness of each particle: Obtain Fitnessl[ i ] and Fitness2[ i ] by using 
the two objective functions f1(x) and f2(x). 
    F o r 1i = to N  
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    1[ ]Fitness i =
1 ( [ ])f x i ; 2[ ]Fitness i =

2 ( [ ])f x i ; 

    N e x t i  
(3) Calculate the best individual solutions pbest[1, i ] and pbest [2, i]. 

F o r 1i = to N  

[ ] 11, ( )bestp i f x← [ ] 22, ( );bestp i f x←  

N ext i  
(4) Calculate the best global solutions gbest[l] and gbest[2]. 

[ ] 11 ( )bestg f x← [ ] 22 ( )b e s tg f x← ； 

(5) Calculate the “average” of the two best global solutions gbest and their distances dgbest: 
( [1], [2 ]);be st b es t be stg A vera g e g g=  

t a n ( [1] , [ 2 ] ) ;b e s t b e s t b e s td g D is c e g g=  

(6) Calculate the distance dpbest[i] between pbest[1 ,i] and pbest[2,i]. 
For 1i = to N ； 

[ ] [ ] [ ]ta n ( 1, , 2 , ) ;b e s t b e s t b e s td p i D is c e p i p i=  

N e x t i  
(7) Calculate the best individual solution pbest[i], which is used to update the speed vi 
and position xi of each particle: 

For  1i = to N  
If ( [ ]bestdp i <

bestdg ) 

[ ] ( [1, ], [2, ]);best best bestp i Randselect p i p i=  

Else  
[ ] ( [1, ], [2, ]);best best bestp i Average p i p i=  

Next i  
(8) Update the speed vi of each particle using gbest and pbest[i]. 
(9) Judge whether the position xi is in the quasisolution area. If it is then remain the 
original value, otherwise perform the update. 
(10) If the termination condition is achieved then stop, otherwise go to step (2). 

2.3   The Fitness Modification  

The proposed PSO is assumed that various problem specific linkages are available in 
a Linkage Matrix L, where L[i,j] indicates the strength of the linkage between the ith 
and jth components of the representations of candidate solutions[5], these values are 
presumed to lie in the interval [0,l]. Procedurally, one component i is first chosen 
randomly to be the first element of the subset U, and every other component j is cho-
sen to be included in U with a probability directly proportional to L[i,j], its linkage 
with the first chosen component of U. 

The attractor (i.e. the position towards which attraction is experienced) is chosen 
separately, and depends on the subset of components chosen for update (based on 
linkage strengths, as mentioned above). If X is the particle whose position is to be 
updated at time t using the subset of components U, then the attractor Y is chosen to 
maximize the function 

                     ( ( , )) ( )
( , , , )

P r ( ( , ), ) ( , )
best

bes t

f p Y t f X
g U Y X t

o j p Y t U P roj X U

−=
−

                          (4) 
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assuming the fitness function is to be maximized, where ( , )bestp Y t   is the best posi-

tion discovered by particle Y until time t, ||.|| is the Euclidean norm, and ( , )Proj Z U  is 

the projection of Z onto the positions in subset U. 
Then equation should be in the form of equation (5): 

                       
1

1 1 2 2

3 3

( ) ( )

( ( , ) )

k k
id id id id gd id

best d id

v v c r p x c r p x

c r p Y t x

ω+ = + − + −

+ −
                         (5) 

3c is the learning factor corresponding to Pbest, when d U∈  ， 10 3 << c ; otherwise 

3 0c =  . The increase of 3c  and the decrease of 1c  、 2c  have a strong influence on 

X.  3r  is a random number in the range [ ]0,1 . 

In order to satisfy the requirement of the Pareto Optimal to the multi objectives op-
timizations, the fitness modification is developed:  

(1)define the Pareto set.  The Pareto set 
ParetoD  is used to record the pareto optimal in 

order to evaluate the fitness in the iteration process. 

(2)evaluation of each pareto optimal in ParetoD .      
1

i
i

n
D

N
=

+
                         (6) 

Where, in  is the number of the dominant particles of  i, N is the total number of the particle swarm. 

(3)fitness calculation. 

( )

1

1j
ii i j

f
D

=
+ ∑ f

                                                                       (7) 

Paretoi D∈ , j D∈ , k lf  means that k  dominant l  . 

2.4   Random Inertia Weight Strategy 

The role of the random inertia weight factor ω  is considered critical for the conver-
gence, it is employed to control the influence of the previous history of the velocities 
on the current one, and accordingly, the inertia weighting function regulates the 
tradeoff between the global and local exploration abilities of the swarms. The pro-
posed PSO develops a new random inertia weight strategy to get a better solution. 
Define K as equation (8): 

                                                ( ) ( 1 0 )

( 1 0 )

f t f t
k

f t

− −=
−

                                                   (8) 

the random inertia weight factor ω  changes with the different value of K, shown in 
equation (9): 

                                           1

2

2 .0

2 .0

a r

a r

ω
ω

= +⎧
⎨ = +⎩

   0.05

0.05

k

k

≥
<

                                             (9) 

where, 1 2 0a a> >  , the random parameter r  is used to maintain the diversity of 

the population and is uniformly distributed within the range [0,1]. 
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3   Static Models on Reactive Power Optimization 

The static model on reactive power optimization is introduced as(10), (11) and (12), 
whose target function is the least power loss with the voltage and the transmission 
lines loading restriction.  

                              
1

min ( cos sin )
iN

Loss i j ij ij ij ij
i j h

P V V G Bθ θ
= ∈

= +∑ ∑                                    (10) 

                                    
2

m a x
1

m i n
D s p e cN

i i

i i

V V
V

V=

⎛ ⎞−Δ = ⎜ ⎟Δ⎝ ⎠
∑                                         (11) 

                                        
limm a x ( )

D

i iin i
i N

S S S
∈

Δ = −∑                                            (12) 

its equation restriction functions are introduced as follows: 

1

( cos sin )
iN

i i j ij ij ij ij
j

P V V G Bθ θ
=

= +∑  ,i Ei N i N∈ ≠  

1

( sin cos )
iN

i i j ij ij ij ij
j

Q V V G Bθ θ
=

= −∑  
PQi N∈  

its inequality restriction functions are introduced as follows: 

min max min max      G G G L L LV V V V V V≤ ≤ ≤ ≤   
min max max    G G G L LQ Q Q S S≤ ≤ ≤  

min min 1 max 1 max[ , ,..., , ]T T T T TK K K K K+ −∈  
min min 1 max 1 max[ , ,..., , ]C C C C CQ Q Q Q Q+ −∈  

in which,  
iN  is the total number of the buses, 

EN  is the slack buses, spec
iV   represents 

the specific voltage of node i,  usually, 1spec
iV = ; max max min

i i iV V VΔ = − ; the control  

variables are Xc∈ Rn  and Xc= [VG, KT, QC] which represent the voltage level of the 
generators, the taps of the transformer with OLTC and the switchable shunt capaci-
tor/reactor groups; the state variables are Xs∈ Rn and Xs =[ VL, QG, Pref ]which repre-
sent the voltage of buses, reactive power export of the generators and power export of 
reference bus; Npq is the aggregate of PQ buses; SL is apparent power on the branches. 
Assign the linkage matrix value as equations (12): 

                                     

2 1

1 2

1 22

( , ) (0 .5 ,1)             

1
( , ) 0 .0 1      

k k

L i j U k k

L i j k k
e −

= =⎧
⎪
⎨ = + ≠⎪⎩

                                      (12) 

4   Algorithm Implementation 

The calculation process of improved PSO algorithm proposed by the paper is de-
scribed as follows: 

Step 1) Import the dimension and the limit of the control variables; set the limit of the 
status variables; Initialize the Linkage Matrix L , fix the scale N of particle swarm, 
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maximal iteration time, the upper and lower limit of random inertia weight ω  , learning 

factors 1c , 2c  and the random number 1r , 2r  are assigned as statement in section 1.1. 

Step 2) Suppose the current iteration t=1, calculate the objective functions shown in 
equations (10),(11) and (12). Calculate the best individual solutions pbest and the best 
global solutions gbest. 

Step 3) calculate ( , )bestp Y t  as equation (4). 

Step 4) According to section 1.4, assign 3c , 3r . Calculate each particle’s speed 

shown in equation (5), if it’s smaller than its maximum velocity, update the current 

position as equation (2), or suppose 1
max

k
id idv v+ =  , then update the current position 

as equation (2). 

Step 5) Check and reinforce the solution bounds, if it exceeds the limit, it’s assigned 
as the corresponding limit value. 

Step 6) If t> maxt , output the optimal solution, or the stopping criteria are not satisfied, 

t=t+1, if t>10, adjust the random inertia weight factor ω  stated in section 1.5. 

Step 7) Calculate the objective functions shown in equations (10),(11) and (12), calcu-
late the best individual solutions pbest and the best global solutions gbest, jumps to step 3. 

5   Case Study 

The paper calculates the IEEE-6 and IEEE-14 sample network, the scope of particle 

swarm is 30, the maximal iteration times are 100 , 1c  and 2c  are set as 0.2, the initial 

value of 3c  is 0.1, increases to 0.25, 55 10ε −= × . 

Table 1. Optimal results and different methods comparison in IEEE-6 

 SΔ  
LossP  VΔ  / %p  

Initial state 0.1654 0.1088 0.9504 45.00 

(1)PSO  0.4417 0.0995 0.6896 77.72 

(2)PSO  0.3583 0.0872 0.9743 54.45 

(3)PSO  0.2096 0.1104 0.5175 72.40 

proposed  PSO 0.4409 0.0876 0.5182 93.28 

 
(1) (2) (3)PSO PSO PSO、 、  is the conventional PSO, their objective functions are equations(10)(11)(12) 

respectively.
( )1.1 100%LossS P Vp e Δ − −Δ= ×  reflects the integrative optimal ability.  
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5.1   The System of IEEE-6 

The IEEE-6 buses sample includes two generators, two transformers with OLTC and 
two buses(node 4 and 6) with reactive power devices. The total loads of the system 
are 135MW+j36MVar. The voltages of the generators change continuously between 
0.9 to 1.1p.u.; the step of the adjustable taps of the transformers is 0.025, the step of 
the capactor is 0.01.  

Table 2. Pareto-Optimized control variables and state variables 

control  
variables 

65T  43T  1GV  2GV  4CQ  6CQ  

Lower limit 0.9 0.9 1.0 1.0 0.0 0.0 

Upper limit 1.1 1.1 1.1 1.15 0.5 0.055 

Initial value 1.000 1.000 1.050 1.100 0.000 0.000 

PSO 0.9321 0.9475 1.100 1.1413 0.050 0.055 

state variables 1GQ  2GQ  3V  4V  5V  6V  

Lower limit 
－0.2 －0.2 0.9 0.9 0.9 0.9 

Upper limit 1.0 1.0 1.1 1.1 1.1 1.1 

Initial value 0.443 0.277 0.923 0.9380 0.9070 0.9220 

PSO 0.4135 0.1378 1.024 0.9965 1.0184 0.9771 

Table 3. Pareto-Optimized state variables in IEEE-14 

bus Ps PL QL bus Ps PL QL 

1 0.000 0.000 0.000 8 0.600 0.000 0.000 

2 0.400 0.000 0.000 9 0.000 0.295 0.166 

3 0.000 0.942 0.190 10 0.000 0.295 0.058 

4 0.000 0.578 0.239 11 0.000 0.135 0.058 

5 0.000 0.476 0.016 12 0.000 0.361 0.116 

6 0.550 0.000 0.000 13 0.000 0.235 0.158 

7 0.000 0.000 0.000 14 0.000 0.149 0.100 
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Table 4. Optimal results and different methods comparison in IEEE14-bus  

 lossP  SΔ  VΔ  %p  

Initial state 0.1841 0.2654 0.5718 60.95 

PSO (1)  0.1370 0.3298 0.5725 75.25 

PSO (2)  0.1462 0.4385 0.5643 83.72 

PSO (3)  0.1589 0.3916 0.5310 81.63 

Proposed PSO 0.1375 0.4381 0.5074 89.45 

5.2   The System of IEEE-14 

TheïIEEE-14 bus sample includes two generators, three transformers with OLTC and 
two buses (node 4 and 6) with reactive power devices. The voltages of the generators 
change continuously between 0.9 to 1.1; the step of the adjustable taps pf the trans-
formers is 0.025, the step of the capactor is 0.01. 

From table1 and 4, the integrative optimal ability ( / %p  ) of the proposed PSO is 
the best among the different optimization methods. Comparing to the initial state, 

LossP  and VΔ  are decreased obviously, the improved PSO is effective to the multi 
objective optimizations in reactive power dispatch.  

6   Conclusion 

This paper demonstrates an improved PSO which exploits the multi objective 
optimization problems, the search of Pareto Optimal Set and the corresponding fitness 
modification are discussed in detail, a new random inertia weight strategy is 
developed, the improved PSO algorithm is applied on reactive power optimization in 
power system, case study in IEEE-6 and IEEE-14 shows its effectiveness, the paper 
also compares the performance of  the proposed PSO against other convention PSO, 
the proposed one gives us the best performance in the sense that it converges to a 
more optimal solution. The proposed PSO has broad prospects for further study on the 
distribution generation system.  
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Abstract. A novel non-line-of-sight (NLOS) error identification and
range measurement reconstruction algorithm is proposed. First, a NLOS
error identification technique is exploited to decide whether there is a
NLOS path from the base station (BS) to the mobile station (MS); Sec-
ond, a biased Kalman filter (KF) is used to mitigate NLOS error in the
raw measurements; and then, two measuring points which have maximum
residual (so-called the upper dead point and the lower dead point) are
investigated to suppress the NLOS error as well as measurement noise.
Under the assumption that the NLOS range measurements have been
identified, we propose an orthogonal polynomial to smooth the range
measurements estimated by KF and a range measurement reconstruc-
tion model to suppress NLOS error. Simulations verify its effectiveness
to true range reconstruction as well as location tracking in NLOS envi-
ronment.

Keywords: NLOS, residual, Kalman filter, orthogonal polynomial.

1 Introduction

A conventional method for locating a mobile station requires the measurements
of the time of arrival (TOA) from at least three participating BSs. In the absence
of any measurement error, the location of the MS can be unambiguously deter-
mined by the intersection of the circular curves. When the TOA measurements
are corrupted by noise, the coordinates of the MS can be determined by finding
the solution in a least-square sense [1]. However, due to reflection and diffrac-
tion, the direct path from the MS to the BSs may be blocked and the signal
may actually travel excess lengths on the order of hundreds of meters, which
is always the case in a dense urban environment. This phenomenon, which has
been identified as one of the major factors that affect the accuracy of range
measurements, is referred to as the NLOS problem and will ultimately translate
into a biased estimate of the mobile station’s position.

To mitigate the impact of NLOS error, some techniques are proposed [2,3] and
Wylie’s method [3] is a classical one. In this paper, a KF based range reconstruc-
tion technique is proposed. KF is suited for the tracking method for its famous

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 162–170, 2009.
c© Springer-Verlag Berlin Heidelberg 2009

http://202.194.26.100/liuju/index.htm
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performance in object tracking [4,5]. We focus on three parts: NLOS error iden-
tification, NLOS error mitigation by biased KF and true range reconstruction
technique.

The rest of this paper is organized as follows: The concept of NLOS identifica-
tion technique is presented in section 2. NLOS error mitigation using biased KF
is introduced in section 3. The true range approximation method is discussed
in section 4. Finally, our simulations and conclusions are presented in section 5
and section 6, respectively.

2 NLOS Identification

Taking the thermal receiver noise, signal characteristics and the NLOS ex-
cess path length error into account, the range measurement between the BSm,
m=1,2,. . . ,M and MS is given by

rm(ti) = Dm(ti) + losm(ti) + nlosm(ti) (1)

where m=1,. . . ,M is the BSs index and i=0,. . . ,k-1 is the time instant index.
Dm(ti) is the real distance, losm(ti) is the measurement error and nlosm(ti) is
the NLOS error.

When there is a direct signal propagation path between the MS and BSm,
the range measurement at time ti is corrupted only by the standard system
measurement noise losm(ti) and the NLOS error nlosm(ti) ≡ 0. The NLOS
error can be deduced from the probability density function of the propagation
delay between direct path and other paths. An exponential model has been
investigated in [6],

P (τ) =
{ 1

τrms
e−

τ
τrms τ > 0

0 otherwise
(2)

τ is the NLOS propagation delay, τrms = T1d
εy is the root mean square delay

spread, which has a lognormal distribution and depends on the environment
parameters [7].

Without loss of generality, one can model the NLOS error as a random variable
with approximately finite support over the real axis, 0 ≤ nlosm(ti) ≤ βm, and
the standard measurement noise, −αm ≤ losm(ti) ≤ αm. The composite error
is linear combination of losm(ti) with nlosm(ti), which has approximately finite
support over −αm ≤ Composite errorm(ti) ≤ βm + αm.

Range measurements in NLOS environment generally have a larger variance
than that in LOS environment, especially when the MS is moving. According
to the Nokia range error histogram [8], an implied standard deviation of the
NLOS propagation error ∼409m indicates the mean and standard deviation of
the range errors increase significantly in a NLOS environment where NLOS er-
ror dominates the measurement noise [6]. To reconstruct the NLOS range mea-
surements, it is necessary to know which range measurements (if any) contain
NLOS errors. The range measurements at each BS are first smoothed by N-th
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order polynomial and use least square technique to solve the coefficients [6]. The
smoothed range measurements are presented as

s(ti) =
N−1∑
n=0

â(n)tni (3)

where â(n) is the polynomial coefficients for smoothed measurements. From the
assumption that σ2

m = E{los2(ti)} and by calculating the deviation

σ̂m =

√√√√ 1
K

K∑
i=1

[s(ti)− r(ti)]2 (4)

A hypothesis test is then performed for NLOS identification. Also, a residual
analysis rank test is used to exclude some uncertainty about the hypothesis test
results.

In the following section, we assume that the NLOS range measurements
have been successfully discriminated from those in LOS environment, and then
we use the biased KF to mitigate NLOS error in the raw measurements. Finally,
the range reconstruction models are applied to approximate the true range be-
tween MS and BSs.

3 KF Based NLOS Error Mitigation

3.1 Introduction to KF

Kalman estimator is linear, unbiased, and has minimum variance. The base of
KF consists two equations:

s(k + 1) = As(k) + w(k) (5)

z(k) = Gs(k) + v(k) (6)

Equation (5) and (6) are called state transition equation and measurement
equation, respectively. s(k) is state vector, z(k) is measurement vector, A is state
transition matrix, G is measurement matrix, w(k) and v(k) are additive noise
components with the covariance R(k) and Q(k).

These two equations establish the relation between the state at the kth time
instant and the measurements before and at this time instant. The iterative
algorithm is shown as below:

s̃k = Aŝk−1 (7)

P̃k = AP̂k−1A
T + Q (8)

ek = zk −Gs̃k (9)

Kk = P̃kGT
k (GkP̃kGT

k + Rk)−1 (10)

ŝk = s̃k + Kkek (11)
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P̂k = (1−KkGk)P̃k (12)

where s̃k and ŝk denote the prediction and estimate of the state vector at the
kth time instant, P̃k and P̂k are predicted and estimated covariance of error, ek

is innovation and Kk is Kalman gain.

3.2 NLOS Error Mitigation by Biased KF

In this paper, a biased KF is applied. After NLOS identification, we use biased
KF to track the raw measurements and suppress the NLOS error. The state
transition matrix A, measurement matrix G and state vector s(k) are as below:

A =

⎡⎣1 Δ 0
0 α 0
0 0 β

⎤⎦ (13)

G = [1 0 1] (14)

s(k) = [r(k) ṙ(k) b(k)]T (15)

where Δ is the sampling period, b(k) is the NLOS error, r(k) and ṙ(k) are TOA
and its first-order derivative, respectively. α and β are determined
experimentally.

In the process of iterative algorithm, based on the fact that the moving tra-
jectory is continuous and gradual change, the estimate at the kth time can be
denoted as below:

r(k) = r(k − 1) + Δ · ṙ(k − 1) (16)

Through iterative algorithm, the estimates of the state variables at each tem-
poral point can be obtained according to the measurements at the sequential
temporal points.

4 Range Reconstruction

4.1 The Range Reconstruction Model

Given a sufficient observation interval {ti, i = 1, . . . , N} at each BS, the range
reconstructed in NLOS condition can be modeled as

R(ti) = w1[s(ti) + δ1 − αm − βm] + w2[s(ti)− δ2 + αm] (17)

where R(ti) is the reconstructed range curve, δ1 and δ2 are positive values repre-
senting the maximum deviation from above and below the fitting curve, respec-
tively. w1 and w2 are weight factors of the two maximum deviations, s(ti) is the
least square fitting curve of range measurements.

Similarly, the range reconstructed in LOS condition can be modeled as

R(ti) = w1[s(ti) + δ1 − αm] + w2[s(ti)− δ2 + αm] (18)
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4.2 NLOS Error Correction

After NLOS error mitigation by KF, we employ a range reconstruction technique
based on the upper and lower dead points.

Given a sufficient observation time interval [t0, tK−1] and independent range
measurements, the composite error can reach its extreme −αm and βm + αm

at some instant t1 and t2, respectively. Under this assumption, the true range
measurements are reconstructed in three steps as follows:

First, we propose a fitting polynomial to smooth the estimates by KF at
observation time interval [t0, tK−1] . A polynomial in a least-square sense

s(ti) = span{ϕ0(ti), ϕ1(ti), . . . , ϕn(ti)}
= a0ϕ0(ti) + a1ϕ1(ti) + . . . + anϕn(ti) (19)

is used to fit the date at each BSm and the coefficients {a0, a1, . . . , an} are
decided by

{a0, a1, . . . , an} =
argmin

{a0,a1,...,an}

K∑
i=1

[s(ti)− r(ti)]2 (20)

In [6], the range measurements at each BS are smoothed by a N-th order poly-
nomial (19) and the basis of fitting function is chosen to be {1, t, t2, . . . , tN−1}.
But simulations show that the coefficient matrix of the normal equation is ill-
conditioned. Here we used a recursive orthogonal polynomial to approximate the
true range by⎧⎪⎪⎨⎪⎪⎩

ϕ0(x) = 1
ϕ1(x) = (x − α0)ϕ0(x)
. . .
ϕk+1(x) = (x− ak)ϕk(x) − βkϕk−1(x)

, k = 0, 1, . . . , m (21)

and ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
α0 = (xϕ0,ϕ0)

(ϕ0,ϕ0)

αk = (xϕk,ϕk)
(ϕk,ϕk)

βk = (ϕk,ϕk)
(ϕk−1,ϕk−1)

ak = (f,ϕk)
(ϕk,ϕk)

(22)

where ak is the coefficients of the orthogonal polynomial, ϕk+1(x), k = 0, 1, . . . ,
m− 1 is the basis function and m is the fit-order of polynomial.

Second, we calculate the residual deviation from above and below the smoothed
range measurements by δ1 = max

ti

r(ti)− s(ti) and δ2 = max
ti

s(ti)− r(ti).

Finally, we reconstruct the true range measurements by (17) when the path
between the BS and MS is NLOS and (18) when it is LOS.
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5 Simulation and Results

In this section, we present simulation examples to evaluate the performance of
our models and algorithm described in the preceding sections. Four BSs are
participant in the location procedure. BS1 is the serving BS and the MS is
assumed to start from an initial position (-300,-100). The speed along the X-
axis and Y-axis is a 10 m/s mean random variable with the same standard
deviation of 2m, respectively. The measurement error is a zero mean Gaussian
random variable with the standard deviation of 30m. The sampling period is 0.5s
and 100 samples are taken. The NLOS error is given by (2) with environment
parameters T1 = 1μs, ε = 0.5 and the standard deviation σρ = 4dB in bad
urban.

Fig.1 plots the range trajectories of different methods. Compared with the esti-
mated results of biased KF without range reconstruction and Wylie’s method [3],
our proposed method can approximate the real range curve better.
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Fig. 1. Performance comparison between different methods

Fig.2 compares the mean-square estimation error (MEE) by using our pro-
posed method to that of without using the reconstruction method. The mean-
squared estimation error (MEE) is defined as the mean distance of the estimated
mobile location to the true location. From this figure, we can see after range
reconstruction, the location error decreases evidently and the performance im-
provement is obvious. Fig.3 shows the tracking trajectory of the mobile station.
After range reconstruction, the track is close to the true MS’s position. On the
contrary, track without reconstruction produces a comparative large deviation.
Obviously, our method is better.
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Fig.4 plots the CDFs (cumulative distribution function) of the location error
of the proposed method and that of without range reconstruction using both
TDOA linear KF estimator and LS estimator [1]. X-axis stands for location
error in meter, Y-axis stands for the probability of location error smaller than the
corresponding number in X-axis. In the legend, TDOA/KF and TDOA/KF+new
denote TDOA location using linear KF without and with range reconstruction,
respectively. Similarly, LS and LS+new denote TOA location using least square
method without and with range reconstruction, respectively. It is evident that
the performance of the proposed method is better than that of without range
reconstruction, and our method can significantly improve the accuracy of mobile
location. Also, we can see the performance of LS location and TDOA linear KF
location is similar in the same condition. Thus our method suits both TDOA
location and TOA location and the distinction between them is negligible. The
pivotal matter depends on whether implementing range reconstruction.

6 Conclusions

In this paper, we present a new range reconstruction algorithm using orthogonal
polynomial based on biased KF. After a NLOS propagation identification pro-
cedure in [2], a biased KF is used to smooth measurements and suppress NLOS
error, and then, we can effectively approximate the true range based on residual
analysis of the range measurements with respect to the orthogonal polynomial
fitting curve. Simulation results indicate the new method can significantly de-
crease the mean-squared estimation error (MEE).
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Abstract. Steady State Visual Evoked Potential (SSVEP) rapidly becomes a 
practical signal of brain-computer interface system due to the advantage of high 
transmission rate and short training time. A SSVEP-Based controlling system of 
multi-dof manipulator is presented in this paper on the basis of virtual instru-
ments. In this system, the ssvep-based electroencephalogram(EEG) was derived 
from scalp and  then translated to several controlling commands of manipulator. 
In order to improve the performance of the system, the wavelet transform and 
Short-time Fourier Transform were used in signal processing. The experiment 
results have proved the effectiveness of the proposed method. The realization of 
the system can provide a new way to the using of robot-assisted  in space based 
on BCI.  

Keywords: Steady state visual evoked potential (SSVEP), Wavelet transform, 
LabVIEW, Short-time fourier transform. 

1   Introduction 

According to the stimulator, Visual Evoked Potential (VEP) can be divided into 
Transient Visual Evoked Potential(TVEP) and Steady State VEP Potential 
(SSVEP). The stimulating frequency of TVEP is often less than 4Hz, and the cor-
responding response disappears before the next stimulation. If the stimulating 
frequency is more than 6Hz, the responses are overlapped and emergence a Steady 
State VEP. The SSVEP is a non-invasive and practical input signal of brain-
computer interface (BCI) because of its high information transfer rate and short 
training time.[1][2] 

Based on the traditional BCI, a SSVEP-Based controlling system of multi-dof ma-
nipulator is presented in this paper on the basis of virtual instruments.In order to im-
prove the performance of the system, the wavelet transform and Short-time Fourier 
Transform were used in signal processing ,because the EEG is so weak and easy to be 
submerged in a variety of noises. The experiment results have proved the effective-
ness of the proposed method. The communication of this system adopted wireless 
network and Multiple Input Multiple Output (MIMO) technology. 
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2   The SSVEP-Based Controlling System 

A SSVEP-Based Controlling System of Multi-DoF Manipulator is presented in this 
paper. The system was consisted of EEG-evoked module, signal acquisition module, 
signal processing module and controlling exporting and external manipulator. Fig.1 
shows the set-up of the system. 

 

Fig. 1. The set-up of the system 

2.1   The Hardware 

The hardware system was composed of visual stimulation unit, digital EEG instru-
ment, multi-function acquisition card and manipulator. 

2.1.1   Visual Stimulation Unit and Acquisition System 
The visual stimulation unit was composed of six LEDs flickering at corresponding 
frequency, the range of the flickering frequency was 8Hz~20Hz.The 9216sm digital 
EEG instrument was used to obtain in integral whole acquisition and A/D conversion, 
because it have better anti-interference capability. The data acquisition card worked in 
the synchronous model. The system used the NI PXI-6070E with high-performance 
data acquisition capacity since its highest sampling rate can reach up to 1.25M S/s, 12 
bit resolution. 

2.1.2   Manipulator 
Fig.2 shows the manipulator of this system. It included a rotary joint and two transla-
tion joints. The rotary joint used direct current motor as drives, and translation joints 
used a stepping motor as drives, the other two rotary joints equipped with a resolution 
of 500p/n incremental rotary encoders, providing the half closed-loop feedback sig-
nal. The two translation joints were installed the trip-switch at the both ends. The 
scope was 0~256mm and there was a fixture at the end of the Manipulator. The Ma-
nipulator was controlled by a singlechip ATmega16. 

The communication of this system adopted  wireless network and Multiple Input 
Multiple Output (MIMO) technology which was put forward by Bell Labs in last 
century[3].It is a multi-antenna communications systems. 

Since the feature of original EEG could not control the manipulator directly,it need 
a series switches re-coding with the feature in order to gain the control commands. 
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Fig. 2. Manipulator system 

In the communication, the host machine and the manipulator executed the "one question 
and one answer" strictly. It would feedback data or null command depended on feedback. 
Serial baud rate was 19200bps,8 data bits, 1 stop bit and no parity bit. 

2.2   The Software 

The system was built on the virtual instrument platform, and designed by LabVIEW 
[4] program language. The Fig.3 shows human-machine interface of manipulator 
controlling system based on SSVEP. 

 

Fig. 3. Human-machine interface 
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Human-machine interface was composed of three functional areas: parameter  set-
ting module, graphic display module and feedback module. Signal acquisition  chan-
nels, sampling freuency and sampling time could be set in parameter setting area. The 
graphic display module displayed the real-time EEG, de-noised EEG and EEG fre-
quency spectrum for directly observing the EEG variation. In the feedback area, results 
were feed back in different forms such as indicator light, animation and characters. 
Characters can feed back the name of continuous three features extracted from EEG. In 
the indicator light area, the light turned red when the experiment failed. The left light 
indicated the amplitude of SSVEP whether more than the double mean value of   EEG 
or not. The right light indicated the continuous three SSVEP extracting results. When 
the experiment finished effectively, the ball in the animation area can move the same 
direction of up, down, right and left as the manipulator do. The screen real-time feed-
back would make subjects more confident to control the manipulator better. 

3   Data Processing 

The amplitude of event-related potentials is about 2~10μV, which is smaller than the 
spontaneous EEG. The noises of SSVEP contain the spontaneous potential, the back-
ground noise of equipment, the interference is 50Hz city power and so on. 

3.1   Wavelet De-noise 

Function ( ) ( )2t L Rψ ∈ ,if its Fourier transform ( )ψ ω  satisfies conditions: 

( ) 2

C d
R

ψ ω
ωψ ω

= < ∞∫  (1) 

( )tψ  is called basic wavelet or mother wavelet function. And that 

( ) t
WT a, f tf a R

dt
τ

τ ψ
−∗

∫
⎛ ⎞
⎜ ⎟
⎝ ⎠

1
（ ）=

a
 (2) 

is the continuous wavelet coefficients of mother wavelet and called wavelet trans-

form of ( )tψ . Inverse wavelat transform formula is 

( ) ( )1
f t WT a,0 ,f2C

da
t da

a
τ ψ ττ

ψ

+∞ +∞= ∫ ∫−∞ （ ）  (3) 

Wavelet transform is the one that integrate signal with wavelet function which has 
well retractility in frequency domain and time domain. The signal is divided into 
different frequency band and time interval according to multi-resolution proposed by 
Mallat in the reference [5] in 1988. It can decompose the signal in different scales, 
and divide the signal to different sub-band so as to process the signal in different 
frequency bands. 
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This paper used wavelet soft-threshold de-noising[6] method.The de-noising was 
composed of  three steps:(1)decomposing the original EEG.The wavelet selected 
sym2 and scale chose 3.(2) setting the threshold of every level coefficients.(3) doing 
signal reconstruction. 

3.2   Short-Time Fourier Transform 

SSVEP distributed  in  specific frequency, so it simplifies the EEG feature extraction 
algorithms. This system used short-time Fourier transform Every 4s, extracting a the 
signal feature by the principle if the extraction results were the same one for three 
times, then the feature was the issue of controlling orders. 

4   Experiment Design and Analysis 

SSVEP is raised by external stimuli, so subjects with almost no training will be able 
to achieve good effect. In our experiment, five subjects participated in the experiment. 

In the experiment, subjects were seated in a comfortable chair, 50cm in front of the 
stimuli. They were asked horizontally watching the flickering LED. Electrodes were 
placed at O1 and O2 in line with international 10-20 system, and the ears were refer-
ence potential. Signal sampling rate was 512Hz. The average detection accuracy over 
all subjects is about 72%. The average information transfer rate is satisfied. Tab 1 
shows the accuracy result of this system. 

Table 1. Accuracy of the system 

Result 
Sbjects  

Number  
of tests 

Number 
of responses 

Acuracy 

HDF(BOY) 20 16 80% 

YPX(GIRL) 20 14 70% 

S H (GIRL) 20 15 75% 

XLT(BOY) 20 13 65% 
SPY(BOY) 20 14 70% 
Average accuracy 72% 

 

Fig. 4. The original  EEG 
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Taking the stimuli frequency of 12Hz for example,12Hz SSVEP represented the 
control command of down . Fig.4 shows the signal of original EEG.  Wavelet de-
nosie signal is shown in Fig.5. Fig.6 shows the frequency spectrum in the range of 
6~40Hz. 

 

Fig. 5. The de-noised EEG 

 

Fig. 6. Frequency spectrum 

As can be seen from the frequency spectrum, this test was successful. Then the 
manipulator moved down, and in the animation feedback area, the ball moved down 
accordingly. 

This system designs a real-time multi-DOF manipulator controlling system based 
on SSVEP, although real-time control have been achieved, there are also some defects 
need to improve. Generally, there are two important criterions to evaluate a BCI sys-
tem, the first is accuracy, and the second is the speed. The BCI system can be im-
proved by the following two methods: Improving signal-to-noise ratio by modifying 
the mother wavelet and implementing the effective method of pattern recognition to 
improve the speed of real-time communication system. 

5   Conclusion 

This paper designed a real time controlling system of multi-degree of freedom ma-
nipulator based on SSVEP. Through experimental results, the accuracy of the system 
was satisfied. It reflected the high-performance, short developmenting time and inte-
gration of hardware and software of visual instrument. The realization of the system 
provided a new way to using of robot-assisted in space based on BCI. 
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Abstract. In this paper, an orthogonal functions neural network is used to 
achieve the control of nonlinear systems. The adaptive controller is constructed 
by using Chebyshev orthogonal polynomials neural network, which has advan-
tages such as simple structure and fast convergence speed. The adaptive learn-
ing law of orthogonal neural network is derived to guarantee that the adaptive 
weight errors and tracking errors are bound by using Lyapunov stability theory. 
Simulation results are given for a two-link robot in the end of the paper, and the 
control scheme is validated.  

Keywords: Chebyshev polynomials, Orthogonal neural network, Robot ma-
nipulators, Lyapunov stability theory. 

1   Introduction 

Generally, robot manipulators used as industrial automatic elements are known as the 
system with high nonlinearities, uncertainties and time-varying. If a controller of 
robot manipulator is designed, some factors should be considered, including the exact 
trajectory performance of reference input and the robustness for the existence of ex-
ternal disturbances. The conventional feedback controllers such as PID controller are 
commonly used in the industry field because their control architectures are very sim-
ple and easy to implement. However, when these conventional feedback controllers 
are directly applied to nonlinear systems, they suffer from the poor performance and 
low robustness due to the uncertainties and the external disturbances[1-3]. 

During the past decade, much researching effort has been put into the design of in-
telligent controllers using neural network. Recently, hybrid control methods contain-
ing neural network, fuzzy logic and other optimizing schemes have been attracted 
more and more attention[4-7]. Neural networks have used to adjust and optimize 
parameters of fuzzy controllers. However, backpropagation algorithm of neural net-
work has the problems of local minimum, slow convergence speed, and difficulty in 
determination of the number of processing elements. In recent years, researchers have 
been tried to solve these problems or even to develop new structure of neural net-
work[8,9]. They introduced various model structure of neural network for nonlinear 
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system control. Qian et al introduced the orthogonal network that applies distribution 
functions to transfer variables and to improve the problems of local minimum and 
slow convergence speed[10]. They also presented a method to minimize the Gibbs 
phenomenon in approximating piecewise continuous functions. The learning approach 
derived from the least square algorithm shows faster convergence speed than tradi-
tional backpropagation algorithm. In addition, multilayer neural network based on 
polynomial functions and function–link neural network with various transfer function 
were introduced in [11,12]. The latter was based on sin/cos functions and appeared to 
have faster convergence speed than traditional approaches. In [12], the researchers 
introduced a single-hidden-layer orthogonal neural network is developed by using 
orthogonal functions. Since the processing elements are orthogonal to one another and 
there is no local minimum of error function, the orthogonal neural network is able to 
avoid the local minimum problem. There are four well-known orthogonal function 
sets: Fourier series, Bessel functions, Legendre polynomials, Chebyshev polynomials. 
Among the four existing orthogonal functions, Legendre polynomials and Chebyshev 
polynomials have the properties of recursion and completeness. They are most suit-
able to generate the neural network. Some typical examples converge to show their 
performance in function approximation. The simulation results show that ONN has 
excellent convergence performance. Moreover, ONN is capable of approximating 
mathematic model of neural network. 

In this paper, an orthogonal functions neural network is used to achieve the control 
of nonlinear systems. The adaptive controller is constructed by using Chebyshev 
orthogonal functions, which has advantages such as simple structure and fast conver-
gence speed. The adaptive learning law of orthogonal neural network is derived to 
guarantee that the adaptive weight errors and tracking errors are bound by Lyapunov 
stability theory. Simulation results are given for a two-link robot in the end of the 
paper, and the control algorithm is validated. 

2   Basic Theories of Orthogonal Functions and Orthogonal Neural 
Network 

The orthogonal function neural network can approximate to any nonlinear function on 
the tight set, which has simple structure, fast convergence with the comparison of the 
common BP neural network. There are four orthogonal function sets: Fourier series, 
Bessel functions, Legendre polynomials, Chebyshev polynomials. Table 1 listed their 
properties related to the generation of ONN[12]. 

Table 1. The properties of the four orthogonal functions [12] 

 Completeness at 
Boundary Points 

Definition 
Interval 

Recursive 
Property 

Fourier series 
Bessel series 
Legendre series 
Chebyshev series 

May not exist 
May not exist 

Exist 
Exist 

[0,T] 
[0,1] 
0,1] 
[0,1] 

No 
Yes 
Yes 
Yes 
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From Table 1, Legendre polynomials and Chebyshev polynomials are the two best 
choices to construct ONNs because they have recursive and completeness properties 
at the boundary points of their definition intervals. In the paper, the Chebyshev or-
thogonal polynomials are selected as the basis functions of the orthogonal function 
neural network. The ONN of Figure 1 is a typical single-output case. For a case with 
multiple outputs, its corresponding neural network will be composed of several sin-
gle-output neural networks. The structure of an ONN with two outputs is constructed 
by two single-output ONNs. Since each of the two single-output neural networks has 
its independent weights, their respective weights can be trained separately. 

 

 

 

 

 

 

 

 

 

 

Fig. 1.  An orthogonal neural network with two outputs 

The Chebyshev polynomials are defined as the following form. 

1)(1 =jj xP , 

jjj xxP =)(2 , 

       
)()(2)( )2()1( jijjijjjji xPxPxxP −− −= , Nj ,...,2,1= , 3≥i . [ 1,1]jx ∈ −

            
 (1) 

According to the definition of ONN, the global output of the orthogonal function 
neural network is defined as Equation (2). 

1

( )
N

T
i i

i

y W x
=

= Φ∑                                                      (2) 
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=×⋅⋅⋅××=Φ
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1
2211 )()()()()( , )( jji xP  is Chebyshev polynomial. 

The recursive relation among Chebyshev polynomials can not increase computa-
tion workload and complexity. For the example of ONN with the three inputs and the 
single output, the basis functions are settled as the following form. 
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( ) 1

( )

( ) [2 ( ) ( )][2 ( ) ( )][2 ( ) ( )]

x

x x x x

x x P x P x x P x P x x P x P x

Φ =⎧
⎪ Φ =⎪
⎨Φ = − − −⎪
⎪⎩

          (3) 

In addition, the training data will end up covering almost the entire interval [-1,1] if 
time t keeps on increasing. A normalization of training samples ( )jx k ( 1,2,...,j n= , 

1, 2,...k = ) will be necessary if the input domain is not in the interval [-1,1]. If the 

defined interval [ , ]a b  of training samples do not belong to [-1,1], the variable jx is 

transformed as  

2
j j

b a
t x

b a b a

+= −
− −

, [ 1,1]jt ∈ −  

Lemma 1[11].  For any function ( )f x  in the interval [ , ]a b  and any small positive 

number ε , nx R∈ , there exists an orthogonal function sequence.  

{ }1 2( ), ( ),..., ( )Nx x xΦ Φ Φ  

The sequence ( 1,2,..., )iW i N=  satisfies the following equation. 

1

( ) ( )
N

T
i i

i

f x W x ε
=

− Φ ≤∑                                                 (4) 

On the basis of Lemma 1, Lemma 2 is acquired as follows. 

Lemma 2. For a given positive constant 0ε  and a continuous function ( )F x : nx R∈ , 

exist an optimal weight vector *W W= , * * * *
1 2[ , ,..., ]T

NW W W W=  to satisfy the following 

condition.  

*
0( ) ( )TF x W x ε− Φ ≤

                              
                       (5) 

where ( )xΦ  satisfies [ ]1 2( ) ( ), ( ),..., ( )
T

Nx x x xΦ = Φ Φ Φ . 

3   The Dynamics Model of Robot Manipulator 

In this paper, the model of the robot manipulator is built as a set of n rigid bodies 
connected in series with on end fixed to the ground and the other end free. The dy-
namic equations of robot manipulator motion are a set of highly nonlinear coupled 
differential equations. Using the Lagrange-Euler formulation, the dynamic equation of 
n-joint robot arm can be expressed as [1] 

( ) ( , ) ( ) ( )f eD q q C q q q G q F q τ τ+ + + = −                                    (6) 

where q  is the 1n ×  vector of joint angle. q  is t the 1n ×  vector of joint angular 

velocity, and q  is the 1n ×  vector of joint angular acceleration. ( )D q  is the n n×  
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matrix of symmetric position definite inertia. ( , )C q q  is the 1n ×  vector of Coriolis 

and centrifugal. ( )G q  is the 1n ×  vector of gravitational torques. ( )fF q  is the 1n ×  

vector of dynamic and static friction forces. τ  is the 1n ×  vector of joint torques 
supplied by the actuators, eτ  is the n×1 vector of compensating the unknown dynam-

ics and external disturbances. 
The controller of the robot manipulator includes a PD controller and orthogonal 

function neural network (ONN). The ONN controller is connected in parallel with the 
PD controller to generate a compensated control signal. The control law is given as 
the following form. 

τ = τONN + τPD                                                       (7) 

where ONNτ  is the output torque of the ONN, and PDτ  is the output torque of PD con-

troller, satisfying PD PDEKτ = , PD p dK k k⎡ ⎤= ⎣ ⎦ . The tracking error vector is defined 

as  

[ ] [ ]T

d dE q q q q e e= − − =                                      (8) 

where the variable dq  is the desired joint angle, and e  is the tracking error. If the 

parameters of robot dynamic model are known, the control torque can be designed as  
* ( ) ( , ) ( ) ( ) ( )d f eD q q C q q G q F q D q KEτ τ= + + + + +         (9) 

where K is [ ]2 1K k k= , and 2 1,k k  are positive real numbers. Substituting (9) into 

(6) yields  

1 2 0e k e k e+ + =                                                 (10) 

If the proper K is chosen, the tracking error will converge to zero. However, the  
external disturbances and uncertainties are unknown in practice. We proposed the 
orthogonal neural network as the torque controller, and the perfect control law is 
executed by  

* * ( )ONN D q KEτ τ= +                                               (11) 

4   The Stability Analysis of Orthogonal Neural Network 
Controller 

From (6) to (9), the error tracking equation is arranged as the following form. 

*( )ONN PDE AE B τ τ τ= + − −                                         (12) 

where A satisfies
2 1

0 I
A

k I k I

−⎡ ⎤
= − ⎢ ⎥

⎣ ⎦
, 1

0

( )
B

D q −

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

.  

Substituting (11) and (7) into (12), we have  
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( )

*

*

( )

ˆ

ONN ONN PD

T T

E AE B D q KE K

AE B W W

τ τ⎡ ⎤= + − + −⎣ ⎦
⎡ ⎤= + Φ − Φ⎢ ⎥⎣ ⎦

                           (13) 

where Â  satisfies 1 1

0ˆ
( ) ( )p d

I
A

D q k D q k− −

−⎡ ⎤
= − ⎢ ⎥

⎣ ⎦
, *W  and Φ  are the optimal weights 

and Chebyshev orthogonal basis functions, respectively. PDK is the PD controller 

gain, PD p dK k I k I⎡ ⎤= ⎣ ⎦ . Equation (13) can be written as  

( )*ˆ T
E AE B W W⎡ ⎤= + − Φ⎢ ⎥⎣ ⎦

                                          (14) 

Theorem. Exist a positive definite and symmetric matrix P , and satisfy 
ˆ ˆTPA A P Q+ = , where Q  is a positive definite and symmetric matrix, the controller is 

designed as  

TW k E PB= Φ                                                    (15) 

where W is bounded, and define the constraint set Γ for W as { }0W WΓ = ≤ ). 

Proof. The Lyapunov function is defined as the following form. 

( ) ( )1 * *( ) 0.5 0.5
T TV t k tr W W W W E PE− ⎡ ⎤= − − +⎢ ⎥⎣ ⎦

                         (16) 

Differentiating equation (16), using (14) and ˆ ˆTPA A P Q+ = , we have  

( ) ( )
( )

1 * *

1 *

( ) 0.5 0.5 0.5
TT T T TV t E PE E PE k tr W W W E QE E PB W W

k tr W W W

−

−

⎡ ⎤= + − − = − + − Φ⎣ ⎦
⎡ ⎤− −⎣ ⎦

       

(17) 

Under the condition (15), (17) becomes the following equation. 

( ) ( )
( ) ( )

* *

* *

( ) 0.5

0.5

0.5 0

TT T T

TT T T

T

V t E QE E PB W W tr W W E PB

E QE E PB W W tr E PB W W

E QE

⎡ ⎤= − + − Φ − − Φ⎣ ⎦

⎡ ⎤= − + − Φ − − Φ⎣ ⎦
= − ≤

    (18) 

If and only if 0E = , ( ) 0V t = . Therefore, the global stability is guaranteed by the 

Lyapunov theorem. 

Remark 1. When conventional NN are used for control purpose, their structures are 
difficult to determine. In order to guarantee the approximation accuracy, more layers 
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and more neurons should be used. Hence, the well-known “explosion of terms” phe-
nomenon occurs and the convergent speed is greatly decreased. As a result, such NNs 
are not suitable for real time control. Due to the orthogonal basis functions, the pre-
sented ONN has both a simple structure and a relatively fast convergent speed. 

Remark 2. With the ONN controller, only measurable and local information is used and 
there is no requirement for the system’s model. The system is handled as a grey box. 

Remark 3. It is well known that when we use an adaptive control algorithm, the esti-
mated parameters will not always converge to their true values although the stability 
of the system is guaranteed [13]. Derived from the Lyapunov theory, the proposed 
ONN learning algorithm makes it possible to drive the weights to their optimal values 
and therefore a global minimum is achieved. In case that the given task is repeatable, 
the final weights in one trial can be used as the defined values for the each trial. 

5   Simulation 

Simulations were carried out to verify that the proposed ONN could compensate for 
uncertainties disturbances. The manipulator used for the simulation study is a typical 
two degree-of-freedom robot. The dynamic equation of the manipulator and the pa-
rameters were taken from[1]. 

( ) ( , ) ( ) ( )f eD q q C q q q G q F q τ τ+ + + = −  

where  

2 2

2

2.8 2cos 0.7 cos
( )

0.7 cos 0.9

q q
D q

q

+ +⎡ ⎤
= ⎢ ⎥+⎣ ⎦

, 2 2 1 2 2

1 2

sin ( )sin
( )

sin 0

q q q q q
C q

q q

− − +⎡ ⎤
= ⎢ ⎥
⎣ ⎦

 

( ) 0G q = , [ ]( ) 2sgn( ), 2sgn( )fF q diag q q= , [15,15]pk diag= , [8,8]dK diag= , 

[ ]0.5cos 0.2sin 3 , 0.2sin 0.5cos
T

dq t t t t= + − −  

where dq is the desired trajectory. The number of the input layer of the orthogonal 

neural network is 3 .The number of the hidden layer is 15, 15N = . The simulation 
results are shown as follows. 

 

Fig. 2. Tracking of 1q  using PD control arithmetic 
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Fig. 3. Tracking of 2q  using PD control arithmetic 

 

Fig. 4. Tracking of 1q  using the proposed method 

 
With the comparison between the PD controller and the proposed scheme, the per-

formance of the proposed controller is superior to that of the PD controller. 
In Table 2, we compare our control method with other control methods by using 

same model. It can be seen that the performance of our method is superior to that of 
other control methods. 

 

Fig. 5. Tracking of 2q  using the proposed method 
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Table 2. Generalization Result Comparisons 

Methods Training Cases Track Mean Square 
Errors 

Tracking of 1q  0.068 PD control  

Tracking of 2q  0.035 

Tracking of 1q  0.0034 Our Method 

Tracking of 2q  0.0015 

6   Conclusion 

The controller of robot manipulators is designed by these conventional feedback con-
trollers, such as PID controllers. However, when these conventional feedback control-
lers are directly applied to nonlinear systems, they suffer from the poor performance 
and low robustness due to the uncertainties and the external disturbances. In this pa-
per, the adaptive controller is constructed by using Chebyshev orthogonal functions 
neural network. The adaptive learning algorithm of orthogonal neural network is 
derived to guarantee that the adaptive weight errors and tracking errors are bound by 
using Lyapunov stability theory. Simulation results are given for a two-link robot in 
the end of the paper, and the control scheme is validated. 
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Abstract. An automation learning and navigation strategy based on dynamical 
structure neural network and reinforcement learning was proposed in this paper. 
The neural network can adjust its structure according to the complexity of the 
working environment. New nodes or even new hidden-layers can be inserted or 
deleted during the training process. In such a way, the mapping relations between 
environment states and responding action were established, and the dimension 
explosion problem was solved at the same time. Simulation and Pioneer3-DX 
mobile robot navigation experiments were done to test the proposed algorithm. 
Results show that the robot can learn the correct action and finish the navigation 
task without people’s guidance, and the performance was better than artificial 
potential field method. 

Keywords: Mobile robot, Navigation, Reinforcement learning, Dynamical 
neural network. 

1   Introduction 

Robot navigation is a complex system including environment sense, dynamical deci-
sion making, and actions control and so forth. As its application expansion in aero-
space, medical services, industrial production and many other important fields, mobile 
robot navigation attracts more and more researchers[1, 2]. Often the robot working 
environment is unpredictable and volatile, so the robot is expected to learn the  
environment and be able to make decision himself. Q-learning has a character that 
independent of the environment model and learning on-line, So Q-learning is consid-
ered as a promising machine learning strategy, especially in the unknown environment 
navigation[3]. 

The working environment and action space should be separated in classical 
Q-learning, but this division leads to dimension explosion problem[4]. To overcome 
the defect in classical Q-learning, some methods were proposed such as bind neural 
network and Q-learning together[5,6,7,8]. Of course, this is an effective method, but 
the structures of these networks were fixed and the information processing capacity 
was limited. In this paper, a neural network model called DSNN (Dynamical Structure 
Neural Network) was proposed. The network has a flexible structure and new hidden 
nodes or even new hidden layers can be inserted while redundant nodes and layers can 
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be deleted. Based on such a strategy, the size of network is match to the application 
problem. The proposed method was applied on Pioneer3-DX mobile navigation in 
corridor environment, results show that this method is effective and the performance is 
better than APF (Artificial Potential Field) method. 

2   Mobile Robot Navigation Architecture 

Pioneer3-DX mobile robot was used in the experiment, 16 sonar sensors were equipped 
in this robot and the sense range is 0~5000mm. Also two wheels were equipped, at the 
rear of the robot, there is a mall wheel which can make the robot rotate to any direction. 
The Pioneer3-DX and its sonar sensors were shown in Fig.1 and Fig.2. 

     

           Fig. 1. Pioneer3-DX mobile robot                        Fig. 2. Front sonar of the robot 

As showed in fig.3, this is the mobile robot navigation diagram. The sonar array 
scanning environment and detect obstacles around the robot. At the same time, the 
robot position is available through Odometer. Here, we define a vector 

1 2 3 4 5
{ , , , , }S d d d d d= as the description of robot working environment state space, and 

define 
1 2 3 4 5

{ , , , , }A a a a a a= as the robot action space. A neural network called DSNN 

(Dynamical Structure Neural Network) was built to replace Q-table in classical rein-
forcement Q-learning. There are two reasons to use DSNN, firstly, the neural network 
can avoid the dimension explosion problem which was a key problem in Q-learning; 
secondly, this network has a flexible structure and can adjust the size of nodes and 
weights according to the application case. The robot has no prior knowledge about the 
working states and the mission to accomplish at the beginning. A “reasonable” action 
was selected from the action space every training circle, and then the robot working 
states were changed. The executed action is rewarded if the current state is better than 
the prior one, for example the robot is closer to the goal or father to the obstacles or 
both, on the contrary, this action is punished. After many times trainings, the robot 
begins to know what should do in current state and what should not. Two wheels were 
controlled by two independent motors and the robot can move forward or back or 
rotation to any direction.  
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Q-table for states-

action pairs

Mobile Robot

Sonar Sensor 

Reading and 

Obstacle detection
Action 

SelectionDynamical Structure 

Neural Network

Motor Control

Reinforcement 

Learning

 

Fig. 3. Robot navigation system 

3   Navigation Based on Reinforcement Learning and DSNN  

3.1   Reinforcement Q-Learning 

As mentioned before, we had defined state space 
1 2 3 4 5

{ , , , , }S d d d d d= and action 

space 
1 2 3 4 5

{ , , , , }A a a a a a=  

Define 
1 2 3

min( , , )d d d d= as the nearest distance from robot to obstacles. 

a. The robot was expected to approach the goal 

1 4 4

1

( ) ( 1) ( )

( ) 0

r t d t d t

r t

= + −⎧
⎨ <⎩

 (1) 

b. The robot is expected to avoid obstacles 

2

2

( ) ( 1) ( )

( ) 0

r t d t d t

r t

= + −⎧
⎨ >⎩

 (2) 

c. The robot turn to the goal direction 

3 5 5

3

( ) ( 1) ( )

( ) 0

r t d t d t

r t

= + −

<
⎧
⎨
⎩

 (3) 

We expect the robot to approach the goal, avoid obstacles and turn to the goal direction, 
so the reward can be written as: 

1 2 3( ) ( ) ( ) ( )r t r t r t r tα β γ= − + −  (4) 

Where , ,α β γ are some factors and t=1, 2, 3, 4, 5, … 
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Table 1. State Space and Action Space in Reinforcement Learning 

State Space  Description Action Space Description 

1d
 

Distance between robot and 
left obstacles. 1a

 
Rotate +15°and move 
100mm 

2d
 

Distance between robot and 
front obstacles. 2a

 
Rotate -15°and move 100mm 

3d
 

Distance between robot and 
right obstacles 3a

 
Rotate +10°and move 
100mm 

4d
 

Distance between robot and 
goal 4a

 
Rotate -10°and move 100mm 

5d
 

Angle between robot moving 
direction and goal 5a

 
Rotate 0°and move 100mm 

The aim of Q-learning is to learn the state-action pair value ( , )Q s a  which is the 

maximum discounted amount of reward. Thus Q-function can be written as: 

1 1( , ) ( ) max ( , )
k

t t t t t k
a A

Q s a r t Q s aρ − +∈
← +  (5) 

1 1 1( , ) ( ) max ( , ) ( , )
k

t t t t t k t t k
a A

Q s a r t Q s a Q s aρ − + −∈
Δ ← + −  (6) 

As its name, reinforcement learning is a learning process, in the beginning, the left part 

and right part of (5) is not equal, out destination is to make the ( , )t t tQ s aΔ  become 

smaller and smaller, that means the reinforcement is convergence and the training 
process is to be finished. In this paper, DSNN was used to approximate the relationship 
between states space and action space in the Q-learning. 

3.2   Dynamical Structure Neural Network 

In order to avoid the problem of dimension explosion and make the network to adjust 
its structure himself, we established a flexible structure neural network. In the  
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  Fig. 4. Initialed structure of DSNN              Fig. 5. Inserting new node to hidden layer 
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beginning, the network was initialed as a three-layered network which includes five 
nodes as input layer and another five nodes as output layer. The initialed network just 
has one hidden layer and only one hidden node in this layer, shown in fig.4. The five 
input-layer nodes were corresponding with the state space S while the five output- 
layer nodes were related to the action space A . The number of input-layer nodes and 
output-layer nodes were fixed and do not change in the training process, while the 
hidden layers and number of nodes in the hidden layer was tuned. 

We define ( , )E l n as the current training error, where l is the number of hid-
den-layers while n is the number of neural nodes in the hidden-layer which adjacent to 
output-layer. 

5
2

1

1
( , ) ( ( , ))

2

t

p p k
p t k

E l n Q s a
λ= − =

= Δ∑ ∑  (7) 

Where λ is an integer and means we accumulate error for λ times then get a ( , )E l n . In 

such a way, there was a “window” and the training process is rolled. 
The net was begun with a simple structure, and it is possible that the network is not 

complex enough to have the capacity to learning the relationship between state-action 
pairs. If enough training has been carried out while the training error deduction was 
slim, new node should insert and further training is needed. Described as fig.5 and 
equation (8), where p is a small integer. 

0

( , ) ( , ) / ( , )

( , )

E l n E l n p E l n

E l n E

ξ− − >

>
⎧
⎨
⎩

 (8) 

There are often some cases that nodes were inserted in the same layer more and more 
but the training error reduction is not Significant. Now we should consider adding a 
new hidden-layer. Refer to fig.6 and equation (9). Experiments and test show that mort 
closer to the output-layer the weights tuned much, so it is easy to comprehend that 
inserting new hidden-layer adjacent to output-layer was reasonable. 

0

( , ) ( , ) / ( , )

( , )

E l n E l n p E l n

E l n E

ξ− − ≤

>
⎧
⎨
⎩

 (9) 
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  Fig. 6. Inserting new hidden-layer to the network    Fig. 7. Imf of neuron nodes in the network 
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After every inserting, no matter new node or new hidden-layer, the net should re-train 
for enough times until the error reduction is small. There maybe some redundant nodes 
in the network when the error threshold had reached. These nodes have little positive 
effect to the network but may lead to bad generalization ability. So it is necessary to 
delete these nodes. Joog-Sock LEE proposed a deconstruction method called IMF 
(Impact Factor)[9]. The key idea of this method was to evaluate every node’s effect to 
the next layer. Shown as fig.7, this is a part of the network, input of the neural j  in the 

next layer for the m-th training input mx , can be written as following: 

m m
j ji i j

i

x w y b= +∑  (10) 

( )m m
j ji i i ji i j

i i

x w y y w y b= − + +∑ ∑  (11) 

Where 
m

j
w  is the input of node j in the next layer, 

i
y  is the average output value of i-th neuron 

for all training data.  The total amount of contribution of the i-th neuron to the next layer can be 

defined as
2 ( )m

ji i i

j

w y y−∑ , and the i-th neuron’s Imf can be written as: 

2 2
i ji i

j

Imf w σ=∑  (12) 

To a neural node which has a small imf had a small contribute to the network and waste 
the training time, more worse, these redundant neurons lead to a bad generalization 
ability. 

3.3   Q-Learning Based on Dynamical Structure Neural Network 

Robot sense environment through sonar and Odometer and the environment state in-
formation was imported to DSNN, and then a action was selected from the action space 
and carried out. Such the working states changed and the robot get a reward or pun-
ishment. The weights and bias of the DSNN was tuned and network structure is ad-
justed until the error threshold was reached. In the early stages of learning, the main 
task is to explore environment, so the select randomness should bigger, On the con-
trary, in the latter stages of learning, the main task is to make the training converge, the 
select randomness should be smaller. So Boltzmann Annealing algorithm was used. 

( , ) /

( , ) /( )
t t k

t t k

k

Q s a T

k Q s a T

a A

e
P a

e
∈

=
∑

 (13) 

Where T is the virtual temperature. 1/

0
T T t τ−= , the training procedure is as below: 

Step1: Initial the network and other parameters. 
Step2: Obtain the current environment states and import to DSNN, compute the net 

output. 
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Step3: Compute ( )
k

p a and select a action in roulette gambling principle. 

Step4: Carry action ka and reading new states, then compute the reward ( )r t and error 

( , )E l n  

Step5: Adjust the weights and structure of the network. 
Setp6: If ( , )E l n δ< turn to step7, else turn to step2. Where δ is the error threshold. 

Step7: Save the network structure and weights, and then end the learning process. 

4   Results of Experiment and Analysis  

4.1   Comparative Analysis of Simulations 

In the Pioneer3-DX robot platform MobileSim we created the mobile robot working 
environment and compared three robot navigation methods, the first one is reinforce-
ment learning based on DSNN and the second is navigation based on APF (Artificial 
Potential Field) method, and the third is reinforcement learning based on 
BPNN(Back-Propagation Neural Network) 

It was seen clearly that there was a wall between the start point and goal point in the 
three figures. When the reinforcement learning based on DSNN is used, after training 
or learning process, the robot can avoid the wall and reach the goal point, showed in 
fig.8. But to artificial potential field method, the robot was trapped in the corner of wall 
and can’t escape. Because there maybe some balance points in the potential field, once 
the robot arrived near these points, often the robot was attracted to the balance point and 
trapped, showed in fig.9. When the reinforcement learning method based on BPNN is 
used, the robot also can finish the navigation mission, show as fig.10, but the hidden 
layer nodes were defined as 15 before training process. The DSNN has an obvious 
advantage is that the number of hidden nodes can be adjusted according to specific 
issues. To illustrate this point, experiments were done for ten times, fig.11 described 
the numbers of hidden nodes of each time. The number of each time was not equal, 
because the action sequence was different every time, but it should be noted that the 
number of neurons was relatively stable in a long time and there was a small difference.  

      

  Fig.8. Simulation trajectory baaed on DSNN       Fig.9.  Simulation trajectory based on APF 
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 Fig.10. Simulation trajectory based on BPNN         Fig.11. Hidden nodes number of DSNN 

4.2   Comparative Analysis of Pioneer3-DX Navigation Experiment 

In order to verify the validity of the algorithm, Pioneer3-DX mobile robot navigation 
experiments were executed. The working environment was the laboratory corridor, the 
width of the corridor is 1740mm, the most narrow place is 1540mm, show as fig.13 and 
fig.14, the coordinate of starting point is Start(6000mm,870mm) and the coordinate of 
goal point is Goal(32030mm, 9345mm). 

 

Fig.12.  Pioneer3-DX robot navigation in corridor environment 

    

   Fig.13. Navigation result based on DSNN             Fig.14. Navigation result based on APF 
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Compare the two figures, the trajectory of DSNN was nearly in the middle of the 
corridor and is smooth while the navigation trajectory based on artificial potential field 
method is not as good, many times, the robot knocked against the walls, and the robot 
must be paused and restart again. The simulation result is consistent with the experi-
mental one. Though the navigation based on DSNN need much time to learn the en-
vironment and train the network. Robot navigation experiment based on BPNN was 
also done, the result was similar to DSNN, but you should define the number of hidden 
layer first, in the experiment, a BPNN was created with a structure of 5-15-5. 

5   Conclusion 

Mobile robot autonomous navigation is a common interest to many artificial intelli-
gence researchers. Use of reinforcement learning strategy to achieve mobile robot 
navigation is an effective way, Combination of Q-learning and dynamical structure 
neural network not only solve the problem of dimension explosion but also create a 
structure self-organizing strategy, the network can adjust the structure and weights. To 
a certain extent, the robot became clever enough to contact with the environment and 
learn himself. Simulation and experiment were done and results show the effect of 
Q-learning based on DSNN get a better navigation perform than artificial potential field 
method.  
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Abstract. In this article, the kinematics modeling for the practical robot and 
movement formula have been established, whose are considered by the feasibil-
ity and reliability of actual control, and controls the movement of mobile robot 
by the planning route, guides the robot to complete the mission. On the other 
hand, ant colony optimization algorithm is used to solve the robot path plan-
ning. Based on the original ant colony optimization algorithm, it modifies  
the route choice strategy and the pheromone updating strategy etc. according to 
the information provided by the global map and the mission to complete. And 
the experimental results on MATLAB are convinced the optimal path.  

Keyword: mobile robot, kinematics modeling, motion control, path planning, 
ant colony algorithm. 

1   Introduction 

The path planning is a very important branch of mobile robots' research, and plays a 
vital role of robot’s navigation, and is also a significant manifestation of the intelli-
gence level of mobile robot [1]. The kinematics is the most basic research on how the 
robot hardware system to move, and also is the foundation of realizing the path plan-
ning algorithms. In this article, the kinematics model for the actual robot have been 
established which is the mathematic base for motion control.  

It has developed many methods in path planning field for many years, however 
those algorithms are some insufficiency in some degree [2], [3], [4]. The ant colony 
optimization (ACO) algorithm [5] simulates and modifies the behavior of natural  
ants searching for food. This article is based on this algorithm, and modified it ac-
cording to the actual requests, obtained the appropriate path, and proved it through the 
experiments.  
                                                           
* This work was supported by National High-tech R&D Program (863 Program), 

2007AA04Z254, Tianjin Binhai New Area’s Construction Science and Technology Action 
Planning Project Supported by Chinese Academy of Sciences, TJZX2-YW-06, and the key 
project of Tianjin Science and Technology Planning, 08ZCKFSF03400. 
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2   The Kinematics Modeling and Control for TUT06_B 

The robot which is called TUT06_B [6] uses the twin pedrail type movement struc-
ture. After power on, motors turning, they driver the coaxial planetary gear reducer 
and the input stage gear of the right angle reducer through the coupling, and then 
drive the driving pulley to revolve through the output stage gear of the right angle 
reducer, thus lead the pedrail to move. Using this structure, it can improve to the ro-
bot's movement stability and climbing performance effectively. Moreover, it’s 
equipped two assistant wheels in the side of the pedrail. As shown in Fig.1, it’s the 
motion part of the mobile robot. 

 
Fig. 1. Motion part of the mobile robot 

2.1   Position indication of TUT06-B [1] [7] 

Although this robot's motion part has used the pedrail structure, it doesn’t have any 
differences with the wheeled robot in principle. In this article, it is simplified to twin 
wheel differential driving structure, and the robot is defined a rigid body on the driv-
ing pulley, which is moving in the horizontal plane, as Fig.2 (a) showing. Establishes 
the following coordinate relations: O-XY is the workspace’s global reference coordi-
nate, and OR-XRYR is the mobile robot’s local reference coordinate, OR is the origin of 
OR-XRYR , which is superposition with the right driving pulley’s middle point. OR's 
position in O-XY is (xOR, yOR), and the angle difference between two coordinate is Φ, 
thus the robot’s pose in O-XY is ( , , )T

OR ORx yξ φ=& . 

In order to analyze the robot's movement, it should map the point’s position in 
global reference coordinate to the robot local reference coordinate, which satisfied: 

( )R Rξ φ ξ= ⋅& &
                                                         (1) 

                                

c o s s i n 0

( ) s in c o s 0

0 0 1

R

φ φ
φ φ φ

⎡ ⎤
⎢ ⎥= −⎢ ⎥
⎢ ⎥⎣ ⎦                                      (2) 
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Fig.2. Kinematics modeling of the mobile robot 

2.2   Modeling for Direct Kinematic Problem 

The so-call direct kinematic problem is to obtain the robot’s movement route with 
known the two wheel’s speeds. As shown in Fig.2 (b), supposed the robot is at the 
initial point, which means the right wheel’s position namely is origin of O-XY. Let 
the distance between the two pedrail is A, the driving pulley's radius is r, and the left 

and right driving pulley's angular velocity is lω& and rω&  respectively. According to 

formula 1, the robot’s movement coordinates in local reference coordinate maps to 
global reference coordinate, which satisfied: 

                                               
1( ) RRξ φ ξ−= ⋅& &

                                                     (3) 

                              

1

cos sin 0

( ) s in cos 0

0 0 1

R

φ φ
φ φ φ−

−⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦                                           (4) 

Because each wheel’s relative position of the robot is fixed, the wheel isn’t able to 
move along the YR direction, namely yR=0. If the right wheel is rotating and the left 

wheel is stopping, the rotation angle θr is satisfied 2 r
r

r

A

π ωθ ⋅=
& . In the same way, 

2 l
l

r

A

π ωθ ⋅= −
&

. 
Therefore, the kinematics modeling is as follows: 
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2.3   Modeling for Inverse Kinematics Problem 

The so-call inverse kinematic problem is to obtain the motion law of the robot’s driv-

ing wheels with known the planned path, which means that it should obtain lω& and 

rω&  with known ( , , )T
R Rx yξ θ=&

.
  The so-called mobile robot's motion control is to 

guide the robot moving along the expectation path by adjusting the robot's speed and 
direction. 

In order to simplify the calculation, it is analyzed in local reference coordinate, as 
shown in Fig.2 (b). At time t, the robot has rotated an arc with central angle θ (anti-
clockwise is defined positive direction), and arrives at position PR, the left and right 
driving pulley have passed distance Sl and Sr respectively. 

                                      2 ( )l l l rS r t D D Aπ ω θ θ= = ⋅ = − ⋅                                       (6) 

                                       2r r rS r t Dπ ω θ= = ⋅                                                 (7) 

According to the relation between arc and chord, it can obtain formula as follows  

                                    
2 22 sin

2r P PD x y
θ⋅ = +

                                             (8) 

And angular velocity can obtain from formula (7) and (8) simultaneous. 

                                          

2 2

4 sin
2

P P
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x y

rt

θ
ω θπ

⋅ +
=

                                                   (9) 

                       

2 2( 2 s in )
2

4 s in
2

P P

l

x y A

r t

θθ
ω θπ

⋅ + −
=

                                  (10) 

According to formula (9) and (10), when the robot is hoped to move along a 
straight line, which means θ=0, its angular velocity should set to ωl =ωr; when the 
robot is hoped to turn left, namely θ>0, its angular velocity should set to ωl <ωr; and 
vice versa. Based on the kinematics inverse problem's modeling, if the planned route 
is determined, namely the next position is arranged, and the robot could arrive at the 
target point at the set speed. 

From the above analysis, it is known that the robot’s turning is realized by setting 
different angular speed for wheels [8], especially, when ωl = - ωr , namely the two 
wheel are rotating at the same speed but in the opposite direction, the robot will rotate 
at the original-place. In this way, robot just rotates a certain angle without displace-
ment in forward or back direction when turning. Therefore, mobile robot’s movement 
can divide to three kinds: linear motion, arc motion and rotational motion. Any sub-
paths can be made of these three kinds movement. In the experiment, for reducing 
calculation works, the arc motion is simplified to the union of linear motion and rota-
tion motion, which means the arc is carried on the fitting with certain line segments. 
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Thus, the method to arrive the expected position is to revolve certain angle which is 
decided by the angle between the robot’s current direction and expected direction, and 
then to move along the line. In the next part of this article, the path planning algo-
rithm is modified to adapt to the actual motion control, in this way, it can realize the 
algorithm more easily, and also can improve real-time performance of system. 

3   The Modified ACO Algorithm Using in Robot’s Path Planning  

The first application of ACO is travelling salesman problem (TSP) [5]. Therefore the 
mathematical model is built according to TSP[9][10]: n is the total of cities, г is the 
set of cities, Г= {г1, г2, ...... гn}, m is the total of ants, bi(t) expresses the number of ant 
located in the city i at time t, dij is the Euclidean  distance between city i and city j, 
τij(t) is pheromone on path < i, j> at  time t, tabu(k) is ant k’s tabu list, which is used 
to record the set of passed through cities，pij is the transition probability which de-
cides ant to choose the next city j. 

From reference [5], [9], [11], the function is defined as follows: 

              

k

[ ] [ ]
, if j allowed (i)

[ ] [ ]

0,                                  otherwise
k

ij ij

ij ij
ij

j allowed
p

α β

α β

τ η
τ η

∈

⋅
∈

⋅=

⎧
⎪⎪
⎨
⎪
⎪⎩

∑

                          (11) 

allowedk(i) = { г-tabu(k) }, which expresses the set of available city to travel; ηij = 
1/dij is the distance heuristic function; α is the information heuristic factor; β is the 
distance heuristic factort.  

                                       
( ) (1 ) ( ) ( )ij ij ijt n t tτ ρ τ τ+ = − ⋅ + Δ

                                  (12) 
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Δ = Δ∑
                                          (13) 

ρ is the pheromone volatile coefficient, and (1-ρ) is the residual factor. Usually, it sets 
ρ<1 to prevent the pheromone infinitely accumulation that will cause the algorithm to 
fall into local optimum. Δτij

k(0)=0. 

                    

, ,

0,
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kij
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τ
< >

Δ =
⎧
⎪
⎨
⎪⎩          (14) 

This formula is used in ant-cycle models, which is superior to other models [5], [11]. 
The so-called mobile robot’s path planning is to search a collision-free path from 

the initial state to the goal state according to the request of performance in the certain 
environment, where includes some obstacles. To realize path planning, it should com-
bine the algorithm and the actual robot [6]. ACO algorithm can apply to the TSP 
problem directly, however there’re some differences between the robot’s path plan-
ning and the TSP problem [12]. The differences are as follows: 
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1) Ants just are requested to find the shortest path from the starting point to the 
ending point in robot’s path planning, compared with TSP problem ants should 
travel all cities and then will find the best closed path. 

2) In robot’s path planning, updating the pheromone not only according to the 
length of the path, but also according to the distance between the path point and 
the obstacles, compared with TSP problem updating the pheromone according 
to the length of the path merely. 

3) In TSP problem, ants are traveling from one city to another city without restric-
tions of step-size and direction, but in order to realize the path planning more 
conveniently, every ant should move to one of the 4 adjacent nodes, which are 
the front, the behind, the left and right, according to the step-size. 

3.1   Problem Description and Environment Modeling  

As shown in Fig.3, the rectangular global map of the robot’s workspace Г is divided 
into m*n (length=width=temp) nodes according to the actual situation and robot's 
movement condition, and temp is the robot’s movement step-size namely, which 
marked black S (xS, yS) is the starting point, E (xE, yE) is the ending point, between 
them the light-color regions are the fixed obstacle, the ant needed to find a short and 
safe path from S to E.  

S
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Y

O

C

B

(xe,ye)

A

ra

rb

rc

(xs,ys)

 
Fig.3. The global map of the robot’s workspace 

Each node from left to right, from bottom to top is marked: 1, 2, 3,..., i,..., j,..., m*n, 
and each node is indicated by the left bottom coordinate, namely (x0, y0), (x1, y1), (x2, 
y2),...(xi, yi),...(xj, yj),...(xm*n-1, ym*n-1), then the node i coordinate should satisfy: 

                                

1
m o d [ ]

1
( in t [ ] 1)

i

i

i
x te m p

n

i n
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n

−
= ⋅

− −
= + ⋅

⎧
⎪⎪
⎨
⎪
⎪⎩                           (15) 

mod[·] here represents the residue reduction operation and int[·] represents the inte-
gralized operation. The distance dij between node i and node j satisfies as follows: 
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2 2( ) ( )ij i j i jd x x y y= − + +

                                 (16)  

In order to simplify the computation, the blocking area is three hypothesis circu-
lars, whose radii are ra, rb, and rc, and the centers of circles are A (xA, yA), B (xB, yB), 
C (xC, yC) respectively. You can judge whether the formula in (17) is established: if 
establishes, sets the point’s coordinate to (∞, ∞); otherwise the coordinate is invari-
able. When generating path, the transition probability formula (11) is according to the 
path length partially, therefore it may avoid the blocking area effectively. 
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3.2   Path Point Choice  

The ant colony optimization algorithm is a discrete distributed algorithm, the final 
path is composed with every time sub-path. At time t, ant k must choice the next posi-
tion depending on the transition probability. Each ant is able to move along up, down, 
left or right, and without the passed nodes, therefore the feasible region of ant k in 
position i should satisfies: 

    
{ }( ) ( ) ( ( )) ( 2 )k ija llow ed i j j j tabu k d tem p= ∈ Γ ∉ <I I

           (18) 

From the above analysis, the distances dij between any node i and node j in its feasi-
ble region are equal, namely all of ηij are equal, and ηij is insignificant in the in formula 
(11), therefore ηij in the path planning question should be modified [13] as follows: 
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                (19)  

djE is the distance from node j to the end point E, MaxdA(j)E is the maximum value of 
djE, ηij’ can distinguish different node j using this method. It will be more suitable for 
path planning problem if the distance heuristic function of formula (11) is replaced 
with formula (19). Parameters(ω, μ, г) setting must be adjusted conditionally: the 
temp is more smaller, then the difference among djEs is very small, these parameters 
should be increased suitably to distinguish the different nodes; otherwise, its value 
should be reduced suitably. 

3.3   Pheromone Updating 

In order to avoid the obstacles safely, it should consider the distance between the path 
point and the obstacle, and then the security factor λ is introduced, so the pheromone 
updating formula is modified as follows: 
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. If λ is bigger, the final path will more far away the 

obstacle; otherwise, more nearer. 

3.4   Algorithm Execution Steps   

Step1: Initialization, establishment parameters: NCmax, ant_num, τij (0) = C(C is a 
constant), Nc = 0, tabu (k) =Ø, the global best path: best_path= Ø, the length of 
best_path: min_length=∞ 
Step2: If Nc < NCmax, transfers to Step3; otherwise transfers to Step7 
Step3: Places all the ants on beginning S, namely all ant's tabu list: tabu (k) = {S}, 
and initializes the length of the shortest path in this iteration: temp_min_length=∞, the 
best path in this iteration: temp_path (Nc) = Ø, the length of path that ant k had 
passed: length (k) =0, the number of ants that have found the ending point: 
reached_ant=0 
Step4: for (k = 1; k > ant_num; k++) 

    {ant k choices next node j in its feasible region according to formula (11) and 
(9); 

adds j into ant k’s tabu list tabu(k); 
      calculates the length of ant k passed path: length(k); 
      if ( j == E) 
      ++ reached_ant;} 
     if (reached_ant==0 ) 
        transfers to Step6; 
     else 
        transfers to Step5; 

Step5: for ( i = 0; i < reached_ant; i++ ) 
     {updating pheromone according to formula (12) and (20);   
       updating the current length of the shortest path: temp_min_length;                

updating the current best path: temp_path(Nc);} 
min_length=temp_min_length;  
best_path= temp_path (Nc); 

    Nc= Nc+1; 
for ( k = 1; k > ant_num; k++) 

     {empty tabu list of ant k: tabu (k) =Ø;} 
      transfers to Step2; 

Step6: for ( k = 1; k > ant_num; k++) 
{setting the current node of ant k is j;}  
transfers to Step4; 

Step7: output the global best path and its length, and then algorithm is finished 
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4   Simulation and Analysis  

According to the algorithm execution steps, the simulation results were obtained by 
using MATLAB. The results are shown in Fig.4. The yellow grid is the starting point, 
the red one is the ending point, the circular region is the blocking area, and the blue line 
is the best path generated by this algorithm. The ant number was 20, iterative number 
Nc_max=100, α=1.4, β=5, ρ=0.5, Q=100. In figure (a), the workspace was divided into 
m*n=12*18 nodes, temp=5, λ=5, ω=1, μ=0, г=1; in figure (b) workspace was divided 
more nodes, m*n=30*45, temp=2, λ=5, ω=50, μ=10, г=10. Because of the smaller 
length of step size in figure (b), and the difference of distance between different nodes 
was reduced, thus the weight of distance heuristic function was increased.  

 

                        (a) temp=5                                                             (b) temp=2 

Fig.4. The final best path 
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           (a) Nc =5,temp_min_path=165                        (b) Nc =15, temp_min_path=195 
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       (c) Nc =30, temp_min_path=135                        (d) Nc =60, temp_min_path=145 

Fig.5. Path generated during the operation, temp=5 
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Fig.5 is the path generated during the program running. At the beginning moment, 
because of fewer accumulated pheromone, the generated path was presented bigger 
randomness and longer length, as shown in figure (a), (b) and (c). Some time after the 
operation, pheromone was accumulated a lot in some better sub-paths, and the opti-
mal path have restrained to some certain specific sub-paths, but also presented ran-
domness, as shown in figure (d).  

5   Conclusions 

This article has given the kinematics model for the actual robot, which lays a founda-
tion for further study on motion control and also has modified ACO for mobile ro-
bot’s path planning, and then operates it through MATLAB. The simulation result has 
proven the algorithm feasibility and validity. But it has not considered the dynamic 
obstacles, it will research on the workspace with dynamic in the future, moreover 
algorithm's convergence and the practical application will also prepare to study. And 
we will also consider extending this method to other robotic platforms. 
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Abstract. This paper presents a new cerebellar model articulation controller 
(CMAC), a sliding-mode-based diagonal recurrent fuzzy CMAC (SDRFCMAC) 
to robot-assisted rehabilitation for stroke patients. To design the intelligent con-
troller, the CMAC is integrated with some control methods, in which sliding 
mode technology is used to reduce the dimension of the control system, and 
fuzzy logic and diagonal recurrent structure is used to solve dynamic problems. 
The control architecture is represented in terms of stepping optimization system 
architecture comprising two learning stages to provide robotic assistance for an 
upper arm rehabilitation task and improve the safety of the human-robot sys-
tem. Liapunov stability theorem and Barbalat's lemma are adopted to guarantee 
the asymptotical stability of the system. The effectiveness of the control scheme 
is demonstrated through a simulated case study. 

Keywords: Arm rehabilitation robot, Sliding mode technique, Cerebellar model 
articulation controller (CMAC), Sliding-mode-based diagonal recurrent fuzzy 
cerebellar model articulation controller (SDRFCMAC). 

1   Introduction 

Since the number of patients suffering from stroke is large and the conventional 
treatment is time consuming, it is a big advance if robots can assist in performing 
treatment [1]. In the last few years, robot-assisted rehabilitation therapy for the stroke 
patients has been an active research area, which provides repetitive movement exer-
cise and standardized delivery of therapy with the potential of enhancing quantifica-
tion of the therapeutic process [2-4]. 

One of the major difficulties in realizing robot-assisted rehabilitation is the controller 
design. The existing robotic rehabilitation systems primarily use some conventional 
controllers to assist the movement of the patient’s arms [3-5]. Designing a controller for 
rehabilitation robots should be difficult, because the external disturbance itself is sub-
jected to another unsolved controller (the human control). In the current work, we con-
sider the affects of the patient in the human-robot rehabilitation system, and then design 
an interdisciplinary controller with the combination of cerebellar model articulation 
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controller (CMAC), fuzzy logic, sliding mode technique, and diagonal recurrent net-
work. Note that the presented controller is not specific to a given rehabilitation robot but 
can be suitable for some kind of exoskeletal wearable arm rehabilitation robots. 

This paper is organized as follows. It presents the overall control architecture in 
Section 2. The conventional controller and the interdisciplinary controller are  
described in Section 3 and Section 4, respectively. Then the human-robot rehabilita-
tion system is described in Section 5. Simulation results are presented in Section 6. 
Section 7 discusses the potential contributions and the future work. 

2   Control Architecture 

The proposed control architecture of the human-robot rehabilitation system is initially 
presented in the context of testing the potential range of the patient motion, called the 
test task. In this task, the patients are asked to move their arms to follow the desired 
joint motion trajectories as accurately as possible. Note that the presented control archi-
tecture is not specific to a test task but can be used for any other rehabilitation tasks. 

A conventional controller could be used to provide robotic assistance to a pa-
tient’s arm movement as and when needed to help him/her to complete the test task. 
But various robots, different patients, and task-related information may affect the 
test task. These influential factors may require some adjustments to the accom-
plishment of the task. As a result, the conventional controller should be aware of 
these adjustments. 

To accommodate the above requirements, an interdisciplinary controller is pre-
sented in this work, which learns firstly the basic control ability from the conventional 
controller, and then provides appropriate assistance for patients based on the available 
system information and the control effect. Thus, in this work, we take advantage of 
stepping optimization architecture to train the interdisciplinary controller (Fig. 1). In 
the course-tuning stage, the interdisciplinary controller is trained to make its output 
behavior approximate the control surface of the conventional controller. In the fine-
tuning stage, the former is further trained to improve the system stability and guaran-
tee the safety of the rehabilitation system. 

 

Fig. 1. Control architecture of the human-robot arm rehabilitation system 
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3   Conventional Controller 

Sliding mode control (SMC) is an effective robust control approach for nonlinear 
multi-input multi-output systems, especially for rigid robots [7][8]. we design a con-
ventional controller based on SMC method to train the interdisciplinary controller. 

We define the following sliding mode vector as 

1 2 1 2 1 2[ , , , ] [ ][ ]T T
nS s s s CE C C e e= = =  . (1) 

where 1 1( , , ) n n
nC diag c c R ×= ∈…  is a positive matrix, 2

n nC R ×∈  is a unit matrix, 

dE X X= − is the tracking error vector. The SMC law is designed as 

( )2 1 1 1 1( ( )) ( ) ( ) ( ) ( )d du inv B X F X x C x x Dsat S S C sat S= − + + − + + +  . (2) 

where ( ( ))inv B X  represents the inverse of the matrix ( )B X , ( )sat s  is a saturation 

function, which is defined as follows: 

1 / 1

( ) / 1 / 1

1 / 1

s

sat s s s

s

δ
δ δ

δ

>⎧
⎪= − ≤ ≤⎨
⎪− < −⎩

 . (3) 

where 0δ >  is the layer thickness, /s δ κ<  is assumed. 

The stability of the conventional controller is guaranteed through choosing a 
Liapunov function 1

1 2 ( ( ) ) ( ( ) )TV S sat S S sat Sδ δ= − −  based on Liapunov stability 

theory. 

4   Interdisciplinary Controller 

In this section, we first present the model of the interdisciplinary controller, followed 
by the training details and stability analysis of the interdisciplinary controller. 

4.1   Model 

CMAC, a non-fully connected associative memory network, has good generalization 
capability and fast learning property. Some applications of CMAC for complex dy-
namic systems have been presented in [9][10][11][12]. The interdisciplinary controller 
is designed as a modified CMAC with the combination of fuzzy logic, sliding mode 
technique, and diagonal recurrent network, called as sliding mode based diagonal re-
current fuzzy CMAC (SDRFCMAC). The model of the SDRFCMAC is shown in  
Fig. 2, in which T  denotes the delay time. The network is composed of input space, 
association memory space with recurrent units, receptive field space, weight memory 
space and output space. The input of the SDRFCMAC is the signed sliding mode vec-
tor S  through (1). Firstly, nS R∈  is normalized, the input space is quantized into 
discrete regions (called elements), and the number of elements is Ne . Next, S  is 
mapped into the association memory space through receptive basis functions, where 
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the space consists of n Na×  blocks, a complete block is formed by Nr  elements, Na  
is the number of blocks relative to each input. Thirdly, the association memory matrix 

n NaA R ×∈  is mapped into the receptive field space through multidimensional receptive 
field functions. Lastly, the receptive field vector NrRs R∈  is projected onto weight 
matrix m NrW R ×∈  to computer the output mY R∈ . The SDRFCMAC consists of two 
primary functions that are performed in the association memory space and the recep-
tive field space, respectively. 

 

Fig. 2. Illustration of the SDRFCMAC model 

1) Receptive basis function: Gaussian function is adopted here, which can be rep-
resented as 

2

2

( )
exp , 1, , ; 1, , ; 3rij ijh

ij
ij

s
i n h Nr j p h

λ
α

σ
⎛ ⎞−

= − = = = +⎜ ⎟⎜ ⎟
⎝ ⎠

… …
 

. (4) 

where h
ijα  represents the jth block of the ith input is  with the mean ijλ  and variance 

ijσ
 
in the hth layer, and 0, , Ne h

Nrp ceil −= ⎡ ⎤⎣ ⎦… . The mean and variance can be expressed 

in the vector form n NaR ×Λ ∈  and n NaR ×Σ ∈ . The input rijs  in time step k  is repre-

sented as 

( ) ( ) ( )h
rij i rij ijs k s k w k Tα= + −

 
. (5) 

where rijw  is the recurrent weight, ( )h h
ij ijTk Tα α−  denotes the value of ( )h

ij kα  

through time delay T . The recurrent weight matrix can be expressed as n NaWr R ×∈ .  
2) Multidimensional receptive field function: Receptive fields are formed by 

blocks. The multidimensional receptive field function is defined as 

3

11

, 0,1, , , 1,2, ,
p hn

h
h ij

ji

Ne h
r p ceil h Nr

Nr
α

+

==

−⎡ ⎤= = =⎢ ⎥⎣ ⎦
∑∏ … …  . (6) 
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In this SDRFCMAC scheme, no receptive field is formed by the combination of 
blocks in different layers. Thus, the number of receptive fields is Nr . This kind of 
composition reduces the memory requirement, and makes nearby inputs can produce 
similar outputs, which provide local generation to SDRFCMAC. 

The output of the SDRFCMAC is expressed asY W Rs= i , where the lth element in 

Y  is 
1

Nr

l lh hh
y w r

=
=∑ . 

4.2   Learning Process 

The learning process of the SDRFCMAC includes two stages, the coarse-tuning stage 
and the fine-tuning stage. 

4.2.1   Coarse-Tuning Stage 
The purpose of this stage is to enable the output behaviour of the SDRFCMAC to 
approximate the control surface of the SMC controller. The control system is shown 
in Fig. 1(a). The control law ( )u t  is used as the target output; the error function is 

defined as 

( ) ( ) 2
1

1

1 1
( ) ( ) ( ) ( ) ( ) ( )

2 2

m
T

C C Sl
l

E k u k u k u k u k u k
=

= − − = ∑  . (7) 

Initially, the SDRCMAC weight matrixes are set as zero matrixes. And then, ac-
cording to the gradient descent method, these weight matrixes are updated at each 
time step by the learning rules (8). 
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1 1 1

1 1 1
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= − ∂ ∂ =⎧
⎪
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⎪
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⎩

∑

∑

∑
 

. (8) 

where 1wη , 1λη , 1ση , and 1rη  are positive constants, the subscript h  can be derived 

from the subscript j , and 
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The gradient descent method can guarantee the convergence of the parameters ijλ , 

ijσ , and rijw , and the output of the receptive field basis functions are limited in [0,1] . 

Therefore, the stability of the control system will not be destroyed due to the adaptive 
learning rules shown in (8). 

4.2.2   Fine-Tuning Stage 
The objective of this stage is to improve the system stability. The control system is 
shown in Fig. 1(b). Learning rules are derived from the gradient of SS  with respect to 
the parameters in the SDRFCMAC. 

2 2
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. (10) 

where 2wη , 2λη , 2ση  and 2rη  are positive constants. The parameters update equations 

are given by 

( 1) ( )

( 1) ( )

( 1) ( )

( 1) ( )

coarse tuning

coarse tuning

coarse tuning

coarse tuning

W k W k W

k k

k k

Wr k Wr k Wr

−

−

−

−

⎧ + = +
⎪

Λ + = Λ + Λ⎪⎪
⎨

Σ + = Σ + Σ⎪
⎪ + = +⎪⎩

 . (11) 

where coarse tuningW − , coarse tuning−Λ , coarse tuning−Σ , and coarse tuningWr −   are the final SDRCMAC 

parameters at the coarse-tuning stage; the behavior of the sliding mode controller is 
implicit in these parameters. Since the learning error will not accumulated in the fine-
tuning stage, the instability caused by the continued learning after the tracking error 
has been reduced can be solved by (11). 

4.3   Stability Analysis 

In the coarse-tuning stage, the SMC law (2) can guarantee the stability of the control 
system. In the following, the stability in the fine-tuning stage will be proved. 

For the stability analysis, we assume the optimal parameter matrixes W , Λ , Σ , 
and Wr  exists, which makes the SDRFCMAC output to approximate the SMC law 
(2) with an error smaller than ξ , ξ  is a positive number. 

( )max ( , , , , ) Su S W Wr u ξΛ Σ − <
 
. (12) 
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where ( , , , , )u S W Wr WRsΛ Σ , Then, Su WRs= + Ξ , where mRΞ∈ . According to (2) 

and (12), the following equation can be derived 

( ) ( )
( ) ( )

1
12

1
12

( ) ( ) ( )

ˆ ˆ( ) ( ) ( )

SS Dsat S C sat S d t B u u

Dsat S C sat S d t B WRs WRs WRs

= − + + + −

= − + + + + +

 

. (13) 

where ˆW W W= −  and ˆRs Rs Rs= − . Taylor linearization technique is employed to 
transform the nonlinear function into a partially linear form 

( ) ( ) ( )
ˆ ˆ ˆ

ˆˆ

ˆ
r Wr Wr

T T T
h h hWr Wr Wr

Wr

Rs Rs Rs
Rs Wr H

W

tr r tr r tr Wr r

R R R H

Λ=Λ Σ=Σ =

Λ Σ Σ=Σ =Λ=Λ

Λ Σ

⎡ ⎤∂ ∂ ∂⎡ ⎤ ⎡ ⎤= Λ + Σ + +⎢ ⎥⎢ ⎥ ⎢ ⎥∂Λ ∂Σ ∂⎣ ⎦ ⎣ ⎦ ⎣ ⎦

⎡ ⎤ ⎡ ⎤⎡ ⎤= Λ + Σ +⎣ ⎦ ⎣ ⎦⎣ ⎦
= + + +  

. 
(14) 

where ˆΛ = Λ − Λ , ˆΣ = Σ − Σ , ˆWr Wr Wr= − , H is a high-order term, and 

, , Nr
WrR R R RΛ Σ ∈ . 

Choose the Liapunov function as 

2 2 2 2 2( ) ( ) ( ) ( )T T T T T
w rV S S tr W W tr tr tr Wr Wrλ ση η η η= + + Λ Λ + Σ Σ +

 
. (15) 

Differentiating (15) with respect to time and using (11), (13) and (14) yields 

2 1( ( ) ( ) ( )) .T TV S Csat S Dsat S d t S B=− + + + Δ  . (16) 

where ŴH WRsΔ = + + Ξ  is assumed to be bounded by 1 1B C CκΔ ≤ < . Then, 

2 1 ( ) ( ) ( )T TV S C sat S S B S Dsat S S d t≤ − + Δ − +
 
. (17) 

In the case of / 1S δ > , ( ) ( )2 1 ( ) 0V S C B S D d t≤ − − Δ − − < ; in the case of / 1S δ < , 

( ) ( )2 1 ( ) 0V S C B S D d tκ κ≤ − − Δ − − ≤ . Since 2V  is negative semidefinite, that is 

2 2 (0)V V≤ , it implies that S , W , Λ , Σ , and Wr are bounded. Let function 

( ) ( ) ( )1 1 2( ) ( )L S C B S D d t S C B D d t Vκ κ κ κ≡ − Δ + − ≤ − Δ + − ≤ −

 

. (18) 

and integrate L  with respect to time, it can be shown that  2 20
(0)

t
Ld V Vτ ≤ −∫ . Be-

cause 2 (0)V  is bounded and 2V  is non-increasing and bounded, the following result 

can be shown 
0

lim
t

t
Ldτ

→∞
< ∞∫ . In addition, since L  is bounded by Barbalat’s lemma, it 
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can be shown that lim 0
t

L
→∞

= . That is, 0S →  as t → ∞ . As a result, the control system 

is asymptotically stable. 

5   Simulation Results 

A device for Robotic Assisted Upper Extremity Repetitive Therapy (RUPERT™ IV) 
is used as the main hardware platform in this work, which uses four pneumatic mus-
cles to actuate shoulder elevation, elbow extension, supination, and wrist extension 
[3]. Depending on the motion ability test of these patients’ arms, the functions of the 
active joint torques are designed. 

The dynamic model of the human-robot rehabilitation system is designed based on 
Lagrange equation in Robotics (given in (19)) [6]. 

( ) ( , ) ( ) ( , )M q q C q q q Kq Bq G q q q τ+ + + + + Δ =  . (19) 

where, 4,, Rqqq ∈ is the joint angle, joint angle velocity, and angle acceleration vec-

tor , respectively; 44)( ×∈ RqM  is the inertia matrix; 4),( RqqqC ∈ is the vector of 

Coriolis and centrifugal forces; 44×∈ RK  is the joint friction matrix, 44×∈ RB  is the 

joint viscosity matrix; 4)( RqG ∈ is the gravity vector; ),( qqΔ is the error of the 

model; τ  includes the patient’s active torque and the control signal. 
In the simulation, the control objective is to let the system state X  track the refer-

ence trajectory dX . The SDRFCMAC used in these systems is characterized as fol-

lows: 4Ne = ; 3Nr = ; 6Na = . The receptive fields are selected to cover the input 
space {[ 1,1],[ 1,1]}− −  along each input dimension. Therefore, the initial values of the 

parameters for the receptive field basis functions in the coarse-tuning stage are 
[ ] [ ]1 2 3 4 5 6, , , , , 1.25, 0.75, 0.25,0.25,0.75,1.25i i i i i iλ λ λ λ λ λ = − − − , and 0.75ijσ = . The initial 

weight W and Wr  in the coarse-tuning stage are set as zero matrixes, and the final 
parameters in the coarse-tuning stage are chosen as the initial parameters in the fine-
tuning stage. 

The initial state are [ ]0 0,0,0,0
T

q = ° , [ ]0 0,0,0,0 /
T

q s= ° , and the reference trajectories are 

set as [ ]( ) 30 10sin ,60 30sin ,45sin ,15 45sin
T

dq t t t t t= + + + ° . The control parameters are 

chosen as 0.3δ = , 1 (10,10)C diag= , 0.3κ = , 5D= , 0.6wiη = , 0.1i i riλ ση η η= = = , 

where 1,2i = . These parameters are chosen through trial and error to achieve satisfac-
tory performance. For comparison, the fuzzy CMAC (FCMAC) [10], the SMC [7] and 
the SDRFCMAC are used in the simulation. The shoulder and elbow flexure/extension 
joint motion is more influential in the upper arm movements. Thus, Fig. 3 shows the 
angle tracking responses of these three methods in these two joints. The results of the 
SDRFCMAC and the SMC scheme are all satisfactory, and slightly better than that of 
the FCMAC. For further comparing SMC and SDRFCMAC, Fig. 4 shows the angle 
velocity tracking responses these two methods. These figures illustrate that the 
SDRFCMAC controller can more smoothly track the reference trajectory. 
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Fig. 3. Angle tracking responses of the human-robot system 
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Fig. 4. Angle velocity tracking responses of the human-robot system 

6   Conclusions and Future Work 

In this paper, we present a new control approach for the human-robot rehabilitation 
system that includes the coordination between an interdisciplinary controller and a 
conventional controller, which are used to provide robotic assistance for an upper 
arm rehabilitation task. According to Liapunov stability theorem and Barbalat’s 
lemma, the asymptotical stability of the human-robot system is guaranteed. The 
simulation results demonstrated the usefulness of the controller in the test rehabili-
tation task. 

An important direction for future development involves testing the usability of the 
proposed control method with stroke patients in laboratorial and clinical experiments. 
New methods to detect human state information can be integrated into the control 
system. For instance, Electromyogram (EMG) signals can be used to monitor the 
patient’s muscle state to detect their exhaustion. 



216 S. Liu et al. 

Acknowledgments. This work is supported by grants from the National Nature Sci-
ence Foundation of China, No 60674105. The authors would like to thank Prof. Jiping 
He for the guidance regarding the RUPERT modeling and control. 

References 

1. Lum, P.S., Burgar, C.G., Shor, P.C., Majmundar, M., Van der Loos, H.F.M.: Robot-
assisted Movement Training Compared with Conventional Therapy Techniques for the 
Rehabilitation of Upper-limb Motor Function after Stroke. Arch. Phys. Med. Rehab. 83, 
952–959 (2002) 

2. Kahn, L.E., Lum, P.S., Rymer, W.Z., Reinkensmeyer, D.J.: Robot-assisted Movement 
Training for the Stroke-impaired Arm: Does it Matter What the Robot Does? J. Rehab. 
Res. Dev. 43, 619–630 (2006) 

3. Sugar, T.G., He, J., Koeneman, E.J., Koeneman, J.B., Herman, R., Huang, H., Schultz, 
R.S., Herring, D.E., Wanberg, J., Balasubramanian, S., Swenson, P., Ward, J.A.: Design 
and Control of RUPERT: a Device for Robotic Upper Extremity Repetitive Therapy. IEEE 
Trans. Neural Sys. & Rehab. Eng. 15, 336–346 (2007) 

4. Krebs, H.I., Palazzolo, J.J., Dipietro, L., Ferraro, M., Krol, J., Rannekleiv, K., Volpe, B.T., 
Hogan, N.: Rehabilitation Robotics: Performance-based Progressive Robot-assisted Ther-
apy. Auto. Robots. 15, 7–20 (2003) 

5. Ju, M.S., Lin, C.C.K., Lin, D.H., Hwang, I.S., Chen, S.M.: A Rehabilitation Robot With 
Force-Position Hybrid Fuzzy Controller: Hybrid Fuzzy Control of Rehabilitation Robot. 
IEEE Trans. Neural Sys. & Rehab. Eng. 13, 349–358 (2005) 

6. Craig, J.J.: Introduction to Robotics: Mechanics and Control. Prentice Hall, New Jersey 
(2004) 

7. Liu, S., Wang, Y., Fang, H., Xu, Q.: Trajectory Tracking Sliding Mode Control for Robot. 
Microcomputer Inf. 24, 261–262 (2008) 

8. Liu, J.K.: MATLAB Simulation for Sliding Mode Control. Tsinghua Press, Beijing (2005) 
9. Chiang, C.T., Lin, C.S.: CMAC with general basis functions. Neural Network 9, 1199–

1211 (1996) 
10. Sun, W., Wang, Y.N.: Fuzzy Cerebellar Model Articulation Controller and its Application 

on Robotic Tracking Control. Control Theory & Application 23, 38–42 (2006) 
11. Lin, C.M., Chen, L.Y., Chen, C.K.: RCMAC Hybrid Control for MIMO Uncertain 

Nonlinear Systems Using Sliding-mode Technology. IEEE Trans. Neural Networks 18, 
708–720 (2007) 

12. Yeh, M.F.: Single-input CMAC Control System. Neurocomputing 70, 2638–2644 (2007) 



W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 217–225, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Layer-TERRAIN: An Improved Algorithm of TERRAIN 
Based on Sequencing the Reference Nodes in UWSNs 

Yue Liang and Zhong Liu 
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Abstract. The Layer-Terrain algorithm is proposed in the background of un-
derwater environment, focusing on reduction of the accumulated location error. 
Based on the TERRAIN algorithm, this algorithm introduces the concept of 
layer, sequences the reference nodes according to the information of layer and 
estimates the position by maximum likelihood estimation. This sequencing 
process not only makes use of redundant information, but also limits the amount 
of computing data. The simulation experiments show that the improved algo-
rithm efficiently deals with error propagation among the network and improves 
the localization precision of TERRAIN algorithm. 

Keywords: Node localization, Underwater wireless sensor networks, TOA, 
Layer, Layer-TERRAIN. 

1   Introduction 

1.1   Location in UWSNs 

Wireless sensor networks are composed of large numbers of sensor nodes that are 
scatted in the region of interest to acquire some physical data. These sensor nodes 
should have the ability of sensing, processing and communicating [1].  

Many applications of wireless sensor networks require the location information of 
sensor nodes, such as environment monitoring, remote controlling, target tracking, 
coverage and routing.  

Lots of localization algorithms for wireless sensor networks have been proposed. 
These algorithms are divided into two categories: range-based algorithm [2-5] and 
range-free algorithm [6-10]. The former is defined by protocols that use absolute 
point-to-point distance or angle estimates for calculating location. The methods of 
distance or angle estimates include time of arrival (TOA), time difference of arrival 
(TDOA), received signal strength indicator (RSSI) and angle of arrival (AOA). The 
latter makes use of the information of connectivity and estimated distance for calcu-
lating location. This paper concentrates on the range-based. 

The underwater wireless sensor network is a newly application domain [11]. Because 
of complicated physical environment and limited communication bandwidth in the 
ocean, the sound signal is chosen as the information transmission medium. The method 
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of TOA is used to estimate the absolute point-to-point distance. The node localization 
process of UWSN is depicted as follow: first, upgrading the normal nodes to anchor 
nodes by some automatic underwater vehicle (AUV) or other moving devices, second, 
localizing every node of the UWSN by iterative algorithm.  However, the iterative 
algorithm leads to error accumulation problem when measurement error exists.  When 
networks are large, while the anchor nodes are not enough, the results of localization 
are often unacceptable.  

There are two ways that deal with the problem of error accumulation: repeatedly 
measurements [12] and circulating refinements [13]. The former needs many  times meas-
urements of distances, the latter yields large amount cost of communication and compu-
tation, sometimes, the algorithm is uncertain because of un-prediction of cycle index[14]. 

Therefore, we need a more efficient method to deal with the error accumulation 
problem of the iterative algorithm. 

1.2   TERRAIN 

TERRAIN is a range-based algorithm proposed by Savarese. This algorithm consists of 
three steps: 

1. Set up relative coordinate system based on each anchor node.  
2. Measure distance between anchor nodes and unknown nodes.  
3. Compute the geographic position by maximum likelihood estimates.  

In step 1, the relative coordinate system is set up with the anchor nodes as the origin. 
The assumption based coordinates (ABC) algorithm is used to localize the initial refer-
ence nodes.  Three initial reference nodes have to be localized in two-dimension space 
and four in three-dimension space. In this paper, we discuss the two-dimension space. 

In step 2, based on the initial references nodes, the maximum likelihood estimate is 
used to localize the relative coordinate of unknown nodes with the iterative algorithm.  
After that, the distances between nodes and origin are obtained. 

In step 3, when one node computes more than three distances, the maximum like-
lihood estimate is used to compute its geographic position. 

 

Fig. 1. The TERRAIN algorithm 



 Layer-TERRAIN: An Improved Algorithm of TERRAIN 219 

1.3   Our Work 

In the second step, TERRAIN estimates the node position without sequencing the 
reference nodes. When the reference nodes have large error, the estimation process 
related to these nodes definitely yields larger error and leads to error accumulation. 

Therefore, we improve the TERRAIN algorithm in two ways:  

1. Introduce the concept of layer, and sequence the reference nodes mainly according 
to the information of layer. 

2. Sequence the reference nodes according to the acoustic propagation time if they are 
in the same layer. 

The rest of this paper is organized as follow. In section 2, we propose the 
layer-TERRAIN algorithm. In section 3, the experiment results are given and analyzed. 
Section 4 concludes the paper and outlines the future works. 

2   Layer-TERRAIN Algorithm 

2.1   Definition of Layer 

Layer indicates the node position precision indirectly. In the relative coordinate system, 
the transmission form of information between nodes is described in table 1. 

Table 1. Transmission form of information 

ID Layer X Y Sen_time Rec_time 

The symbols that used in transmission form are explained as follow: 

 ID- the unique identifier of each node. 
 Layer- the layer of each node. 

 X-the relative X-axis coordinate. 

 Y-the relative Y-axis coordinate. 

 Sen_time - the time that a node sends the information. In the premise of time syn-

chronization, Tcommunicate refers the maximum communication time, and Tcompute  

refers the maximum computation time. Time between two iterative process is de-

fined as     communicate computeT  T T= + , and Sen_time = n*△T, in which n is a positive 

integer. After sending the information, the node switches to the sleep mode. 

 Rec_time - the time that a node receives the information. 
 The definition of layer is on the basis of the following rules: 
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 The layer of the initial reference nodes is zero. In other words, the layer of ref-
erence nodes determined by the ABC algorithm is zero. 

 The layer of the node that uses the initial reference nodes to estimate its position 
is one. The layer of the node that uses the reference nodes in the first layer to es-
timate its position is two, and the like. 

 The layer of the node that uses the reference nodes in different layers to estimate 
its position is adding 1 to the least layer of the reference nodes. 

2.2   Sequencing of Reference Nodes 

Assuming that a node receives k reference nodes information, the process of se-
quencing the reference nodes is shown as follow: 

1. If 3k < , turn to step 2. If 3k ≥ , turn to step 3. 

2. Receive  new information of reference nodes within another △T. 

3. If 10k ≤ , turn to step 5. If 10k > , turn to step 4. 

4. Sequence the newly added reference nodes  within △T. 

5. The maximum likelihood estimate is used to estimate node position.  

 

Fig. 2. Sequencing the reference nodes 

The pseudo codes are given as follow. 

while (the node is not located) 

{ 

        if k<3 

waiting for new reference nodes within △T 

continue 
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        else if  k>10 

sequencing the newly added reference nodes,  

and throw the unwanted ones 

else 

the maximum likelihood estimate is used to  

estimate node position 

} 

2.3   Maximum Likelihood Estimation 

Reference demonstrates that the precision of node position is not improved apparently 
when the number of reference nodes is more than ten, however, extra reference nodes 
lead to extra cost of computing. Therefore, in this paper, we enact that the maximum 
number of reference nodes involved in computing is ten.  This rule not only makes use 
of redundant information, but also limits the amount of computing information. 

Let ( , )x y refers to the coordinate of the unknown node, 1 1 10 10( , ) ( , )x y x yL refers to 
coordinates of the sequenced reference nodes and 1 2 10( , )r r rL  refers to the distances 
between the reference nodes and unknown node. The linear equation is AX B=  

1 10 1 10

9 10 9 10

2( ) 2( )

2( ) 2( )

x x y y

A

x x y x

− −⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥− −⎣ ⎦

M M  
 

(1) 

2 2 2 2 2 2
1 10 1 10 1 10

2 2 2 2 2 2
9 10 9 10 9 10

x x y y r r

B

x x y y r r

⎡ ⎤− + − + −
⎢ ⎥= ⎢ ⎥
⎢ ⎥− + − + −⎣ ⎦

M  (2) 

The position of unknown node estimated by maximum likelihood estimate 
is 1ˆ ( )T TX A A A B−= . 

2.4   Localization Process of UWSN 

After above analysis, the node localization in UWSN is depicted as follow: 

 AUV or other moving devices localize a small fraction of nodes as anchor. 
Relative coordinate systems are set up with the anchor nodes as origin. 

 In the relative coordinate systems, an optimized iterative algorithm based on the 
information of layer is used to estimate the node position. After that, the distance 
between the nodes and origins are obtained. 

 The maximum likelihood estimate is used to localization the node geographic 
position. 
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3   Experiment and Analysis 

3.1   Analysis of Algorithm 

In this set of experiment, many nodes from 100 to 500 are placed randomly in a 20*20 
square. Each node has the same communication radius of 4. The proportion of the 
anchor nodes is 5% and the measurement error is 5% of radius. Figure 3 shows the 
relation between position error and number of nodes. Figure 4 shows the relation be-
tween position error and number of anchor nodes. Figure 5 shows the relation between 
the position error and connectivity. The position error of TERRAIN algorithm is about 
39% under the usual conditions. From these figures, we can conclude that the 
layer-TERRAIN algorithm is more precious than TERRAIN algorithm. 

 

Fig. 3. Relation between position error and number of nodes 

 

Fig. 4. Relation between position error and number of anchor nodes 

3.2   Analysis of Accumulation Error Controlling 

In order to confirm the effects on error accumulation controlling, we do another ex-
periment. 400 nodes are randomly placed in a 40*40 square. Each node has the same  
 



 Layer-TERRAIN: An Improved Algorithm of TERRAIN 223 

 
Fig. 5. Relation between position error and connectivity 
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Fig. 6. Real position and estimated position after error accumulation controlling 

  

Fig. 7. Real position and estimated position without error accumulation controlling 

radius of 4 and the measurement error is 5% of radius. The anchor nodes are placed in(0, 
0), (0, 1) and (1, 1). The blue ‘。’ stands for the real node position. The red ‘.’ stands for 
the estimated node position. Figure 6 shows the node real position and estimated position 
after error accumulation controlling.  Figure 7 shows the node real position and estimated 
position without error accumulation controlling. The experiment demonstrates that after 
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error accumulation controlling, 65.01% of nodes are estimated, while without error ac-
cumulation controlling only 33.00% of nodes can be estimated. Layer-TERRAIN im-
proves the number of nodes that can be estimated. 

4   Conclusion 

We present an improved localization algorithm for underwater wireless sensor net-
works. Through our study, we find that the best method of ranging in ocean environ-
ment is TOA or TDOA if range-based localization method is used. Furthermore, we 
present the layer-TERRAIN algorithm to deal with the measurement errors and error 
accumulation. The experiment demonstrates that the improved algorithm has better 
performance than the TERRAIN.  
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Abstract. This paper proposes a hybrid neural network method to solve the UAV 
attack route planning problem considering multiple factors. In this method, the 
planning procedure is decomposed by two planners: penetration planner and at-
tack planner. The attack planner determines a candidate solution set, which 
adopts Guassian Radial Basis Function Neural Networks (RBFNN) to give a 
quick performance evaluation to find the optimal candidate solutions. The 
penetration planner adopts an alterative Hopfield Neural Network (NN) to refine 
the candidates in a fast speed. The combined effort of the two neural networks 
efficiently relaxes the coupling in the planning procedure and is able to generate 
a near-optimal solution within low computation time. The algorithms are simple 
and can easily be accelerated by parallelization techniques. Detailed experiments 
and results are reported and analyzed. 

Keywords: UAV, air-ground attack, route planning, multiple factors, RBFNN, 
alternative Hopfield NN. 

1   Introduction 

With the development of navigation and weapons technology, UAVs are playing an 
increasingly important role in military operations and have been used to perform a 
variety of high-risk tasks, such as reconnaissance, well-protected targets attack, and so 
on. In performing air-ground attack tasks, UAV would fly to the corresponding targets, 
enter the target area, and use on-board sensors to detect and track the target, and attack 
at an appropriate distance, while avoiding the detection and engagement of ground 
threats. So the UAV attack route planning should consider multiple factors, such as 
terrain, threat, flying constrains, sensor and weapon employment constraints. 

Route Planning is a fundamental problem and extensive research efforts have been 
directed towards this problem [1]. To improve the efficiency of route planning meth-
ods, a lot work has been developed. Visibility graph [2] and Voronoi diagram [3] have 
an excellent speed in 2-D environment and can easily find the most survivable route in 
environments full of threats. The sparse A* search (SAS) method [4] is proposed for 
tactical aircraft real time route planning, which uses heuristic knowledge to efficiently 
increase the planning speed. Probabilistic map [5] follows a probability scheme to find 
routes and a coarse route can be found quickly in a complex environment. Genetic 
algorithm [6] uses DNA schemes to search and evaluated routes in a self-organized 
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way, which is useful in most route planning problems without the requirement of any 
prior knowledge. Neural networks [7] and potential field [8] methods, which rapidly 
construct a reactive layer or an artificial force field following by the route, are suitable 
for a majority of route planning problems, too. However, most of the reported work in 
route planning concentrates on target orientating and collision avoidance, and fall short 
in dealing with multiple factors such as sensor and weapon employment objects and 
constrains. 

The main emphasis of this paper is the research done towards the development of a 
hybrid neural network based method for the UAV attack route integrated planning. 
Detailed algorithms are also presented. 

2   Problem Specification 

The UAV attack route planning is influenced by multiple factors: ①terrain; ②threats; 
③target characteristics; ④flying constraints; ⑤sensor employment constraints and 
objects; ⑥weapons employment constraints. During penetration, the UAV flies at a 
constant average height HP above ground to the target, while avoiding threats. When the 
attack begins, the UAV flies up at the tracking point with attack height and course ψ, 
finds and locks the target and delivers the weapons, considering target characteristics 
and meeting the sensor and weapon constraints. So the configuration space (C-space) of 
the problem is represented by 2-D cells during penetration and by the tracking point and 
attack course during attack. 

The factors and their influences are modeled as follows: 

• Terrain. Terrain influences flight safety, threat envelope, and the utilities of sensor 
and weapon mainly in two ways: ①Obstacle effect. Terrain over a certain height of 
HCmax is considered as forbidden terrain, the corresponding cell is considered as 
C-space obstacle. ②Terrain mask effect. There exist some invisible areas at a certain 
height around the ground threat and target, as shown in the figure 1. Flying through 
the threat masking cell is considered to be safe, while flying through the target 
masking cell during attack is not allowed because it may break the lock on the target. 
This article uses a fast algorithm to calculate terrain masking. Details of the algo-
rithm are described in [9]. 

 

Fig. 1. The terrain mask effect is showed by Ähi at sample point Li from the threat or target 
center O. Here hi is the height of Li, Hi is the mask height of Li. 
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• Threats. The general threat model is adopted to regard the non-masked threat cells as 
obstacle cells during penetration. When the attack begins, the threat cost K is cal-
culated by (1), where TS is the number of steps expose to threat, LS is the total steps 
taken by the attack phase. 

/ ( )S SK T Max L=  (1) 

• Target Characteristics. Target characteristics contains coordinate (xT, yT), height hT, 
size and optimal-attack direction ψT. The maximum discovery range RSMAX and 
minimum discovery range RSMIN are determined by sT. 

• Flying Constraints. The flying constraints of the UAV are represented by not al-
lowing the adjacent cell angle to exceed 45 ° in the C-space, i.e., UAV could only 
move forward towards three adjacent cells in every step. 

• Sensor employment constraints and objects. The UAV can only find and locate 
targets in sensor-in-zone, that is, in azimuth angle θS, pitching angleθP between 
maximum range RSMAX and minimum range RSMIN ahead of its nose. Besides, the 
UAV must maintain line-of-sight to the target and a constant course for the stable 
tracking of the target. All of the above are called the sensor employment constraints 
CS, in which θS, θP, RSMAX and RSMIN are determined by the performance of the 
sensor. The tracking performance ES is calculated by (2), where wi are weights, es1 is 
the optimality of selected attack direction, es2 is the optimality of sensor azimuth 
deviation, es3 is the optimality of weapon delivery distance, es4 is the optimality of 
threat exposure. 
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• Weapons employment constraints. The weapons carried by UAV are usually 
"fire-and-forget" type. Such weapons should be delivered under certain angle and 
height conditions, which are modeled as relative azimuth θW, delivery height range 
[HMIN, HMAX], and ground range [RWMIN, RWMAX]. Before weapon delivery, the UAV 
needs to stably track the target for distance dS to accurately locate the target. The 
weapon-in-zone and dS together are called weapon employment constrains CW, the 
weapon is delivered immediately after all aspects of CW are met.  

Through the above analysis, the UAV’s attack route is composed of two segments: 
the penetration route and the attack route. The penetration route is determined by the 
connected cells in 2-D C-space, and the object is to optimize the route cost performance 
ER, which is calculated by route steps r and the minimum steps (straight line steps) 
between the start and end cell, as shown in (3). The attack route is a straight route 
determined by the tracking point azimuth angle á and pitching angle  β to the target, 
tracking distance R and attack direction ψ, and the object is to maximize the ES. The 
two segments are joint at the tracking point, with a combined performance E calculated 
by (4), where ws and wr are weights. 

min( ) / , theend cellis reachable

0, elseR

r r
E
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3   Methodology 

As described in the above section, the combine configuration space for the UAV attack 
route integration planning can become very large, since the planner should not only 
determine the tracking point characteristics but also plan a route to it from the entry 
point. Besides, multiple factors should be considered in the planning procedure, which 
makes it difficult to establish and use any heuristic knowledge. As a result, conven-
tional route planning methods fall short in dealing with it efficiently. A better way to 
deal with this problem is to decompose it into smaller problems as penetration route 
planning and attack route planning and a independent planner is applied to each prob-
lem. The attack planner determines the optimal tracking point characteristics  
(α, β R, Ψ) while meeting the sensor and weapon employment constrains. The pene-
tration planner plans the optimal route from the entry point to the tracking point. 
However, the two planners are coupled, since the attack planner seeks to get the best 
attack direction and position while the penetration phase seeks to attain a shortest path 
avoiding the ground threats, which may often lead to poor or even infeasible solutions. 
Moreover, the planning procedure would repeatedly iterate between the two planners 
that greatly increases the planning time, thus debases the planning efficiency. 

To further deal with the above problem, a hybrid neural network method is proposed 
by us. In this method, two kinds of neural networks are applied to each planner, as 
shown in figure 2. First, for the attack planner, Radial Basis Function Neural Networks 
(RBFNN) are designed to search the planning space and determined a set of candidate 
tracking point characteristics, relying on the fast response of the network. Then for the 
penetration planner, an alterative Hopfield Neural Network (NN) is introduced to 
quickly plan the optimal routes from the entry point to the candidate tracking points that 
make up the synthesized candidate solution. After that, the ER and ES of each candidate 
solutions are calculated and the one with the largest E is selected as the final solution. 

 

Fig. 2. The structure of the hybrid neural network method 

3.1   Alterative HNN 

Hopfield NN is a potential based neural network and is suitable for route planning in 
2-D C-space. In this paper, an improved Hopfield NN algorithm is introduced to the 
penetration planner. The algorithm quickly sets up a numerical potential field from the 
end cell to the edge of the C-space, using distance transformation based serial simula-
tion [10]. Then the optimal route could be found following the field gradient using 
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steepest ascent principle. The algorithm need not to be trained and can attain a very fast 
planning speed. 

The planning procedure of the algorithm is as follows. First the planning space is 
expressed by the Hopfield network, i.e., each cell in C-space is regarded as a neuron. 
Each free neuron (non-obstacle neuron) can be connected with n adjacent neurons (In 
this the paper, n = 8), as shown in figure 3. Then, the field construction starts from the 
end neuron that consequently updates the output value of adjacent neurons by (5)(6) 
through the distance transformation based serial simulation, thus to establish the  
numerical potential field, where Xi is the output of the ith neuron, I is the input value, Di 
is 0 for obstacle neurons and 1 for others, repnum is the iterance number, NEi is the set 
of adjacent neurons of i, A>2n. Finally, based on the field gradient, the optimal route 
from the start cell to the end cell could be found quickly using steepest ascent principle.  

i

j

wij

 

Fig. 3. The planning space expressed by the Hopfield NN, where wij is the connection weights 
from neuron i to j 
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3.2   Design of RBFNN 

RBFNN is a universal approximator network with compact structure, which can ap-
proach to a variety of non-linear functions with fast learning speed. Here the designed 
RBFNN is a general RBFNN containing three layers: input layer, output layer and 
hidden layer, as shown in figure 4. In the hidden layer, the radial basis function is 
selected as Gauss function. The output y is calculated from the input vector x by (7), 
where ti stands for the ith hidden neuron, wi is the connection weight values of the ith 
neuron, σ is the radius of Gauss function, ‖•‖is the Euclid norm. 

( )2 2exp / 2i iy w x t σ= × − −∑  (7) 
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Fig. 4. RBFNN structure 

In this paper，the RBFNNs are used to approximate the solution performance of the 
two planners. The planning space is divided into 12 zones, and a RBFNN is built in 
each zone to quickly response to the performance of the tested solutions. With the help 
of RBFNNs, the attack planner could quickly search the planning space and determine 
the candidate characteristics set, without repeatedly runs the penetration route planning 
algorithm to attain ER, thus relaxes the coupling problem. The input vector of the 
RBFNN is composed of tracking point characteristics. The output vector is composed 
of the penetration route performance ER and the attack route performance ES. The 
hidden neurons are fixed and uniformly distributed in the sensor-in-zone around the 
target. Before use, the weight values of the RBFNN should be trained first. 

3.3   Hybrid Neural Network Method 

The planning procedure of the hybrid neural network method is as follows:  
① Training of RBFNN. First, the number of the training samples are determined. 

And the training samples are uniformly selected in the sensor-in-zone which compose 
the training set. Then each sample is passed to the penetration planner and the attack 
planner. In the attack planner the constrains are examined and the ES is calculated. 
While in the penetration planner, the optimal route from the start point to the tracking 
point is planned by the alterative Hopfield NN and the ER is calculated. After the whole 
training set is calculated, the RBFNN is trained and the weights are updated. 
②Attack route planning. With the fast response of the trained RBFNN, the tracking 

point characteristics(α, β R, ψ) in the sensor-in-zone are searched and sorted by E^, 
which is calculated by (8), where E^S, E^R are the performances calculated by RBFNN.  

S RS RE w E w E
∧ ∧ ∧

= × + ×  (8) 

③Candidate characteristics selection. For the first time, let 0→N0, 30→N1, the above 
results sorted in [N0, N1] are selected as the candidate tracking point characteristics.  
④Refined planning. For each candidate, the related penetration route is planned by 

the penetration planner using the alterative Hopfield NN and its true ER is calculated, 
while the true ES is calculated by the attack planner. Then the E of each candidate is 
updated and the candidates are re-sorted by E. If all E equals 0, then N0+1→N0, N1+30
→N1, back to ③; Otherwise, the one with the largest E is selected as the final integrated 
route plan. 
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4   Experiments and Results 

The hybrid neural network method is tested in two different scenarios, as shown in 
figure 5. The simulated parameters of the factors are as follows: 

Table 1. The simulated parameters of the factors 

Parameters Values Parameters Values Parameters Values 
θS ±40° θW ±60° RWMIN 1000m 
θP 40° HMAX 5000m dS 2000m 
RSMAX 10000m HMIN 100m ψT 90° 
RSMIN 1000m RWMAX 5000m HP 500m 

 

  

                               (a)                                                                 (b) 

Fig. 5. Typical scenarios of the UAV air-ground attack tasks. The terrain mask is calculated and 
is displayed by an average attack height of 1000m near the target and HP in other areas. The areas 
in black are the forbidden terrain.  

The resolution of the training samples (composed of tracking point characteristics) 
of the RBFNN is shown in table 2. 

Table 2. The distribution and resolution of the training samples 

Dimensions Contents Resolution Scales 
1 azimuth angle α 360/12 [0, 360) 
2 pitching angle β θP /4 (0, θP]  
3 tracking distance R  (RSMAX-RSMIN)/4 [RSMIN, RSMAX] 
4 attack direction ψ θS /2 [ α-θS, β+θS] 
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The total number of the training samples is 1200, which is divided into 12 zones with 
100 samples in each. So the number of the input training samples of each RBFNN is 
100. The RBF centers are selected the same as the training samples so the number of 
hidden neurons is 100, too. After training, the RBFNN is used to search the planning 
space in a higher resolution and 64800 solutions are tested and compared. All the al-
gorithms are programmed in VC++ and runs in a standard PC with Pentium 4 CPU of 
2.8GHz. 

The results of the experiments are as follows. Figure 6 shows the potential field built 
by the alternative Hopfield NN in each scenario. Figure 7 and 8 shows the optimal 
integrated attack routes found. Figure 9 gives a compare of the true performance E of 
the candidate solutions and the E^ calculated by RBFNN. Table 3 shows the average 
time consumption of the algorithms. 

 

       

                                  (a)                                                  (b) 

Fig. 6. The potential field built by the alternative Hopfield NN in the two scenarios 

  

                               (a)                                                         (b) 

Fig. 7. The optimal integrated attack routes found in the two scenarios 



234 N. Wang et al. 

 

(a) 

 

(b) 

Fig. 8. 3-D display of the optimal attack route found in the two scenarios 

 

Fig. 9. True performance E of the candidate solutions Vs E^ calculated by RBFNN 

Table 3. Average time consumption of the algorithms 

 Scenario a Scenario b 
RBFNN training time 3.617s 3.591s 
RBFNN search time 
(64800 solutions searched) 

6.616s 6.587s 

Hopfield NN search time 
(per route) 

0.019s 0.013s 

5   Conclusion 

A hybrid neural network based method dealing with the UAV attack route planning 
problem considering multiple factors is presented. In this method, the complicated 
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planning problem is decomposed and solved respectively by two planners: penetration 
planner and attack planner. To deal with the coupling problems, hybrid neural networks 
are adopted. One is RBFNN used in the attack planner to determine the initial candidate 
solutions. The other is an alterative Hopfield NN used in the penetration planner for 
refined planning. The combined effort of the two neural networks efficiently relaxes the 
coupling in the planning procedure, and makes it possible to generate a near-optimal 
route plan within low computation time. The algorithms are simple and can easily be 
accelerated by parallelization techniques. Experimental results show that this method 
works well in solving the UAV attack route integrated planning problems considering 
multiple factors. 
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Abstract. Mission decision-making is one of the most important techniques for 
cooperative combat of multiple unmanned combat aerial vehicles (UCAVs), 
while game theory is an efficient method in solving mission decision-making. 
In this paper, the game theory is applied to the air combat decision of multiple 
UCAVs. Then a weapon model for UCAVs’ air-to-air missiles is proposed to 
obtain the basic probability value of the D-S evidence theory. In order to obtain 
the Nash equilibrium point, the bimatrix problem is transferred into an optimi-
zation problem. In this way, the function "linprog" in MATLAB can be used to 
obtain the optimal solution, which can greatly simplify the steps of solving the 
bimatrix problem. Finally, the optimal strategy is obtained by optimizing calcu-
lation. Series of experimental results demonstrate the feasibility and effective-
ness of the proposed approach in solving the multiple UCAVs cooperative air 
combat decision problem. 

Keywords: UCAVs， Game Theory， Mission Decision-making， D-S Evidence 
Theory. 

1   Introduction 

Following with the development of unmanned combat aerial vehicles’ (UCAV) tech-
nology, cooperative unmanned aerial vehicles control will receive a great attention in 
the future. For many military missions, it is unthinkable to be taken on a single 
UCAV. And more instances show that it is more complicated and expensive to exploit 
a single UCAV than to create a multiple UCAVs’ system. Wang, H.L. analyzed a 
maneuvering-decision method for air-to-air combat [1], Yang, Y.C. proposed quanti-
tative air combat decision approach in [2], and Wang, Y.N presented an intelligent 
differential game on air combat decision [3]. Yao, Z.X. also presented the game the-
ory model to solve this problem, and tests prove that it can conduct the mission deci-
sion-making effectively [4], But these approaches to establish the basic probability 
value and solve the bimatrix are very complicated.  

To overcome the above-mentioned shortcomings, we present a weapon model of 
UCAVs’ air-to-air missiles to obtain the basic probability value. In order to solve the 
bimatrix, we transfer it into an optimization problem first, and then the function "lin-
prog" in MATLAB is used to solve the optimization problem. Furthermore, we apply 
the method on the issue of multiple UCAVs air combat, and design corresponding 
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strategy sets. Finally, series of experimental results are given to demonstrate the fea-
sibility and effectiveness of the proposed approach in solving the multiple UCAVs 
cooperative air combat decision problems. 

2   Introduction to Related Theories 

2.1   D-S Evidence Theory  

D-S evidence theory is proposed by Dempster in 1976, then his student Shafer devel-
ops and organizes it into a comprehensive mathematical theory. Through synthesizing 
several evidences, D-S evidence theory can improve the dependable degree of the 
proposition, now the theory has specifically applied on some areas, such as multiple 
sensors network, medical diagnosis and so on. In D-S evidence theory, the combinato-

rial formula is very important [5]. If θ  is the discriminating frame, 2θ is the aggre-
gate composed by all its subsets, m1, m2 are the basic probability values of the  

independent authentic function of 2θ , Ai and Bj are the focus respectively, then the 
D-S combinatorial formula is: 
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Where  Φ is the empty aggregate, Φ≠∩= B jAiC  is the focus to be fused. 
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2.2   Game Theory 

Game theory, defined mathematically by Nash J.F [11], has found its first applications 
in economics, especially to solve the problems concerning the decisions that have 
some effects on different and often competitive fields.  

In a model of game theory, three elements must exist. They are players, strategy 
set, and criterion. Each player has its own strategy set and its own criterion. When a 
game begins, each player searches its own best strategy in its search space to improve 
its own criterion with all the rest criteria fixed by others players. So there exists the 
exchange of strategies among the players. The frequency of exchangeδ is called the 
Nash frequency, generallyδ=1, which means the exchange of best strategies happens 
at the end of each generation. When no player can further improve its criterion, it 
means that the system has reached a state of equilibrium called Nash equilibrium[6]. 

We take a two-player game to present the process of Nash equilibrium. 
Let A be the search space for the first player, B the search space for the second 

player, a strategy pair (x*, y*) ∈ A⋅ B is said to be a Nash equilibrium iff: 
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Where Af is the gain for the first player, Bf is the gain for the second player.  
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3   Mission Decision-Making Method 

3.1   A Mission Scenario 

The red UCAV formation attacks the blue ground target, its main task is to attack the 
blue airport (G1). The formation includes an unmanned fighter-bomber (R1) and m-1 
UCAVs (R2,R3,…,Rm). The unmanned fighter-bomber’s mission is to bomb the blue 
airport and the other UCAVs are to help it complete the bombing mission. m-1 
UCAVs are exactly the same, i.e. they have the same flight performance and weapon 
performance. Each UCAV carries several air-to-air missiles and they are their main 
tools for fighting. Air-to-air missile’s shooting average is determined by q situation 
factors (such as distance, angle and speed and so on) in a battlefield situation. The 
unmanned fighter-bomber’s maneuverability is lower. Except for air-to-air missiles it 
carries air-to-surface missiles to bomb the blue airport yet. (In the following paper , 
we don’t distinguish the unmanned fighter-bomber and the m-1 UCAVs and all are 
named as UCAVs). 

The blue k UCAVs (B1,B2,…,Bk) composed an attack formation. Their mission is to 
prevent the fighter-bomber from bombing the airport and annihilate them. The 
UCAVs in the formation are also exactly the same, i.e. each UCAV carries air-to-air 
missiles and they are their main tools for fighting. Air-to-air missile’s shooting aver-
age is determined by q situation factors (such as distance, angle and speed and so on) 
in a battlefield situation. 

The blue strategy set ),,2,1(1 ααα wS = includes w strategies. The aggregate com-
posed by the blue k UCAVs is defined as WU. The aggregate composed by all subsets 
of the WU is 2WU , so in the blue strategy set, the strategy αi : 

 

 
 

denotes the blue puts the UCAVs in aggregate Ti1 attack the target R1 cooperatively, 
puts the UCAVs in aggregate Ti2 attack the target R2 cooperatively and so on. 

The red strategy set ),,2,1(2 βββ dS = includes d strategies. The aggregate com-

posed by the red m UCAVs is defined as DU. The aggregate composed by all subsets 
of the DU is 2DU , so in the red strategy set, the strategy βi : 

 

 
 

denotes the red puts the UCAVs in aggregate Ti1 attack the target B1 cooperatively, 
puts the UCAVs in aggregate Ti2 attack the target B2 cooperatively and so on. 

Therefore the model of game theory in this paper is: G =〈N, S1 , S2 , u1 , u2〉,N = 
{1, 2}, 1 denotes the blue formation (including k UCAVs), 2 denotes the red formation 
(including an unmanned fighter-bomber and m-1 UCAVs). S1 is the blue strategy set, S2 
is the red strategy set. u1 is the blue payoff function, u2 is the red payoff function. 
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3.2   Evidence Syntheses 

D-S evidence theory uses the synthesis of multiple evidence to make decision. It has a 
great deal of flexibility in dealing with the unknown and uncertainty. In this paper, the 
high-level evidence is obtained through the synthesis of low-level evidence until the 
effectiveness (income) and the invalidity (price) of some attack (or defense) strategy 
are obtained. 

The D-S basal combinatorial formula of the mission decision-making method is 
below: 
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denotes the basic probability value when the n-th UCAV in blue formation attacks the 
t-th UCAV in red formation considering q momentum factors ( in this paper q=3, i.e. 
the distance between two UCAVs, the speed of the UCAVs and the angles between 
the UCAVs). 

The basic probability value when the blue p UCAVs attack the red t-th UCAV co-
operatively can be expressed as follows: 
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The basic probability value when the blue selects the strategy αi can be expressed 
as follows: 
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The basic probability value when the blue p-th UCAV attacks the red t1-th, t2-
th…tq-th UCAV at the same time can be expressed as follows: 
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By the same token, we can synthesis the red every evidence nt
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. The formula below: 
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is defined as the blue payoff function when the blue selects the strategyαi and the red 
selects the strategyβj. 
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is defined as the red payoff function when the blue selects the strategyαi and the red 
selects the strategyβj . 
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All of the above evidence has both the effectiveness and invalidity. The letters "a", 

"b" are used to characterize the both separately: )(1 am iα and )(1 bm iα are defined as the 
effectiveness and the invalidity of attack when the blue selects the strategy 
αi. )(2 am j

β and )(2 bm jβ are defined as the effectiveness and the invalidity of attack when 

the red selects the strategyβj . Therefore, the blue payoff matrix ( )
lkija

×
=A and the red 

payoff matrix ( )
lkijb

×
=B can be obtained. 

3.3   The Acquisition of the Basic Probability Value 

In order to get the nt
im 11α , nt

im 21α ,…, qnt
im α1 , A database is established, the database 

can be obtained from a large number of air-to-air missile tests. Considering calculat-
ing easily, the database is put into an abstract linear. 

Table 1. Distance definition in weapon model of UCAVs’ air-air missiles 

DISTANCE(D) /km <=1 2 3 4 5 6 7 8 >=9 

Attack effectiveness 

)(1
)(

aptm ji βα
 

0.9500 0.8438 0.7375 0.6312 0.5250 0.4187 0.3125 0.2062 0.1000 

Attack  invalidity  

)(1
)(

bptm ji βα
 

0.0300 0.1162 0.2025 0.2888 0.3750 0.5012 0.6275 0.7538 0.8800 

Attack uncertainty  

)(1
)(
θptm ji βα

 

0.0200 0.0400 0.0600 0.0800 0.1000 0.0800 0.0600 0.0400 0.0200 

Table 2. Speed definition in weapon model of UCAVs’ air-air missiles 

SPEED(V) /m/s <200 300 400 500 600 700 800 900 >=1000 

Attack effectiveness  

)(2
)(

aptm ji βα
 

0.8900 0.7900 0.6900 0.5900 0.4900 0.3900 0.2900 0.1900 0.0900 

Attack invalidity   

)(2
)(

bptm ji βα
 

0.0800 0.1575 0.2350 0.3125 0.3900 0.5125 0.6350 0.7575 0.8800 

Attack uncertainty 

)(2
)(

θptm ji βα
 

0.0300 0.0525 0.0750 0.0975 0.1200 0.0975 0.0750 0.0525 0.0300 

Table 3. Angle definition in weapon model of UCAVs’ air-air missiles 

ANGLE (Sij ) /  180 160 140 120 100 80 60 40 20 0 

Attack effective-
ness    

)(3
)(

aptm ji βα
 

0.9900 0.9356 0.8811 0.8267 0.7722 0.7178 0.6633 0.6089 0.5544 0.5000 

Attack  invalidity  

)(3
)(

bptm ji βα
 

0.0100 0.0478 0.0856 0.1233 0.1611 0.1989 0.2367 0.2744 0.3122 0.3500 

Attack  uncertainty 

)(3
)(

θptm ji βα
 

0 0.0167 0.0333 0.0500 0.0667 0.0833 0.1000  0.1167 0.1333  0.1500 
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Table 3. (Continued) 

ANGLE (Sij ) /  -20 -40 -60 -80 -100 -120 -140 -160 -180  

Attack effectiveness 

)(3
)(

aptm ji βα
 

0.4456 0.3911 0.3367 0.2822 0.2278 0.1733 0.1189 0.0644 0.0100  

Attack  invalidity  

)(3
)(

bptm ji βα
 

0.4211 0.4922 0.5633 0.6344 0.7056 0.7767 0.8478 0.9189 0.9900  

Attack  uncertainty 

)(3
)(

θptm ji βα
 

0.1333 0.1167 0.1000 0.0833 0.0667 0.0500 0.0333 0.0167 0  

 
DISTANCE (D) is defined as the real length between the centers of two UCAVs. 
SPEED (V) is defined as the speed of the other side when one side calculates its basic 

probability value. ANGLE(Sij) is defined as ijijS αα −= which denotes the angle 

when one side calculates its basic probability value. 

 

Fig. 1. The relation of angle between two UCAV ( ijijS αα −= ) 

For example, when the blue i-th UCAV calculates its own basic probability value 
against the red j-th UCAV, the αi in Fig.1 stands for the angle composed of the blue i-
th UCAV’s velocity vector and its line of sight towards the red. The αj stands for the 
angle between the red j-th UCAV’s velocity vector and line of sight towards the blue.  

In addition, the basic probability value is defined when the uninhabited fighter-
bomber bombs the airport as: 

0.7345)(2 11 =am GR
jβ

,  0.2277)(2 11 =bm GR
jβ

,  0.0378)(2 11 =θβ
GR

jm  

By searching the database, the basic probability values can be obtained. If the 
number is not the existing numbers, it can be sought through the linear relationship. 
For example, if the distance between two UCAVs is d km, its corresponding basic 
probability values are: 
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In the similar way, the basic probability values based on speed and angle can be 

obtained: ( )(2
)(

aptim
jβα

, )(2
)(

bptim
jβα

, )(2
)(

θ
βα

ptim
j , )(3

)(
aptim

jβα
, )(3

)(
bptim

jβα
, 

)(3
)(

θ
βα

ptim
j ). 

3.4   Solving the Bimatrix  

The bimatrix problem can be transferred into an optimization problem [7], and the 
bimatrix are as follows: 
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the formula (11) can be transferred into (11) ' and the formula (12) to (12) ': 
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In MATLAB, "linprog" is an efficient function to solve the above optimization  
problem. In this way, the Nash equilibrium point can be obtained. 

If there is no optimal value, the mixed strategies needs to be solved. Assume 

),( ** yx is the Nash equilibrium point. If mixxxxx im ,,2,1),,,max( **
2

*
1

* === ,  

njyyyy jn ,,2,1),,,max(y **
2

*
1

* === . 

Where );,,,();,,,( *
2

*
1

***
2

*
1

**
nm yyyyxxxx == iα (Its probability is ix* ) is 

the strategy the blue should select. jβ (Its probability is jy * ) is the strategy the red 

should select. 

4   Simulation Experiments 

In order to investigate the feasibility and effectiveness of the proposed hybrid game 
theory and D-S evidence approach, a series of experiments are conducted in this section. 
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4.1   Mission Scenario 

 

Fig. 2. Multiple UCAVs battlefield situation (R1, R2, R3 belongs to the red, and B1, B2, B3 belon
gs to the blue) 

Table 4. The relations of distance, angle and speed between UCAVs  

 B1-R1 B1-R2 B1-R3 B2-R1 B2-R2 B2-R3 B3-R1 B3-R2 B3-R3 

Distance ( km) 8 4 10 4 11 5 5 7 7 

Speed   (m/s) 720 660 800 720 660 800 720 660 800 

Angle   ( ) 90 -10 -10 -90 -80 60 90 -12 0 

 R1-B1 R1-B2 R1-B3 R2-B1 R2-B2 R2-B3 R3-B1 R3-B2 R3-B3 

Distance(km ) 8 4 5 4 11 7 10 5 7 

Speed  (m/s) 360 660 800 360 660 800 360 660 800 

Angle  ( ) -90 90 90 10 80 12 10 -60 0 

The blue strategy set:             The red strategy set: 
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4.2   Simulation Results 

The blue payoff matrix: 
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The red payoff matrix: 

 
 
By calculating, the conclusion can be obtained : 

 

Fig. 3. The blue target allocation (B1 against R2, B2 against R3, B3 against R1) 

The blue should select the strategy ))1,3(,)3,2(,)2,1((3 RBRBRB=α and the value of 
its payment is 0.5426. The red should select the strategy ))3,3(,)2,1(,)1,2((4 BRBRBR=β  

and the value of its payment is 1.843. The blue and red target allocation results can be 
shown with Fig 3 and Fig 4. It is obvious that the target allocation is reasonable. In 
reality, they are corresponding with the actual situation. The simulation results dem-
onstrate the proposed approach to multiple UCAVs cooperative air combat decision is 
feasible and effective. 
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Fig. 4. The red target allocation (B1 against R2, B2 against R1, B3 against R3 ) 

 

5   Conclusions 

This paper has proposed hybrid game theory and D-S evidence approach to multiple 
UCAVs cooperative air combat decision. Series of experimental results demonstrate 
the feasibility and effectiveness of the proposed approach in solving the multiple 
UCAVs cooperative air combat decision problems. Our future work will focus on 
applying the proposed hybrid method to real multiple UCAVs cooperative air combat 
in more complicated combating environments. 
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Abstract. An improved nominal trajectory based guidance law for lifting reen-
try vehicle is proposed. In longitudinal guidance, an integrated controller com-
prised of LQR and FCMAC is utilized. LQR method is adopted to design state 
feedback controller according to the linearized models. FCMAC are introduced 
to correct the value of angle of attack and bank angle adaptively, by which the 
tracking performance of radial distance and range-to-go along the nominal tra-
jectory is enhanced. In lateral guidance, a crossrange corridor is established to 
determine bank reversals according to dynamic adjusting criterion. 3DOF simu-
lations for a lifting reentry vehicle model demonstrated the validity of this im-
proved method. 

Keywords: Lifting reentry vehicle, Reentry guidance law, LQR method, 
FCMAC, Nominal trajectory tracking. 

1   Introduction 

It is well known that the atmospheric reentry is the most critical phase of operation for 
reentry vehicles due to various perturbation and aerodynamic uncertainties. So reentry 
guidance algorithm plays an important role in steering the vehicle safely with desired 
requirements in large flight envelope. 

The guidance design method may be classified into two main categories: nominal 
trajectory based technique and predictor corrector method [1]. Traditional methods 
like tracking nominal drag acceleration-vs-velocity profile with changed sign of bank 
angle command according to bank reversal corridor was widely utilized [1]. Evolved 
acceleration guidance logic for entry (EAGLE) was developed by updating the drag 
acceleration periodically to generate corresponding angle of attack and bank  
angle [2]. Using the principle of linear quadratic regulator (LQR), longitudinal LQR-
based tracking laws was presented in terms of linearized models [3, 4]. As a notable 
study in predictor corrector method, Fuhry has proposed a basic method of using error 
sensitivity coefficients to correct the predictions of trajectory [5], where only bank 
angle magnitude and sign reversals were controlled to meet terminal constraints. 
Zimmerman developed an improved predicted corrector approach where the bank 
angle profile was estimated with a profile follower using LQR [6]. 
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Due to higher computational cost and convergence problem, predictor corrector 
methods are not applicable in practice in the near future. And as a profile tracking 
law, LQR method shows some merits over other methods, but produces tracking er-
rors if aerodynamic uncertainties appear, which may lead to constraints violation or 
mismatched terminal conditions. Adding integral and differential terms can only make 
limited contribution to improve the performance due to model variation. Taking into 
account good generalization capability, fast learning ability and simple computation 
comparing with multilayer neural networks, fuzzy cerebellar model articulation con-
troller (FCMAC) is introduced as auxiliary controller in longitudinal guidance. This 
integrated scheme corrects the command angle of attack and bank angle by tuning the 
weights online. In lateral profile, a crossrange parameter related corridor is derived 
according to nominal trajectory, and bank angle reversals are generated by dynamic 
adjust criterion to meet the state terminal requirements. Three dimension-of-freedom 
(3DOF) simulations are devoted to prove the effectiveness. 

2   Nominal Profile of Lifting Reentry Vehicle 

The model of lifting reentry vehicle is assumed to be an unpowered rigid point-mass 
in a stationary atmosphere with consideration of earth rotation. The dimensionless 
dynamics (1) consist of three kinematic equations and three force equations [7].  
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(1) 

where r is the radial distance of the vehicle from the center of the earth, normalized 
by the radius of the Earth R0=6378(km). θ and φ  are the longitude and latitude, 

respectively. V is the velocity of the vehicle, normalized by 0 0cV g R= . γ is the 

flight path angle measured positive upward from the local horizontal plane. ψ is the 
clockwise angle from local north to velocity component normal to r. The bank angle 
σ is defined positive when turning right. 

0 0/t R gτ =  as the differentiation variable 

represents the dimensionless time. The terms L and D are the dimensionless aero-
dynamic lift and drag accelerations. L=ρ(VcV)2SCL/(2mg0), D=ρ(VcV)2SCD/(2mg0), 
where S is the reference area of vehicle, m is the mass of vehicle, ρ(r) is r dependent 
atmospheric density, CL(α, Ma) and CD(α, Ma) are the lift and drag coefficients, 
respectively. The functions φV3, φγ3, φγ4, φψ3, φψ4 are extra terms due to coriolis force 
and convected inertial force. 
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As shown in Fig.1, due to the configuration of lifting body, lifting reentry vehicle 
has large lift-to-drag ratio and shows gentler and longer-distance trajectory comparing 
with ballistic vehicle. So the key problem of nominal trajectory method is how to 
dissipate large orbital energy with demanded downrange and constraints. After giving 
a reentry height-velocity profile including overload Nmax, heating rate Qsmax, dynamic 
pressure qmax constraints and quasi-equilibrium glide condition (QEGC), also with 
terminal radial distance rf, range-to-go sf and velocity Vf , and the heading error angle 
Δψf=ψ-ψLOS, an optimal control problem with state variables, control inputs and termi-
nal constraints is derived. While the angle of attack α is scheduled as a function of V 
and initial states are given, the proposed optimal control problem can be transferred 
into a constrained parameters optimization problem with discrete states and control 
inputs. The solution can be formulated by using conjugate gradient algorithm, se-
quence quadratic programming (SQP) algorithm or other methods. Fig.2 shows one 
reference height-velocity profile, where the shaded parts are upper and lower bounda-
ries of the reentry corridor. 

 

Fig. 1. The configuration of lifting reentry vehicle 
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Fig. 2. Reference height profile and reentry corridor 

3   Reentry Longitudinal Guidance Law 

3.1   LQR Based Longitudinal Guidance 

Because most of the critical trajectory parameters, such as downrange, energy, and path-
constraint observance are concerned with longitudinal motion, an adaptive strategy is 
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called for tracking the nominal longitudinal profile. The drag acceleration tracking ap-
proach is not of high accuracy for the reason that relationship among the aerodynamic 
parameters of the lifting reentry vehicle is rather complicated. If uncertainties and aero-
dynamic dispersions exist, strict terminal constraints are hard to satisfy. In order to get 
better performance on longitudinal guidance, the small deviation linearized model to 
design linear controller is presented as follow: 

x A x B uδ δ δ= +  (2) 

where δx=[r-rref, V-Vref, γ-γref, s-sref]
T, s stands for the range-to-go with the definition 

ds/dτ=-VcosγcosΔψ/r, and subscript ‘ref’ represents the nominal trajectory derived in 
section 2, δu=[δα, δσ]T =[α-αref, σ-σref]

T. A and B are time-varying matrices obtained 
at given points by calculating the partial derivatives of the transformed differential 
equations along the nominal trajectory. It is known that additional robustness can be 
obtained by changing the independent variable from time to monotonic variable re-
lated to the vehicle states. So after dimensionless negative energy e=1/r-V2/2 is substi-
tuted into (2) as the independent monotonic variable, the initial and final energy are 
both fixed, and the infinite time optimal control problem becomes a two-point bound-
ary value problem. The linearized model after transformation is 

x e A x B uδ δ δ δ′ ′= +  (3) 

As a result of the relationship between the radial distance and velocity built 
through the independent variable e, V will be satisfied automatically by the constraints 
on radial distance r and can be omitted in the state vector x. So the optimal perform-
ance criterion is given as follow: 

0

[ ( ) ( ) ( ) ( )] / 2
fe T T

e
J x e Q x e u e R u e deδ δ δ δ= +∫  (4) 

where Q3×3 and R2×2 are the weighting matrices used to tradeoff tracking accuracy 
versus control effort. The linear state feedback control law can be expressed as 

1[  ] ( )T Tu R B P x e K xδ δα δσ δ δ− ′ ′= = − = −  (5) 

where 2 3RK ×′ ∈  is the gain matrix; the symmetric matrix P is the solution of Riccati 
equation PA'+A'TP − PB'R-1B'TP+Q=0.  

Because the dynamics vary widely over the entry trajectory, linearized matrices A 
and B are different from each other at operating points along the nominal trajectory, 
so as the gain matrix K'. When the energy-scheduled strategy is applied, the state 
feedback gain coefficients in K' are got from the offline look-up table obtained in 
advance. The preliminary simulation results in [3] show that a set of appropriate gain 
matrices calculated along a particular nominal trajectory are insensitive to changes in 
different initial conditions and different nominal trajectories. 

3.2   Description of FCMAC 

Owing to the fact that LQR control law is derived through a set of linear models along 
one nominal trajectory, even if the above guidance law shows robust performance, it 
would still produce apparent tracking errors or terminal states deviation when  
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aerodynamic dispersions or uncertainties appear, which will make the value of heat 
rate, overload or dynamic pressure violate the pre-calculated corridor.  

In this section, an integrated scheme comprised of LQR and FCMAC is proposed. 
FCMAC presented by Chiang and Lin [8] is a kind of adaptive neural network based 
on table look-up manner, which possesses nonlinear function approximation, fast-
learning ability and good generalization capability. It uses Gaussian basis function to 
preserve the derivative information and improve the accuracy of the network output. 
The kth receptive field function and the corresponding multidimensional vector can be 
expressed as: 
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 (6) 

where xi is the normalized input, mik and σik denote mean and variance of the member-
ship function, nR is the number of receptive fields. The output of FCMAC represents 
the algebraic sum of activated weights and receptive field value, which can be ex-
pressed in a vector form: 

1 2[ , , , ]T T
my y y= =y W Φ  (7) 

where matrix W represents the connecting weight values of the output associated with 
the receptive-fields. The network structure is shown as Fig. 3. 
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Fig. 3. General architecture of FCMAC 

3.3   Improved Reentry Longitudinal Guidance Base on FCMAC 

In this section, taking into account the mechanism of energy-scheduled longitudinal 
guidance law, FCMAC is devoted to be an auxiliary controller to enhance tracking 
performance of the nominal trajectory. In the integrated control structure, LQR con-
troller is utilized to guarantee the stability of the tracking system. FCMAC serves as a 
compensator to make range-to-go and radial distance track the reference precisely and 
tunes the weights online in accordance with tracking errors. 

In view of the great influence on flight height and flight path angle made by the 
bank angle σ and the variation of drag force impacted by the angle of attack α, we 
select range-to-go error e1, radial distance error e2 and the corresponding derivatives 
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as components of two separate FCMAC networks’ inputs. Furthermore, the two out-
puts would be added to the nominal control inputs σref and αref, to eliminate nonlinear-
ity and uncertainties contained in the linearized guidance model, which will help to 
improve the tracking effect of range-to-go and the radial distance. The control struc-
ture of the integrated guidance with LQR and FCMAC is shown in Fig. 4.  
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Fig. 4. Control structure of the integrated guidance with LQR and FCMAC 

The control algorithm is given by the following equations: 

( )

( ) ( ) ( ) ( )

T
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ref K N

u k

u k u k u k u k

⎧ =⎪
⎨ = + +⎪⎩

Φ                    W
 (8) 

where uref(k) is control input vector from the nominal trajectory, uN(k)=[αN(k) σN(k)]T 
is the vector composed of two FCMAC output components, and uK(k) is the output 
vector produced by LQR controller. 

Considering the compensating role FCMAC networks play in the integrated con-
trol, the traditional feed forward structure in FCMAC network is not concerned for its 
complexity and unavailability. Instead, the feedback scheme is presented in the closed 
–loop system, where dynamic errors are employed as input signals, and gradient de-
scent method is adopted as weights adjusting regulation. According to the demand on 
minimum tracking error, the weight tuning law is given by: 

( ) ( 1) ( ( ) ( ))j j d jk k y k y kω ω κ= − + − Φ  (9) 

where κ is learning rate, j denotes the corresponding memory address activated by the 
kth sample, Φj is the value of jth receptive field. 

4   Lateral Guidance Law 

The aim of lateral guidance is to gain the sign of σ by tracking the longitudinal pro-
file. The conventional bank-reversal criterion depends on whether the condition |Δψ|≤ 
Δψthreshold is observed. If not, the sign of the bank angle is set to the opposite of the 
current heading error, which would be maintained until the condition is violated 
again. It works well when the actual flight goes as planned in offline optimization. In 
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case the threshold value Δψthreshold is given unreasonably, the sign of bank angle needs 
adaptive adjustments. Otherwise, frequent bank reversals or exceeded terminal head-
ing errors out of the prespecified threshold may be obtained. 

A crossrange parameter χe is defined as 1sin [sin( )sin ]e sχ ψ−= Δ . This crossrange 

parameter represents magnitude of range-to-go, as well as large and fast variation of 
the heading error. Since the equation ds/de=-cosγcosΔψ/rD exists, crossrange parame-
ter χe is almost linear with respect to negative energy e. Once the sign of bank angle is 
reversed, the value of dΔψ/de and dχe/de will change accordingly. This characteristic 
can be conveniently applied in designing the bank-reversal criterion. 

The bank-reversal times are pre-determined before optimization algorithms are de-
voted to generate nominal trajectory. In view of the principle that unnecessary bank 
reversals should be avoided, two bank reversals are chosen to ensure terminal con-
straints. Δψref is assumed to be the heading error angle at the second bank reversal 
along the nominal trajectory and the lateral bound is defined as χbound = sin-1 (sin(s) 
sinΔψref). From [9], it is known that location of the first bank reversal is critical to 
lateral guidance law. Once the location takes place too early, an excessive number of 
σ will be obtained. But if the location is set to a much latter position, the terminal 
heading condition may not be met. Here, the first bank reversal is determined by: 

1e boundcχ χ>  (10) 

where η =(L/D)est/(L/D)ref , and c1 is a scale coefficient linearly related to η. The less 
c1 is, the earlier the location of the first bank reversal is. Since the crossrange parame-
ter χe is approximately linear with respect to energy e, location of the second and 
latter reversals can be determined by the following equation: 

e e bound boundχ χ χ χ′ ′≥  (11) 

where ,e e bound boundd de d deχ χ χ χ′ ′= = . Once the condition (11) is satisfied, the 

second reversal would take place instantly. If the linear relationship is not evident, 
third or latter bank reversals are generated near the terminal interface according to 
condition (11) to correct actual trajectory return to zero at ef, which will guarantee χe 
back to permissible boundary. Fig.5 shows the cases of bank reversals. 

 
Fig. 5. Crossrange corridor used for bank angle reversals. The reference crossrange parameter 
variation is shown as a solid line. The actual crossranges are displayed in dashed-point line.  
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5   Simulation Results and Analysis 

As to a certain type of lifting reentry vehicle, 3DOF numerical simulations have been 
carried out to validate the improved guidance law. LQR controller and integrated  
controller, which combine LQR method with FCMAC, are adopted respectively in 
tracking nominal trajectory. Dynamic adjustment method presented in section 4 is 
introduced as regulation to determine the bank reversals inside the crossrange corridor. 

The initial states of the vehicle are [ 0 0 0 0 0 0, , , , ,h vθ φ γ ψ ]= [90km, 0°, 0°, 7000m/s, 

0°, 90°], and the weighting matrices of LQR controller in the simulation is set to:  
100 0 0

50000 0
0 1 0 ,

0 5000
0 0 500

Q R

⎡ ⎤
⎡ ⎤⎢ ⎥= = ⎢ ⎥⎢ ⎥ ⎣ ⎦⎢ ⎥⎣ ⎦

 

Then the obtained gain matrices K' are used for interpolation by negative energy e. 
At different operating points, corresponding LQR gains are used. For the input space 
of FCMAC networks, the number of dimension N= 20. Due to the dimensionless 
inputs variation range, the initial values of mij for the receptive-field functions are 
given as equally division points from -0.08 to 0.08, and σij=0.0084 for all i and j. The 
initial weight matrix of the network is set to 0, learning rate of the network κ=0.1 and 
simulation step is 0.1s. In lateral guidance law, Δψref=0.42(rad), c1=0.2+(η-ηmin)/(ηmax-
ηmin)×0.8, ηmin=0.6, ηmax=1.4. With a 10% dispersion in L/D, height tracking profiles 
and range-to-go tracking profiles with LQR controller and integrated controller are 
shown respectively in Fig. 6-a)~6-d). The histories of the bank angle and the angle of 
attack are plotted in Fig.7. Crossrange parameter χe and heading error Δψ variations 
are depicted in Fig. 8 and Fig. 9 separately. Statistics on terminal conditions are given 
by Table 1 for each case, where Δhf=hf-hf_actual, Δvf=vf-vf_actual, Δsf=sf-sf_actual, Δψf=ψf-
ψf_actual. All these definitions are self-explained. 

Table 1. Terminal conditions of the proposed guidance law in L/D deviation cases 

L/D 
Dispersion 

Control methods Δhf  
(km) 

Δvf 

(m/s) 
Δsf 

(km) 
Δψf 

(°) 
LQR control -2.359 -90.29 11.23 3.631 10% 

Integrated control -0.358 -4.732 3.373 -0.263 
LQR control 3.059 83.51 -15.43 1.347 

-10% 
Integrated control 0.447 12.48 -1.475 0.225 

 
Fig. 6-a)~6-d) reveal that, due to dispersion of L/D, there are evident errors be-

tween actual profile and command profile if LQR controller is applied, while both 
height tracking error and range-to-go tracking error are alleviated remarkably by inte-
grated control with online learning of FCMAC network, just as the same outcome 
presented in Table 1. The view of terminal conditions summarizes that χe and Δψ both 
return to a small neighborhood of zero when 10% dispersion in L/D appears. It vali-
dates the effectivity of this dynamic adjustment criterion by determining two or more 
bank reversals autonomously. So the effectiveness and robustness of this proposed 
scheme for dispersion are verified. 
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Fig. 6. Tracking profile in 10% L/D disper-
sion case. a), b) are height tracks by LQR 
method and integrated method respectively. 
c), d) are range-to go tracks by the above 
two methods accordingly. 
 

Fig. 7. a) angle of attack in 10% L/D disper-
sion case b) bank angle in 10% L/D disper-
sion case 
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Fig. 8. a) Crossrange parameter along the 
nominal trajectory in 10% L/D deviation 
cases b) Zoom in view of crossrange χe 

 

Fig. 9. a) Heading errors along the nominal 
trajectory in 10% L/D deviation cases b) 
Zoom in view of heading error 
 

6   Conclusion 

An integrated guidance law for lifting reentry vehicle is proposed in this paper. LQR 
method is developed to generate energy scheduled feedback gain matrices to form the 
main part of longitudinal guidance law, while FCMAC networks are introduced into 
the control loop as compensators to eliminate the errors made by aerodynamic uncer-
tainties. In lateral guidance, the sign of bank angle is determined according to dy-
namic adjusting criterion inside a crossrange parameter corridor. 3DOF numerical 
simulations of a certain lifting reentry vehicle show satisfactory terminal and path 
conditions in presence of aerodynamic uncertainties. So reliability and validity of the 
presented method is demonstrated. 
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Abstract. We propose a hybrid filter based SLAM (Simultaneous Localization 
and Mapping) for a mobile robot to compensate for the EKF (Extended Kalman 
Filter) based SLAM error inherently caused by the linearization process. A mo-
bile robot autonomously explores the environment by interpreting the scene, 
building an appropriate map, and localizing itself relative to this map. A prob-
abilistic approach has dominated the solution to the SLAM problem. This solu-
tion is a fundamental requirement for robot navigation. The EKF algorithm with 
a RBF (Radial Basis Function) has some advantages in handling a robotic  
system having nonlinear dynamics because of the learning property of neural 
networks. We modified an already developed Matlab simulation source for the 
hybrid filter-SLAM for simulation and comparison. The simulation results 
showed the effectiveness of the proposed algorithms as compared with an EKF-
based SLAM.  

Keywords: SLAM, Hybrid filter, Neural networks, EFK, Mobile robot, RBF 
algorithm. 

1   Introduction 

Research efforts on mobile robotics have mainly focused on topics such as autono-
mous navigation, path planning, map-building, etc. [1]. Currently SLAM is one of the 
most widely researched major subfields of mobile robotics. It is a relatively new sub-
field of robotics. In order to solve SLAM problems, statistical approaches such as 
Bayesian Filters have received widespread acceptance. Some of the most popular 
approaches for SLAM include using a Kalman filter (KF), an extended Kalman filter 
(EKF), and a particle filter [2]-[4]. The earliest SLAM algorithm was based on the 
extended Kalman filter. This algorithm has been applied with some success in prac-
tice. As any EKF algorithm, EKF-SLAM makes a Gaussian noise assumption for 
robot motion and perception. In addition, the amount of uncertainty in the posterior of 
the EKF SLAM algorithm must be relatively small; otherwise, the linearization in the 
EKFs tends to introduce intolerable errors. Differently from the EKF, the main objec-
tive of particle filtering is to track a variable of interest as it evolves over time, typi-
cally with a non-Gaussian and potentially a multi-modal probability density function 
(PDF). The introduction of particle filters gave researchers the power and flexibility 
to handle nonlinearity and non-Gaussian distributions routinely. The basis of the 
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method is to construct a sample-based representation of the entire PDF, a main differ-
ence when comparing with an EKF using parameterization. A neural network, adap-
tive to changes of environmental information flowing through the network during the 
process, can be combined with a EKF to compensate for some of the disadvantages of 
a EKF-SLAM which represents the state uncertainty by an approximate mean and 
variance and has biased systematic errors even after appropriate compensation in real 
situations[4]-[9].  

Choi, et al [4] approached the SLAM problem with neural networks aided with an 
extended Kalman filter (NNEKF) by comparing the EKF-SLAM with a NNEKF 
(neural network-aided extended Kalman Filter). Research has shown the NNEKF-
SLAM with better performance than the EKF-SLAM, when they used multi layer 
perceptrons (MLP). Stubberud et al [10] developed an adaptive EKF using artificial 
neural networks. Previous work on the EKF-SLAM shows that an eventual inconsis-
tency of the algorithm is inevitable for large-scale maps. 

In this paper, we discuss our use of MLP (multilayered perceptron) and a radial  
basis function (RBF) algorithm to handle nonlinear properties of a mobile robot. We 
propose a hybrid filter-SLAM (MLP-SLAM and RBF-SLAM) to reduce the estima-
tion error comparing with an EKF-SLAM, often considered a standard SLAM  
approach. 

2   Related Algorithms for SLAM  

2.1   Neural Networks 

In this paper, we describe our use of two types of neural networks: the Multi Layer 
Perceptrons Algorithm (MLP) and the Radial Basis Function Algorithm (RBF). The 
MLP, having hidden layers with one or more input and output nodes, is a typical feed-
forward neural network model used as a universal approximator [10]-[12]. Output 
signals are generated through the homogeneously nonlinear function after summing 
signal values for each of the input nodes [8]. In this process, signals are multiplied by 
weights and added by bias values. The RBF network uses radial basis functions as 
activation functions for function approximation, control, etc. RBF networks typically 
have three layers: an input layer, a hidden layer with a nonlinear RBF activation func-
tion, and a linear output layer. Network training is divided into two stages: First,  
the weights from the input to the hidden layer are determined; then, the weights from 
the hidden to the output layer are determined. The results can be used to simulate the 
nonlinear relationship between the sensors' measurements with errors and the ideal 
output values by using the least squares method [5][9].  

2.2   EKF-SLAM  

A solution to the SLAM problem using an EKF, with many interesting theoretical 
advantages, is probably described the most in research literature. This is despite the 
recently reported inconsistency of its estimation because it is a heuristic for the 
nonlinear filtering problem. Associated with the EKF is the Gaussian noise assump-
tion. This assumption significantly impairs the EKF SLAM’s ability to deal with 
uncertainty. With a greater amount of uncertainty in the posterior, the linearization in 
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the EKF fails. An EKF based on a Bayes filter has two steps, prediction and update, 
for SLAM using the measured sensor data of a mobile robot [10][13][14]. 

3   A Hybrid Filter SLAM Algorithm 

We propose a hybrid filter-SLAM with an EKF augmented by an artificial neural 
network (NN) acting as an observer to learn the system uncertainty on-line. We  
developed an adaptive state estimation technique using an EKF and a NN. In this 
research, the mobile robot with encoder values ),( ttu ω  learns values )',','( ttt yx θ  that 

are driven from environmental information values ),,( ttt yx θ  using MLP and RBF 

algorithms as shown Fig. 1.  

 
Fig. 1. The architecture of a Hybrid filter SLAM 

3.1   A Motion Model for the SLAM 

We describe the hybrid filter-SLAM algorithm using a robot’s pose: ( Rx  
Ry Rθ ) and 

its features such as location of landmarks: ( Lxx   Lyx ). The estimated error covariance 

is defined as in Eq. (1), where the diagonal sub-matrices are a covariance of the vehi-
cle and its features. The off-diagonal-matrices are their correlation.  
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We can present the state transition probability of a hybrid filter-SLAM in the line-
arity assumption where g represents nonlinear functions, ε is process noise, and tu is 

the control command with velocity tv and an angular velocity tω for the mobile robot. 

tttt uxx ε+= − ),( 1g  (2) 
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For the Taylor expansion of function g , we use its partial derivative as shown in 
Eq.(4). 
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g is approximated at 1−tμ  and tu . The linear extrapolation is achieved by using the 

gradient of g  at 1−tμ  and tu . 
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tG , a Jacobian, is a matrix with dimension n × n, where n denotes the dimension of 

the state.   It has a different value at each 1−tμ  and tu .  
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3.2   The Measurement Step of Probability 

The measurement probability consists of the nonlinear measurement function h and 
the observation noise δ :  

ttt xhz δ+= )(  (7) 

Since the measurement function h  is an expansion of g , the Taylor expansion is 
developed around tμ .  
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The Jacobian i
tH  of the measurement function h  is calculated at the predicted 

mean tμ .  

 
Fig. 2. A flowchart of the hybrid filter SLAM algorithm 
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3.3   The Predict Step of the Hybrid Filter SLAM 

We applied the NN algorithm to the observation step of the EKF-SLAM to lessen the 
error of the mobile robot’s pose. The prior mean tμ  and covariance tΣ  have the form of   

),( 1 ttt ux −= gμ  (10) 

t
T

txttxt RGG +Σ=Σ − ,1,  
(11) 

The motion model requires motion noise to be mapped into state space. The Jaco-
bian needed for the approximation, denoted as tV , is the derivative of the motion 

function g , with respect to the motion parameters, evaluated at 1−tμ  and tu .  
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To derive the covariance of the additional motion noise, ),0( tRN , we need to 

know the covariance matrix tM of the noise in control space.  In addition, we can 

represent the motion noise tR by multiplying the Jacobian tV  and the covariance ma-

trix tM of the noise in control space.  

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛

+
+

=
2

4
2

3

2
2

2
1

0

0

tt

tt
t

v

v
M

ωαα
ωαα

 (13) 

T
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3.4   The Observation Step of the Hybrid Filter SLAM 

To derive the Kalman gain tK , we confirm measurement noise covariances and the 

measurement model i
tz  for feature-based maps. Let i

tcj =  be the identity of the 

landmark that corresponds to the i-th component in the measurement vector. 
i
tc  is a 

set of correspondence variables that is the true identity of an observed feature.  
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Using the covariance tQ , a diagonal matrix with elements of i
tz , the Kalman gain 

has the form of  Eq. (17). 
1

,, )( −+ΣΣ= t
T

txtx
T

txtt QHHHK  (17) 

3.5   The Update Step of the Hybrid Filter SLAM 

In the update step, the mean tμ and the covariance tΣ of the measurement are updated 

in terms of the prior mean tμ  and the prior covariance tΣ .  
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))(( 1−−+= ttttt xhzKμμ  (18) 

ttxtt HKI Σ−=Σ )( ,  
(19) 

To apply a NN, we divide the mean values of the measurement into each component, 
Rx , Ry , Rθ , and the input NN (MLP and RBF) algorithm. In a MLP with two hidden 

layers, we assume it to have no bias. Eq. (22) describes a component such as R
t txx =0 , 

R
tt yx =1

 and 
R
ttx θ=2  where j, k, l are the numbers of a layer’s node, respectively. 
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In the simulation using the second algorithm based on a RBF with 25 neurons, tx is 

a n-dimensional input vector and ic is the center of the i-th basis function with the 

same dimension of the input vector tx . In addition, we have  some kinds of elements 

such as, iσ : the width of the basis function, N : the number of hidden layers, icxi
t − : 

the norm of icxi
t −  representing the distance between x and ic , and )(xiϕ : the re-

sponse of the i-th basis function of the input vector with a maximum value at ic . 
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Finally, we can substitute the derived result i
ry  for the measurement tμ . The above 

5 steps are repeated until the end of the mobile robot's exploration. 
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4   The Simulation Results and Discussion 

The simulation results, obtained by modifying the Matlab code developed by Bailey 
et al [14], show the efficiency of the proposed algorithm over the EKF-SLAM. The 
simulation was performed with constraints on velocity, steering angle, system noise, 
observation noise, etc., for a robot with a 2m-diameter wheel and 3m/sec maximum 
speed. The maximum steering angle and speed were 25° and 15°/sec respectively. The 
control input noise was assumed to be zero mean Gaussian with vσ (=0.4 m/s) and ϕσ  

(=3◦). The navigating environment was about 60 m × 40 m in a rectangular form. For 
observation, we used 13 features around waypoints such as 9 posed circles. In the 
observation step, we used a range-bearing sensor model and an observation model to 
measure the feature position and robot pose which had a noise level of 0.1 m in range 
and 1◦ in bearing. The sensor range was restricted to 20 m. This range was good 
enough to detect all features in front of the mobile robot.  
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4.1   A Simulation of an EKF-SLAM 

The amount of uncertainty in the posterior must be relatively small; otherwise, the 
linearization in the EKFs tends to introduce intolerable errors. Fig. 3(a) shows both 
the desired and EKF-based navigation trajectories of the mobile robot. The solid and 
dotted lines depict the reference and actual trajectories, respectively. The ellipse de-
scribes the estimated covariance of the mobile robot and features by the EKF. The 
plus (+) features are true and estimated features.  

                
(a) The navigation error using the EKF-SLAM    (b) The x-axis error using the EKF-SLAM 

    
    (c) The y-axis error using the EKF-SLAM             (d) The θ error using the EKF-SLAM 

Fig. 3. Trajectory errors of the EKF-SLAM 

The trajectory error of the EKF based simulation results mainly from the system 
errors and observation errors during the navigation of 1,433 time steps.  

4.2   Simulation of the Hybrid Filter-SLAM  

To enhance trajectory accuracy, we adopted a MLP with 3 inputs and outputs' nodes 
and 2 hidden layers with 7 nodes as a prior stage of the EKF. Each hidden layer has a 
sigmoid function. Fig. 4 shows navigation errors of the parameters of the hybrid  
filter-SLAM (MLP-EKF and RBF- SLAM). The MLP-EKF and RBF-EKF based 
simulation results show very similar performance in the x-axis and y-axis behavior. 
The latter results in better performance than the former in θ as shown in Fig. 4. In the 
RBF-EKF simulation, we used the same mean squared error of 0.001 as in the  
MLP-EKF. 
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In general, both the MLP-EKF and RBF-EKF based SLAM reduce estimation  
errors as compared with the EKF SLAM. However, the training time in a neural  
network may result in some problems practically in real time operation. The training 
time in the RBF-SLAM is shorter than that in the MLP-SLAM and similar to the 
EKF-SLAM case.  

    
   (a) The x-axis error using the MLP-EKF         (b) The x-axis error using the RBF-EKF 

    
  (c) The y-axis error using the MLP-EKF          (d) The y-axis error using the RBF-EKF 

     
     (e) The θ error using the MLP-EKF                    (f) The θ error using the RBF-EKF 

Fig. 4. Navigation errors in the parameters of the hybrid filter-SLAM (MLP-EKF and RBF- 
SLAM) 

Fig. 5 shows simulation errors using the EKF, the MLP-EKF, and the RBF-EKF 
SLAMs. In Fig. 5(c), the RBF-EKF SLAM results in the smallest error in the heading 
error θ among the three methods.  
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(a) The x-axis errors                                          (b) The y-axis errors 

 
(c) The θ errors 

Fig. 5. Simulation errors : The EKF and hybrid filters 

5   Conclusions 

The SLAM problem is of fundamental importance in the quest for autonomous mo-
bile robots since the robot keeps track of its location by maintaining a map of the 
physical environment and an estimate of its position on that map. In this paper, we 
propose hybrid filter-SLAMs, such as the MLP-SLAM and the RBF-SLAM of a mo-
bile robot, to make up for the EKF-SLAM error inherently caused by its linearization 
process and noise assumption.  

The proposed algorithm consists of two steps: the Neural Network and the extended 
Kalman Filter algorithm. The simulation results show the efficiency of the proposed 
algorithm as compared with the EKF-SLAM in terms of parameters such as x, y, and � .   

According to the simulation results, the RBF-SLAM shows the best performance in 
terms of trajectory error.  For the real time realization of the proposed system, re-
search on various training conditions and structures of neural networks, etc., is un-
derway in our laboratory.  
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Abstract. Controlling chaos in a passive biped robot with an artificial neural 
network is investigated in this paper. The dynamical model is based on the 
compass-like biped robot proposed by Garcia et al. (1998) with a point-mass at 
the hip and infinitesimal point-masses at the feet ignoring the scuffing situation. 
The governing dynamics and chaotic behavior of the system is explored and the 
bifurcation diagram is drawn with respect to the ramp slope. Controlling chaos 
is based on stabilizing the unstable periodic orbits in the chaotic attractor. The 
UPOs are detected using an iterated algorithm. The artificial neural network is 
constructed using the information of seven previous steps and the control pa-
rameters in each one. The network is trained to find the appropriate control pa-
rameter in order to put the next step on the unstable periodic orbit. The control 
parameter is the toe-off impulse at the heel strike. 

Keywords: Artificial neural network, Chaos control, Passive biped, Simplest 
Walking model. 

1   Introduction 

Human locomotion is one of the most complicated dynamical motions in nature 13. 
That is why the phenomenon is not yet well understood despite being well investi-
gated by the researchers. Investigating bipedal walking robots is shown to be an ap-
propriate means to better understanding of anthropomorphic locomotion. Although 
human motion is controlled by the neuro-muscular system, except for part of a stride 
14, McGeer (1990) showed that some legged mechanisms can exhibit stable human-
like walking on a range of shallow ramps without actuation 1. 

The compass-like biped robot investigated by Garcia et al. 1998 is assumed to be 
the simplest model capable of mimicking bipedal gait. The dynamics of the model has 
been studied widely by several researchers 15, 17, 16, 5, 18. Moreover several control 
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strategies have been applied to get a desired motion from the bipedal walkers. The 
control parameter is usually the torque at the joints 7 and is identified by different 
control algorithms and techniques. Linear control, based on linearization of the equa-
tions of motion around the vertical stance 8, variable structure control 9, optimal con-
trol 9, and shaping discrete event dynamics 11 are the main techniques that has been 
applied to biped robots by investigators.  

The basic idea in controlling biped robots is choosing a proper control input in or-
der to get a desired fashion. The desired behavior of a biped robot can be specified in 
numerous ways and still is an open question 19. Nevertheless one can assume a fun-
damental characteristic of a desired motion is that merely the biped doesn’t fall. 

Another common desired feature for bipedal walking with chaotic behavior is a 
stable periodic motion. The detection of limit cycles for the simplest walking model 
under various mechanical and environmental circumstances has been studied by sev-
eral researchers 15, 5, 6.  

Although there is an acceptable amount of research on controlling bipedal walkers 
with chaotic behavior, there is still few works on applying chaos control algorithms 
on the system. Chaos control algorithms have several major advantages due to dy-
namical properties of the system in the chaotic attractor. A chaotic system is described 
to be both flexible and stable 12 , 22.  

In 23 the authors have applied OGY algorithm 22 to a compass-like biped with 
masses on knees assuming the hip actuation torque as the controlling signal. The 
method was proposed by Ott, Grebogi and York in 1998 based on the linearization of 
the Poincare’ map near the fixed point in the chaotic attractor. Kurz et al. have pro-
posed a biologically inspired ANN algorithm to rapidly drive the trajectories to a 
stable periodic orbit 24. Actually the neural network proposed in 24 gives the proper 
spring stiffness for a single ramp incline and is said to be applied to the system after 
several steps. The control parameter is not adjustable enough and setting up a spring 
in the hip joint in the middle of walking seems not to be applicable. Moreover adding 
up the spring from the beginning actually changes the dynamics of the system and the 
chaotic characteristics of the model that have already been resulted through numerical 
manipulations. 

In this investigation we have extended the Kurz’s algorithm to control a passive bi-
ped robot using toe-off impulses as the control parameter. Choosing the toe-off im-
pulse as the control actuator is thought to be more applicable and more similar to what 
occurs in human locomotion. The neural network is designed so that the controller can 
be turned on at any time during the locomotion. Moreover the network is trained to be 
applicable for any ramp slope. 

The dynamic model of the system is first analyzed in section II. In section III, the 
bifurcation diagram is drawn and unstable periodic orbits are detected using an itera-
tive algorithm proposed in 15. The artificial neural network is discussed in section IV 
and the simulation results are proposed in section V. Conclusions and suggestions for 
future work are the last section of this article. 

2   Dynamic Model 

The simplest walking model shown in Fig.1 is a biped robot with two rigid legs joint 
by a frictionless hinge at the hip. There is a point mass at the hip, M  and two point 
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masses at the feet tips, m . The feet masses are much smaller than the hip so that the 
hip motion is not affected by the swinging leg motion. During each step the stance leg 
acts as an inverted pendulum while the other leg oscillates until the heel contact. At 
the moment the system has a plastic impact without any slip or bounce and passes a 
double-support phase instantaneously 15.  

 
Fig. 1. The simplest walking model with a hip mass and two point masses at the feet tip 15. 
After the heel-strike the stance leg and the sing leg switch.  

 
The legs are assumed to be able to pass the foot-scuff situation and the swing leg is 

able to momentarily pass through the ramp surface when the stance leg is nearly verti-
cal. These assumptions are made to avoid scuffing problems for straight legged walkers. 

The degrees of freedom are chosen to be θ  and φ  that shows the stance leg an-

gle with the vertical direction to the ramp surface and the angle between stance and 
swing leg. The governing equation in the single-support phase is derived by  
Lagrange’s relations. 

Substituting the Lagrangian of the system in the Lagrange’s relations, applying the 

simplifying assumption ( 1<<
M

m ) and rescaling time by
θ
l

, the governing equa-

tions become: 

                 0)(sin))((cos)(sin
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During the single-support phase the above equation governs the motion of the bi-
ped. When the swing leg contacts to the surface satisfying the geometric condition 

                                                    02 =− θϕ                                                          (2) 

The collision occurs and solving differential equations (2) should be stopped. The 
conservation of angular momentum should be satisfied for the whole system about the 
swing foot tip and for the new stance leg around the hip. Considering the toe-off im-
pulse denoted by P the transition rule 15 for heel strike moment is as follows. 
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The states of the system just after and just before the impact are identified by ‘+’ 
and ‘-’ subscripts. The set of differential algebraic equations (1)-(3) are the governing 
equations of the simplest walking model.  

3   Model Analyses 

3.1   Poincare’ Section and Bifurcation Diagram 

In order to analyze the dynamics of the model in a simpler way the state of the sys-
tems can be investigated stroboscopically by using a Poincare’ section. The Poincare’ 
section reduces one dimension of the system 12.  
 

 
Fig. 2. The swing and stance leg angle variations for a typical step and the scuffing situation 

The Poincare’ section chosen for this model is the one just after the heel strike 
situation. Since there is especial relations between the angular velocities at the mo-
ment (Eq. (4)) the Poincare’ map of the system would be 2D.  

Analyzing the Poincare’ section data of the system shows that the simplest walking 
model has different stable walking patterns in different slope ranges. The system has a 
period doubling route to chaos if the slope changes continuously 15. The bifurcation  
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Fig. 3. Bifurcation diagram of the system with respect to the ramp slope  [19] 

diagram of the system plotted in figure (3) gives a good insight to the biped behavior 
and walking patterns. 

For ( 015.0<γ ) there is a stable limit cycle which shows a periodic walking in 

which after a transient phase the steps are repeated. At 015.0=γ the bifurcation 

occurs and the biped starts to show a limping motion. The period doubling continues 
until the system becomes chaotic. After there is no stable walking pattern and the 
biped falls with any initial condition.    

3.2   Unstable Periodic Orbits 

The unstable periodic orbits are said to be the skeleton of the chaotic attractor. The 
trajectories are attracted by and repelled from them in each cycle but never converge 
to them 26. It can be difficult to detect these orbits from an observed time series 25. 
The iterated method used here to detect the fixed points of the Poincare’ map is the 
one proposed in 25. If the Poincare’ map is described by 

)(1 kk f ζζ =+ , 

the iterative mapping 
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For our model, the fixed point of the map for rad0185.0=γ  is found to be 
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4   Artificial Neural Network 

Artificial neural networks are a biologically inspired algorithm with various applica-
tions in applied science and engineering problems. The network is basically a simula-
tion of human nervous system composed of some node elements as neurons being 
related through several interconnection edges as in human nervous system 30. The 
composition of several layers with definite number of neurons in each layer and the 
interconnection between the neurons in layers constructs an artificial neural network 
30. The interconnections have definite weights which collectively determine the out-
put of each neuron and the behavior of the system. First, the ANN should be trained 
by enough initial information of a set of valid inputs and the associated outputs. Thus 
the weighted connections associated to the neurons are adjusted so that the ANN 
learns to perform a definite task for a given set of inputs [30].  

In our model ANN is actually trained to model the Poincare’ map of the system 
which cannot be investigated analytically. Once the network learns the dynamics of 
the system it is prepared to determine the proper control parameter so that the system 
shows a desirable feature.  

In order to control the biped within its chaotic attractor the trajectories should be 
guided into a fixed point embedded in the region. The fixed point can be of any order 
of periodicity so that the biped can be transferred from chaotic behavior into a period-
n orbit and show flexible behavior which is a major benefit of chaos control. The 
control parameter which is the toe-off impulse is applied as soon as the states are 
close to the unstable periodic orbit embedded in the chaotic attractor. 

In order to design the controller, an artificial neural network is developed that finds 
the proper toe impulse to put the trajectory on any desired periodic orbit. The feed-
forward network has 23 neurons in the first layer, 4 neurons as the hidden layer and 
one neuron in the last one. The excitation function of the neurons is sigmoid 

1)1()( −−+= xexf  and a back propagation algorithm is used to train the network as 

used in 24 (Figure 4). 
The number of inputs has increased and the controller has been changed compared 

to 24 to be applicable for the new control parameter and also be able to update the 
initial conditions as the biped gets new steps. The network is trained to find the proper 

toe-impulse ( P in Eq. 3) for any initial condition and slope angle γ  so that the 

trajectories conform to the unstable periodic orbit.  

The inputs of the neural network are the states of the biped ],[ stst θθ  at seven 

consecutive steps, the desired state of the system at the next step, the six toe-off im-
pulses at every heel strike between the steps and the slope angle of the surface. The 
states are the input to the first 16 neurons of the first layer, the toe-off impulses are  
the inputs for the next 6 neurons and the slope angle is the input of the last neuron in 
the first layer. The desired states are indeed related to the unstable periodic orbit in the 
chaotic attractor which is detected through the efficient algorithm. 

Once the controller is turned on the states of seven consecutive steps at the Poin-
care’ section and the toe-off impulse at jumping moment in each step are stored to be 
the input for 20 neurons of first layer. The 15th and 16th neurons are the desired fixed 
point states which is the unstable periodic orbit of the chaotic attractor and the last 
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one is the value of γ , the slope angle of the surface. Choosing the previous steps as 

the input is a biologically inspired strategy based on the scientific literature which 
shows that human locomotion has a neural memory of previous locomotive states 
328-[30]. 

 

Fig. 4. The schematic of the artificial neural network utilized to control the bipedal robot 

5   Simulation Results 

The network was trained with a set of 20 data sets and was applied to the model to get 
a periodic behavior from the biped in the chaotic region. 

 
Fig. 5. The unstable periodic orbit of the biped for rad0185.0=γ  is stabilized 

As shown in Figure 5, once the controller starts to gather the information, the first 
control signal is generated after 7 steps and immediately the system converges to a 
periodic orbit. 

The network is trained so that can be used to control the biped walking on surfaces 
with any slope angle. The same neural network controller was applied to the biped 
walking on surfaces with slope angles of rad0185.0=γ , rad0187.0=γ  and 

rad0189.0=γ . The designed controller is able to stabilize the bipedal motion on 

the unstable periodic orbits detected for every slope from the previously mentioned  
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Fig. 6. The variations of control parameter stabilizing the periodic orbit for rad0185.0=γ  

 

Fig. 7. The unstable periodic orbit of the biped for rad0187.0=γ  is stabilized 

 
Fig. 8. The variations of control parameter stabilizing the periodic orbit for rad0187.0=γ  
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Fig. 9. The unstable periodic orbit of the biped for rad0189.0=γ  is stabilized 

 

Fig. 10. The variations of control parameter stabilizing the periodic orbit for rad0189.0=γ  

efficient algorithm. The results are shown in Figures (5)-(10). For each case, the 
variations of the stance leg angle and the control parameter P at heel strikes are 
shown.  

6   Conclusions 

An artificial neural network algorithm was used to control the chaotic behavior in the 
simplest walking model. The model was proposed as a simple passive walker capable 
of producing human locomotion. The chaotic behavior was verified and the unstable 
periodic orbit in the chaotic attractor was detected. 

The trained neural network is capable of controlling the biped by toe-impulse sig-
nals very rapidly on any arbitrary ramp slope in which chaos occurs. 
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Since the basin of attraction of chaotic attractor is larger than the one in periodic 
cycles and the system is more flexible and robust in the chaotic region, a small control 
effort can produce a flexible robust behavior in the system. 

The algorithm is shown to be efficient, robust and flexible and can be applied to 
more complicated biped robots including the knee masses and an upper body link. 
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Abstract. Machine learning for mobile robots has attracted lots of research in-
terests in recent years. However, there are still many challenges to apply learn-
ing techniques in real mobile robots, e.g., generalization in continuous spaces, 
learning efficiency and convergence, etc. In this paper, a reinforcement learning 
path-following control strategy based on approximate policy iteration (API) is 
developed for a real mobile robot. It has some advantages such as optimized 
control policies can be obtained without much a priori knowledge on dynamic 
models of mobile robot, etc. Two kinds of API-based control method, i.e., API 
with linear approximation and API with kernel machines, are implemented in 
the path following control task and the efficiency of the proposed control strat-
egy is illustrated in the experimental studies on the real mobile robot based on 
the Pioneer3-AT platform. Experimental results verify that the API-based learn-
ing controller has better convergence and path following accuracy compared to 
conventional PD control methods. Finally, the learning control performance of 
the two API methods is also evaluated and compared. 

Keywords: Mobile robots, Approximate policy iteration, Reinforcement learn-
ing, Path following, Approximate dynamic programming. 

1   Introduction 

In the last decade, the control method of wheeled mobile robots (WMR) has become a 
more and more important research area in artificial intelligence and control theory. 
According to the description in [1], the wheeled mobile robots are categorized into 
five large groups which include unicycle, two-wheeled robot, three-wheeled robot, 
four-wheeled (car-like) robot and tractor-trailer system. Here, the research work will 
be focused on a two-wheeled mobile robot.  

Path following control is a typical example of wheeled mobile robots which has been 
studied for decades since 1980s [2] [3] and lots of results have been achieved. Until 
now, much research work has been devoted to the construction of lateral controllers for 
mobile robots [5] [6], which include PID methods, fuzzy controllers, slide model  
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controllers, etc. However, these methods can not realize performance optimization of 
mobile robots with model uncertainties, especially in some unknown environments.    

Reinforcement learning (RL) assumes that the robot can be modeled as a Markov de-
cision process (MDP) and the learning agent interacts with an initially unknown envi-
ronment and modifies its action policies to maximize its cumulative payoff [8], [9]. 
Consequently, there is no need to program the desired knowledge to robot by human in 
a RL-based control strategy [7], [10]. Thus, combining RL-based control strategy with 
path following control has attracted more and more interests in recent years. However, 
two main obstacles still exist for the wider application of RL in real mobile robot con-
trol. One problem is that the local convergence of existing gradient-based RL algorithms 
always hinders the achievement of optimal or near-optimal policies. The other is that 
many RL algorithms rely heavily on manually selected approximation structures. In 
order to solve these problems, a path following control strategy using the recently  
developed approximate policy iteration (API) method, which includes least-squares 
policy iteration (LSPI) [14] and kernel LSPI (KSLPI) [11], is studied and evaluated in a 
real mobile robot in this paper. The API method can discover an optimal or near-optimal 
policy for an MDP by generating a sequence of improved policies and the approxima-
tions are realized in two aspects, one is the representation of the value function, the 
other is the representation of the policy. Two kinds of API-based control methods, i.e., 
LSPI and KLSPI, are implemented in the path following control task and the efficiency 
of the proposed control strategy is illustrated in the experimental studies on the real 
mobile robot based on the Pioneer3-AT platform. Experimental results verify that the 
API-based learning controller has better convergence and path following accuracy  
compared to conventional PD control methods. Furthermore, the performance of 
KLSPI-based learning control and LSPI-based learning control is also evaluated and 
compared.  

This paper is organized as follows. In section 2, the control task and the mobile ro-
bot will be introduced. In section 3, the API-based learning control strategy is pre-
sented. The experimental results will be performed in section 4. Section 5 concludes 
the paper. 

2   Problem Description 

In this paper, the task for the mobile robot is a geometric path following. The robot 
must sense its position with respect to the desired path and return to the path if it is off 
course. By using the sensors on the wheeled mobile robot, the lateral controller calcu-
lates the error and determines how to turn the steering wheels to follow the desired 
path. The path in the lab contains a white line on a black surface which the robot is to 
follow.  

A real mobile robot is used in this research and it is P3-AT wheeled mobile robot. 
As a differentially-driven platform, P3-AT mobile robot supports a combined control 
of linear velocity and angular velocity or a differential control of the wheels. The 
position and velocity can be measured by the direct drive motor in which a high-
resolution optical encoder installed. 

The simplified geometry model of P3-AT mobile robot can be described by Fig.1. 
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Fig. 1. The geometry model and image of P3-AT mobile robot 

Here, vector (x y θ)T is used to describe the pose of point P which represents the 
center of the robot in Cartesian coordinate {x y o}. Where (x0, y0) defines the x-
coordinate value and y-coordinate value of point P in Cartesian coordinate, θ is the 
angle between the coordinate of WMR {X Y P} and the Cartesian coordinate {x y o}.  

The desired path is set to be a straightaway in the x-coordinate direction and the  
desired position of WMR is set as (xd, yd). The learning control task is to minimize  
the accumulative error between the actual path and the desired path when there is a 
large initial position error and the dynamic model of WMR is assumed to be  
unknown. The objective function can be described by following equation 

)(
0

teJ
T

t =
Σ=  (1) 

where e(t) stands for the path following error and J is the accumulative error calcu-
lated from the start point to the end point. 

3   An API-Based Learning Control Framework 

According to the control task of the mobile robot discussed in section 2, a framework 
of the learning control method based on API is proposed in this section. The API 
method is embedded into the design of the learning control system and the learning 
optimizing problem is formulated as a Markov decision process (MDP). 

3.1   API-Based Optimization for Path-following Control System 

As a class of actor-critic learning algorithms, API method can be viewed as a hybrid 
of value function approximate and policy learning. It consists of a policy evaluation 
module and a policy improvement module. Policy evaluation is to evaluate the state-
action value function in fixed policies, and policy improvement is to gain the greedy 
policies based on the state-action value function evaluation. In Fig. 2, the API-based 
learning controller is integrated with a conventional proportional-derivative (PD) path 
following controller. 
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Fig. 2. The API-based learning control system 

In API, policy evaluation usually estimate the value function by using TD learning 
algorithms without any model information, the TD error is calculated by comparing 
an expected value from an actually obtained reward which is determined by the fol-
lowing error between desired and actual path in this paper. The learning process of 
API-based control policy can be described by the following flow chart: 

 

Fig. 3. The learning process of API-based control policy 

Fig. 3 shows that based on the evaluation of policies at last iteration, the actor im-
proves the policy and the iteration process is repeated until there is no change be-
tween the newly produced policies. Consequently, once the TD learning algorithms 
are well performed, the optimal or near-optimal control policy can be obtained, which 
will be discussed in subsection 3.4. 

By approximating the state value function Qπ(s, a) of policy π, the corresponding 
policy is obtained as:  

 

),(
~

maxarg)(1 asQs t

a
t

ππ =+
 (2) 

 
where πt is the policy at tth iteration, and πt+1 is the improved policy based on the 
estimated action value function.   



282 P. Zhang et al. 

3.2   The MDP Formulation of Controller Optimization 

In this section, the controller optimization of the mobile robot is formulated as a 
Markov decision process (MDP) and the expected result is realized by minimizing the 
following error between actual and desired path. The MDP is denoted as a tuple {S, A, 
P, R}, where S is the state space, A is the action space, P is the state transition prob-
ability, and R is the reward function. 

According to the learning control problem of mobile robot studied in this paper, the 
state space in MDP can be defined as s(t) = [ex, ey, eθ] in which the three-dimensional 
vector represents the error between actual and desired position of robot. A={a1, 
a2,…,an}is used to represents the infinite action sequence and the PD coefficients are 
optimized by API-based learning strategy, then the action space of MDP can be de-
fined as a series of PD coefficients which is expressed by a(t)∈[(kp1, kd1), (kp2, 
kd2),…,(kpn, kdn)]. Based on the defined reward function, the lateral control perform-
ances of the mobile robot are optimized by choosing the appropriate actions. To opti-
mize the path following performance of wheeled mobile robot, the reward function 
and the target function can be described as follows:  

rt = c|et| (3) 

t
t

T

t
rJ γ

0=
Σ=  (4) 

where the et is the error between desired and actual path of mobile robot, c is a nega-
tive constant, γ is the discount factor. The temporal differences are defined as the 
differences between two successive estimations and it can be obtained as the follow-
ing form 

),(),(1 asQasQr tttt −+= +γδ  (5) 

3.3   The API-based Learning Control Methods 

Based on the work of least squares temporal difference (LSTD) learning algorithm in 
[13], least squares policy iteration (LSPI) was proposed in [14], it performs better prop-
erties in convergence, stability, and sample complexity than previous RL algorithms. In 
order to solve the automation feature selection and improve the convergence perform-
ance of LSPI, Xu etc., applied kernel methods to LSTD algorithm and proposed KLSPI 
algorithm in [11]. The value functions can be described as following equations 
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where equation (6) and equation (7) are the value function of LSPI and KLSPI algo-
rithm respectively, ф(x) = [ф1(x), ф2(x),…,фn(x)]T  is a vector of basis functions, x is 
an observation state in the trajectory {xt |t = 0,1,2,…; xt ∈X } generated by a Markov 
chain, k(s, si) is the kernel function, s and si are the combined features of state-action 
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pairs (x, a) and (xi, ai), respectively, αi (i = 1, 2,…, t) are the coefficients, W is the 
weight vector which is used to calculate the value function and can be obtained by 
following equation 

0)]([)]([ 0
*

0 =− tt XbEWXAE  (8) 

where Xt = (xt, xt+1, zt) (t = 1, 2,…) from a Markov process. E0 [·] stands for the expec-
tation with respect to the unique invariant distribution of {Xt}. A(Xt) and b(Xt) are 
defined as follows    
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where equation (9) and equation (10) are the definitions in LSPI algorithm, zt is the 
eligibility trace vector, equation (11) and equation (12) are the definitions in KLSPI 
algorithm. 

According to the above discussions, the framework of LSPI and KLSPI based 
learning controller can be described as follows 

      
Fig. 4. The KLSPI-based and LSPI-based learning control method are shown in (a) and (b) 

 
π0 and πt are the initial policy and the current policy, respectively, πt+1 is the up-

dated policy based on the API method, e is the positive scalar between current control 
policy and optimized policy based on LSTDQ or KLSTDQ algorithm. Aiming to keep 
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the sparsity and improve the generalization ability of KLSTDQ algorithm, a kernel 
sparsification procedure using approximate linear dependency (ALD) is performed. 
Some related work is discussed in [11]. 

3.4   Performance Analysis 

In order to analyze the convergence of the API-based control methods, a genetic theo-
rem which was proposed by Bertsekas and Tsitsiklis (1996) [16] is introduced. It 
proofs that the API methods can converge to the optimal or near-optimal policy when 
the error in policy evaluation and projection and the error in policy improvement and 
projection are bounded [17]. Thus, the performance of the optimized policies can be 
described by the following equation 
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Where ε and δ are positive scalars that bound the error in all approximations to value 
functions and policies respectively, γ is the discount factor, Qπ

m
 and Q* are corre-

sponding sequence approximate value functions and optimal value function of poli-
cies πm (m = 1, 2, 3…) and optimal policy π* respectively. 

4   Controller Implementation and Evaluation 

In the following, the performances of API-based learning control methods are tested 
on the real mobile robot platform Pioneer 3-AT (P3-AT). 

4.1   Controller Design for Path Following of WMR 

According to the discussions in section 2, the linear velocity is set as vp = 0.3m/s at 
the beginning and the mobile robot is set to run towards the positive direction of x-
coordinate. The desired path is set as skip from straight line y = 0 to straight line y = 
1and the mobile robot is expected to following the desired path with a stationary lin-
ear velocity.  

The PD controller is selected to the lateral control and the following equations can 
be obtained 
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where the error and the derivative of error between desired and actual path are given 
by 
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4.2   Sample Collection 

During the experiment, the initial position of mobile robot is set as x = -2m and 
run towards the positive direction of x-coordinate. Thus, the linear velocity vp will 
be 0.3m/s when the mobile robot arrives at x = 0m and then the lateral control 
begin. 

The coefficients of the controller are chosen from the PD parameters by a random 
strategy. Every selected set of parameters last 0.5s in the lateral control process and 
the position information will be recorded. The mobile robot keeps running for 4m in 
the x-coordinate and a new set of parameters is selected every 0.5s. When the robot 
arrives at x = 4m, the first period of sample collection is completed and y+1.0 is set to 
be the new value in y-coordinate direction. Then, the second period of sample collec-
tion will begin and the data sampling of the mobile robot will be completed by repeat-
ing this control process.  

There are totally 800 data sampling periods in our experiment, 21539 sets of posi-
tion data serial {(xi, yi, θi)} and motion serial {ai} were collected, where i = 1, 2 ,…, 
21539, ai∈{(ki1, kd1), (ki2, kd2), (ki3, kd3)}. By filtering the original data, 11244 sam-
ples with MDP characteristics will be obtained. 

4.3   Comparisons of Conventional Control Methods and API-Based Methods 

The experiment on real mobile robot is performed by the following steps: 
Firstly, by applying the method aforementioned, 11244 samples are collected in the 

experiment and the PD parameters can be chosen as {kpi, kdi} = {(0.6, 0.9), (0.4, 1.2), 
(0.2, 1.5)}. 

Secondly, the LSPI-based learning control method is combined with PD control-
lers, the initial training samples are generated by a random control policy in which the 
discount factor is chosen as γ = 0.9 and the approximate error is set as e = 10-5. 

Thirdly, the KLSPI-based control method is implemented to the path following 
control task. Based on the construction of KLSPI method, the state-action value func-
tion and kernel function are chosen as follows. 
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According to equation (17), the radius basis function (RBF) kernel function is used 

and the width is set as σ = 0.5, where f1 = feature (state1, action1) and f2 = feature 
(state2, action2). As the threshold parameter for kernel sparsification is set as μ = 0.2, 
a feature vector with 257 dimensions will be obtained. The experimental results ob-
tained by different controllers are shown as follows. 
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Table 1. Path following performances under API-based controllers versus PD controllers  

Performance Lateral Controllers 
Convergence Time Over Shoot Ascend Time 

(0.6, 0.9) 25s 0.35 4.3s 
(0.4, 1.2) 18.6s 0.08 7s 

PD 
(kpi, kdi) 

(0.2, 1.5) 24s 0 24s 
LSPI-based 17.8s 0.17 4.8s 

KLSPI-based 13s 0.02 6.5s 

 
From Table 1, it is illustrated that API-based path following control methods can 

converge to the near-optimal policy with a much better performance than the conven-
tional PD controllers. In addition, the feature selection is automatically by using the 
ALD kernel sparsification approach in KLSPI-based control method. The path follow-
ing images of real mobile robot are shown as follows. 

4.4   Comparisons of LSPI-Based and KLSPI-Based Learning Control Method 

Fig. 5 shows the value functions of LSPI-based and KLSPI-based learning control 
method after convergence. 

 

Fig. 5. Value functions of API-based learning control method 

   
Fig. 6. Path following curves of API-based learning control methods 
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From Fig. 6, it is illustrated that the convergence and optimality can be guaranteed 
based on the KLSPI method and the performance of KLSPI can be better than LSPI in 
terms of higher precision and less iterations in the path following control task. 

5   Conclusions 

In this paper, an API-based control strategy is implemented in the path following 
control task of a P3-AT mobile robot. We have described the nonlinear system of a 
real differential-drive WMR, focusing on the optimization problem of its learning 
control architecture. The experimental results verify that much better path-following 
performance than conventional controllers can be obtained by applying the proposed 
control strategy.  

The API-based control strategy makes mainly three improvements to the conven-
tional path following controllers. Firstly, the near-optimal policy can be obtained 
without much a priori knowledge on dynamic models of mobile robot. Secondly, the 
performance of the learning control system with better convergence rate and generali-
zation ability can be well guaranteed adaptively by incorporating conventional con-
troller as initial policies. Thirdly, the learning control efficiency has been greatly 
improved due to the automatic feature selection in which the ALD-based kernel spar-
sification method is implemented. Although the results are very encouraging, the 
applications of API method in more complicate control problems such as continuous 
action spaces are to be studied in future.  
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Abstract. Inspired by biological findings, this paper proposes a neural network 
model for achieving higher image acuity by introducing random eye movement. 
Statistical analysis and comparison study of the image quality in the presence 
and absence of random eye movement are carried out using the model. It is re-
vealed that, as a noise source to a stationary image, the random eye movement 
can contribute to overcome the inherent resolution limits of photoreceptors and 
enhance sharpness of images by temporal statistics of firing neurons.  
Super-resolution and prominent edges can thus be achieved, with superior vis-
ual acuity to the absence of eye-movement. The acuity enhancement is in fact a 
trade-off between bias and variance and is related to the distribution of visual 
stimuli and eye-movement patterns. The simulations illustrate its effect on en-
hancement of image acuity.  

Keywords: Super-resolution; Image acuity; Eye-movement; Statistical neural 
networks. 

1   Introduction 

In 1738, Jurin found that our eyes are never still, trembling exists even when fixation, 
which means this kind of eye-movement occurs involuntarily when people gazes at a 
particular object. He named this phenomenon as the “trembling of the eye”. Since 
then, a variety of techniques for recording eye-movement have been developed. But 
till 1952, R. Ditchburn and B. Ginsborg analyzed the existence of involuntary eye-
movements during fixation in a scientific way [1]. At present, scientists agree on the 
occurrence of three main types of eye-movements during visual fixation in humans, 
which are tremor, drifts and microsaccades respectively [12]. 

Since being discovered [2], the functional role of the fixational eye-movement has 
been debated for years. Techniques have been improved in exact observing on the pat-
tern of trembling [3][5]. Parametric analysis of eye tremor has been reported in [11]. In 
a laboratory condition called “retinal stabilization”[12], the visual percept rapidly fades 
out due to the absence of eye ball jitter and may even completely disappear under cer-
tain conditions, which is known as “Troxler’s effect”. Initially, as a visual system is 
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sensitive to moving objects, the reason for fixational eye-movement is explained as pre-
venting neural adaption, which fits the “Troxler’s effect”. When gazed at an unchanged 
environment, the neural adaption will occur and will drive the vision fading out [13]. 
However, more and more observations show that it cannot explain all phenomena 
caused by fixational eye-movement. In the current consensus, fixational eye-movement 
occurring involuntarily when people gaze at a particular object contributes to maintain 
visibility. Paper [4] gave a comparison of motion perception between existence and 
non-existence of involuntary visual vibration, and came to a conclusion that undetected 
trembling in static eyes contributed to the rise of the perception of illusory motion. Pa-
per [6] discussed the relationship between the “fixation eye movement” and the retinal 
information processing mechanism, which gave an explanation on the adaptation of 
vision and the disappearance of image in a static retina. From an engineering perspec-
tive, paper [7] analyzed how periodic visual vibrations contributed to resolution en-
hancement and implemented a visual sensing microsystem taking advantage of this 
principle. Paper [8] considered the eye micro-movement contributed to stimulus detec-
tion, which was beyond the Nyquist limit in the peripheral retina. Paper [9] also held an 
idea that eye-tremor actually improved visual acuity under the stochastic resonance in 
visual cortical neurons. Paper [13] pointed out that fixational eye-movement may help 
to disambiguate latency and brightness during visual perception, which allows latency 
to be used for visual discriminations. From experiments, the fixational eye-movement 
was found to increase the retinal activity [12] by moving their receptive fields over sta-
tionary stimulus to form long and tight spike bursts.  

Inspired by the biological findings, this paper proposes a simple statistical neural 
network for enhancement of image acuity by introducing eye movement. Statistical 
analysis reveals that the light stimulus to a photoreceptor follows a trapezoidal distri-
bution with zero mean as the result of uniform random eye movement. The statistical 
characteristics of neuron codes fired by the stimulus are then derived. It shows that 
the eye movement can contribute to enhancement of image acuity subject to a proper 
eye movement pattern, which is a tradeoff between bias and statistical period, i.e. per-
ception accuracy and response time. It provides a design reference for development of 
engineering visual sensors to break their perception limit by introducing active vibra-
tion. Simulations are carried out to demonstrate the capability of random eye move-
ment for achieving the effect of super-resolution and prominent edges. 

2   A Statistical Visual Neural Model 

The front end of a visual system consists of an ocular system and a retina. The ocular 
system includes cornea, lens, iris and so on. The retina is a thin layer of neural cells 
that lines the back of an eyeball, which responds light rays for building an image of 
the visual world. The retina contains photoreceptor cells, which are rods and cones 
that respond to the light. As light with different intensity reaches a photoreceptor, the 
photoreceptor cell produces different membrane potential as a response. Then this 
form of neural impulse is further converted into neural codes in retina ganglion cell 
for imaging and interpretation in the brain [12].  

This light encoding mechanism of a photoreceptor in response to light stimulus I 
can be mimicked by an inter-inhibited neural network consisting of McCulloch-Pitts 
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Neurons. A neuron in the first layer can be activated only if the light stimulus I passes 

its threshold, iθ . Then the activated neurons attempt to fire the counterpart neurons in 
the second layer but inhibit firing of those neurons with lower thresholds. The pro-
posed visual neural model can be expressed as: 

i1     ( )   and  (  for all )

0                                      otherwise    
j

i

I I j i
y

θ θ> < >⎧
= ⎨
⎩

 (1) 

where i M M= − L  and 1M M Mθ θ θ− − +< < <L . 

 

Fig. 1. The structure of the neural network (θ3>θ2>θ1) 

This neural network encodes a light intensity to an activated iy . A fired neuron i , 
represented by a neural code of [ ]I , indicates light stimulus I  perceived by this pho-

toreceptor satisfies 1i iIθ θ +< < . Thus different stimulus provokes firing of different 

neuron to reflect its intensity range.  
For simplifying further analysis, we assume evenly separated thresholds around 0 

with an increment of R as shown in Fig.2, i.e. 
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In the case of still fixation without any eye-movement, the output of the neural 
code is a deterministic value in response to stimulus with a possible quantization er-
ror, which corresponds to a neural code having lower resolution. 

 

Fig. 2. The deterministic neural code in response to I 
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By introducing random eye movement, the adjacent neurons can be fired and tem-
poral spike sequences are generated at those yi’s. An example of the generated tempo-
ral spike sequences due to eye movement is shown in Fig.3. It is expected that the 
first order temporal statistics of spikes is able to recover the stimulus with higher ac-
curacy and the second order statistics is able to sharpen the edges in an image.  

 

Fig. 3. The neural spike trains under the activation of random jittering 

3   Eye-Jittering and Neuron Firing 

The neural responses due to eye-movement are similar to the responses if a visual 
stimulus moves over the stationary receptive field of a visual neuron [13]. Assume the 
light intensity of an image is ( , )I x y . The changes on the intensity due to eye-

movement can be approximated by the optical flow constraint equation: 

( , ) ( , ) ( , )I x y x I x y I y a x y x b x y yΔ = −Δ ⋅∂ ∂ − Δ ⋅∂ ∂ = ⋅ Δ + ⋅ Δ  (3) 

where Δx and Δy are the eye-movement in the x and y directions, and 
( , )a x y I x= −∂ ∂  and ( , )b x y I y= −∂ ∂  are spatial intensity gradients at (x,y); 

( , )I x yΔ  is the intensity changes as the consequence of the eye-movement. The 

movements in the x and y directions are assumed to be independent with zero means, 
i.e. ( , ) 0Cov x yΔ Δ = , ( ) ( ) 0xE v E x= Δ =  and ( ) ( ) 0yE v E y= Δ = . Hence ( ) 0E IΔ =  

due to (3). Further assume Δx and Δy are random movements with a uniform density 
function in a range of [-K,K], i.e. 

1
        , [ , ]

( ) ( ) 2
0                         others

x y K K
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 (4) 

From (3), the probability density function of the consequent intensity change can 
be obtained by convolution between P(Δx) and P(Δy). 
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Therefore, the possibility density function of intensity variation caused by the uni-
formly distributed eye-jittering is in a form of trapezoid. An observed area with 
higher intensity gradient stimulates a wider range of intensity changes to a photore-
ceptor, which is equal to 2( )a b K+ . When a b= , the trapezoid degenerates to a tri-

angle. Taking into account this movement caused intensity variation, the actual light 
intensity perceived by the photoreceptor at (x,y) becomes ( , ) ( , )X x y I x y I= + Δ .  

Thus when this vibrating stimulus reaches a photoreceptor cell, several neurons 
around the neuron [I] in the neural network in Fig.1 would be fired, denoted as 

[ ]( )I I t+ Δ . It is expected that statistics of the firing neurons can reveal light stimulus 

with higher fidelity than the original resolution. 

4   Statistical Analysis of Neural Codes 

As stated in [13], difference in contrast and salience is represented as the difference in 
visual responses in the brain, and fixational eye-movement seems to represent a 
mechanism for enforcing and refreshing information coming from stationary visual 
stimuli by spatial summation and temporal summation. Motivated by this, the statis-
tics of the neural codes, in the form of interspike interval, was introduced into the 
neural model in Fig.1.  

Assume that samples of the neural codes for T  periods (statistical window) are 
denoted as [ ], 1tX t T= K . The temporal average of T periods can be used as an esti-

mation of the original stimulus value:  

1

( ) [ ]
T

t
t

X X R T
=

=∑  (6) 

Because the eye-movement is uncorrelated, the mean and the variance of ( )X  can 
be known straightforwardly as 

( ) ([ ] )tE X E X R=  and ( ) ([ ] )tVar X Var X R T=  (7) 

From (1) and (5), we know that 2 2([ ] ) ([( ) / ] 1)tVar X R a b K R R< + + , which is 

bounded. The variance of ( )X  can be decreased to any value lower than the photore-

ceptor resolution R  by selecting a proper T. Therefore, incorporating eye movement 
and firing codes statistics provides capability to reduce perception fluctuation. Higher 
variance of ( )X , which may be caused by higher intensity gradients or larger eye 

movement, requires a longer period of statistics, i.e. a slower response, to have a 
lower variance. However, less fluctuation of the neural estimation does not mean a 

high visual fidelity. Bias of the statistic estimation, ( )E X IΔ = − , is another key 

factor. From (7), ([ ] )tE X R  needs to be derived in order to examine the bias. Because 

[ ] ( [ ] )I I R I I R= + −  with ( )( [ ] ) / 2, / 2I I R R R− ∈ − , we can suppose 

( )/ 2, / 2I R R∈ −  in the following analysis but without losing generality, only subject 

to a constant shift of [ ]I R . 
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Assume that, for the thresholds defined in (2) and the intensity distribution in (5), 

2( ) ( )a b K mR+ = + Δ  and 1( )a b K nR− = + Δ , where mR is the central value of the 

mth neuron which is fired by intensity (a+b)K, i.e. 1( )m ma b Kθ θ +< + < , and the de-

viation from the center is denoted by Δ2; nR and Δ1 have a similar meaning for 

a b K− . Therefore, 1 2

1 1
, ( ,   )

2 2
R RΔ Δ ∈ − . 

Then probability density function (5) of the random stimulus can be rewritten as: 
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It defines a zero mean variation of light intensity centered at I in a range of 

2( )mR− + Δ  to 2( )mR + Δ  caused by eye-jittering. Fig.4 shows the intensity distribu-

tion vs neural codes. 

 

Fig.4. The probability density function vs. neural codes 

And the corresponding distribution function can be obtained as 

I) If 1 / 2I RΔ + >  and 2 / 2I RΔ + > , the bias of the first-order estimation in 

Fig.1 is  
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Similarly, we can have the following conclusions. 

II) If 2 / 2I RΔ + ≤  and 1 / 2I RΔ + ≥ , 

2 1 2 1 1 2 1

2

2( )( ) 4
2 2 2

2 ( ) ( )

R R R
IR R I I

a b a b a b a b K

⎛ ⎞ ⎛ ⎞⎛ ⎞Δ − Δ Δ + Δ + − Δ − + − Δ + − Δ⎜ ⎟ ⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠⎝ ⎠Δ =

⎡ + + − ⎤ ⎡ + + − ⎤⎣ ⎦ ⎣ ⎦
 (10) 

III) if 2 / 2A RΔ + ≥  and 1 / 2A RΔ + ≤ ,  
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IV) if 2 / 2I RΔ + ≤  and 1 / 2I RΔ + ≤ , 
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R
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− Δ − Δ Δ + Δ
Δ =
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 (12) 

It can be observed from I) to IV) that the statistic estimation of neural codes is a 
biased estimation. The bias Δ  can be reduced by increasing K , i.e. the amplitude of 
eye movement. Less biased estimation can also be achieved if the perceived intensity 
has higher spatial intensity gradients, i.e. higher a  and b . Therefore, we can control 
the bias to a desired level by adjusting eye movement if spatial gradients a and b are 
nonzero. 

5   Simulations and Analysis 

To illustrate the effect of the proposed visual neural network, we use a stationary im-
age as visual stimuli to the photoreceptors and evaluate the first-order and the second 
order outputs of the neural networks respectively.  

Here a fixed resolution frame, an 128*128 lattice ,is used to scan a high resolution 
image, which simulates the digitalization of a continuous natural scene. Due to the 
limitation of the four-bits brightness resolution perception, the perceived image un-
der-samples the light intensity. As in Fig.5(B), not only the color and contrast are de-
teriorated, but also spatial information is lost by biased wrong gray value. However, if 
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the random eye jitter is introduced, the color information and the details of the image 
could be refined by statistical window, as in Fig.5(C). Furthermore, increasing sam-
pling times in statistical window will enhance the image quality as in Fig.5 (D), as the 
variation and bias in each pixel descend. 

 

 

Fig. 5. Comparison on within and without fixational eye movement 

Introducing eye-movement can further benefit image edge or contour extraction us-
ing the second-order neural output. Increasing amplitude of eye movement will gen-
erally make the variances around edges or contours more prominent. Fig.5(B). depicts 
how the amplitude of eye movement affects the second order output of the neural 
network, increasing amplitude leads to strengthened edge signals.  

 

Fig. 6. The second-order statistics with increasing amplitude of eye movement 

 

The capabilities of enhancement of fidelity in smooth area and prominence of  
high-frequency edges are the reason for introducing eye movement to enhance image 
acuity. However, in a dark environment or an area with uniform brightness, random 
jittering would not be able to enhance visual acuity due to the low contrast, i.e. lower 
a and b. In order to reduce the bias, a higher amplitude K is generally required. It  
coincides with the physiological findings reported in [14] that the fixational eye-
movement is less frequent in the dark and the amplitude is larger if eye movement 
happens. However, a larger amplitude of fixational eye-movement does not always 
contribute to enhancement of visual acuity. There is a tradeoff between bias and vari-
ance of the estimation. While the vibration amplitude of the fixational eye-movement 
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increases, the noise of the neural outputs will boom as the analysis in section 4.  
From (7), it has to take longer time for statistics, i.e. increasing T, in order to compen-
sate for the side effect of increasing noise. At the same time, the extracted contours 
from the second order outputs will be blurred as increasing the amplitude of eye-
jittering. This trade-off can be depicted in Fig.7, increasing the random jittering will 
result in decreasing the estimation bias but increasing the variance. There is a need to 
select an optimum movement signal [10]. 

 

Fig.7. The trade-off between bias and variance  

To solve this dilemma, we define an objective function to describe the tradeoff. 

( ) ( )( )22

1 2 varK K K
J w w X= Δ +  (13) 

where 1w  and 2w  are weights for bias and variance respectively; JK is determined by 

the exerted amplitude K  and image gradients. Therefore, an optimal K  can be ex-
pected for the tradeoff by solving the optimization. Thus we may further hypothesize 
that a visual system is able to adjust its eye movement pattern to adapt to external 
light stimuli for achieving a desired visual acuity. 

6   Conclusions 

It has been shown that the image acuity, both resolution and sharpness, can be im-
proved by introducing eye movement when fixation. As eye movement generates ad-
ditive random stimuli to photoreceptors, a visual neural model was presented to take 
into account temporal statistics of firing neurons. The statistical characteristics of the 
firing neurons under random eye movement are obtained. The visual neural model 
explained some physiological findings of eye-movements. It was derived from the 
visual neural model that eye movement requires a tradeoff between bias and variance 
for enhancement of image acuity, i.e. between expected fidelity and response time. It 
was formulated as a two-objective optimization problem and will be taken as a future 
research work to include an adaptive mechanism into the visual neural model. Simula-
tions were carried out to demonstrate the capability of image acuity enhancement 
from eye movement using the proposed neural networks, which demonstrated the 
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application potential to develop high-acuity vision systems by introducing active and 
adaptive vibration.  
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Abstract. This paper presents a general-purpose, multi-task, and re-
configurable platform for video and image processing. With the increas-
ing requirements of processing power in many of today’s video and image
processing applications, it is important to go beyond the software imple-
mentation to provide a real-time, low cost, high performance, and scal-
able hardware platform. In this paper, we propose a system by using the
powerful parallel processing architecture in the Field Programmable Gate
Array (FPGA) to achieve this objective. Based on the proposed system
level architecture and design strategies, a prototype system is developed
based on the Xilinx Virtex-II FPGA with the integration of embedded
processor, memory control and interface technologies. Our system in-
cludes different functional modules, such as edge detection, zoom-in and
zoom-out functions, which provides the flexibility of using this system
as a general video processing platform according to different application
requirements. The final system utilizes about 20% of logic resource, 50%
of memory on chip, and has total power consumption around 203 mw.

Keywords: Reconfigurable system, FPGA design, video and image pro-
cessing, edge detection, image scaling.

1 Introduction

Video and image processing plays a critical role in today’s consumer electron-
ics society. Over the past decades, we have witnessed a tremendous technology
evolution on such technologies. With the continuous technological innovations in
this area, many new opportunities as well as challenges have been raised in the
consumer electronics research community. For instance, the switching of video
technology from standard definition (SD) to high definition (HD) requires a six-
time increase in data processing [1]. Video surveillance is also changing from
the conventional common intermediate format (CIF) to the D1 standard [1]. To
this end, the increased requirements of processing power, such as bandwidth,
real-time computation, low latency, high throughput and low power consump-
tion, have been the major focuses of the research efforts in the community from
academia and industry as well.
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Traditional computations of video and image processing normally require
high-performance custom hardware implementations. Although such applica-
tion specific integrated circuits (ASIC) can generally provide high density and
power efficient systems, it requires a complicated design process. Fortunately,
the developments of submicron and deep-submicron technology have enabled
the FPGA to be a powerful hardware platform for many applications [2][3]. For
instance, an image-scaling algorithm using an area pixel model, named Win-
scale, has been implemented in FPGA [4]. This implementation has five func-
tional blocks, including prescaler, line buffer, winfilter, filter window interpolator,
and filter coefficients generator. The final system has a total of 29,000 NAND-
equivalent gate counts after synthesis. In [5], a FPGA implementation of the
SPIHT, a wavelet-based image compression coder, was presented. Various dis-
crete wavelet transform architectures were implemented based on the WildStar
processor board with three Xilinx Virtex 2000E FPGAs. It was reported that
the final system achieved a 450-time speedup versus a microprocessor solution.
A real-time optical-flow processing system based on FPGA was presented in [6].
This system used a pipelined architecture and was implemented in the Xilinx
XCV2000E Virtex FPGA. Both software simulation and hardware testing results
illustrated the effectiveness of this method. In [7], a video processing engine with
accurate motion detection and sawtooth artifacts remove capabilities for LCD
TV was proposed. This system used both temporal and spatial information of
video fields for accurate motion detection, and adopted a window expanding
search approach for low-angle edge detection. System level FPGA architecture
and various emulation and verification results were presented. In [8], an approach
for implementing a low cost TV set-top box (STB) capable of expanding sign
images and decoding closed caption data was presented. The key FPGA imple-
mentation of this system includes a 27 MHz 8 bits microcontroller, an image
expander and an on screen display unit. It was reported that this system can
decode both Thai and English captions. In [9], a multi-window partial buffering
(MWPB) scheme for 2-D convolvers for image and video processing was pre-
sented. Comparing to full buffering schemes, the proposed MWPB scheme has
a good balance between on-chip resource utilization and external memory bus
bandwidth. Other works of FPGA-based video and image processing systems
include the motion-JPEG2000 for a digital cinema camera system [10], a fully
multiplexed frequency-planar filter module (FMFPM) based on Xilinx Virtex-II
FPGA [11], and others.

Most of the existing FPGA-based designs are focused on implementing specific
algorithms for domain-specific applications. There are very few, if any, general-
purpose hardware platforms to support and facilitate complex video and image
processing. Therefore, a reconfigurable, low cost and scalable platform is highly
desirable for the community. To this end, we propose a FPGA-based system
including embedded processor, memory control and interface technologies to
accomplish this objective.

The rest of this paper is organized as follows. Section II presents the system
level architecture of the proposed FPGA platform. In section III, we present the
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detailed implementation and design architectures of different functional modules.
Section IV presents various experimental results under different video process-
ing applications. Finally, a conclusion and a brief discussion on future research
directions are discussed in section V.

2 FPGA-Based Video and Image Processing Platform

2.1 System Level Architecture

Generally speaking, a complex video application requires simultaneous data pro-
cessing among different modules. The highly parallel data operation character-
istic of FPGA provides a unique advantage of its application for such a purpose.
According to different application requirements and specifications, different cat-
egories of FPGA chips can be used. In our current design, we use a low-cost
high-end FPGA product, the Virtex-II Pro family (XC2VP30) as the prototype
platform. Fabricated in 0.13um process technology, the Virtex-II Pro family pro-
vides a good platform to meet different design requirements. For instance, the
XC2VP30 FPGA includes dual Power-PC cores, over thirty thousand logic el-
ements and 2Mbits embedded RAM [12]. Compared to the conventional DSP
based design, the XC2VP30 FPGA can efficiently implement the multiply and
accumulate (MAC) operations in parallel, and the behavior of each processor or
peripheral core can be customized. Fig. 1 provides a system level architecture of
the proposed video processing platform.

Fig. 1. The proposed system level architecture

In our system, a video analogue to digital conversion (ADC) board is used to
capture the national television system committee (NTSC) signal and digitize it
into CCIR 601/656 format. The architecture in Fig. 1 provides the flexibility of
implementing different functional modules for video and image processing. In our
current design, we have implemented three processing functions: zoom-in, zoom-
out and edge-detection. Fig. 2 shows the data processing flow of the proposed
system. One can easily extend this architecture to include more modules, or to
test their own design concepts and algorithms based on this platform.

From Fig. 2 one can see, the FPGA implementation of the proposed system
includes five major functional modules (the highlighted ellipses): the user-specific
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Fig. 2. Data processing flow of the proposed system

functional modules, the video mixer module, the color space converter module,
the de-interlace module and the inter-integrated circuit (I2C) configuration mod-
ule. The user-specific functional module implements most of the functionalities
according to different video processing applications. This functional box can be
extended in different application scenarios. The video mixer module can mix dif-
ferent video layers by the Alpha blending mixer function. This module supports
both the picture-in-picture mixing and image blending. Each video layer can
be independently displayed at running time. The color space converter module
transforms the incoming video data between color spaces, which are specified
by three coordinate values. This module supports the pre-defined conversions
between standard color spaces, and allows user-specified coefficients to translate
between any two three-valued color spaces. Interlaced video is commonly used
in television standards such as phase alternation line (PAL) and NTSC. How-
ever, progressive video is required for LCD displays. Therefore, the de-interlace
module converts interlaced video to progressive video. We use the embedded
PowerPC405 microprocessor to achieve the I2C configuration function by pro-
gramming the operational model of the analog device, the ADV7183B video
decoder on the daughter card.

From Fig. 2 one can see, one of the advantages of the proposed system is that it
provides an extendable module to implement different functionalities according
to different application requirements. This provides the flexibility of using this
system as a general-purpose video and image processing platform across different
application domains. In our current research, we implement the edge detection
and scaling (zoom-in and zoom-out) functions, which are important procedures
in many complex video processing applications.

2.2 Four-Direction Edge Detection

Edge detection is a fundamental and critical technique in most image pro-
cessing applications to obtain useful information before feature extraction and
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object segmentation. This process detects outlines of an object and boundaries
between objects and the background. In this research, we implement the four-
direction Sobel operator [13] for edge detection. The detection resolutions and
filter coefficients can be dynamically changed during the running time.

Generally speaking, the Sobel operator is based on a two-dimensional spatial
gradient measurement on an image to detect the edges. This is implemented by
calculating the convolutions of the image with a filter mask (convolution kernel)
to calculate the approximate gradient magnitude [13]. Typically, the convolution
kernel is moved pixel-by-pixel and line-by-line across the image, which can be
defined as:

h [i, j] = f [i, j] ∗ g [i, j] =
n−1∑
k=0

m−1∑
l=0

f [k, l] g [i− k, j − l] (1)

Where g (i, j) represents the convolution kernel, n and m is the size of the con-
volution kernel at two dimensions, and f (i, j) and h (i, j) represents the original
and filtered image, respectively.

A 3 by 3 kernel is used in our design to produce the map of intensity gradients.
This is implemented by using the four-direction gradients calculated by convo-
luting the source video frame with the four-direction kernels. Fig. 3 illustrates
this idea.

Fig. 3. Four-direction edge detection

In order to implement this four-direction edge detection, a generic 2-D image
filter is proposed in Fig. 4. In this design, two line buffers and six registers are
used to store the data flow and provide access to the neighborhood pixels. The
incoming pixels are shifted through line buffers to create a delay line, which are
sent to the filter array simultaneously with pixels from all the relevant video lines.
At each filter node, the pixel is multiplied with the appropriate filter coefficients
as indicated in Fig. 3. All the multiplier results are added together at the adder
tree to produce the filter middle point output result. From Fig. 4 one can see,
four additions and nine multiplications are needed to calculate the output value
of the convolution.
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Fig. 4. Design of the four-direction edge detection

2.3 Scaling Functionalities: Image Zoom-In and Zoom-Out

Scaling is another widely used technique in many video processing applications.
In this research, we implement the zoom-in and zoom-out functions in the ex-
tendable functional module.

As far as the zoom-in function is concerned, there are several popular algo-
rithms such as nearest neighbor method and bilinear interpolation method [14].
Our current design supports both methods and can be configured to change res-
olutions and/or filter coefficients at running time. As an example, Fig. 5 gives a
detailed design architecture of the bilinear interpolation method. Without lose
of generality, we assume the upscale factor is two and one need to zoom in as
four times as the original image. Fig. 5 illustrates the method that is used to
generate new pixels and new lines of the image. First, new pixels between line n
and line n + 1 are generated with a combination factor of 1/2. Then, new pixels
between the two vertical pixel lines are created. In our design, two video frame
buffers are used: one is used to store the luminance signals and the other one is
used to store the chroma signals.

Fig. 5. Design of the zoom-in function for video processing
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Fig. 6 illustrates the idea of implementing the zoom-out function. In order
to eliminate the frequency mixing effect, the incoming images are first passed
through a low-pass filter. The new pixels are then calculated by bilinear interpo-
lation method. Assuming the zoom-out image is a quarter of the original image,
Fig. 6 illustrates the data flow to implement this, where Cb and Cr represent
video chroma data, and Y represents video luminance data.

Fig. 6. Design of the Zoom-out function for video images

3 System Implementation and Experimental Results

3.1 System Implementation

We implement the entire platform based on the Xilinx Virtex-II Pro develop-
ment system. Fig. 7 shows the hardware platform with major components. The
on board XC2VP30 FPGA chip has about 30,816 logic cells, 136 18-bit multipli-
ers, 2,448Kb of block RAM, and two PowerPC Processors. The DDR SDRAM
DIMM can support up to 2Gbytes of RAM. This board also has many useful
interface ports, such as the 10/100 Ethernet port, compact flash card slot, XSGA
video port, RS-232 port, and others. It also has various expansion connectors to
expand the usability of this board to meet the requirements of different video
and image processing applications. Our major purpose of this system is to im-
plement the entire hardware platform to provide a general solution for video and
image processing, and demonstrate its effectiveness through various application
scenarios.

To verify the timing and logic functions, the entire system is simulated by the
Xilinx Integrated Software Environment (ISE 9.1i) toolsets for extensive simu-
lation and logic analysis. Fig. 8 shows a snapshot of the system logic and timing
simulation results. The system operation clock is 27MHz (the clk 27 signal). The
pcount signal counts the number of line pixels, and the firstline data, second-
line data and thirdline data represent the input video data of three lines. We
operate the line buffer through fifo wen and fifo ren signal, which generates the
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Fig. 7. The proposed FPGA platform

Fig. 8. A snapshot of the system logical simulation

background signal (background7) by delaying proper number of clocks from the
original input video stream. By mixing the background signal and the processed
video data (the f data signal), we can get the final output signal (the SDI O
signal). From Fig. 8 one can see that a total of 10 clocks processing time is
needed for one pixel operation. Table 1 summarizes the major resource utiliza-
tion characteristics of the final system, from which one can see the final system
utilizes about 20% of logic resource, 50% of memory on chip, and has total power
consumption around 203mw.

3.2 Experimental Results

In this section, we demonstrate the effectiveness of the hardware system for
different video processing applications. The input video can either be obtained
through a camera system or other video devices. Fig. 9 shows the results of
using the camera system to capture image data from different environments.
Fig. 9 (a) shows the original image and Fig. 9 (b) illustrates the effects of the
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Table 1. Resource utilization of the entire system

Hardware resource Available Used Utilization
Number of occupied Slices 13696 2869 20%

Total Number of 4 input LUTs 27392 5293 19%
Number of bonded IOBs 556 42 7%

Number of PPC405s 2 1 50%
Number of Block RAMs 136 70 51%
Number of MULT18X18s 136 5 3%

Number of GCLKs 16 2 12%

Fig. 9. System performance based on the camera input data

edge detection function. Fig. 9 (c) demonstrates all the functional modules in
the same window, including the edge detection, zoom-in and zoom-out. All these
functions can be controlled easily by the push buttons on the FPGA board (see
Fig. 7 for system details).

4 Conclusions and Future Work

In this paper, we propose a FPGA-based prototype system for general purpose
and multi-task video and image processing. System level hardware architecture
and detailed design strategies are presented. The final system is implemented
using the Xilinx Virtex-II Pro development system with an onboard XC2VP30
FPGA chip. Synthesized results indicate the overall system utilizes only about
20% of logic resource, 50% of memory on chip, and has total power consumption
around 203 mw. This system provides a scalable and real-time reconfigurable
platform to meet the requirements for many video processing applications. Fur-
thermore, the reconfigurable and extendable characteristics of this system allow
it to be easily modified to embed into different video and image processing sce-
narios. The effectiveness of the proposed prototype has been demonstrated by
various experimental results.

In the future work, it would be interesting to integrate more complicated
video processing modules into this platform. For instance, based on the edge
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detection function implemented in this research, it will be useful to implement a
robust objects recognition algorithm into this system. In addition, since machine
learning techniques have been extensively used for video and image processing,
it would be interesting to develop various learning algorithms based on this
prototype. For instance, we are currently designing a FPGA-based incremental
learning system for video applications. The key idea is to develop an incremental
learning architecture in hardware to learn and accumulate knowledge for multiple
objects recognition and localization. Motivated by our research in this paper, we
believe that such a FPGA-based system will provide a power platform for many
real-world video and image processing applications.
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under Grant No. W15QKN-05-D-0011.
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Abstract. In the paper, a set of modified Krawtchouk moments with high accu-
racy and computational speed is introduced. Three computational aspects of 
Krawtchouk moments, which are weighted and normalized Krawtchouk poly-
nomials, symmetry and recurrence relation, are discussed respectively. Firstly, 
by normalizing the Krawtchouk polynomials with the weight functions and 
norms, the values of the polynomials are limited to a smaller range than those of 
the classical polynomials. Secondly, three symmetrical properties are used to 
simplify the computational complexities of the high-order moments by reducing 
the modified polynomials by a factor of eight and lower the highest order of the 
calculated polynomials from N  to / 2 1N − . Thirdly, the classical recursive 
relations are modified to calculate the normalized polynomials when the order N 
goes larger. Finally, the paper demonstrates the effectiveness of the proposed 
moments by using the method of image reconstruction. 

Keywords: Krawtchouk moments, Krawtchouk polynomials, Image 
reconstruction, Symmetry, Recurrence  relations. 

1   Introduction 

Moment functions have been used as feature characteristics in many fields of image 
processing [1-5]. In 1961, Hu introduced a set of moment invariants based on the theory 
of algebraic invariants, which are translation, scale and rotation independent. However, 
regular moments are not orthogonal and as a result, reconstructing the image from the 
moments is a difficult work indeed. Teague firstly introduced moments with orthogonal 
basis functions, with the additional property of minimal information redundancy in a 
moment set. In this class, Legendre and Zernike moments have been widely studied in 
the recent past [2-5].  

Since the Zernike and Legendre polynomials are defined only inside the unit region, 
the calculation of those moments requires a coordinate transformation and proper ap-
proximation of the continuous moment integrals. Discrete orthogonal moments, such as 
Tchebichef moments [6-7], Hahn moments [8], Krawtchouk moments [9], are directly 
defined in the image coordinate space and retained the property of orthogonality in a 
moment set, which are hence expected to perform better than continuous moments.  
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However, when the moment order becomes large, the squared norm of the scale 
discrete orthogonal polynomials presents very small values, leading to numerical in-
stabilities in the computed moments. Another problem encountered in the computation 
of discrete orthogonal moments of larger order is the propagation of numerical errors 
while using the recurrence relation to evaluate the polynomial values. Mukundan [7] 
and Liang [8] respectively did an analysis of numerical instabilities of Tchebichef 
moments and Hahn moments, and proposed the recurrence relations with respect to x 
axis to reduce the accumulation errors in the computation of high order polynomial 
values. Yap proposed Krawtchouk moments [9], which have the capability of being 
able to extract local features from any region-of-interest in an image. And when the 
moment order becomes larger, Krawtchouk moments present the same problems as the 
above two moments, which can not be solved by using the same method. Therefore, a 
new solution is proposed in the paper.  

2   Krawtchouk Polynomials and Moments 

2.1   Krawtchouk Polynomials 

The definition of the n-th order classical Krawtchouk polynomial is expressed as 
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and satisfies the orthogonality condition 
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where , 1,2, , ,dnmn m N= … is the Kronecher function, i.e., and  
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In order to make the computation of the polynomials less demanding on the proc-

essor, the recurrence relation can be used to avoid overflowing for mathematical 
functions like the hypergeometric function and gamma functions. The conventional 
three-term recursion of the Krawtchouk polynomials ( ); ,nK x p N with respect to n is 

1 2( 1) ( ; , ) ( 2 2 1 ) ( ; , ) ( 1)(1 ) ( ; , )n n np N n K x p N Np np p n x K x p N n p K x p N− −− + = − + + − − − − −     (7) 

with 0 ( ; , ) 1K x p N =  and 1( ; , ) 1
x

K x p N
Np

= − . 

2.2   Krawtchouk Moments 

Krawtchouk moments have the interesting property of being able to extract local fea-
tures of an image. The Krawtchouk moments of order ( )n m+ in terms of Krawtchouk 

polynomials, for an image with intensity function ( ),f x y , is defined as 
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The parameters N and M are substituted with 1N − and 1M − respectively to match 

the N M× pixel points of an image. And the image density ˆ ( , )f x y  reconstructed by 

the moments can be expressed as 

1 1
1 1 2 2

0 0 1 2

( ; , ) ( ; , ) ( ; , ) ( ; , )ˆ ( , )
( ; , ) ( ; , )

N M
nm n m

x y

Q K x p N w x p N K y p M w y p M
f x y

n p N m p Mρ ρ

− −

= =

=∑∑ .        (9) 

 
In order to show the image representation capability of Krawtchouk moments, an 

objective measure is used to characterize the error between the original image f(x, y) 

and the reconstructed image ˆ( , )f x y  is defined as follows 
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3   Computations Aspects of Krawtchouk Moments 

As the moment order becomes larger, Krawtchouk moments will present numerical 
instabilities like Tchebichef moments [7] and Hahn moments [8], which can not be 
solved by using the recurrence relation with respect to x . For Krawtchouk moments, 
the recursion on x axis has the same style as that on n axis. And so, some theoretical 
framework will be discussed in this section. 
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3.1   The Modified Krawtchouk Polynomials 

The conventional method of avoiding numerical fluctuations for moment computations 
is by means of normalization by the norm. However, both the values of the 
weight ( ); ,w x p N and Krawtchouk polynomials have to be calculated for Krawtchouk 

moments. When the order N goes larger, the values of the weight will tend to zero as 
limit and the polynomial values increase sharply. The extreme values lead to numerical 
instability due to the length limitation of the storage in the computer. If the weight is 
used as a scale factor to counteract the increment of the polynomial value for a large 
value of n, the numerical fluctuations will be restrained in some extent. Therefore to 
achieve the numerical stability, a new set of weighted and normalized Krawtchouk 
polynomials { ( ; , )}nK x p N  with respect to the norm is defined as 

( ; , )
( ; , ) ( ; , )

( ; , )n n

w x p N
K x p N K x p N

n p Nρ
= . (11)

Then the Krawtchouk moments of order ( )n m+ in terms of weighted and normal-

ized Krawtchouk polynomials, for an N N× image with intensity function ( ),f x y , 

can be obtained easily as follows 
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And the reconstructed image ˆ ( , )f x y  is expressed as 
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3.2   Symmetry  

Both the computation time and the computation error of the Krawtchouk moments can 
be reduced considerably by using the symmetry property to reduce computational 
complexities of the high-order moments. In [9], Yap has just introduced the symmetry 
with respect to x. However, the proposed polynomials have the symmetry properties 
not only on x orientation but also on the order n and the diagonal n=x. The three 
symmetry properties of the weighted and normalized Krawtchouk polynomials can be 
easily derived from the equations of the classical polynomials and listed as follows: 

(a) The symmetry relation on x axis introduced by the following style 
( , , ) ( 1) ( , , )n

n nK x p N K N x p N= − − . (14)

 
(b) The symmetry equation on n axis is expressed as 

( , , ) ( 1) ( , , )x
n N nK x p N K x p N−= − . (15)

 
c) The third symmetric property on diagonal is expressed as follows 
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Fig. 1. Symmetrical properties of Krawtchouk polynomials 

The above three symmetric properties suggests the subdivision of the domain of the 
polynomials set { ( ; , )}nK x p N  (where N is even) into eight equal parts (Fig. 1), and 

performing the computation of the modified polynomials only in the first part where 
0 , / 2x n N≤ ≤  and n x≤ by using (14), (15), (16). The rest of the polynomials can be 
determined by using the above three symmetry properties. For a more detailed expla-
nation, refer to [6] and [9]. 

Furthermore, the symmetry properties are also useful in lowering the highest cal-
culated order from N  to / 2 1N − , which would reduce the accumulation of the nu-
merical errors largely. As an example, the expression for Krawtchouk moments in (12) 
can be modified by using the equation (14) and (15) as 
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3.3   Recurrence Relation 

Based on the discussion in Section 3.1, we know that it is inadequate to ensure nu-
merical stability by using the recurrence relation given in (7) to evaluate the weighted 
and normalized Krawtchouk polynomials. A new set of recursive relations to calculate 
the polynomials is proposed as follows 
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4   Experiment and Analysis 

The gray-level image in Fig. 2 are used to illustrate the problems associated with 
large-order classic Krawtchouk moments in image reconstruction, and also use to 
validate theoretical framework introduced in Section 3. 

The reconstructions of the original image are recorded in Fig.3. Fig.3(a) is re-
constructed images from the classical Krawtchouk moments and Fig.3(b) is obtained 
from our moments. Comparing the plots of the reconstruction error, as computed 
from (13), shown in Fig.4, the reconstruction errors of modified Krawtchouk mo-
ments are distinctly fewer than those of classical Krawtchouk moments as the order 
N>180. It verifies that Krawtchouk moments have superior performance to the clas-
sical Krawtchouk moments when N goes larger in analyzing the large gray-level 
images accurately.  

 

Fig. 2. A gray-level image of size 200×200 pixels used for reconstruction 
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(a)
     n=50           n=100         n=180          n=190          n=200 

(b)
      n=50          n=100         n=180          n=190         n=200 

 

Fig. 3. Reconstructions with two moments (n is the maximum reconstructed order) (a) with 
conventional method;  (b) with the proposed method 
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Fig. 4. Reconstruction errors for the gray-level image with four moments 

5   Conclusion 

This paper introduces a set of modified Krawtchouk moments with high accuracy and 
efficiency, which can be availably used as shape characteristics in the analysis of large 
images. In order to calculate the high order moments accurately, we respectively do an 
analysis of numerical instabilities of classical Krawtchouk moments in three compu-
tational aspects involving normalization, symmetry and recursion. Above all, the 
Krawtchouk polynomials are normalized by the weight functions and norms so that the 
values of the polynomials are limited to a smaller range than that of the classical 
polynomials. Additionally, three symmetrical properties of our polynomials are derived 
and used to reduce the computation of the polynomials by a factor of eight, by which 
both the computation time and the computation error of the Krawtchouk moments can 
be decreased considerably. And then, a modified recursive relation is correspondingly 
presented to evaluate the proposed polynomials when the order N goes larger. At Last, 
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the image reconstruction ability of our moments is compared with that of the classical 
Krawtchouk moments and the experiment results conclusively demonstrate the effec-
tiveness of the proposed method as feature descriptors. Future work in the field of 
Krawtchouk moments is directed toward the identification of invariants, and feasibility 
studies on the use of Krawtchouk polynomials in two variables as basis functions.   
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Abstract. As a special signature, a directed signature is a type of signa-
ture with verification ability which is restricted. In a directed signature
scheme, a designated verifier can exclusively verify the validity of a sig-
nature. If necessary, the designated verifier or the signer can prove the
correction of a signature to a third party. Directed signature schemes
are suitable for applications such as bill of tax and bill of health. In this
paper, an ID-based directed signature scheme without random oracle
is proposed by combining ID-based cryptology with Waters signature.
We also give the syntax and security notion of ID-based directed signa-
ture without random oracle: unforgeability and invisiblity. Finally, we
show that the proposed scheme is unforgeable under the computational
Diffie-Hellman assumption, and invisible under the Decisional Bilinear
Diffie-Hellman assumption.

Keywords: Directed signature, ID-based, CDH problem, DBDH prob-
lem, Standard model.

1 Introduction

In ordinary digital signature schemes, anyone can verify the validity of a sig-
nature with signer’s public key. However, in some scenarios, it is not necessary
for anyone to be convinced a validity of signer’s confidential message, since the
signed message may contain a confidential agreement or a private information
between the signer and the recipient. For example, signatures on medical records,
tax information and most business transaction. To address this problem above,
Chaum and Van Antwerpen introduced undeniable signature [1] which allowed
a signer to have complete control over his signatures. Because undeniable signa-
tures have various applications in the security of e-commerce, such as licensing
software, auctions and electronic voting, many variants of undeniable signature
appear, such as FDH undeniable signature[1] and threshold undeniable signa-
ture [2,3]. However, undeniable signatures are only verified with the cooperation
of the signer. Thus, it is very inconvenient and impractical in real life. As an
alternative approach to undeniable signatures , designated confirmer signature
[4] was proposed by Chaumn in 1994. In the scheme, a designated confirmer
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signature allows certain designated parties to confirm the authenticity of a doc-
ument without the need for the signer’s input. At the same time, many signature
types with controlled verifiability are proposed, such as limited verifier signature,
designated verifier signature [5]. These schemes mainly focus on the ability of
verification which is limited. However, we may meet the following situation:

A hospital A has issued a hospital record to the patient,Bob, in the form
of hospital A’s digital signature. Bob then wants to exclusively verify these
signatures with others knowing nothing about his state of illness. Otherwise, his
state of illness is exposed. After a period time, he also needs to prove validity of
his hospital record to other hospitals for cure. At the same time, hospital A also
shares the ability and responsibility to acknowledge this hospital records when
Bob may not be convenient to do so.

The aforementioned signature schemes with verifiability restriction seem to
not be suitable for the above situation, as the verifier cannot prove validity of
a signature to the others in a designated verifier signature and only the recipi-
ent can acknowledge a signature to a third party in a limited verifier signature.
In [6], to solve the above problem, Lim and Lee proposed a new type of sig-
nature : directed signature, based on Guillou-Quisquater signature scheme. In
2005, Laguillaumie et al [7] studied the universally convertible directed signa-
tures and gave a concrete scheme which was proven to be secure in the random
oracle model [8]. In 2004, Sunder Lal et.al proposed a (t, n) threshold directed
signature scheme [9] based on Shamir’s thereshold signature [10] and Schnorr’s
signature scheme [11]. Subsequently, Lu et.al also proposed a (t, n) threhold di-
rected signature [3] based on elliptic curve, and they give a formal model of
threshold directed signature. Finally, they gave a concrete scheme and showed
that the scheme was existentially unforgeable in the random oracle model.

To the best of my knowledge, all the directed signature schemes are based on
Public Key Infrastructure setting, and their securities are only proven secure in
the random oracle model. It is well-known that security in the random oracle
models does not imply security in the real world. Identity-based (ID-based) cryp-
tography which was introduced by Shamir [12], has rapidly emerged in recent
years and been widely applied . The prominent property of ID-based cryptog-
raphy is that a user’s public key can be any binary string which can identify
the user, such as an email address. The idea was to eliminate public key cer-
tificates by using a public key that is bound to a users identity like an identity
(ID) string of the entity involved (e.g. email address, telephone number, etc.).
ID-based cryptography is supposed to provide a more convenient alternative to
conventional public key infrastructure. Thus, many ID-based schemes [13,14]
were proposed.

To solve the existing problems in the present directed signature schemes, an
ID-based directed signature without random oracle is proposed by combining ID-
based cryptology and directed signature in the paper. The idea of our scheme is
based on that of Waters’ signature scheme [15]. And we prove the scheme is secure
against existential unforgeablity attack based on the intractability of the CDH
problem . We proceed to show that the scheme is secure against invisiblity attack
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based on the intractability of the decisional Bilinear Diffie-Hellman (DBDH) as-
sumption. It is well-known that Waters’ signature is malleable, any one can pro-
duce a new signature according to a given signature δ on message m. Though
our scheme is based on Waters’ signature, our scheme avoids the malleablity of
signature by including a hash function.

The rest of the paper is organized as follows: Section 2 briefly describes the
necessary background concepts; Section 3 presents security model of ID-based
directed signature scheme without random oracle; Our ID-based directed signa-
ture is proposed in section 4; Security proof and efficiency analysis of the scheme
are given in section 5. Finally, we conclude our work.

2 Preliminaries

In this section, we first review some background on groups with efficiently com-
putable bilinear pairing [16,17]. Then, we give the corresponding difficult math-
ematics problems which our scheme is based on.

Let G1 be a cyclic additive group generated by the generator P , whose order
is a prime q, and G2 be a cyclic multiplicative group of the same prime order q.
We assume that the discrete logarithm problems (DLP) in both G1 and G2 are
hard. An admissible bilinear pairing e : is defined as e : G1 × G1 −→ G2 with
the following three properties:

– Bilinearity: If P, Q ∈ G1 and a, b ∈ Z∗
q , then e(aP, bQ) = e(P, Q)ab;

– Non-degenerate: There exists a P ∈ G1 such that e(P, P ) 	= 1;
– Computablility: There exists an efficient algorithm to compute e(P, Q) ∈ G2

for all P, Q ∈ G1.

We note the modified Weil and Tate pairings associated with supersingular ellip-
tic curves are examples of such admissible pairings. The security of the ID-based
multi-signcryption scheme discussed in this paper is based on the following se-
curity assumption.

Definition 1. Given two groups G1 and G2 of the same prime order q, a bilinear
map e : G1×G1 −→ G2 and a generator P of G1, the Decisional Bilinear Diffie-
Hellman problem (DBDHP) in (G1, G2, e) is to decide whether h = e(P, P )abc

given (P, aP, bP, cP ) and an element h ∈ G2 . We define the advantage of a
distinguisher against the DBDHP as follows:

AdvD = | Pa,b,c∈RZq,h∈RG2 [1 ← D(aP, bP, cP, h)]

−Pa,b,c∈RZq [1← D(aP, bP, cP, e(P, P )abc)] |

Definition 2 (Computational Diffie-Hellman (CDH) Assumption)
Let G be a CDH parameter generator. We say an algorithm A has advantage
ε(k) in solving the CDH problem for G if for a sufficiently large k,

AdvG,A(k) = Pr[A(q, G1, xP, yP ) = xyP | (q, G1)← Gk, P ← G1, x, y ← Zq]

We say that the CDH assumption holds in group G1 if for any randomized
polynomial time algorithm A, the advantage AdvCDH

A is negligible.
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3 Formal Model of ID-Based Directed Signature Scheme
without Random Oracle

An ID-based directed signature scheme without random oracle consists of the
algorithms <Setup, Key Extract, Sign, Direct Verification , Public Ver-
ification>. In the following, we give the detail definitions of their algorithms:

– System parameters initialization (Setup): a private key generator (PKG)
generates the system parameters params and the master key s to compute
the public key Ppub = gs, then secretly keep s and make system parameters
params public.

– Key extraction (Extract): Give an identity ID, PKG computes the private
key pID with his master key s and sends it to the corresponding user through
a secret channel.

– Signature generation (Sign): On input a signer’s identity IDs, the designated
recipient’s identity IDr, a message M and the private key of signer pIDs , a
signature δ is returned to the designated recipient.

– Directed verification (DVerify): Given the signer’s identity IDs, the desig-
nated recipient’s identity IDr and the corresponding signature δ on the mes-
sage M , the private key pIDr of the recipient is taken input this algorithm.
If the signature δ is valid, then output 1; otherwise, output 0.

– Public verification (PVerify): On input a signer’s identity IDs, the recipient’s
identity IDr, a purported signature δ and a third party T , the signer or the
designated recipient computes an assistant message AID, if δ is valid, output
1, otherwise, output 0.

The security of identity-based directed signature scheme without random oracle
consists of two properties: unforgeability and invisibility.

Unforgeability. For a signature scheme, the well-known strong security no-
tion is existential forgery against chosen message attacks which are proposed by
Goldwasser et.al [1]. Thus, existential unforgeability of ID-based directed signa-
ture scheme without randomn oracle is defined by the following game between
a challenger S and a probabilistic polynomial time attacker A:

1. S runs the setup algorithm of ID-based directed signature without random
oracle to obtain the public parameters and the master secret. It then gives
the public keys and parameters to A and keeps the master secret itself.

2. Extract query. A adaptively requests the private key of any identity ID, and
B runs the Extract algorithm on ID to return the private key dID to A.

3. Sign query. A can adaptively query qs times with input message mi, the
signer’s identity IDA and the veirfier’s identity’s IDB, and obtains a signa-
ture δi.

4. Forgery. Finally, A outputs a signature δ∗ for a signer identity ID∗
A, a verifier

identity ID∗
B and a message M∗. A succeeds if the following conditions are

satisfied: M∗ have been queried for sign oracle with the signer’s identity
ID∗

A and the verifier’s identity’s ID∗
B; the private key of ID∗

A has not been
queried on Extract Oracle.
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Definition 3. (Unforgeability.) An ID-based directed signature scheme with-
out randomn oracle is (ε, t, qs, qe)− unforgeable against chosen message attack
and chosen identity attack if there is not polynomial time adversary A winning
the above game with probability greater that ε.

Invisibility. The property requires that it should be infeasible for any third
party to decide whether a signature on a message m is valid for a signer IDA

and the verifier IDB. To precisely define this property, we consider the following
game between a distinguisher D and a challenger C.
Setup. The challenger C runs Setup algorithm with a security parameter k to
produce system parameters params, then it sends them to the adversary A and
keeps master key secret.

Phase 1. D performs a series of queries in an adaptive fashion. The following
queries are allowed:

Key extraction queries. D chooses an identity ID. C computes private key
dID = Extract(ID) to response to D.

Signing queries. D can adaptively query signing oracle qs times with input
message mi, the signer’s identity IDA and the verifier’s identity IDB, and
obtains a signature δi.

DVerify queries. D submits (IDA, IDB, m, δ) to C. The challenger C first ex-
tracts the private key dB of IDB, and verify the validity of the signature by
this private key. If it is valid, the challenger C returns 1 to D, otherwise, it
returns 0.

PVerify queries. D submits (IDA, IDB, m, δ) to C. The challenger C returns 0
to D if δ is invalid. Otherwise, the challeger C produces an assisant message
AID in the name of the signer or the verifier. Finally, C sends this AID
to D.

Challenge. At the end of phase 1, D outputs a signer identity ID∗
A, a verifier

identity ID∗
B and a message M∗, then it submits them to C. The constraint is

that ID∗
A is not submitted for Extract oracle. C picks a random bit b ∈ {0, 1}.

If b = 1, δ∗ is generated as usual using the signing oracle; otherwise, δ∗ is chosen
uniformly at random from the signature space.

Phase 2. D can again ask a polynomially bounded number of queries adaptively
as in the first phase. But he can make a key extraction query on neither ID∗

B

nor ID∗
A. And he also cannot make a DVerify query and a PVerify query on

(δ∗, ID∗
B, ID∗

A, M∗).

Output. D outputs a bit b′ and wins the game if b′ = b. The advantage of D
is defined as AdvD =| 2P [b′ = b]− 1 |, where P [b′ = b] denotes the probability
that b′ = b.

Two difference between security for ID-based directed signature scheme and
conventional directed signature scheme is that firstly an attacker can choose a
public identity ID of his choice to attack as opposed to a random public key.
Secondly, it is also assumed that the attacker already has some private keys of
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some other users in his possession. The definition allows the attacker to obtain
a private key associated with any identity of his choice besides the one being
attacked.

4 The Scheme

In this section, we give our proposed ID-based directed scheme without random
oracle. Our scheme is inspired by Waters’ ID-based encryption scheme. The
scheme is described as follows:

Setup. Given k, the PKG chooses two cyclic groups G1 and G2 of prime order
q > 2k, a bilinear pairing map e : G1×G1 → G2 and a generator g ∈R G1 (Note:
for conveniently discuss, we assume that G1 = G2). It then chooses a master key
α ∈R Zq,and computes a system-wide public key Ppub = gα = g1. Let H1 be a
cryptographic hash functions where H1 : G1 → {0, 1}∗. Choose g2, u

′m′ ∈ G1,
and two vectors u = (ui) and m = (mi) of length nu and nm respectively. The
public parameters are

(G1, G2, P, e, H1, Ppub = g1, k, g2, u
′, m′,u,m)

Extract. Let u be a bit string of length nu, u[i] be the i−th bit of u. Define
U ⊂ {1, 2, · · · , nu} to be a set of indices i such that u[i] = 1. For a user with
identity ID ∈ {0, 1}∗, its private key is computed as follows:

– Compute QID = H1(ID) ∈ G1.
– Randomly choose kID ∈ Zq to compute pID = (p1ID , p2ID ), where p1ID =

gα
2 (u′∏

i∈UID
ui)kID , p2ID = gkID

Thus, for the sender Alice and the recipient Bob, their private keys are

pIDA = (p1IDA
, p2IDA

) = (gα
2 (u′ ∏

i∈UIDA

ui)kIDA , gkIDA )

and
pIDB = (p1IDB

, p2IDB
) = (gα

2 (u′ ∏
i∈UIDB

ui)kIDB , gkIDB )

Sign. Given a message m, a recipient’s identity IDB, the sender Alice computes
as follows:

1. randomly choose rm, km ∈ Zq to compute δ5 = p2IDA
gkm and δ1 =

e(g1, g2)rm ⊕ δ5

2. compute δ2 = grm

3. compute δ3 = (u′∏
i∈UIDB

ui)rm .
4. compute M ′ = H1(M), where M ′ is an nm−bit string and M′ ⊂ {1, 2, · · · ,

nm} denotes the set of i for which M ′[i] = 1.
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5. compute h = H(M ||δ5||δ2) and

δ4 = p1IDA
(m′ ∏

j∈M
mj)rm·h(u′ ∏

i∈UIDA

ui)km

The resultant signature is δ = (δ1, δ2, δ3, δ4).

DVerify. Given a signature δ = (δ1, δ2, δ3, δ4), and a sender’s identity IDA, the
recipient with identity IDB verifies as follows:

1. Firstly, the recipient recovers the value δ5 = δ1⊕e(p2IDB
, δ3)−1 ·e(p1IDB

, δ2).
2. compute M ′ = H1(M) to obtain the corresponding set M which is the set

of all i for which M ′[i] = 1.
3. accept the message if and only if the following equation holds

e(δ4, g) = e(g1, g2)e(u′ ∏
i∈UIDA

ui, δ5)e(m′ ∏
j∈M

mj , δ2)h (1)

where h = H(M ||δ2||δ5). If so, output valid; Otherwise, output invalid.

PVerify. Given a signature δ = (δ1, δ2, δ3, δ4), the recipient Bob or the signer Al-
ice computes the aid message Aid = δ1⊕e(p2IDB

, δ3)·e(p1IDB
, δ2)−1 = p2IDA

gkm

to enable a third party to verify the validity of the signature. Then the signer (or
the recipient) sends δ′ = (δ1, δ2, δ3, δ4, δ5) to the third party in order to verify
the validity of this signature by the following equation.

e(δ4, g) = e(g1, g2)e(u′ ∏
i∈UIDA

ui, δ5)e(m′ ∏
j∈M

mj , δ2)h (2)

where h = H(M ||δ2||δ5)

5 Security Analysis

We will prove that our proposed scheme is existentially unforgeable and invisible
under adaptively chosen-message attack and identity attack in the standard
model.

5.1 Correctness

Clearly, the correctness can be easily verified by the following equations.

δ1 ⊕ e(p2IDB
, δ3)−1 · e(p1IDB

, δ2)

= (e(g1, g2)rm ⊕ δ5)⊕ e(p2IDB
, δ3)−1 · e(p1IDB

, δ2)

= (e(g1, g2)rm ⊕ δ5)⊕ e(gkIDB , δ3)−1 · e(gα
2 (u′ ∏

i∈UIDB

ui)kIDB , δ2)

= δ5
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e(δ4, g) = e(p1IDA
(m′ ∏

j∈M
mj)rm·h(u′ ∏

i∈UIDA

ui)km , g)

= e(gα
2 (u′ ∏

i∈UIDA

ui)kIDA (u′ ∏
i∈UIDA

ui)km , g)e((m′ ∏
j∈M

mj)rm·h, g)

= e(gα
2 (u′ ∏

i∈UIDA

ui)kIDA
+km , g)e((m′ ∏

j∈M
mj)rm·h, g)

= e(gα
2 , g)e(u′ ∏

i∈UIDA

ui), gkIDA
+km)e((m′ ∏

j∈M
mj)rm·h, g)

= e(g1, g2)e(u′ ∏
i∈UIDA

ui, δ5)e(m′ ∏
j∈M

mj , δ2)h

5.2 Security Analysis

In the following, we will show that our scheme satisfies the existential unforge-
ability and invisibility. Their proofs are given in the full paper [18]

Theorem 1. (Unforgeability) If a PPT forger A has an advantage ε in forging
a signature of ID-based directed signature without random oracle when running
in a time t, then (ε′, t′)−CDH assumption can be solved with probability ε′.

Theorem 2. (Invisibility) If a PPT adversary A can break the invisibility of our
ID-based directed signature scheme with non-negligible probability ε, then there
exists a distinguisher D which can solve the DBDH problem with non-negligible
probability.

Efficiency Analysis. Recently, X.Sun et.al also proposed a ID-based directed
signature scheme[18]. While the security of their scheme is based on random
oracle model. In the following, we give a performance comparison of our scheme
with Sun et.al ’s scheme in term of the length of signature, the required compu-
tational cost and security. Let Cp be pairing operation, Ce be exponentiation in
G1 and Ch be hash operation. multiplication operation in G1 is be neglected.
We assume that the bit length of element in G1 is |G1|. Like Waters’ signature
scheme, we can pre-compute e(g1, g2). In the following, the detail comparison is
shown in table1.

From Table 1, we know that our scheme has slightly higher computational cost
than Sun et.al ’s scheme in term of generation and verification of signature. The
length of signature in our scheme is more |G1| bits than one in the Sun et.al ’s
scheme. Whereas our scheme is proven secure in the standard model. Sun et.al ’s
scheme is only proven secure in the random oracle model. To the best of my
knowledge, it is the first scheme which is proven secure in the standard model.
All previous scheme mentioned above rely on the random oracle model to prove
their security. It is generally believed that cryptographic scheme relying on the
random oracles may not be secure if the underlying random oracles are realized
as hash function in the real world. For some special applications which require
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Table 1. Comparison of our scheme with Sun et al ’s scheme [18]

Scheme R.O Size DV PV Signing cost
Sun et al ’s scheme Yes 3|G1| 4Cp + 1Ch 4Cp + 1Ch 4Ce + 1Cp + 1Ch

Our scheme No 4|G1| 5Cp + 1Ch 5Cp + 1Ch 1Cp + 5Ce + 2Ch

Size denotes the length of signature, DV be designated verification cost, PV
be public verification cost, Signing cost be producing signature cost and R.O
be whether random oracle is used in the security proof.

very high security, it is believed that only those schemes that can be proven
in the standard model must be employed. Thus, our scheme is an efficient and
usable scheme.

6 Conclusion

As a special signature,ID-based directed signatures are widely applicable, it is
very suitable for special cases in which the designated receiver needs to ex-
clusively verify a signature, and can share the ability to prove validity of the
signature others, with the signer. In this paper, we study an ID-based directed
signature based on Waters’ signature scheme by combining ID-based cryptology
and directed signature. And we show that the scheme is secure in the standard
model. It satisfies two primitive properties of directed signature: unforgeability
and invisibility.
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Abstract. Tracking appearance similar objects is very challenging. Con-
ventional approaches often encounter “hijack” problem. That is to say,
the tracking results for the smaller objects will be attracted to the larger
one in the close vicinity. In this paper, we propose a decentralized particle
filter approach for similar objects tracking. When the objects are close,
the tracking results for the larger one will be masked and its influence
will be eliminated. In principle, the tracker for the smaller object needs
to be run two times, which increase the time costs. To tackle this, we
construct the integral image for the mask region and dramatically de-
crease the calculation time of the evaluation of likelihood functions in the
masked image. Experimental results show that the proposed approach
effectively avoids “hijack” problems.

Keywords: Visual tracking, Particle filter.

1 Introduction

Multiple object tracking in video sequences is a wide explored topic with a
great number of applications, such as security, military tasks or traffic control
[1,2]. However, tracking of similar objects in appearance often fails when they
are in close proximity or present occlusions, since in this case they cannot be
treated independently. In such circumstances, multiple independent single object
trackers suffer from the well-known “hijack” (also called “error merge”) problem,
which results that some trackers lose their associated objects and falsely coalesce
with other objects.

One of the most famous over the last decades was the particle filter, a prob-
abilistic tracking approach which can deal with nonlinear and non-Gaussian
problem. To tackle the “hijack” problem when using independent particle fil-
ters for multiple objects tracking, Ref.[3] proposed a joint particle filter which
uses a Markov random field to model motion interaction. Ref.[4] pointed that
although this framework is powerful, its current implementation cannot handle
severe occlusions (we can also see this phenomenon in the experimental parts of
this paper). In addition, joint particle filter like [3] requires a tremendous com-
putational cost due to the complexity introduced by the high dimensionality of
the joint state representation. The complexity of most implementations based

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 328–336, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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on a joint state-space representation grows exponentially in terms of the number
of objects tracked. Recently, [4] proposed a decentralized particle filter approach
for multiple object tracking. This approach used a magnetic-inertia potential
model to model the interaction between objects and implicitly handle “error
merge” problem. However, the modelling for the interaction between objects is
complicated.

In this paper, we also use the decentralized particle filter scheme. A nov-
elty of this approach is that the modelling for interaction between objects is
not needed. The idea is borrowed from humans visual cognition. When people
watch some scene and focus on some object, he usually neglects the surround-
ings. By this means, he can persistently capture small objects, while there are
large similar objects around it. The kernel of the proposed approach is to mask
the region of tracked results and then re-track region-of-interest. In this way, the
tracker can suppress the disturbance from surroundings. We call this approach as
Mask Particle Filter. Though the idea is straightforward, the algorithm requires
careful designs. In the second section, we will give a very brief introduction about
conventional particle filter and present the proposed approach. Section 3 gives
the comparison results.

2 Mask Particle Filter

Particle filter is one of the most used tracker and therefore we first briefly review
the conventional particle filter.

The task of tracking is to use the available measurement information to es-
timate the hidden state variables. Given the available observations z1:k−1 =
z1, z2, · · · , zk−1 up to time instant k − 1, the prediction stage utilizes the prob-
abilistic system transition model p(xk|xk−1) to predict the posterior at time
instant k as

p(xk|z1:k−1) =
∫

p(xk|xk−1)p(xk−1|z1:k−1)dxk−1 (1)

At time instant k, the observation zk is available, the state can be updated using
Bayes′s rule

p(xk|z1:k) =
p(zk|xk)p(xk|z1:k−1)

p(zk|z1:k−1)
(2)

where p(zk|xk) is described by the observation equation.
In general, the integrals in (1) and (2) are analytically intractable. To solve this

problem, the particle filter approaches are proposed [5]. The kernel of particle
filter is to recursively approximate the posterior distribution using a finite set
of weighted samples. Each sample xi

k represents one hypothetical state of the
object, with a corresponding discrete sampling probability ωi

k, which satisfies∑N
i=1 ωi

k = 1. The posterior p(xk|z1:k) then can be approximated as

p(xk|z1:k) ≈
N∑

i=1

ωi
kδ(xk − xi

k) (3)

where δ(·) is Dirac function.
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The candidate samples {xi
k}i=1,2,···,N are drawn from a proposal distribution

q(xk|x1:k−1, z1:k) and the weight of the samples are

ωi
k = ωi

k−1
p(zk|xi

k)p(xi
k|xi

k−1)
q(xk|x1:k−1, z1:k)

(4)

The samples are re-sampled to generated an unweighed particle set according
to their importance weights to avoid degeneracy. In the case of the bootstrap
filter[3], q(xk|x1:k−1, z1:k) = p(xk|xk−1) and the weights become the observation
likelihood p(zk|xk).

In visual tracking, the color histogram is an extensively used feature [6]. Color
distributions are used as object models as they achieve robustness against non-
rigidity, rotation and partial occlusion. In our experiments, the histograms are
typically calculated in the RGB space using 8×8×8 bins. The resulting complete
histogram is thus composed of Nh = 512 bins.

The color-similarity measure is based on the similarity between the color his-
togram of a reference region and that of the image region in frame k represented
by a sample xi

k. To estimate the proper weight for this sample during the mea-
surement update step, we need the observation model p(zk|xk = xi

k). This model
can be obtained by the following equation

p(zk|xk = xi
k) ∝ exp{−λD2(q∗,qk(xi

k))} (5)

where λ is an experimentally determined constant and q∗ and qk(xi
k) are the

color histograms of the reference region and the region defined by xi
k, respec-

tively. The distance measure D(·, ·) is derived from the Bhattacharyya similarity
coefficient and is defined as

D2(q∗,qk(xi
k)) = {1−

Nh∑
n=1

√
q∗(n)qk(n;xi

k)}1/2 (6)

More details can be found in [7]. Although color histogram is a robust feature,
it also present some disadvantages.

In visual tracking, there usually happens overlapping between objects. When
the tracking boxes of two objects are overlapped each other, there will be two
possibilities:

(1) One of the objects is indeed occluded by the other object;

(2) Both of the objects are not overlapped. In this case, the tracking re-
sults of the smaller object is “hijacked” by the larger one. If “hijack” happens,
the tracker usually cannot recover good performance even if these object move
apart.

To use the mask particle filter, we should tackle some key problems. The first
task is to determine which object should be masked. Therefore, when there are
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Fig. 1. Mask image

Fig. 2. Integral image for mask region

overlaps between tracking boxes, we need launch an Occlusion Analysis mod-
ule. This module is used to determine which tracking box should be masked. In
general saying, any occlusion analysis approach can be used in this stage. In our
work, we use the similarity with the corresponding reference histogram to evalu-
ate it. The tracking box with higher similarity, which means that it is accurately
tracked and may hijack other objects, should be masked. For example, in the
left of Fig.1, we obtained two tracking boxes, which are overlapped; therefore
we calculate their similarity with their reference histogram respectively. Since
the white box(we assume it to be object 1) has higher similarity, it is masked
(see the right of Fig.1). For convenience, we call this masked image as Masked
Image, which is an important intermediate image.

Since object 1 is masked, its influence has been eliminated. In the following,
we should again run the particle filter for object 2 to get its tracking results (see
the right of Fig.1). This is very straightforward but very time-consuming, since
the particle filter for object 2 will be run two times and the time costs will be
doubled. Recall that the particle filter can be mainly divided into three stages:
prediction, likelihood computation and re-sampling, where likelihood computa-
tion is the most time-consuming. Fortunately, we notice that the particle filter
in current frame for object 2 has been run once and therefore the obtained pre-
diction particles (which has not been re-sampled) can be used in the second run
of the particle filter. Therefore the prediction stage can be omitted. After then,
all of the prediction particles should be evaluated in the Masked Image, but not
the original image. If we directly calculate their histogram on the Masked Im-
age, the time-cost will be high. To remedy it. we propose an improved approach.
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If some particle (such as Particle 3 in Fig.2) is not overlapped with the masked
region, then its histogram will not be altered. In fact, many particles of object 2
will be overlapped with the mask region, since object 1 and object 2 are rather
close. Because we have obtained the histograms of the particles in the original
image, we just use them to subtract the histogram of the overlapped region (see
rectangles A1B1C1D1 or A2B2C2D2 in Fig.2), then the histograms of these par-
ticles in the Masked Image can be obtained. For speeding the computation,
we construct an integral image of the histogram of the masked region (but NOT
the whole image). The integral image is an intermediate image representations
used for fast calculation of region sums. Each pixel of the integral image is the
sum of all the pixels inside the rectangle bounded by the upper left corner of the
image and the pixel of interest. In [7], the integral image was extended to higher
dimensions for fast calculation of region histograms. Here we adopt similar tech-
nology to re-evaluate the new likelihoods of the particles in the Masked Image.
After the integral image is constructed, we just need some simple calculation to
obtain the new histograms of the particles. This will dramatically reduce the
likelihood evaluation time. Finally, we use the new likelihood functions to pro-
duce the weights of the particles and use these weights to resample the particles.
Notice that we just construct the integral image for the masked region, but not
the whole image. In addition, the re-sampling is only needed in the second run
of the particle filter for object 2.

The above-mentioned approach can effectively deal with cases where two ob-
ject are close, even in occlusion. In addition, if object 2 is indeed occluded by
object 1, then the similarity of the estimated results for object 2 will be small,
since the masked region of object 1 also masked some part of object 2. We can
use some mechanisms to judge whether object 2 is occluded or not.

If object 2 is occluded, we will give up tracking it. Instead, we persistently
track object 1 and uniformly sampling particles for object 2 around the estimated
position of object 1. This mechanism will help to recapture object 2 when it re-
appears.

The main procedure of the proposed algorithm can be briefly summarized as
follows (i = 1, 2 is the label of objects. In this algorithm we assume object 1 may
hijack object 2, which is without loss of generality):

(1) For each objects, independent particle filters PFi(·) is used to obtain the
prediction particles with weights [x̄(1:M)

i,k , ω̄
(1:M)
i,k ] = PFi(Imagek, x

(1:M)
i,k−1 ), where

Imagek is the original frame at time k.

(2) Obtain the estimation x̂i,k =
∑M

j=1 x̄j
i,kω̄j

i,k.

(3) IF x̂1,k and x̂2,k are in close vicinity, then calculate the similarity of each
estimation Si = Siminarity(x̂i,k).
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(4) IF (S1 > S2) THEN obtain Mask Imagek from Imagek by masking the
region determined by x̂1,k.

(5) Calculate the integral histogram for the masking region determined by
x̂1,k.

(6) Recalculate the histogram for each particle x̄j
2,k, and the corresponding

weight value s ωj
2,k.

(7) Modify the estimation of object 2 as x̂2,k =
∑M

j=1 x̄j
2,kωj

2,k.

(8) Re-sample (x̄(1:M)
1,k , ω̄1:M

1,k ) to get [x(1:M)
1,k ]; and re-sample (x̄(1:M)

2,k , ω̄1:M
2,k ) to

get [x(1:M)
2,k ].

3 Experimental Results

In this section, we demonstrate our algorithm with a practical video for two
similar cars tracking, where object 1 (bounded by red box) moves from right to
left, and object 2 (bounded by yellow box) moves from left to right. Therefore
they present strong overlaps during Frames 320-365. The video sequence consists
of 395 frames at 640× 480 pixels resolution.

We have compared the performances of the proposed mask particle filter with
Khan’s particle filter [3]. In Khan’s particle filter, we construct the Markov ran-
dom field constraints as φi,j = exp(−λN(xi,xj)) (see [8] for its details), where
N(xi,xj) represents the number of the overlapped region between two areas de-
termined by two particles xi and xj . We find that Khan’s approach is sensitive
to the parameter λ. When λ is too small, the effect of Markov random field
constraints is weak and this approach may reduce to conventional independent
particle filters. When λ is too large, the repulsive force between particles is too
high and therefore it is difficult for the resulting approach to deal with cases
where two objects are in close vicinity. How to select this parameter is still an
open problem. In this paper, we experimentally verified a lot of selections of λ
and cannot find a suitable value. It seems that λ ∈ [0.0001, 0.0005] is a little
suitable. However, none of any fixed value can adapt to all cases throughout this
video.

For all of the experiments, the state of the each particle filter is defined as
xk = [xk, yk, sk], where xk, yk indicate the location of the object, sk the scale.
The dynamics of the objects are assumed to be a random walking model, which
can be represented as xk = xk−1 + vk, where vk is a multivariate zero-mean
Gaussian random variable. Its variances are set by [σx, σy , σs] = [10, 10, 0.05].
For each particle filter, we assign 100 samples. In Khan’s approach, since the joint
particle filter is utilized, we assigned 200 particles for the joint particle filter. In
addition, since there are only two objects, we used conventional importance
sampling instead of MCMC sampling in [8]. We think this does not alter the
intrinsics of Khan’s algorithm.
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Fig. 3. Tracking results comparison. The first row: Khan’s approach (λ=0.0001); The
second row: Khan’s approach (λ = 0.0005); The third row: The proposed mask particle
filter. From left to right: Frame 275, Frame 300, Frame 325, Frame 350, Frame 375.

For fair comparison, all of the particle filters for the sequence are started with
same initial detection results, which are manually labelled. During likelihood
evaluation, we use fusion of RGB color histogram and edge orientation histogram.

Fig.3 presents some representative examples. We can see during initial stage
(From start to Frame 275 or so), all of the particle filters work well, since both
objects are far. At Frame 300, we see that Khan’s approach with λ = 0.0001 fails
to track object 1(in yellow). The reason is that the parameter λ is too small and
the MRF constraints does not work. We made a lot of experiments and found
that for any λ < 0.0005, the tracking results are similar. A worse result is that
both trackers mistakenly merge together after Frame 300.

When λ = 0.0005, Khan’s approach works well at Frame 300, which means
that MRF constrains play roles when the objects are in close vicinity. However,
when both objects moves more near (see Frame 325), This approach cannot give
satisfactory results, since the MRF constraints is too strong and the approach
can not deal with these cases. After Frame 325, we see from the second row
that the tracker of object 2 occupies the position of object 1, while the tracker
of object 1 is forced to an error position. In Frame 375, there even appears a
totally error association result.

In the third row, we can see the results of our tracking algorithm. This algo-
rithm work well from Frames 300-325, in which the objects are more and more
close.

In addition, in frame 350, object 1 totally occludes object 2. Object 1 is
accurately tracked and then its region is masked. In the masked image, tracker
2 can be determined. However, its similarity with its reference histogram is too
low and therefore it is determined as being occlusion, during which the tracker
for object 2 finishes tracking, but uniformly sample particles for object 2 around
object 1 to re-capture object. In practical video, object re-appears from Frame
368, and our algorithm succeeds re-capturing it from Frame 375.
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4 Conclusions

An important merit of the proposed approach is that explicit modelling for in-
teraction between objects is not required, which can not be avoided by [5] and
[3]. The presented examples restrict to two objects with similar appearances,
but the approach can be easily extended to multiple objects case. The proposed
approach of mask particle filter is a general framework, it does not make any as-
sumptions about the individual tracker. Therefore any other tracking approach
can be incorporated into it. In addition, some other advanced occlusion reason-
ing approaches can be adopted to enhance the robustness. Our current work is
continuing to develop mask particle filter for multiple object tracking in a more
formal sense, and to apply these insights to challenging tracking problems.
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Abstract. A computationally efficient wavelet based feature extraction method 
is proposed. This method is used for face recognition along with an HMM clas-
sifier. In comparison to similar method, this method needs less computation 
while the highest possible classification rate is still achievable. In this paper, 
different wavelet filters have been tried and effect of sub-image’s size and  
overlap percentage in feature extraction on classification rate has been studied. 

Keywords: Face recognition, Feature extraction, Wavelet analysis, Hidden 
markov models. 

1   Introduction 

Face recognition is still an exciting field to researchers in spite of hundreds of  
publications in that field. Moreover, the need for having a 100% or at least an almost 
flawless algorithm is still in demand. Also, it will be more attractive if the devised 
algorithm is easy and cheap to implement since demand for security systems has been 
growing exponentially in the last decade, and face recognition has become the most 
important part of such systems.  

Many different techniques have been introduced and applied to face recognition. 
Geometric features based approaches [1], Eigenface [2], Independent Component 
Analysis (ICA) [3], and Elastic Matching method [4] are the most well-established 
methods which have been used so far. 

In addition, Hidden Markov Model (HMM) [5] is proven to be an effective tech-
nique for face recognition. To represent faces as observation sequences to HMM, 
different methods of feature extraction have been proposed. Discrete Cosine Trans-
form (DCT) [6], gray tone features [7], and Discrete Wavelet Transform (DWT) are 
few to mention. The combination of DWT as the feature extractor and HMM as the 
classifier has resulted in yielding very satisfactory outcome compared to other tech-
niques for face recognition. For example, Otsuka et al. [8] applied wavelet transform 
to sub-images of faces up to five levels and the average of power and phase of the 
wavelet coefficients are used as observation sequences. Then, HMM is used as the 
facial expression recognizer. They used it on a database which was produced by them 
and contained different expression of three male subjects. The recognition rate was up 
to 98 percent. Scanning the face with a fixed square window on a curvy path is the 
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proposed method by Bicego et al. [9]. After calculating the wavelet features of each 
sub-image, some of the wavelet coefficients are retained and used as the features. 
They also used HMM as the classifier and applied it on AT&T database. The classifi-
cation rate was 100 percent. Hung-Son et al. [10] presented a different way of feature 
extraction which is a horizontal followed by a vertical scanning and then calculating 
the wavelet coefficients. The noticeable part of this method is using only one HMM 
for classification which is proven to increase the recognition speed. However, this 
requires more memory for storing information about the classes in the database. 
Nicholl et al. [11] used 2DWT for feature extraction along with Structural Hidden 
Markov Model (SHMM) [12] as the classifier. For feature extraction, faces are de-

composed into blocks and the norm of wavelet coefficients of blocks are used as 
feature vectors. The remarkable part of this method is combining the multiresolution 
features with the local interactions of the facial structures expressed through the 
SHMM. 

In this paper, we introduce a simpler technique for feature extraction using wavelet 
transform. This method requires less computation which makes it more attractive 
when compared with similar methods in the literature. In the next section, the pro-
posed method is described in detail. Section III deals with continuous HMM and its 
application as a classifier. In section IV, experimental results and comparison are 
presented. Finally, conclusions are presented in section V. 

2   Wavelet Feature Extraction 

Wavelet transform [13] has been used widely in many fields such as JPEG2000 [14]. 
A growing number of publications deal with hardware implementation of this trans-
form [15-18] which demonstrate its utility in the area of DSP and Pattern Recogni-
tion. A multi-resolution analysis of a signal with localization in both time and  
frequency is the advantage of wavelet transform over Fourier and cosine transforms 
[13, 19]. Also, having different alternatives for the basis function in wavelet transform 
makes it more adaptable for different problems than Fourier transform since in the 
latter only one kind of basis function can be used. 

In order to perform feature extraction, the 2D wavelet transform of the faces is cal-
culated using different basis functions only up to one level. Having four sets of coef-
ficient matrices, one as the approximation and the other three as details (horizontal, 
vertical, and diagonal) for each face, the features are extracted as follows. 

A window with a width which is equal to the width of the coefficient matrices and 
an arbitrary height k is selected. Superimposing it on top of the matrices, mean, vari-
ance, and absolute mean of the content of the window is calculated. Since there are 
four matrices and three features for the window, there are 12 features for that section 
of the wavelet transform. Then, the window is slid down. Here, an overlap factor can 
be defined such that each two neighboring windows can overlap by r rows (Fig. 1). 
The whole process is carried out till the window reaches to the bottom of the image. 
Finally, there will be a sequence with 12 features which represents each face. The 
length of the sequence depends on three parameters; 1) basis function used for wave-
let transform, 2) the height of the window k, and 3) the overlap r. In this work, we 
used two different filters of different orders; Daubechies (abbreviated as DB in the 
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tables) of orders one (which is equivalent to Haar) and ten, and Coiflet (abbreviated as 
COIF in the tables) of orders one and two. Also two different values for k and three 
different values for r have been considered. 

 

Fig. 1. A wavelet decomposition (Haar filter is used for this representation) and the top to 
bottom scanning for feature extraction. The wavelet coefficients have been normalized between 
0 and 1 for representation (Images are resized for representation). 

To study the class separability, the within-class and mixture scatter matrices have 
been calculated. Within-class matrix is calculated as follows 

 

where iS is the covariance matrix of i'th class and iP is the a prior probability of the 

corresponding class. Also, mixture scatter matrix is the covariance matrix of the 
whole data calculated as follows: 

0 0[( )( ) ]T
mS E x u x u= − −  

where 0u is the mean of all classes. The class separability criterion which is used in 

this work is ( ) / ( ).m wJ trace S trace S= J ’s have been rounded and presented in 

Table 1 in different categories based on filters, k, and r. Based on the results presented 
in Table 1, by increasing the height of the window, the class separability decreases. 
Also, for a fixed height of the window, the class separability increases with increasing 
the overlap. 

The proposed method which can be implemented easily requires less computation 
than any other methods cited in the literature. The reason of this claim is that wavelet 
decomposition is applied on the whole image and for only one level, while in other 
methods it is applied on each sub-image separately which mostly has overlaps with its 
neighbors [9, 10, and 11] and in some cases, the wavelet transform is calculated up to 
five level [8]. This normally translates to more computation for wavelet decomposi-
tion. Experimental results show that, in MATLAB environment, it takes 0.04 seconds 
to extract features for each face with a 64X2 2.41GHz/Win XP. 
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Table 1. Class separability measures with different filters, k’s, and r’s 

       r 
k   1 2 3  1 2 3 

 4 COIF1 348 570 1130 DB1 375 553 1096

 5   295 386 573   283 372 556 

 4 COIF2 402 600 1179 DB10 438 644 1262

 5   304 403 595   327 430 636 

3   Hidden Markov Model as Classifier 

HMMs as double stochastic process can be used to characterize the statistical proper-
ties of signals [5]. In fact, a signal is considered as a sequence of observation which 
can be observed directly. There are basically two different kinds of observations, 
discrete and continuous. In this paper, we use the continuous HMM since our ex-
tracted sequences from faces are continuous. Furthermore, it is not recommended to 
discritize the output as long as it is possible [5]. A continuous HMM λ  is defined by 
the elements as follow: 

• Q, the number of hidden states in the model 
• T, length of sequences 

• 1{ ,..., }QS Sδ = , the finite set of possible hidden states. 

• { }iπΠ = , the initial state probability distribution, where,  

1[ ],1i iP q S i Qπ = = ≤ ≤ and
1

1
Q

ii
π

=
=∑ . 

• { }ijA a= , the state transition probability matrix, where  

1[ | ],1 ,ij t j t ia P q S q S i j Q+= = = ≤ ≤ and
1

1,1
Q

ijj
a j Q

=
= ≤ ≤∑ . 

• ,{ }j tB b=  the emission probability matrix,  

• where , [ | ],j t t t jb P O q S= = 1 ,1j Q t T≤ ≤ ≤ ≤ . There are different approaches 

to define the emission probability for continuous observations. The most general repre-
sentation of the PDF is a finite mixture of the form 

, 1
( , , ),1

M

j t jm t jm jmm
b c N O u U j Q

=
= ≤ ≤∑ where jmc , the mixture coefficient 

for the mth mixture in state j is always greater than or equal to zero and summation over 

m should be equal to 1. N is a Gaussian function, and jmu and jmU are the mean vec-

tor and the covariance matrix of the mth mixture component in state j respectively. 
To have a functional HMM for real-world applications, three basic problems 

should be solved. These problems are  
• Evaluation: Calculating ( | )P O λ  

• Decoding: Choosing the state sequence that explains the observations. 
• Parameter Estimation: Adjusting the model parameters. 
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HMMs can be used as classifiers in two different ways; path discriminant and 
model discriminant [20]. In path discriminant approach, only one HMM is used for all 
classes and different state sequences of the model distinguish classes. While in the 
model discriminant approach, a separate model is used for each class and the class 
label is obtained based on the probability of output: 

1
arg max[ ( | )]i

i L

c P O λ
≤ <

=  

where, L is the total number of classes. In this paper, we used the second approach 
where a distinct model is built for each individual class. We use Baum-Welch 
method [5] for training and considering that there are more than one sample in train-
ing set for each class, the modified version of this method is utilized [21]. 

4   Results, Comparison, and Discussion 

AT&T (already known as ORL) is the database we used in this paper. This database 
includes 400 different pictures of 40 individuals, 10 for each. Five out of ten photos 
were randomly put in the training set and the rest were put in the testing set. Different 
numbers of states and mixture components have been tried to study their effects on 
classification rates. Therefore, models with 2, 5, and 8 states and 2 and 4 mixture 
components were tried on all of the different feature sets extracted in the last section. 
To realize the effect of the number of hidden states on the classification rates, all of 
the models have been sorted based on their classification rates and the best n models 
have been chosen and shown in Table 2 based on different n and the number of their 
states, e.g. between the ten best models, two of them have 2 hidden states, seven have 
5 hidden states and just one has 8 hidden states. Based on the information in Table 2, 
5-hidden state models generally performed better than the other two. 

Table 2. The influence of number of hidden states (H.S.) on classification rate on test set 

No. H. S. Top 10 Top 50 Top 100 Top 200 
2 2 12 24 40 
5 7 23 39 90 

8 1 15 37 70 

 
The same study has been conducted for the effect of the number of mixture com-

ponents. Table 3 shows the results that models with 2 mixture components are gener-
ally performing better. 

Table 3. The influence of mixture components (M. C.) on classification rate ib test set 

No. M. C. Top 10 Top 50 Top 100 Top 200 
2 9 38 62 110 
4 1 12 38 90 
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Tables 4 and 5 show the average and the maximum classification rates of a 5-state 
2-mixture component model respectively. The maximum average classification rate is 
0.988 which means less than 4 faces were misclassified. This was achieved when the 
wavelet filter was Daubechies of order one which is the simplest wavelet basis. Table 
5 shows that the highest classification rate is 1 where no misclassification happened 
and it is achieved by a Coiflet filter of order one. With other filters, results were not 
extremely different. The maximum classification rate that was achieved for the others 
is 0.995 where only one face is misclassified. 

Table 4. Average classification rate on test set with different filters, k’s, and r’s 

       r 
k   1 2 3  1 2 3 

 4 COIF1 0.957 0.973 0.983 DB1 0.957 0.975 0.988

 5   0.968 0.962 0.964   0.981 0.982 0.985

 4 COIF2 0.959 0.944 0.958 DB10 0.964 0.978 0.951

 5   0.953 0.973 0.947   0.976 0.978 0.971

Table 5. Maximum classification rate on test set with different filters, k’s, and r’s 

       r 
k   1 2 3  1 2 3 

 4 COIF1 0.975 0.990 0.995 DB1 0.990 0.980 0.995

 5   0.980 0.980 0.975   0.990 0.995 0.990

 4 COIF2 0.985 0.985 0.975 DB10 0.980 0.995 0.980

 5   0.975 1.000 0.975   0.995 0.995 0.990

 
Table 4 shows that the size of the window does not influence classification rate by 

much. However, the overlap factor is playing an important role here. Overall, better 
results were achieved when r was equal to 2. 

In this part, the idea of top to bottom scanning and calculating the three parameters 
was directly performed on gray scale images to see if high classification rates are 
obtainable in this case as well. We replaced absolute mean with mean square since 
pixel values are non-negative. Table 6 represents the average and maximum classifi-
cation rates using these features which are called as gray tone features in the table. 
The best average classification rate is 0.944 which is equal to the minimum average 
rate obtained with wavelet features. Also the maximum obtained rate is 0.975. 

Table 6. Average and maximum classification rates with gray tone features 

       r 
k   1 2 3  1 2 3 

 4 AVR 0.931 0.921 0.944 MAX 0.960 0.970 0.975

 5   0.905 0.906 0.906   0.965 0.970 0.970
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Figure 2 illustrates maximum and averaging over classification rates of each fea-
ture set. Comparing the results of gray tone and wavelet features shows that applying 
wavelet transform to the image before calculating the three parameters has a great 
effect on having better results. Also, comparing the difference between the maximum 
and average rates shows that for wavelet features there is a small difference (the big-
gest difference is for COIF2 and is equal to 0.032) while for gray tone feature this 
difference is much bigger and is equal to 0.056. 

 

Fig. 2.  Classification rate versus feature type. Maximum and average classification of each 
feature set is shown based on the wavelet filter has been used. The gray tone features are repre-
sented with GRAY in the diagram. 

The comparison between the results of the proposed methods and others on the 
same database is represented in Table 7. The best result between those not using 
HMM is 97% with SVM (Support Vector Machine) and PCA (Principal Component 
Analysis) coefficients [24]. Among the methods which are proposed based on HMM, 
the combination of DCT/HMM [27] shows the poorest result. A two dimensional 
PHHM [26] shows to be more promising. DWT and SHMM [11] reduced the error 
rate to 3%. Perfect recognitions are achieved in [27] and [9]. However, 9 faces out of  
 

Table 7. Comparative results 

Method Accuracy Ref 

ICA 85 [3] 

Eigenface 80.5 [2] 

NLPCA 95.5 [22] 

Pseudo Zernike 95 [23] 

SVM+PCA Coe. 97 [24] 

DCT/HMM 84 [25] 

2D-PHMM 94.5 [26] 

DWT/SHMM 97 [11] 

DCT/2D-HMM 100 [27] 

Wavelet/HMM 100 [9] 

Proposed 100  
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10 are used as training set in [27] and the feature extraction method in [9] is much 
more complicated than our proposed method. 

5   Conclusion 

In this paper, an efficient human face recognition technique has been presented. The 
feature extraction is based on wavelet coefficient while the classifier utilized is1D-
CHMM. The proposed method was tested on AT&T face database and high classifica-
tion rate of up to 100% has been achieved. Comparing the obtained results with those 
appeared in the literature indicates, the proposed technique requires less computations 
and easier way of feature extraction, while yielding high accuracy face recognition. 
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Abstract. In this paper, a novel face recognition algorithm based on histogram 
of modular Gabor feature and support vector machines is proposed. In this 
method, each face image is separate into several parts on which Gabor trans-
formation is performed, respectively and then employed 2DPCA for dimen-
sionality reduction. Subsequently, histogram sequences are calculated based on 
these coefficient features. The final features of face image can be obtained by 
the fusion of the normalized histogram sequences using weight scheme. Finally, 
support vector machines is used as classifier. Several experiments on popular 
face databases such as CAL-PEAL and FERET demonstrate the effectiveness 
of the proposed method.  

Keywords: face recognition, Gabor wavelet, support vector machines (SVM), 
histogram sequence. 

1   Introduction 

Face recognition has been an important issue in image processing and pattern recogni-
tion over the last several decades. It plays an important role in many applications such 
as card identification, access control, mug shot searching and security monitoring. So 
it has become a significant research field [1]. 

To obtain best recognition performance, feature extraction and classification are 
two important problems that should be paid attention to. As to feature extraction, 
much progress has been made under controlled conditions as described in [1-3].  
Eigenfaces [4] method introduced by Turk and Pentland and Linear Discriminant 
Analysis (LDA)[5],[6] are two popular approaches used in face recognition. As we all 
know, most existing face recognition method are all based on original gray image, and 
it is difficult to get local information which is important to face recognition. In recent 
years, many methods based on Gabor filters have been proposed [7-10]. Because the 
Gabor filters exhibit desirable characteristics of spatial localization and orientation 
selectivity, and the Gabor filter representations of face image (termed also as Gabor-
faces) are robust to illumination and expressional variability, they are used exten-
sively in face recognition. However, the dimensionality of the Gabor feature space is 
overwhelmingly high, because the Gaborfaces are obtained by convolution of the face 
image with dozens of Gabor filters. Therefore, many sampling or compressing meth-
ods are proposed to reduce the space dimension to avoid dealing with the enormous 
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datum [11],[12],[13]. Down-sample method was used in [11], but losing some dis-
criminant information is its drawback. In [12], predetermined fiducial points at face 
landmarks of each face was selected before performing Gabor transformation. How-
ever, it is difficult to locate the eyes. [13] applied the Gabor feature histogram se-
quence to do dimension reduction and got a good recognition performance. In this 
paper, modular Gabor transformation and histogram sequence scheme are use to ex-
tract discriminant feature to improve the recognition performance. 

When considering classification, there are several conventional method, for exam-
ple, k-nearest neighborhood classification, template matching and so on. In practical 
face recognition problem, they are inefficient and time-consuming. In recent years, 
neural networks[14] are used to solve the above problem. However, neural networks 
have some internal shortcomings, such as difficulty for determining the structure of 
neural networks, over-learning and getting into local extremes easily. To address 
these problems, support vector machines developed principally by Vapnik[15], have 
drawn much attention and been applied successfully in recent years. 

According to the analysis mentioned above, a novel face recognition algorithm 
based on histogram of modular Gabor feature(HMG) and support vector machines is 
proposed. Fig.1 represents the idea of the proposed algorithm.In this method, each 
face image is separated into several parts, on which Gabor transformation and 2DPCA 
are performed in turn, respectively. Subsequently, histogram sequences are calculated 
based on these coefficient features. At the same time, a algorithm of weight calcula-
tion is presented. The final features of a face image can be obtained by weight fusion 
of the histogram sequence corresponding to each modular. At last, support vector 
machines is used as classifier. Several experiments on popular face database such as 
CAL-PEAL and FERET demonstrate the effectiveness of the proposed method.  

⎪
⎪
⎭

⎪
⎪
⎬

⎫

 

Fig. 1. The framework of the proposed method 

The paper of the rest is organized as follows: Section 2 introduces the feature ex-
traction method. The concept of support vector machines is given in Section 3. The 
last two sections give experiment results and conclusions. 

2   Feature Extraction 

In this section, the method of feature extraction is proposed in detail. 

2.1   Gabor Wavelets 

Gabor wavelets were introduced to image analysis due to their biological relevance 
and computational properties. The Gabor wavelets, whose kernels are similar to the  
2-D receptive field profiles of the mammalian cortical simple cells, exhibit desirable 
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characteristics of spatial locality and orientation selectivity, and are optimally local-
ized in the space and frequency domains. The Gabor wavelets (kernels, filters) can be 
defined as follows [16]: 
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where μ and ν denotes orientation and scale of the Gabor kernels, respectively.  

( )yxz ,= . • denotes the norm operator, and the wave vector νμ ,k  is defined as  

follows: 
μφ

ννμ
i

ekk =, .   
                                                     (2) 

where ν
ν fkk /max= and 8/πμφμ = . maxk is the maximum frequency, and f is the 

spacing factor between kernels in the frequency domain. 
The Gabor kernels in (1) are all self-similar since they can be generated from one 

filter, the mother wavelet, by scaling and rotation via the wave vector νμ ,k . Each 

kernel is a product of a Gaussian envelope and a complex plane wave, while the first 
term in the square brackets in (1) determines the oscillatory part of the kernel and the 
second term compensates for the DC value. The effect of the DC term becomes negli-
gible when the parameter, which determines the ratio of the Gaussian window width 
to wavelength, has sufficiently large values. 

The Gabor wavelet representation of an image is the convolution of the image with 
a family of Gabor kernels as defined by (1). Let ( )yx,I be the gray level distribution 

of an image, the convolution of image and a Gabor kernel νμψ , is defined as follows: 

                                                 ( ) ( ) ( )zzz νμνμ ψ ,, ∗= IO .                                                        (3) 

where ( )yxz ,= , ∗ denotes the convolution operator, and ( )zνμ ,O is the convolution 

result corresponding to the Gabor kernel at orientation μ and ν scale . In most cases, 

one would use Gabor wavelets of five different scales, { }4,0…∈ν , and eight orientations, 

{ }7,,0…∈μ . Therefore, the set ( ) { } { }{ }4,0,7,,0:, …… ∈∈= νμνμ zS O forms the Gabor wavelet 

representation of the image ( )zI . 

To encompass different spatial frequencies (scales), spatial localities, and orienta-
tion selectivity, we concatenate all these representation results and derive an aug-
mented feature vector X . 

( )7,41,00,0 OOOX = .                                                       (4) 

2.2   Modular Gabor Feature Extraction 

Each part corresponding to eyes, nose and mouth have more important discriminant 
feature than other parts of a face image. In this paper, a modular scheme is applied to 
each face image, and Fig. 2 illustrates our approach. 
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Fig. 2. The modular scheme 

Suppose there are c  known pattern classes, each class contains n  samples. ( )zijI  

denotes the i th class j th face image, ci ,,2,1= , nj ,,2,1= , so ( )zijkI  

, { }3,2,1∈k  is used to indicate the k th part of the i th class j th face image. Accord-

ing to Eq.(3) and (4), the Gabor features of ( )zijkI  are ijkX . 

Because Gabor feature space is overwhelmingly high, dimensionality reduction al-
gorithm should be employed to ijkX . 2DPCA is a good choice for its simplicity and 

powerful represent. Suppose { }3,2,1( ∈kkA denotes the transformation matrix corre-

sponding to k th modular in the face image, and the feature in the new space can be 
obtained by following linear transformation: 

ijk
T
kijk XAY =  .                                                                     (5) 

2.3   Gabor Histogram Feature Extraction 

In order to further reduce the dimension of Gabor feature, histogram operation is used 
to statistic the Gabor feature. The histogram of image ( )yx,I  whose gray level range 

is [ ]1,0 −L  is defined as follows[17]: 

( ){ } 1,,1,0,,
,

−=∑ == Lllyxh
yx

l Iϕ .                                      (6) 

where l  is the l th gray level, lh is the number of pixels in l th gray level. 

Therefore, the Gabor histogram feature of k th modular are: 

( )121 ,,, −= L
ijkijkijkijk hhhH .                                                (7) 

where { } 1,,1,0, −=∑ == LllYh ijk
l
ijk ϕ . ci ,,2,1= , nj ,,2,1= , { }3,2,1∈k . 

As we all know, histogram feature can not be classified directly using traditional 
classification, so normalization operation is necessary for a convenient representation 
and comparison. We call histogram similarity measure as HSM. 

2.4   Fusion Feature Based on Weight Scheme 

At present, a popular modular feature fusion method is to concatenate all features of 
each modular together. However, this algorithm dose not take into account the fact 
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that different part plays different role, so giving different weight to different part is 
necessary when fusion these features. The method of calculating the weight is de-
scribed as follows: 

(1) Calculate the average of within-class sample distance corresponding to each 
modular ( )kLw , { }3,2,1∈k ; 

(2) Calculate the average of between-class sample distance corresponding to each 
modular ( )kLb , { }3,2,1∈k ; 

(3) Calculate ( ) ( ) ( )kLkLkL wb /= , it is easy to see that the bigger the ( )kL  is, the 

role of  the k th part plays is important. 
(4) Suppose ( ) { }3,2,1, ∈kkw is the weight corresponding to each modular of face 

image, the weight can be determined using the following formulary: 

( ) ( ) ( )∑=
k

kLkLkw / .                                                    (8) 

Based on the analysis, the final features of a face image are as follows: 

( )∑=
=

3

1k
ijkij kwHH , ci ,,2,1= , nj ,,2,1= , { }3,2,1∈k .                   (9) 

In order to make the features convenient to be used in several kinds of classifiers, 
the Gabor histogram feature ijH  should be normalized. 

3   Support Vector Machines [15], [18] 

The basic idea of SVM is to transform the signal to a higher dimensional feature 
space and find the optimal hyper-plane in the space that maximizes the margin be-
tween the classed. 

SVM stems from statistical learning theory. It minimize a bound on the empirical 
error and the complexity of the classifier at the same time. Accordingly, It is capable 
of learning in spare high-dimensional spaces with relatively few training examples. 
Let { } Niyii ,,2,1,, =x denotes N training examples, in which ix comprises an  

M-dimensional pattern and iy is its class label. Without any loss of generality, we 

shall confine ourselves to the two class pattern recognition problem. That is to 
say, { }1,1 −+∈iy . We agree that 1+=iy  is assigned to positive examples, whereas 

1−=iy  is assigned to counter examples. 

The data to be classified by the SVM might be linearly separable in their original 
domain or not. If they are separable, then a simple linear SVM can be used for their 
classification. However, the power of SVM is demonstrated better in the nonseparable 
case, when the data cannot be separated by a hyperplane in their original domain. In 
the latter case, we can project the data into a higher dimensional Hibert space and 
attempt to linearly separate them in the higher dimensional space using kernel func-

tions. Let Φ denote a nonlinear map H→ℜΦ M: , where H is a higher dimensional 
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Hibert space. SVMS construct the optimal separating hyperplane in H . Therefore, 
their decision boundary is of the form: 

( ) ( ) ⎟
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where ( )iK xx, is a kernel function that defines the dot product between ( )xΦ  and 

( )ixΦ  in H ,and ia are the nonnegative Lagrange multipliers associated with the 

quadratic optimization problem that aims to maximize the distance between the two 
classes measured in H subject to the constraints: 

( ) 1≥+Φ bT xw  for 1+=iy .                                                (11) 

( ) 1≤+Φ bT xw  for 1−=iy .                                                (12) 

Kernel function plays an important role. Frequently used kernel functions are poly-
nomial kernel function and radial basis function Gaussian kernel function, which are 
respectively 

( ) ( )nj
T
iji nmK += xxxx , .                                                   (13) 
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Most of cases in practical are multi-classed, thus, we have to design an approach to 
expend the application of SVM to a multi-classifying field for which the SVM can 
deal with only two classes. The different combination principles constitute different 
classifying algorithm. In this paper, the Libsvm tool box[19] which can deal with 
multi-classifying is used as classifier to simulate the proposed method. 

4   Experiment Results 

In this section, several experiments were designed to demonstrate the effectiveness of 
our proposed method. In order to show the recognition performance in an all-round 
way, we compare the proposed method with other popular feature extraction methods 
such as PCA, LDA, Gabor transformation, Modular Gabor(MG)and histogram of 
modular Gabor Feature(HMG). At the same time, SVM classifier used in this paper is 
compared with minimal distance classifier with Euclidean distance (MD) and BP 
neural networks(BPNN). The first experiment is conducted on a subset of CAS-PEAL 
database, and the second one is conducted on the FERET database. 

4.1   Experiment Using the CAS-PEAL Database 

The CAS-PEAL face database [20],[21] contains 30,900 images of 1040 individuals 
with varying Pose, Expression, Accessory, and Lighting (PEAL). we select the frontal 
images from the subsets of accessory, distance, background, expression, lighting and 
aging as probe sets. Arbitrary 20 face images of each person from 100 individuals are 



352 X. Li, S. Fei, and T. Zhang 

used in our experiments, therefore there are 2000 pictures in total. The face portion of 
each image is manually cropped and then normalized to 50×60 pixels. Some samples 
of this database are showed in Fig.3. 

 

Fig. 3. Sample images of some persons in the CAS-PEAL database 

In this experiment, the training and testing set are selected randomly for each indi-
vidual. The number of training samples of each person is set 5,7 and 9, respectively, 
then the corresponding remaining samples are used for test. We repeat the recognition 
procedure 10 times by choosing different training and testing sets, respectively. At 
last, the minimal distance classifier with Euclidean distance is employed for classifi-
cation. The optimal average recognition rates corresponding to each method versus 
the number of training samples are illustrated in Tab.1. 

Table 1. Optimal recognition rate(%)of each method with different number of training samples 

Methods 5 7 9 

PCA+MD 34.71 38.88 40.26 
LDA+MD 42.35 45.21 46.30 
Gabor+MD 50.12 55.46 58.79 
MG+MD 61.56 64.21 66.53 

HMG+HSM 63.22 65.39 68.28 
HMG+MD 63.78 66.86 69.49 

HMG+BPNN 65.92 67.22 71.31 
HMG+SVM 68.48 71.68 75.63 

Tab.1 shows that the Gabor features are better than popular feature such as PCA 
feature and LDA feature in improvement of recognition performance. we also can see 
that the histogram similarity measure(HSM)is not the best classification method for 
histogram feature, and histogram normalization plus traditional classifier can improve 
recognition performance. As indicating in this table, SVM is a better classification 
than MD and NN. 

4.2   Experiment Using the FERET Database 

The proposed method was also tested on a subset of the FERET database. The FERET 
face image database is a result of the FERET program, which was sponsored by the 
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US Department of Defense through the DARPA Program[22], [23]. It has become a 
standard database for testing face recognition algorithm. This subset includes 1400 
images of 200 persons (each person has seven images), which involve variations in 
facial expression, illumination, and pose. In our experiment, the facial portion of each 
original image is cropped manually based on the location of eyes and resized to 
40×40 pixels without histogram equalization. Some facial portion images of one per-
son are shown in Fig.4. 

 

Fig. 4. Sample images of some persons in the FERET database 

In our experiments, random 5 images of each individual are used for training, and 
the remaining 2 images are used for test. We repeat the procedure 10 times, and the 
average result is used as the final recognition rate. PCA, LDA and other method cor-
responding to Gabor transformation are, respectively, used for feature extraction. 
Finally, MD, NN and SVM are employed for classification. The recognition rate ver-
sus feature extraction method and classifiers are plotted in Tab.2. 

Table 2. Comparison of recognition rate(%) corresponding to different method  

Methods PCA LDA HMG+HSM HMG+MD HMG+BPNN HMG+SVM 
Accuracy 50.38 53.13 74.33 74.64 77.39 80.28 

Tab.2 indicates that in the FERET face database, the proposed method in this paper 
is effective to increase the recognition rate.  

5   Conclusions 

Gabor feature is robust to the variation of illumination, expression, pose, and so on, 
while support vector machines has many virtues in dealing with classification. There-
fore, the fusion of them is a good scheme for face recognition. To further improve the 
performance of face recognition using Gabor feature and support vector machines, a 
method based on Histogram of Modular Gabor Feature and Support Vector Machines 
is proposed in this paper. There are two novel aspects in this algorithm. On the one 
hand, histogram of modular Gabor feature is used for further dimensionality reduc-
tion; on the other hand, weight trick is applied to fusion the modular histogram fea-
ture. The results of several experiments demonstrate the effectiveness of the proposed 
method. 
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Abstract. Feature-level fusion remains a challenging problem for multimodal 
biometrics. However, existing fusion schemes such as sum rule and weighted 
sum rule are inefficient in complicated condition. In this paper, we propose an 
efficient feature-level fusion algorithm for iris and face in parallel. The algo-
rithm first normalizes the original features of iris and face using z-score model, 
and then take complex FDA as the classifier of unitary space.  The proposed al-
gorithm is tested using CASIA iris database and two face databases (ORL data-
base and Yale database). Experimental results show the effectiveness of the 
proposed algorithm. 

Keywords: Biometrics, Feature-level, Parallel fusion, Unitary space, CFDA. 

1   Introduction 

Biometrics refers to the automatic personal identification by using something that you 
are (e.g. iris or face) or something that you do or produce (e.g. voice or handwriting 
signature) [1]. However, the performances of unimodal biometric systems have to con-
tend with a variety of problems such as background noise, signal noise and distortion, 
and environment or device variations [2]. Therefore, multimodal biometric systems are 
proposed to solve the above mentioned problems of unimodal biometrics systems. So, 
many literatures and algorithms are presented to do the research about multimodal bio-
metric fusion [3,4,5]. Along with the fusion in match score level [6,7] and decision  
level [8,9], one important branch is to do the fusion in feature level [10-12]. Among the 
existing research works, sum rule and weighted sum rule are the popular fusion  
scheme [3,4]. However, they are still inefficient in complicated application environ-
ment. Hence, we are motivated to design a feature-level fusion algorithm that could be 
more reliable and accurate. 

In this paper, we proposed a novel fusion algorithm for iris and face in feature level 
based on complex vector because face recognition is friendly and non-invasive 
whereas iris recognition is one of the most accurate biometrics. This algorithm nor-
malizes the original features of iris and face using z-score model before fusing them. 
Then the two normalized feature sets of iris and face are fused as the complex vectors 
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and form unitary space. Finally, we take the complex Fisher discriminate analysis 
(CFDA) [11] as a classifier of unitary space. The contributions of this paper are as 
follows: (1) Z-score normalization model is adopted to eliminate the difference of the 
order of magnitude and the distribution of the features derived from iris and face, 
which makes the system more accurately; (2) Compared with sum rule and weighted 
sum rule, the experiments shows the effectiveness of the proposed fusion scheme; (3) 
CFDA is used to resolve the classification problem of the unitary space and ensure the 
availability of the proposed scheme. 

The rest of this paper is organized as follows: In the next section, we present some 
preliminaries: feature extraction and normalization. Section 3 focuses on the fusion 
scheme and classification. In section 4, experimental results and comparison are 
given. Finally, we conclude in section 5. 

2   Preliminaries 

In this section, we first present the framework of the multimodal biometric algorithm 
as Fig. 1. The algorithm comprises 3 phases. In the first phase, the features of iris and 
face are extracted respectively. We then normalize the features before fusion. Finally, 
we fuse the normalized features in parallel and use CFDA to classify. The following 
content will describe the preliminaries: feature extraction and normalization. 

 
Fig. 1. The framework of the proposed algorithm 

2.1   Feature Extraction 

In this algorithm, the objects for fusion are iris features and face features. So the first 
step is to obtain them. This section describes the feature extraction of iris and face 
respectively. For face recognition, principle component analysis (PCA) [13] and 
Fisher discriminant analysis (FDA) [14] are two notable methods. In order to extract 
more discriminated feature, we adopt the latter method because the performance of 
FDA is better than PCA. 

For iris recognition, Gabor filter is the popular feature extractor. For example, Daug-
man [15] takes 2D Gabor filter while Tan [16] uses 2D even Gabor filter. However, the 
feature attained by Daugman’s method is not convenient for fusion with face feature, 
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which is represented as binary vector. Therefore, this algorithm adopts the latter method 
and obtains the iris feature represented as the real vector. Whereas the dimension of iris 
features derived by Tan’s method is too large, PCA are used to solve this problem and 
control the dimension of iris feature equal to that of face feature. 

2.2   Normalization 

Traditionally, feature-level fusion methods directly fuse two kinds of features after 
feature extraction. As we know, due to the difference of the modal and extraction 
method, the order of magnitude and the distribution between iris feature and face 
feature might be different. In order to eliminate the unbalance and get good perform-
ance, we are motivated to normalize the feature before fusion using z-score model. 

Let i
ja  be a d -dimension iris feature of the j th iris training sample from the i th 

class, and i
jb  denotes a d -dimension face feature of the j th face training sample 

from the i th class. Then the iris feature set and the face feature set are respectively 

represented as 1 1 2 n
1 m 1 mA = (a , ,a ,a , , a )  and 1 1 2 n

1 m 1 mB = (b , , b ,b , , b ) . 

Let kA  is the k th row of the iris feature set A . We use the following method to 

get the corresponding normalized component kX . Firstly, compute 

k
k

A
C  = ,k

k

A

σ
−

                                                         (1) 

where kA denotes the mean value of kA , and kσ  is the standard deviation of kA . 

Then, we can get the normalized component by 

k min
k

max

C
X  = ,

C

C

−
                                                   (2) 

  
Fig. 2. The distribution of the original components 



 Feature-Level Fusion of Iris and Face for Personal Identification 359 

where minC  and maxC denote the minimum value and the maximum value of kC re-

spectively. The normalized feature set is 1 dX= (X   X )T . For face feature, repeat 

the same procedure and get the normalized feature set 1 dY= (Y   Y )T . Fig. 2 

gives the distribution of the original components. After the normalization, the distri-
bution is changed as fig. 3. From them, it can be found that the order of magnitude 
and the distribution of two kinds of features are similar after normalization. 

 

 
Fig. 3. The distribution of the normalized components 

3   Fusion and Classification 

In this section, we first present the parallel fusion [12] for the normalized feature. 
Then CFDA [13] is used as the classifier to classify the fusion features.  

Let 1 dx= (x   x )  denotes a normalized iris feature vector, 1 dy= (y   y )  is 

a normalized face feature vector. The fusion feature ξ  in sum rule can be defined 

as 1 1 d d = (x +y , ,x +y )ξ . For weighted sum rule, we take = 3/7θ  as the 

weighted parameter because the performance of iris recognition is better than that of 
face recognition. The fusion feature in weighted sum rule can be denoted 

as 1 1 d d = (x + y , ,x + y )ξ θ θ . So, sum rule can also be considered as the special 

case of weighted sum rule. In this paper, we adopt a novel fusion method: parallel 
fusion. The format of the fusion feature is defined as 

1 1 d d = (x  + i y , , x  + i y )ξ  ( i is the imaginary unit). This method combines 

two kinds of feature into a complex vector and considers the classification in unitary 
space.  
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In unitary space, the within-class scatter matrix, the between-class matrix and the 
total scatter matrix are respectively defined as follows: 

n
H

w i i i
i=1

S = P( )E{( - )( - ) | } ,iω ξ ξ ξ ξ ω∑                                 (3) 

n
H

b i i i
i=1

 S = P( )E{( - )( - ) } ,ω ξ ξ ξ ξ∑                                 (4) 

H
t w b S =S +S = E{( - )( - ) } ,ξ ξ ξ ξ                                  (5) 

where i P( )ω  is the prior probability of class i ; iξ  is the mean vector of the features 

in class i ; ξ is the mean vector of all the features; H is the denotation of conjugate 

transpose. 
The criterion function of CFDA can be defined as follows: 

cfdaJ ( ) = 
H

b
H

w

S

S

φ φφ
φ φ

                                                (6) 

Our goal tries to find the optimal projection vector φ  which maximum the criterion. 

The solution of this problem is presented as follows: 

• Step 1: compute the eigenvalues 1 d, ,λ λ  and the corresponding  eigenvec-

tors 1 d, ,v v  of the within-class scatter matrix wS , and then attain the trans-

formation matrix 1/ 2W=V −Δ  where 1 d( , , )V v v= and 1 d( , , )λ λΔ =  

• Step 2: let H
b bS  = W S W  and compute its orthonormal eigenvectors 

1 p, ,η η  corresponding to p  largest eigenvalues. Then the optimal projec-

tion vectors are 1 1 k p=W , , =Wφ η φ η  

Then we use the optimal projection vector to extract the projection feature of the 

fusion feature. Let 1 p( , , )P φ φ= , and ξ  is a fusion feature, we can obtain the 

projection feature z  by the following transformation:  

Hz = P .ξ                                                          (7) 

In unitary space, the measurement can be defined by: 

H||z|| = z .z                                                        (8) 

Correspondingly, the distance in unitary space between the complex vectors 1z  and 

2z  is defined as follows: 
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H
1 2 1 2 1 2||z -z || = (z -z ) (z -z ).                                          (9) 

Finally, based on this distance, we can classify the features. 

4   Experiments 

The experiments are performed on CASIA iris image database (ver. 1.0) [17] and 
two face databases (ORL database [18] and Yale database [19]). We take two ex-
periments: experiment I fuses CASIA iris features with ORL face features; experi-
ment II fuses CASIA iris features with Yale face features. Our goal is to compare 
our algorithm with two unimodal biometrics (iris [16] and face [14]), and other two 
fusion approaches (sum rule and weighted sum rule) using same features as our 
algorithm. 

4.1   Database 

CASIA iris image database (ver. 1.0) includes 756 iris images from 108 eyes (hence 
108 classes). For each eye, 7 images are captured in two sessions, where three samples 
are collected in the first session and four in the second session. Three samples of the 
first session are taken as the training samples. Other samples are used to test the per-
formance of the algorithm.  

Two face databases are used in this paper. One is ORL face database which in-
cludes 40 people, 10 different images with pose and expression variation per person. 
The other is Yale face database. It contains 11 images of 15 people in a variety of con-
ditions including with and without glasses, illumination variation, and changes in facial 
expression.  

In order to fuse the different features derived from iris and face, the dimension and 
the number of the feature should be equal. The former problem has been solved in the 
process of the feature extraction. Aim to the latter, this paper adopts the following rule: 
according to the number of the sample in the face database, we randomly select the 
same number of the iris sample. For example, because ORL face database includes 40 
people, we choose 40 eyes at random to fuse. And the previous 7 images per person of 
ORL database are used. 3 images per person are selected as the training samples, the 
remainder images are taken as the testing set. 

4.2   Experimental Results 

False reject rate (FRR) and false accept rate (FAR) are usually used to test the per-
formance of the system. However, False match rate(FMR) and false non-match 
rate(FNMR) are more suitable to evaluate the performance of the algorithms in an off-
line technology test like this as failure to enroll rate(FTE) and failure to acquire 
rate(FTA) are not available[20]. Thus, FMR and FNMR are used as the performance 
parameters of the proposed algorithm in this paper. Equal error rate (EER) is also 
taken as a performance parameter. 
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Table 1. The comparison results of the performance (EER %) 

Algorithm ORL Yale 

Iris 3.11 3.33 
Face 3.75 7.46 
Sum rule 2.37 6.67 
Weighted sum rule 3.05 8.00 
Proposed algorithm 0.07 2.9 

 

 
Fig. 4. DET curve of experiment I 

 

 

Fig. 5. DET curve of experiment II 
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Table 1 shows the comparison results of EER between the proposed algorithm and 
other four algorithms by two experiments. From table 1, it is evident that EER of uni-
modal biometrics is efficiently reduced after parallel fusion in proposed method. Com-
paring with sum rule and weighted sum rule, our algorithm is still better. In order to 
present the whole performance of proposed algorithm, we give the DET curves of two 
experiments as fig. 4-5. From fig. 4-5, it can be obviously found that our algorithm has 
much efficiency than other algorithms both in experiment I and experiment II. 

5   Conclusion 

In this paper, a feature-level fusion algorithm of iris and face is proposed for personal 
identification. The algorithm uses z-score normalization model to eliminate the differ-
ence of the order of magnitude and the distribution between iris features and face fea-
tures. Then we fuse the normalized features in parallel and take CFDA as a classifier of 
unitary space. We have experimented on CASIA iris database and two face database 
(ORL database and Yale database). Experiments show that our algorithm improves the 
performance of two unimodal biometrics and outperforms sum rule fusion and 
weighted sum rule fusion. 
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Abstract. In this paper, Hopfield network is introduced for the restoration of 
extracted watermark image which may be blurred due to the signal transfer or 
various signal processing operations. A novel codebook method is designed to 
reduce the storage space of the network and to increase the security. First, each 
watermark image is divided into adjacent and non-overlapped sub-block images 
and mapped into a codebook. Second, this codebook is encrypted by a chaotic 
sequence. During the process of watermark restoration, the codebook can be 
obtained via a secret key which is then used to construct block weight matrix of 
the neural network for the restoration of the blurred watermark images. Simula-
tion results demonstrate the excellent performance of the proposed method. 

Keywords: Watermark image restoration, Neural network, Block Hopfield 
network, Codebook. 

1   Introduction 

Watermarking techniques involve the embedment of information into a digital signal 
[1-3], and the transmission of this information to the receiver with minimum distortion. 
The techniques have been increasingly used to prevent or deter the illegal copying, 
forgery and distribution of digital audio, images, video, and even software. Watermark 
image, for example, is a common form of watermarks [4,5], where the image used for 
authentication can be a specific symbol which usually represents the important copy-
right information. However, if the extracted watermark image is blurred and unrecog-
nized, the watermarking methods take no effect at all. 

While many watermarking schemes have been extensively studied [6-8], none has 
been focused on watermark restoration method. In this paper, the Hopfield network [9] 
is introduced to watermark restoration technique. To reduce the storage space of the 
network consumed, the codebook method is designed. First, each of the watermark 
images is divided into adjacent and non-overlapped sub-block images and mapped into 
a codebook. Second, this codebook is encrypted by a chaotic sequence. During the 
process of watermark restoration, with the help of secret key, the codebook can be 
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obtained. This codebook is then used to construct block weight matrix of the neural 
network which helps restore the blurred watermark images. Experimental results 
showed that the proposed method with Hopfield network renders the watermark images 
with good visual quality and saves considerable storage spaces. 

2   Algorithm 

The proposed restoration system, shown in Fig.1, is built upon a watermark system, 
consisting of the following five components: A. preprocessing watermark images, B. 
mapping codebook, C. encrypting codebook, D. constructing block weight matrix, and 
E. restoring blurred images. 
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Fig. 1. Watermark system and restoration system 

2.1   Preprocessing Watermark Images 

For the multiple watermark technique, there are usually two or more watermarks. Here, 
P binary watermark images, which are denoted as Ap, p=1,2, ,P with size N×N, are 
taken as an example. As shown in Fig. 1, each watermark image is divided into M×M 
size of adjacent and non-overlapped sub-block images Apk, p=1,2, ,P, 
k=1,2, ,N2/M2, where k is the number of sub-blocks. 

2.2   Mapping Codebook 

For a Hopfield network, the weight matrix is typically stored in the trained network, 
which always takes considerable storage space. To overcome this shortcoming, a 
method is proposed in this paper to store the codebook instead of the trained weight 
matrix. Specifically, each M×M sub-block Apk is first converted into a column vector 
Apk-vec=[apk(1),apk(2), ,apk(M

2)]T. A codebook C={Apk-subset} is then constructed via a 
unique subset of Apk-vec, and the label of each Apk-vec in C is retained as secret key, 
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namely key1. For different p and k, Apk-vec may be the same, yet for the codebook C, all 
the column vectors Apk-subset are rarely the same. 

2.3   Encrypting Codebook 

The codebook, as a public key, will be used in the watermark extraction procedure. As 
such, certain security methods should be employed. Here, a chaotic sequence [10] is 
adopted to encrypt codebook C. The parameter used to generate the sequence is kept as 
the secret key, namely key2.  

2.4   Constructing Block Weight Matrix 

In the process of watermark extraction, the extracted watermark images are first tested 
to determine the degree of blurring. If they are blurred with difficulty in authentication, 
the proposed restoration system will be taken effect. First, the encrypted codebook C is 
decrypted using the same chaotic sequence with the help of key2. Second, with the label 
information key1 and decrypted cookbook, block weight matrix Wk, k=1,2, ,N2/M2 of 
each sub-networks can then be reconstructed for the restoration of blurred images as:  

( )T

1

P

k pk vec pk vecp − −== ⋅ −∑W A A Ι . (1) 

where I is an identity matrix. 

2.5   Restoring Blurred Images 

The extracted watermark images are assumed to be ′A p=Ap+∆p, p=1,2, ,P, where ∆p  
reflects the difference between original image Ap and extracted image ′A p. Following 
the same codebook processing procedure as module A and B in Fig. 1, the image ′A p is 
divided into M×M size of adjacent and non-overlapped sub-block images ′A pk and 
converted to a column vector ′A pk-vec=[ a′ pk(1), a′ pk(2), , a′ pk(M

2)]T. Assuming 
Bpk(0)= ′A pk-vec, the following iterative equation is adopted to restore the sub-block 
image: 

( 1) sgn( ( ))pk k pkt t+ = ⋅B W B , 0,1,2t = . (2) 

until Bpk(t+1)=Bpk(t). Here, sgn( ⋅ ) is the signum function. Up to this point, Bpk(t) is the 
restored vector of ′A pk-vec. All restored sub-block image vectors Bpk(t) are combined 
together to generate the restored watermark image Bp, which is the restoration of the 
image ′A p. 

3   Experimental Results 

Extensive computer simulations are carried out to demonstrate the validity of the 
proposed method. The parameters in the simulation are set as follows: N=32, M=8, and 
P=3. The three original watermark images are shown in Fig. 2. 
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Fig. 2. Three watermark images. a. watermark image 1. b. watermark image 2. c. watermark 
image 3. 

In watermarking technique, severe attacks usually cause serious visual distortion to 
watermarking images [4]. The blurred images, shown in Figs. 3a, c and e, respectively, 
are three examples of them. Figs. 3b, d and f are the restored images of good quality 
with the proposed block Hopfield network. 

To quantify the difference between original watermark and extracted 
blurred/restored watermark image, a Normalised Hamming Distance (NHD) is 
adopted: 

1
( ) ( ) [0,1]

N N

n n

NHD n ,n n ,n
N N 1=1 2=1

′= 1 2 ⊕ 1 2 ∈
× ∑ ∑ A A . (3) 

where A is the original clear watermark image, ′A  is the extracted blurred/restored 
watermark image, and ' '⊕ represents the XOR operation. The larger the NHD is, the 
more different the two images are. 

The NHDs for the watermark images in Figs. 3a, c and e are 0.1621, 0.1738 and 
0.1963, respectively, whereas NHDs are all zeros for images in Figs. 3b, d and f, 
indicating that the restored images have the same quality as the original watermark 
images. 

Comparison of the NHDs between the restored images and that of the blurred images 
for watermark image 3, as shown in Fig. 4, reveals three distinct observations: (1) if the 
NHD of extracted blurred image is below 0.2441, the watermark image can be restored 
without any distortion; (2) if the NHD of extracted blurred image is above 0.2559 and 
below 0.3789, it can make the blurred image clear with some negligible distortion, 
which nevertheless doesn’t affect the image content identification; and (3) if the NHD 
of extracted blurred image is above 0.4023, the restored image can still be extracted 
with some visible noise effects. 

 

Fig. 3. Extracted blurred images and restored images. a. blurred watermark image 1, NHD is 
0.1621. b. restored watermark image 1, NHD is 0. c. blurred watermark image 2, NHD is 0.1738. 
d. restored watermark image 2, NHD is 0. e. blurred watermark image 3, NHD is 0.1963. f. 
restored watermark image 3, NHD is 0. 
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Fig. 4. Restoration results of blurred watermark images 3 with different NHDs 

To visually appreciate the difference of the above-mentioned three observations, 
Fig. 5 shows the examples of the blurred and the restored images for each observation 
in which Fig. 5a, c, and e are the blurred images, and Fig. 5b, d, and f are the corre-
sponding restored image results. We can see from Fig. 5 the clear difference of the 
quality of the restored images. These results therefore further confirm the data in Fig. 4. 

 

 

Fig. 5. Three restored results for blurred image 3. a. blurred image, NHD is 0.1240. b. restored 
image, NHD is 0. c. blurred image, NHD is 0.3047. d. restored image, NHD is 0.0352. e. blurred 
image, NHD is 0.4023. f. restored image, NHD is 0.2490. 

Table 1. Comparison of storage space between our proposed method and the weight matrix 
method 

Block (Yes/No) No Yes 
Store Style Weight Matrix Codebook 

Storage Size N 4 ≤ P N 2 

In addition, the proposed method can greatly reduce the storage space. Comparison 
of storage space by using our method and by the weight matrix method is shown in 
Table 1. It can be seen from Table 1 that the storage space is significantly saved with 
the proposed method. 

4   Conclusion 

In this paper, the block Hopfield network is introduced for the watermark images res-
toration. First, the watermark images are mapped into a codebook. Second, it is used to 
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construct block weight matrix of the neural network which is used to restore the blurred 
watermark images. In addition, the codebook mapping method can save significant 
storage space. Experimental results showed that the proposed method can restore 
blurred watermark images with good quality and save considerable storage space. 

Acknowledgements. This work is supported by the National Natural Science 
Foundation of China under Grant No. 60575011 and Liaoning Province Natural 
Science Foundation of China under Grant No. 20052181.  

References 

1. Yen, E., Tsai, K.S.: HDWT-based Grayscale Watermark for Copyright Protection. Expert 
Systems with Applications 35, 301–306 (2008) 

2. Tsai, H.H., Sun, D.W.: Color Image Watermark Extraction Based on Support Vector Ma-
chines. Information Sciences 177, 550–569 (2007) 

3. Lin, S.D., Kuo, Y.C., Yao, M.H.: An Image Watermarking Scheme with Tamper Detection 
and Recovery. International Journal of Innovative Computing, Information and Control 3, 
1379–1387 (2007) 

4. Lin, W.H., Horng, S.J., Kao, T.W., Fan, P., Lee, C.L., Pan, Y.: An Efficient Watermarking 
Method Based on Significant Difference of Wavelet Coefficient Quantization. IEEE 
Transactions on Multimedia 10, 746–757 (2008) 

5. Charalampidis, D.: Improved Robust VQ-based Watermarking. Electronics Letters 41, 
1272–1273 (2005) 

6. Cox, I.J., Miller, M.L., Bloom, J.A., Fridrich, J., Kalker, T.: Digital Watermarking and 
Steganography, 2nd edn. Morgan Kaufmann, San Francisco (2007) 

7. Wang, S.S., Tsai, S.L.: Automatic Image Authentication and Recovery Using Fractal Code 
Embedding and Image Inpainting. Pattern Recognition 41, 701–712 (2008) 

8. Ma, X.H., Zhang, B., Ding, X.Y.: Self-synchronization Blind Audio Watermarking Based 
on Feature Extraction and Subsampling. In: Liu, D., Fei, S., Hou, Z., Zhang, H., Sun, C. 
(eds.) ISNN 2007. LNCS, vol. 4492, pp. 40–46. Springer, Heidelberg (2007) 

9. Hopfield, J.J.: Neural Networks and Physical Systems with Emergent Collective Computa-
tional Abilities. In: Proceedings of the National Academy of Sciences, vol. 79, pp. 
2554–2558. National Academy Press, USA (1982) 

10. Xiang, F., Qiu, S.S.: Analysis on Stability of Binary Chaotic Pseudorandom Sequence. IEEE 
Communications Letters 12, 337–339 (2008) 



W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 371–379, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 
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Algorithm Based Artificial Immune 
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Abstract. In the study of letter recognition, the recognition accuracy is im-
pacted by fonts and styles, which is the main bottleneck that the technology is 
applied. In order to enhance the accuracy, a letter recognition algorithm based 
artificial immune, referred to as LEBAI, is presented. Inspired by nature  
immune system, antibody cell (B-cell) population is evolved until the B-cell 
population is convergent through the learning of each training antigen and the 
memory cells pool is updated by the optimal B-cell. Finally, recognition is ac-
complished by memory cells. It is tested by the well-known letter recognition 
data set of UCI (University of California at Irvine). Compared with HSAC (Let-
ter Recognition Using Holland-Style Adaptive Classifiers), LEBAI showed that 
recognition accuracy is increased from 82.7% to 95.58%. LEBAI achieves the 
same recognition accuracy for the letters of different fonts and styles, or 
stretched and distorted randomly. 

Keywords: Letter recognition, Pattern recognition, Artificial immune system, 
Machine learning. 

1   Introduction 

Artificial immune is an intelligent information processing mechanisms simulating by 
biological immune system. The unique information processing mechanisms of im-
mune is self-adaptive, self-learning, self-organized, parallel processing, and coordi-
nately distributed, which provide a powerful paradigm to solve difficult problems. It 
has been widely applied to various fields. Many well-known results have been 
achieved in research of combinatorial optimization, machine learning, and etc [1-6].  

In the study of letter recognition, the recognition accuracy is impacted by fonts and 
styles, which is the main bottleneck that the technology is applied. Frey & Slate [7] 
presented letter recognition using Holland-style adaptive classifiers as HSAC on the 
basis of Holland’s study. HSAC is a letter recognition algorithm, which can recognize 
letter images that are generated by randomly distorting pixel images of the 26 upper-
case letters from 20 different commercial fonts and 6 different letter styles. HSAC 
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shows lower recognition accuracy. Fogarty [8] presented first nearest neighbor classi-
fication on Frey and Slate's letter recognition problem as FNNC. FNNC shows higher 
recognition accuracy, although the recognition accuracy is increased at the great cost 
of increasing sharply recognition rules. 

In addition, Zhu Li et al. [9] presented a character recognition adaptive learning al-
gorithm based on SVM and sigmoid function. The recognition accuracy of adaptive 
data is increased by amending self- adaptive the parameters of the sigmoid function, 
such that the sigmoid function to better fit the class posterior probability distribution 
of adaptive data output distance. Li Xu et al. [10] presented a container's character 
recognition algorithm based on neural networks. This algorithm combines several 
recognizers together based on the peculiarity of each one through the series and paral-
lel hybrid plan, so that increases the recognition accuracy. Wu Ling-chao et al. [11] 
presented a character recognition based on independent component analysis. The 
algorithm combines the distance of Euclidean and Mahalanobis based on the princi-
ples of independent component analysis to implement character recognition. Li Zuo  
et al. presented a character recognition approach based on feature line necessary-
sufficient condition detection [12]. The algorithm recognizes character through  
extracting the feature lines from bitmap of character and detecting the necessary-
sufficient condition with templates. 

Overall, the recognition accuracy of these algorithms is higher, which is limited to 
the standards character for a kind of font and style. As regards the characters of dif-
ferent fonts and styles, or stretched and distorted randomly, these algorithms are very 
inefficiently. 

In order to enhance the recognition accuracy for the letter with different fonts 
and styles, a letter recognition algorithm based artificial immune, referred to as 
LEBAI, is presented. It is tested by the well-known letter recognition data set of 
UCI (University of California at Irvine) [13] and compared with HSAC etc. LEBAI 
shows that the recognition accuracy is increased. Furthermore, learning items obvi-
ous is reduced and the rate of learning convergence is improved. It also achieved 
the same accuracy for letters with different fonts and styles, even randomly 
stretched and distorted. 

2   Proposed Algorithm 

The principle of LEBAI is based on immune response of organism to antigen. First, 
the immune system of organism responded to the antigen, and extracted the character-
istics of antigen by antibody cell (B-cell) when the organism is attacked. Afterwards, 
the B-cell is cloned and mutated. The B-cell competed with other in population. The 
optimal B-cell what the affinity is higher with the antigen is reserve and became the 
memory cell with the longer life cycle. Finally, the immune system can respond rap-
idly to the same antigen by the memory cell. 

In the algorithm of LEBAI, the training data is equivalent of intrusion antigen. The 
clone amount and mutation probability of B-cell is adjusted dynamically according to 
the affinity between B-cell and antigen. On one hand, the lower affinity with the anti-
gen, the smaller B-cell is stimulated; meantime, the fewer amount of cloning, the 
greater the probability of mutation. On the other hand, the B-cell is greater stimulated, 
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the more the amount of cloning, and the smaller the probability of mutation. After  
B-cell is cloned and mutated, the B-cells that can recognize the foreign antigen had a 
longer life cycle, which would become the memory cells. 

LEBAI first learn each antigen of training data one by one and evolved a stable 
memory cells. Finally, the recognition of antigen is accomplished by memory cells. 

Before the introduction the algorithm of LEBAI, the terminologies, symbols, as 
well as the formulas are defined first. 

Tuple <f, c, t> is defined as artificial immune cell, referred to as AIC. AIC is com-
posed of antigens set as AG, artificial recognition antibodies set as AB, and memory 
cells set as MC, such that AG∪ARB∪MC=AIC. f is defined as the feature vector of 
in <f, c, t>, such that fi is the same as that the i value of the feature vector, where fi is 
real number, i={1,2,…,L}, and L is a natural number of dimension of the feature 
vector. C is defined as a set to express all classes of antibody, and c is a positive inte-
ger to express the one of all classes, such that c∈C={1,2, …,nc}, where nc is the size 
of C. t is defined as a life cycle of antibody. In addition, ag, ab, and mc as were de-
fined as an antigen, a ARB cell, and a memory cell, respectively. 

The affinity of antibody with antigen is based on the similarity of each structure, 
which is associated with their distance. The fewer the distance, the higher the affinity 
they have. Let D(ag, ab) represent the distance of antibody with antigen, which is 
defined as Eq.(1). 
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i i
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D ag ab ag f ab f
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Let affinity(ag,ab) represent the affinity of antibody with antigen (see Eq.(2)), such 
that affinity(ag,ab)∈(0,1]. 
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2.1   Initialization 

First of all, the characteristics value of the feature vector of training antigens are stan-
dardized, which lead to the matrix. The matrix is defined as Eq. (3), where n is the 
number of training antigens. 
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Then, the algorithm selected randomly m antigens to take shape the initial set of ar-
tificial antibodies and memory cells. 
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2.2   The Clone and Mutation of Antibody Cell 

After the initialization accomplished, LEBAI then learn from each of the training 
antigens. First, the memory cell as mcmatch is found from memory cells based on  
Eq. (4), where the class of mcmatch is the same as the class of the learning antigen, and 
the affinity(ag, ab) is highest. If the mcmatch is not found, mcmatch=ag, and ag will be 
added to the memory cells set. 

.

.

φ
( ( , ))

ag c

match
ag c

ag iff MC
mc

max affinity ag mc MC φ
=⎧⎪= ⎨ ≠⎪⎩

 (4)

Afterwards, the mcmatch is cloned. The amount of cloning, referred to as cCount, is 
based on the affinity of mcmatch with the learning antigen. The higher the affinity, the 
mcmatch is stimulated greater, the more the amount. The cCount is decided by the two 
parameters, the one is the stimulated value of cloning as cStim, the other one is the 
constant of cloning as cConst. The cStim is defined by Eq. (5). The cConst is a input 
constant, where the cConst is used to ensure that the new B-cells were enough to be 
added to B-cells. The cConst is defined by Eq. (6). 

1 ( , )

2
matchaffinity ag mc

cStim
+

=  (5) 

*cCount cStim cConst=  (6) 

Finally, the feature vector of the new B-cells is mutated. The probability of muta-
tion, referred to as mRate, is based on the affinity of mcmatch with the learning antigen. 
The higher the affinity, the mcmatch is stimulated fewer, and the lower the probability. 
The mRate is decided by the two parameters, the one is the stimulated value of muta-
tion as mStim, and the other one is the constant of mutating as mConst. The mStim is 
defined by Eq. (7). The mConst is a positive constant, where the mConst is used to 
adjust the tempo that the eigenvector is mutated. The mRate is defined by Eq. (8). 

1

1 ( , )match

mStim
affinity ag mc

=
+

 (7) 

*mRate mStim mConst=  (8) 

The mutated B-cells will be added to B-cells after the mcmatch has been cloned and 
mutated. 

2.3   The Controlling of Antibody Cell Scale 

After the antibody cells have been cloned and mutated, the scale of antibody cells will 
be expanded rapidly. When the amount of antibody cells reached a certain threshold, 
in order to control the scale of antibody cells and the convergence of the algorithm, 
some of the antibody cells would be eliminated through competition. 
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The life cycle of the antibody cell tab and right weight wab are defined by Eq. (9) 
and Eq. (10), respectively. The larger wab, the longer life cycle tab has. p is the 
amount of the antibody cells which has the same class as the learning antigen. t0 is 
the life cycle of the antibody and the initial t0 is 0, and The tConst is integer con-
stant, where the tConst is used to expand the life cycle scale of the antibodies with 
same class. 

1,
j i

( , )

iff and . .
1

j p

i j
j i j

ab i j

D ab ab

w ab AB ab c ab c
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=

= ≠=  ∈   =
−

∑
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0 *ab abt t tConst w= +  (10)

Afterwards, some of the antibody cells would be eliminated based on the life cycle 
of the antibody cell. The process is as follows: 

(1) Update the life cycle of the antibody cell based on Eq. (10), where the class of 
the antibody cell has the same as the learning antigen. 

(2) Compute the average of the max life cycle, referred to as avgmax, based on Eq. 
(11), where the max life cycle has the highest value in the antibody cells of the 
same class. 

(3) Compute the average of the min life cycle, referred to as avgminx, based on Eq. 
(12), where the min life cycle has the lowest value in the antibody cells of the 
same class. 

(4) If tab> avgmax, the antibody cell is eliminated by aging; If tab< avgmin, the one 
will be eliminated by life weak. The antibody cells between avgmin and avgmax 
will be reserved to become the candidate memory cell. 

max
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2.4   Updating of Memory Cells 

The end of the algorithm is to select the memory cells from the antibody cells. If an 
antibody cell can recognize the learning antigen, it would become the candidate 
memory cell and be added to the memory cells set to replace the one of the memory 
cells, on condition that the candidate memory is better than the one. The process leads 
to a convergence memory cells set and stable immune system, which will have a rapid 
second response to intrusion antigen. The process is as follows: 

( ( , )) . .candmc max affinity ag ab iff ag c ab c=   =  (13)
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First, the algorithm selects the candidate memory cell based on Eq. (13) from the 
antibody cells.  

( ( , )) . .replacedmc max affinity ag mc iff ag c mc c=   =  (14)

Afterwards, the algorithm selects the replaced memory cell based on Eq. (14) from 
the memory cells. 

Finally, if the affinity of the learning antigen with the mccand is higher than with 
mcreplaced, mcreplaced will be replaced by mccand. 

2.5   Recognition 

After the end of the learning, the class of testing antigen will be decided by the memory 
cell that has the highest affinity with the testing antigen. The process is as follows: 

1. Compute the affinity of each one of memory cells with the testing antigen based 
on Eq. (2). 

2. Select the memory cell which has the highest affinity with the testing antigen. 
The class of the testing antigen has the same class with the memory cell. 

3   Experiments 

3.1   Dataset 

The experiment used the well-known letter recognition dataset of UCI (University of 
California at Irvine) to test the recognition performance of LEBAI [13]. The data set 
comprised 20,000 learning items. The data of each learning item came from the dif-
ferent image of the letters. 

3.2   Experiment Parameters 

The experiment selects randomly the 4000 learning item as the test set from the  
data set, the other 16000 learning item as a training set. Table 1. show the  
parameters. 

Table 1. Parameters 

Parameter Value 
cConst 1000 
mConst 0.5 
tConst 3000 
nc 26 
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3.3   Experiment Results 

Different sizes of memory cells were adopted to test the recognition accuracy, which 
is shown in Fig. 1. LEBAI shows that the greater the size of memory cells, the higher 
the recognition accuracy. The ultimate recognition accuracy achieved maximum 
95.58 %. 
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Fig. 1. The size of memory cells to recognition accuracies 

Different sizes of training antigens were adopted to test the recognition accuracy, 
which is shown in Fig.2 where sizes of memory cell are 14850, 10000, and 5200, 
respectively. The experiments show that with the increase of training antigen, the 
recognition accuracy is increased. However, when the size of memory cell is over 
10000, the experiment results is stable to 95.87% because the convergence of the 
memory cell. 
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Fig. 2. Training antigens to recognition accuracies 
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Table 2. The comparison of recognition accuracy 

Algorithm Accuracy (%)

HSAC [7] 82.70 
Genetic programming [14] 92.00 
Neural networks [15] 94.13 
FNNC [8] 95.67 
LEBAI 95.87 

In order to prove that LEBAI improves the recognition accuracy, the comparison 
of recognition accuracy is showed in Table.2, compared with FNNC, HSAC and etc 
recognition algorithms. LEBAI shows that the recognition accuracy achieves the 
highest recognition accuracy. 

4   Conclusion 

The reasons that the existed letter recognition algorithms have low recognition accu-
racy are analyzed. Afterwards, a novel letter recognition algorithm based artificial 
immune is presented. Compared with some well-known letter recognition algorithms, 
LEBAI shows higher recognition accuracy. 
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Abstract. Interpretation of ambiguous zone is an essential step to re-
covering dynamic information from handwritten images, which can be
seen as to deduce the original motion intention of the writer at the inter-
section areas. This study presents a novel method to interpret ambiguous
zones by constructing a Bayesian belief network. In the initial phase, a
graph is built to model the character and several sample points are ex-
tracted from each sub-stroke. In the interpreting phase, each pair of sub-
strokes is characterized in terms of the comparison of orientation, width,
and curvature. Finally, a Bayesian belief network is established to deter-
mine the continuous pairs. A series of experiments are conducted on test
samples collected from a standard handwritten Chinese text database,
and the results show that the proposed method can interpret ambiguous
zones effectively.

Keywords: Bayesian network, Handwritten Chinese character, Ambigu-
ous zone, Stroke extraction, Handwriting. recognition.

1 Introduction

Ambiguous zones are the parts of a character image with the intersections of
stroke, where the odometric information has been lost or ambiguous and any ex-
plicit clues about the original writing trajectory cannot be acquired [1], as shown
in Fig. 1(a). Generally, artifacts or pattern distortions are always generated in
the ambiguous zones after thinning [2] (see Fig. 1(b)), which lead to erroneous
interpretations of strokes in the procedure of extracting strokes [3] or recovering
dynamic information [1,4,5]. Therefore, an appropriate way to deal with ambigu-
ous zones can facilitate the procedures above, which is always divided into two
steps: ambiguous zone detection and interpretation.

Several algorithms of ambiguous zone detection have been proposed until
now, e.g., window-scanning[1], regularity and singularity analysis[2], construct-
ing CSSG[3], et al. Besides, we have proposed a novel method for detecting am-
biguous zones using feature points of the skeleton and the contour information
around them in our previous work [6]. In this paper, we focus on the problem of

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 380–389, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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S0
S1

S2

S3
Z

Fig. 1. (a) Ambiguous zones (the black areas) and sub-strokes (the gray areas) in the
handwritten Chinese character; (b) distortions in ambiguous zones after thinning

ambiguous zone interpretation. After all the ambiguous zones detected, the char-
acter is divided into two parts: ambiguous zones and sub-strokes (see Fig. 1(a)),
and interpretation of ambiguous zone is to determine whether or not a pair of
sub-strokes jointed at the same ambiguous zone belongs to the same stroke, which
plays an important role in the process of character skeletonization[2], stroke
extraction[3,6] or dynamic information recovery[1,4,5]. For example, there are
four sub-strokes S0, S1, S2 and S3 jointed at the ambiguous zone Z in Fig. 1(a),
and (S0, S1) and (S2, S3) should be continuous pairs, since they are generated
by coherent movements.

Generally, previous studies in this area can be divided into two main cate-
gories: local analysis [1,3] and global search [7]. In the former, the determination
of interpretation is made based on current local configuration. Plamondon and
Privitera [1] exploited three parameters involved in the human visual processing
of handwritten graphic forms for a correct and plausible interpretation of am-
biguous zones. Lee and Wu [3] fitted sample points of each pair of sub-strokes
with a Bezier curve, and the interpretation decision was made by estimating the
error distance between the fitted curve and the original sub-stroke segments. On
the other hand, the global search is conducted in global sense with an evolution
function maximized or minimized. Jager [7] exploited a graph model to represent
each thinned character and searched a path in the graph based on the minimum
energy cost criterion. The main drawback of local analysis is the difficulty of
designing general heuristic rules which are applicable to various writing styles,
and the methods of global search suffer from huge computational cost as well.
Although Qiao et al. [4,5] tried to combine the two paradigms together, the
method is still limited to the single-stroke images. Besides, some methods also
made use of prerecorded dynamic exemplars for the ambiguity interpretation,
like [8]. However, the assumed availability of dynamic exemplars may not always
hold in practice.

The interpretation of ambiguous zone can be treated as to retrieve a subset of
the set of candidate pairs generated by combining each sub-stroke jointed at the
ambiguous zone with another sub-stroke. One intuitive solution is to assume that
the direction of a segment is maintained when passing through an ambiguous
zone, as in [2]. However, it is extremely difficult to obtain the unique solution
fully conformed to the real writing trajectory, especially when a certain number
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of ambiguous zones gather in a small area and some of the sub-strokes delimited
by those ambiguous zones are not long enough to give a correct interpretation.
In this paper, we treat the ambiguity interpretation as a classification problem,
and utilize a Bayesian belief network is to resolve it. The method of statistical
analysis is a proper way to estimate continuous pairs, since it can be performed in
a systematic and trainable manner to adapt to various writing styles with limited
computational complexity. The proposed approach is presented in two phases.
In the initial phase, an undirected graph is built to model each character, and
sample points of each sub-stroke are extracted by tracing along both boundary
courses of the sub-stroke contour. In the interpreting phase, several features are
extracted in terms of orientation difference, width comparison, and curvature
variation, and the most likely Bayesian network structure is selected based on
a scoring criterion function. The Bayesian network is trained by the samples
chosen from a standard handwritten Chinese text database randomly, and the
outputs give us an encouraging result.

The rest of the paper is organized as follows. Section 2 briefly describes the
construction of a graph model and extraction of sample points from sub-strokes.
The procedure of interpretation of ambiguous zones is introduced in Section 3.
The experimental results and discussions are given in Section 4. Finally, the
conclusions of the paper are presented in the last section.

2 Character Modeling

We assume the images considered in this paper have been denoised and binarized.
Using an algorithm of ambiguous zone detection, a character is divided into
two parts: ambiguous zone and sub-stroke. Here, sub-strokes are defined as the
stroke segment separated by a series of ambiguous zones. In this section, we will
explain how to build a graph from the set of ambiguous zones and sub-strokes,
and extract sample points from each sub-stroke for ambiguity interpretation.

2.1 Graph Representation

To facilitate the interpreting process below, we use an undirected graph G =
(V, E) to model each character, where V and E are the sets of nodes and edges
respectively. Each node represents one of the sub-strokes or ambiguous zones.
If an ambiguous zone and a sub-stroke, corresponding to the nodes vi and vj

respectively, are connected to each other, there is an edge between vi and vj ,
denoted as (vi, vj) ∈ E. When the sub-stroke is connected to the ambiguous zone
at its both ends (see, for instance, the sub-stroke g and the ambiguous zone h in
Fig. 2(a)), a virtual node has to be appended to avoid the parallel edges between
vi and vj . The virtual node vn corresponds to the sub-stroke, and (vn, vj) ∈ E,
(vn, vi) ∈ E. An illustration is given in Fig. 2, where k is a virtual node.

In the graph, a node with degree three or more represents an ambiguous zone,
while a node with degrees less than three corresponds to a sub-stroke.
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Fig. 2. Graph representation of handwritten Chinese character “Shou”. (a) Sub-strokes
(a, c, d, e, f, g, i and j ) and ambiguous zones (b and h), (b) corresponding graph.

2.2 Sample Point

We use the method of tracing the double boundary course to obtain sample
points of sub-strokes, and the tracing procedure is conducted by two pointers
p0 and p1 on the both sides of the sub-strokes. Suppose a sub-stroke is con-
nected to an ambiguous zone at the contour point s0 and s1, and s0 and s1 are
taken as the starting positions of p0 and p1, respectively. Then, move forward
the current pointers p0 and p1 by the distance between them to obtain the next
candidate pointers p′0 and p′1. Let D(p0, p1) be the distance between p0 and p1,
and d0 = D(p′0, p

′
1), d1 = D(p′0, p1), d2 = D(p0, p

′
1):

a) If d0 ≤ d1 and d0 ≤ d2, then p0 = p′0, p1 = p′1; else
b) If d1 ≤ d0 and d1 ≤ d2, then p0 = p′0; else
c) If d2 ≤ d0 and d2 ≤ d1, then p1 = p′1.

The tracing procedure is shown in Fig. 3. Each time the pointers are relocated,
the center point of the straight line between p0 and p1 is recorded as a sample
point (the filled dots in Fig. 3), and the sequence of sample points will be used
to reconstruct strokes in following sections.

One of the major problems of ambiguity interpretation is that some sub-
strokes are too short to make a continuity determination. To overcome this
problem, those nodes of G whose corresponding ambiguous zones are very close
to each other have to be merged into a new one. Imagine that z0 and z1 are two
ambiguous zones, connected by a sub-stroke ss. Let Sw be the set of the sample
points of ss, if |Sw| < 3, then replace the nodes that correspond to z0 and z1
with a new node, and the connection relations among these nodes and the others
in G are preserved. In particular, z0 and z1 are connected to each other, then
|Sw| = 0.
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s0

s1

p0

p1

Fig. 3. Tracing along double boundary course of sub-stroke contour

3 Ambiguity Interpretation

In the phase of interpreting, we attempt to deduce the original motion inten-
tion of the writer from the detailed information of involved sub-strokes. After
ambiguous zone detection, a stroke is considered as the sequence alternated be-
tween sub-strokes and ambiguous zones, represented as (s0, a0, s′0, · · ·, si, ai, s′i,
· · ·, sn, an, s′n) (0 ≤ i ≤ n), where si and s′i are sub-strokes, ai is an ambiguous
zone, and s′i = si+1. In global search, the continuity of the pair of sub-strokes
(si, s′i) is determined by the evaluation on the whole stroke. However, for a sub-
stroke in the sequence sj , the larger |i−j| is, the less helpful to the estimation of
continuity sj become, or even in some cases the influence is negative. Actually,
the detailed information of the joint sub-strokes is convincing enough to make
the correct estimation of continuity in most cases. From this sense, one intu-
itive method is to assign a continuous score for each pair of sub-strokes using a
decision function (like [1]). However, it is difficult to design a general decision
function. Therefore, in our method, a Bayesian belief network is established to
interpret ambiguous zones, in which statistical analysis is exploited to adapt to
different handwriting styles.

3.1 Feature Extraction

Basically, interpretation of ambiguous zones is a procedure of the human visual
understanding of handmade graphic forms [1]. On the basis of the observation
that a continuous pair of sub-strokes is usually generated by a coherent move-
ment, several measurements can be made to estimate the difference between
each pair of sub-strokes in this study, including a) stroke width: sub-strokes in a
continuous pair should have approximately the same width; b) deviation angle:
there is a small deviation angle between a continuous pair of sub-strokes; c) al-
teration in curvature: human normally writes characters in the smooth way and
the curvature cannot be abruptly changed.
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Due to the instability of thinned results, we extract features from the sample
point sequence of sub-stroke. Suppose vi is a sub-stroke connected to an ambigu-
ous zone va, the sample point sequence of vi (started from the end connected
to va) is represented as Sqi = (pi,0, pi,1, · · ·, pi,m). The first step to feature
extraction is determining a support segment from the sample point sequence,
which can be seen as a subsequence of Sqi starting from the first sample point
pi,0 (as the segment should be as close as possible to va). Thus the length of
support segment (the sum of Euclidean distance from point to point) determines
the feature resolution. On the one hand, we desire the length of support segment
is as short as possible. Because the shorter it is, the closer to our expectation
the measurements of feature made on the segment (like tangent direction, cur-
vature, et al.) get. On the other hand, a support segment without large enough
length will also cause inaccurate measurements. Based on the discussions above,
we give several constraints for the determination of support segment as follows.

Let V (pi,j , pi,k) (0 ≤ j, k ≤ m, j 	= k) be the direction angle from pi,j to pi,k,
and

ϕi(L) =
1
L

L∑
k=1

V (pi,k−1, pi,k)(1 ≤ L ≤ m), (1)

E(ε, η) = min(|ε− η|, 2π − |ε− η|). (2)

The support segment is represented as (pi,0, pi,1, · · · , pi,gi) , where gi (2 ≤
gi ≤ m) is the maximum integer satisfying the following three conditions:

a)
gi∑

k=1
d(pi,k−1, pi,k) ≤ Sth, where Sth is defined as the upper bound of the

length of support segment, In the experiment, we found that the value between
2w and 3w is more suitable for our test samples;

b) for k = 1, · · · , gi, E(V (pi,k−1, pi,k), ϕi(k)) < αth0;
c) for k = 1, · · · , gi, E(V (pi,k−1, pi,k), V (pi,0, pi,1))) < αth1, where αth0 and

αth1 are the thresholds that restrict the current angel deviation from the mean
and the first direction angle, respectively.

After the determination of support segment, we estimate the mean tangent
direction of the support segment of vi as αi = ϕi(gi) (see Fig. 4). At the same

Sth
αi

αj

βi,j

vi

vj

T1

T0pi,0
pi,1

pi,2
pi,3

pi,4

wi

wj

pj,0

Fig. 4. Estimation of tangent direction and width of sub-stroke
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time, the stroke width is taken into consideration as well. Suppose T0 and T1
are the vertices of the ambiguous zone va which are connected to the contour
of vi (see Fig. 4), the mean stroke width wi of the support segment can be
approximated as

wi = d(T0, T1) | sin(V (T0, T1)− αi)|. (3)

For two sub-strokes vi and vj connected to the same ambiguous zone va, a 5-
dimensional feature vector, X = {x0, x1, x2, x3, x4}, is exploited to characterize
the attributes as follows:

1) x0 denotes the degree of va;
2) x1 depicts the angle deviation γi,j between vi and vj :

γi,j = |αi − βi,j |+ |π − |αj − βi,j ||, (4)

where βi,j = V (pj,0, pi,0);
3) Let γm(i, j) be the minimum angle deviation between vi and other sub-

strokes connected to va except vj :

γm(i, j) = min
(vk,va)∈E,vk =vi,vj

γi,k, (5)

and x2 represents min(γm(i, j), γm(j, i));
4) x3 describes the width difference between vi and vj as wi,j = |wi − wj |;
5) x4 estimates the variation of curvature by

ψi,j =
1

gi + gj − 1

gi−2∑
k=−gj

|ζi,k − ζi,k+1|
d(pi,k, pi,k+1)

, (6)

where ζi,k is the curvature at the SPWT pi,k of vi which is calculated by:

ζi,k =
E(V (pi,k−1, pi,k), V (pi,k, pi,k+1))

d(ci,k−1, ci,k)
, (7)

and ci,k is the center point of the straight line between pi,k and pi,k+1. pi,−1 =
pj,0, pi,−2 = pj,1, · · · , pi,−gj−1 = pj,gj .

Using the features above, we create a Bayesian belief network for ambiguity
interpretation in the following section.

3.2 Bayesian Belief Network

A Bayesian belief network is a graphical model that represents probabilistic
dependence relationships among variables of interest. After discretization of the
continuous attributes, the feature vector X and the class label attribute C are
taken as the system variables. The propositions on node C are described as c =
(c0, c1) representing the classes “continuous” and “discontinuous”, respectively.

There are many methods of Bayesian structure learning is mentioned in [9],
but they all suffer from huge computations. In order to improve the processing
speed, we establish several possible structures of the Bayesian network based
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C

x0

x1 x2 x3 x4

Fig. 5. The Bayesian belief network for ambiguity interpretation

on the understanding of these variables in advance, and select the most likely
one with the classical scoring criterion function proposed in [10] maximized (as
shown in Fig. 5).

Since the degree of ambiguous zone reflects the local configuration around the
area, the other variables are influenced by x0. Besides, the feature variables x1,
x2, x3 and x4 are influenced by the class label attribute C. Furthermore, there
is no correlation between the changes in curvature and width, thus x4 and x3
are independent to each other, and obviously the variable x2 is dependent of x1.
Given the evidence of all the feature variables, the posterior probability of the
proposition ci(i = 0, 1) on the node C is calculated as

P (ci|X) =
P (ciX)

1∑
j=0

P (cjX)

=
P (x0)P (ci|x0)P (x1, x2, x3, x4|cj , x0)
1∑

j=0
P (x0)p(cj |x0)P (x1, x2, x3, x4|cj , x0)

=

P (ci|x0)p(x2|ci, x0, x1)
∏

k=1,3,4
P (xk|ci, x0)

1∑
j=0

P (cj |x0)P (x2|cj , x0, x1)
∏

k=1,3,4
P (xk|cj , x0)

. (8)

The conditional probability tables for each variable are calculated from a
set of manual labeled samples collected from a standard handwritten Chinese
character database, and the details will be given in Section 4.

4 Experiments and Discussions

To verify the validity of the proposed method, 1000 handwritten Chinese char-
acter images, coming from 50 different writers, were chosen randomly from HIT-
MW database [11]. After ambiguous zone detection, we selected four-tenth of
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these samples for training the Bayesian belief network, and the other six-tenth
for testing. The proposed method was implemented on PC with P4 1.8 GHz pro-
cessor and 512M memory under the development environment of Visual Studio
.NET 2003.

In training phase, each pair of sub-strokes in the set of training samples was
classified into two groups manually according to their continuities, and the fea-
tures were extracted by the procedure discussed previously. There are 2744 pairs
of sub-strokes are continuous and 5689 pairs are discontinuous. Then, we cal-
culated the probability assignments associated with all the possible network
structures, and the most likely one is chosen by maximizing the scoring criterion
function.

In the testing, 17443 pairs of sub-strokes coming from the testing sample set
were analyzed, some results are given in Fig. 6, where the double arrows represent
continuous pairs, while the single arrows identify sub-strokes that terminated in
ambiguous zones. We also compared our method with the methods proposed
in [1] and [4]. In [1], local analysis is employed to assign a continuous score
for each pair of sub-strokes by an interpretation function, whereas the method
in [4] evaluate the local continuity analysis within a probability framework and
made the final determination by global smoothness calculation. The comparative
results are given in Table 1. It can be concluded the proposed method has the
best performance, while the time cost is also acceptable.

Fig. 6. Experiment results

Table 1. Comparison of ambiguity interpretation and time cost

Our method Method in [1] Method in [4]

Accuracy for ambiguity
interpretation 95.5% 82.3% 90.1%
Time cost (ms/character) 112.7 88.4 168.4

5 Conclusions

Interpretation of ambiguous zone is a process that determines the right pairs
of sub-strokes belonging to the same writing movement, which could effectively
improve the performance of the application of skeletonization, stroke extraction
and dynamic information recovery in the field of offline handwriting recognition.
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In this paper, a novel approach based on Bayesian belief network is presented
to analyze the connectivity of each pair of sub-strokes statistically. After am-
biguous zone detection, our method is conducted into two phases. In the initial
phase, a graph is created from the set of ambiguous zones and sub-strokes, and
we extract sample points from each sub-stroke for the continuity analysis. In
the interpreting phase, a Bayesian belief network that includes the feature in-
volved in human visual understanding of handwriting is established to classify
the candidate pairs of sub-strokes into two groups: continuous and discontinu-
ous. From the experimental results, it can be concluded that the application of
the proposed method enables us to interpret ambiguous zones effectively.
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Abstract. Weather recognition is widely required in many areas, and
it is also a challenging and brand-new subject. This paper proposes an
approach to recognize weather based on images captured by in-vehicle
vision system. We bring three groups of features, including histogram of
gradient amplitude, HSV color histogram, road information, and employ
an algorithm based on Real AdaBoost, making use of the category struc-
ture to achieve the task of classification. Experiments confirm superior
performances on our dataset collected from images captured by vision
system.

Keywords: Weather recognition, Vision system, Real AdaBoost, HSV
color space, Category structure.

1 Introduction

Computer vision system has achieved great success in many areas, such as
surveillance, navigation, driver assistance system. However, the cameras exposed
outside are easily influenced by bad weather. For example, pedestrian detection
system in vehicle could not work at all when raindrop falls on the camera, even
results serious false-detection. Many vision systems also need to reset parameters
such as lighting, rain wiper, under different weather conditions. Hence, research
of weather recognition in vision system is in urgent demand.

Weather recognition is a brand-new subject and only a few of previous work
has addressed this issue. Garg and Naya[1] in Columbia University focus on
detecting and removing rain streaks from videos. The idea comes from moving
object detection. It makes a difference between the two adjacent frames, and
can give some perfect results under certain scenarios, but it is hard to satisfy
the dynamic background or the situation of raindrops adherent on the cam-
era. Kurihataand and Takahashi [2][3] in Nagoya University collect large mount
of raindrop patches, utilize principal component analysis to make a raindrop
template. They search the global or part of images by computing the similar-
ity between the raindrop template and the patches in the images. If detecting
enough similar patches, the images can be identified as a rainy image. However,
when there is no raindrop falling on the camera, it doesn’t work. It also faced
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misclassification by some objects such as lamps. Unfortunately, both of work
focus on detecting rain, and don’t put energy into different weather recognition
and give a whole recognition result.

The contribution of this paper is to propose three groups of features according
to images in different weather conditions, and give an algorithm derived from
Real AdaBoost, which makes full use of category structure.

The rest of paper is organized as follows. In Section 2, we propose three
groups of features by analyzing the images in different weather conditions. Real
AdaBoost is introduced and the category structure is presented in Section 3.
Section 4 shows perfect effect of our algorithm on our dataset captured by vision
system in vehicle.

2 Feature Selection

For any pattern recognition problem, it is important to select proper features.
Weather recognition from images is different from general image classification
tasks. We always implement the image classification task by selecting interesting
points as features or detecting the object emerging in the scene. It is impractical
for our project because under different weather conditions there can be same
objects and interesting points. Hence, applying the same kind of features as
general image classification tasks is not proper. We propose typical features in
low vision level by analyzing the property of images under the different weather
conditions.

2.1 Histogram of Gradient Amplitude (HGA)

The images under different weather conditions take on different degrees of blur.
In sunny days, it always makes the images sharper whereas blurred in rainy
days. Especially when raindrop covers the camera, the images are always more
blurred and the values of pixels in images are flatted. Gradient is a perfect tool
of measuring sharpness [4][5]. Generally, the larger the gradient is, the more it
is possible to be sunny. We compute the amplitude of gradient according to (1)
and form a histogram of gradient amplitude.

M(x, y) =
√

Gx(x, y)2 + Gy(x, y)2 . (1)

Fig.1 shows sunny and rainy images and their corresponding histograms of
gradient amplitude. We find that the distribution of histogram is different. It is
flatter for rainy images than sunny images. There are more low value pixels in
rainy images and more high value pixel in sunny images.

2.2 Histogram of HSV Color Space (HSV)

According to our observation, brightness value is high in sunny images, and low in
rainy images. There are more vivid pixels under the condition of sunny days and in
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Fig. 1. (a) A sunny image; (b) Histogram of gradient amplitude of (a); (c) A rainy
image; (d) Histogram of gradient amplitude of (c)

Fig. 2. ROI is surrounded by the red rectangle and the selected points is denoted by
the red dots

contrast in rainydays [6]. It is also corresponding tohumanknowledge. Hence, HSV
color space is thought to be a good measurement tool for weather classification.We
convert the image into the HSV color space, portion the hue, saturation, value into
2,3,5 bins separately, and form a histogram as a group of feature.
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2.3 Road Information (Road)

Not every patch of image contains the discriminative information for classifica-
tion. Some areas of image contain more discriminative information than others
and we often call it Region of Interest (ROI) [7]. In images captured by camera
in vehicles, the road surface is always distinctive to human eyes, and we choose
the central area as ROI. 10 points are selected in the road area, and the mean
of gray value in 11 × 11 panes which are centered at the selected points is
calculated. The ten values form a vector as a group of feature. Fig.2 shows the
ROI which is surround by the red rectangle and the selected points are denoted
by the red dots. ROI area is discriminative, but can not include all information
in the images. Therefore, combining the global features and local features are
our choice.

3 Recognition Algorithm

In this section, we describe our algorithm in detail. Real AdaBoost is introduced
briefly in the first part. The category structure in weather recognition is proposed
in part 2.

3.1 Real AdaBoost

AdaBoost is a powerful algorithm in pattern recognition and is widely used in
the past ten years. Different from Support Vector Machine, Artificial Neural
Network and Nearest Neighbor, AdaBoost combines many weak learners and
forms a strong classifier. It has high accuracy and is resistant to overfitting.
We choose Real AdaBoost [8][9] as our basic algorithm, which is shown to be
better than discrete AdaBoost in most situations. We reproduce the algorithm
procedure as follows. Suppose S = {(x1, y1), (x2, y2), (x3, y3), · · · , (xN , yN)} as
sample space, where x ∈ X are feature vectors and y ∈ {−1, +1} are labels.
D(i) = 1/N, i = 1, 2, · · · , N is the initial distribution.

For t = 1 : T
Step 1: Run a CART (Classification and regression tree) and get a best weak

learner, and divide the sample space X into X1, X2 · · ·Xm .
Step 2: Under D(i) , compute

pj
l = P (xi ∈ Xj , y = l)

=
∑

i:xi∈Xj∧yi=l

Dt (i) l = ±1 . (2)

Step 3: Set weak learner ∀x ∈ Xj, ht(x) = 1
2 ln

(
pj
+1+ε

pj
−1+ε

)
, where j =

1, 2, · · · , m , ε is a small positive number.
Step 4: Refresh the sample weights Dt+1(i) = Dt(i) exp[−yiht(xi)]

Zt
, where

Zt is a normalized constant.
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The final strong classifier is

H(x) = sign

[
T∑

t=1

ht(x)

]
. (3)

3.2 Category Structure in Weather Recognition

In general image classification issues, there is no logical relation between classes
and all classes are thought to be independent. As shown in Fig.3(a), the data of
three classes overlap each other and we have to use three two-class classifiers to
carry out the task. However, if the data of the extracted features from different
classes distribute along a one-dimension manifold, i.e., a curve and the bound-
aries of these classifiers are approximately parallel in feature space as shown in
Fig.3(b), we can think there exists a special category structure and it will be
helpful for developing some simple algorithms for multi-class tasks.

Fig. 3. Three different color circles or ellipses represent three different class data
distribution

Our weather recognition issue under the extracted features is approximately
agreed with the situation in Fig.3(b). The special category structure suggests
that when a sample is misclassified into a rainy sample by Sunny-Rainy classifier,
it has a higher probability to be a cloudy sample while not a sunny sample.
Likewise, if a sample is misclassified into a sunny sample, it is more likely to
be a cloudy one. That inspires us to devise an algorithm based on this category
structure. We describe the algorithm as follows, which is shown in Fig.4.

Begin:
Step 1: Train the Sunny-Rainy, Rainy-Cloudy, Cloudy-Rainy classifiers.
Step 2: Input the testing samples into Sunny-Rainy classifier, and get the

temporary label Ltemp .
Step 3: If Ltemp is sunny, put the sample into the Sunny-Cloudy classifier

and give the final label Lfinal which belongs to sunny or cloudy. If Ltemp is
rainy, put the sample into the Cloudy-Rainy classifier and give the final label
Lfinal which belongs to cloudy or rainy.

End.
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Fig. 4. The procedure of our algorithm based on category structure

One-vs-all makes the most basic algorithms suitable for multiple class prob-
lems. Suppose there are altogether K categories. One-vs-all need train K two-
class classifiers and samples should also be tested in K classifiers. If the problem
has the category structure what we have analyzed, our algorithm is much simpler
than one-vs-all, because samples are only tested in !log2 K" classifiers. Hence,
our algorithm is faster and it also has approximately the same recognition rate
as one-vs-all. The larger K is, the more efficient our algorithm is. For example,
when K = 8 , each sample is tested in 8 classifiers by using one-vs-all, while
our algorithm only need to test 3 times in the case of finding a similar category
structure. Our algorithm is easy to be extended to more weather categories in
future.

4 Experiments

We applied the above features and algorithms to weather recognition problem.
We try to learn three concepts (Sunny, Cloudy, Rainy) and 2496 images are
collected as database which comprises training set and testing set. All the im-
ages are acquired from videos captured by vision system in vehicle. Different
scenes (see from Fig.5) such as city street, highway, overpass are included in our
database. The number of images in each category are shown in Table 1. The
training set is randomly selected from database. Each experiment is repeated 20
times and the average result is reported. The number of nodes in CART weak
learner is set 3, and the number of iteration in AdaBoost is 200. We run our
experiment in C ++ code on a CPU of AMD Sempron 3200+ with 1.5G RAM.

First we evaluate the effect of the three groups of feature. The result is shown
in Fig.6. HSV is the best feature, which can be as high as even exceeding 90%.
HGA is also perfect and able to reach 80% at its peak. Road performs not better

Table 1. Training and Testing set for our experiments

Category Sunny Cloudy Rainy
Ntraining 400 400 400
Ntesting 372 272 652
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(a) City (b) Overpass (c) Highway

(d) Cloudy (e) Cars (f) Shadow

Fig. 5. Scenes included in our database

Fig. 6. Feature evaluation in different algorithms

than the other two because it is a group of local feature. Local feature do not
include all information of images but it emphasizes the ROI and can serve as a
good source for global features.

The result of algorithm evaluation is presented in Table 2. We introduce three
other algorithms as comparison. K-Nearest Neighbor (KNN) is a general algo-
rithm in pattern recognition [10]. Its basic idea is to find the K training samples
which are nearest to the testing sample and give the most frequent label in K
to the testing sample. AdaBoost.MH is proposed in [8], which can be directly
used for multi-classification. AdaBoost with category structure is effective and
its accuracy is higher than AdaBoost.MH and KNN, and only a little lower than
AdaBoost with one-vs-all. However, our algorithm is obviously faster than other
algorithms. From Fig.7, AdaBoost with category structure costs only 1/3 of pro-
cessing time of AdaBoost with one-vs-all and AdaBoost.MH. The time cost of
KNN is not plotted, because its processing time is nearly 70 times of our algo-
rithm, which would make the difference of the other three insignificant. All the
processing time does not include the time of feature computing.
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Table 2. Evaluation of algorithms

Category Accuracy Sunny Cloudy Rainy
Accuracy Accuracy Accuracy

KNN 89.10% 93.51% 83.91% 89.61%

AdaBoost.MH 89.29% 94.22% 83.82% 89.82%

AdaBoost 92.15% 95.76% 88.81% 91.88%
(one-vs- all)
AdaBoost 91.92% 96.00% 89.35% 90.41%
(category structure)

Fig. 7. Time-consuming in different algorithms

Table 3. The confusion matrix of AdaBoost with category structure result

Category Sunny Cloudy Rainy
Sunny 0.9600 0.0345 0.0055
Cloudy 0.0249 0.8935 0.0816
Rainy 0.0037 0.0921 0.9041

From Table 3, the confusion matrix verifies our idea about category structure.
The probability of sunny images misclassified into cloudy category is 0.0345,
which is more than six times of sunny images misclassified into rainy category.
Similarly, the rainy images is more likely to be misclassified into cloudy than
sunny category.



398 X. Yan, Y. Luo, and X. Zheng

5 Summary

We propose an algorithm based on AdaBoost for weather recognition, which
uses HGA, HSV, Road three groups of features. The features are proved to
be effective by our experiments. The category structure is introduced into our
algorithm, which is combined with Real AdaBoost. The algorithm is sown to be
efficient and effective by our experiments.

A limitation of our system is that it does not suit for some scenes which are
also hard to judge by humans. When vehicles pass through a tunnel or a large
shadow, it is hard to discriminate what kind of weather is. In future, we will
utilize video processing technology to address this hard issue, in order to satisfy
the practical application. Future research can focus on extend our three category
weather recognition problem to more categories, such as foggy.
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Abstract. This paper presents a computer-aided diagnosis technique for
improving the accuracy of the early diagnosis of the Alzheimer type de-
mentia. The proposed methodology is based on the selection of those voxels
which present a greater difference between normals and Alzheimer’s type
dementia patients. The mean value of the intensities of the selected vox-
els are used as features for different classifiers. The proposed methodology
reaches an accuracy of 89 % in the classification task.

Keywords: Automatic Computer Aided Diagnosis, Classification,
SPECT imaging, Alzheimer’s disease.

1 Introduction

Nowadays, Single Photon Emission Computed Tomography (SPECT) is a widely
tool in biomedical research and clinical medicine. SPECT imaging produces a
mapping of physiological functions contrary to other imaging modalities which
produce images of anatomical structures. SPECT provides three dimensional
maps of a pharmaceutical labelled with a gamma ray emitting radionuclide. The
distribution of radionuclide concentrations are estimated from a set of projec-
tional images acquired at many different angles around the patient.

Single Photon Emission Computed Tomography imaging techniques employ
radioisotopes which decay emitting predominantly a single gamma photon. When
the nucleus of a radioisotope disintegrates, a gamma photon is emitted with a
random direction which is uniformly distributed in the sphere surrounding the
nucleus. If the photon is unimpeded by a collision with electrons or other particle
within the body, its trajectory will be a straight line. A physical collimator is
required to discriminate the direction of the ray by a photon detector external
to the patient.

Brain SPECT imaging has become an important diagnostic and research tool
in nuclear medicine. The use of brain imaging as a diagnostic tool in neurode-
generative diseases such as Alzheimer type disease (ATD) has been discussed
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extensively [1, 2, 3]. Clinicians usually evaluate these images via visual inspec-
tion. Statistical classification methods have not been widely used for this task,
possibly due to the fact that these images represent large amounts of data and
most imaging studies have relatively few subjects (generally < 100). Despite of
that, some works have been published recently [4, 5, 6, 7].

We study the overall difference between SPECT images of normal subjects and
images from Alzheimer type disease patients. The set of voxels which presents
greater differences between both categories are used as features for several clas-
sifiers. The proposed methodology allows us to obtain a very high accuracy in
the classification of images (up to 89%).

This work is organised as follows: in Section 2 the different classifiers used
in this work are presented: in Section 3, the SPECT image acquisition and pre-
processing steps are explained; in Section 4, a procedure to select the voxels
which will be used in the classification task is explained; in Section 5, we sum-
marize the classification performance obtained applying various classifiers to the
selected voxels; lastly, in Section 6 the conclusions are drawn.

2 Classifiers

The images we work with belong to two different classes: normal and Alzheimer
type dementia (ATD). The goal of the classification task is to separate a set of
binary labelled training data consisting of N -dimensional patterns xi and class
labels yi:

(x1, y1), (x2, y2), ..., (xl, yl) ∈ (RN × {±1}), (1)

so that a classifier f is produced which maps an object xi to its classification
label yi. The classifier f will correctly classify new examples (x,y).

There are several different procedures to build the classifier f . In short, we
utilize the following classifiers in this work [8].

2.1 Linear Classifier

A linear classifier classifies items which have similar features into groups by
making a classification decision based on the value of the linear combination of
the features. We Fit a multivariate normal density to each group, with a pooled
estimate of covariance.

2.2 Mahalanobis Distance

We use Mahalanobis distances with stratified covariance estimates. The Maha-
lanobis distance differs from Euclidean in that it takes into account the correla-
tions of the data set and is scale-invariant.

2.3 K-Nearest Mean

An object is classified by a majority vote of its neighbors, with the object being
assigned to the class most common amongst its k nearest neighbors. k is a
positive integer, typically small. If k = 1, then the object is simply assigned to
the class of its nearest neighbor. We choose k = 5 in the experimental results.
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2.4 Support Vector Machines with Linear Kernels

Linear discriminant functions define decision hypersurfaces or hyperplanes in a
multidimensional feature space:

g(x) = wTx + w0 = 0 (2)

where w is the weight vector and w0 is the threshold. w is orthogonal to the
decision hyperplane. The goal is to find the unknown parameters wi, i = 1, ..., N
which define the decision hyperplane.

Let xi, i = 1, 2, ..., l be the feature vectors of the training set X . These be-
long to two different classes, ω1 or ω2. If the classes are linearly separable, the
objective is to design a hyperplane that classifies correctly all the training vec-
tors. This hyperplane is not unique and it can be estimated maximizing the
performance of the classifier, that is, the ability of the classifier to operate satis-
factorily with new data. The maximal margin of separation between both classes
is a useful design criterion. Since the distance from a point x to the hyperplane
is given by z = |g(x)|/ ‖ w ‖, the optimization problem can be reduced to the
maximization of the margin 2/ ‖ w ‖ with constraints by scaling w and w0 so
that the value of g(x) is +1 for the nearest point in w1 and −1 for the nearest
point in w2. The constraints are the following:

wTx + w0 ≥ 1, ∀x ∈ w1 (3)

wTx + w0 ≤ 1, ∀x ∈ w2, (4)

or, equivalently, minimizing the cost function J(w) = 1/2‖w‖2 subject to:

yi(wT xi + w0) ≥ 1, i = 1, 2, ..., l. (5)

3 SPECT Image Acquisition and Preprocessing

The patients were injected with a gamma emitting 99mTc-ECD radiopharma-
ceutical and the SPECT raw data was acquired by a three head gamma camera
Picker Prism 3000. A total of 180 projections were taken for each patient with
a 2-degree angular resolution. The images of the brain cross sections were re-
constructed from the projection data using the filtered backprojection (FBP)
algorithm in combination with a Butterworth noise removal filter [9].

The complexity of brain structures and the differences between brains of dif-
ferent subjects make necessary the normalization of the images with respect to
a common template. This ensures that the voxels in different images refer to the
same anatomical positions in the brain. In this work, the images have been nor-
malized using a general affine model, with 12 parameters [10].

After the affine normalization, the resulting image is registered using a more
complex non-rigid spatial transformation model. The deformations are parame-
terized by a linear combination of the lowest-frequency components of the three-
dimensional cosine transform bases [11]. A small-deformation approach is used,
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Fig. 1. Histogram of voxel intensities i with I(i) > 8. (a) Mean normal image ĪNOR.
(b) Mean ATD image ĪATD.

and regularization is by the bending energy of the displacement field. Then we nor-
malize the intensities of the SPECT images with the maximum intensity , which
is computed for each image individually by averaging over the 3% of the highest
voxel intensities, similar as in [12].

4 Differences between Normal Subjects and Alzheimer’s
Disease Patients

Voxelswhich provide the greater difference between both groups (normal and ATD
images) will be considered as training vectors of several classifiers. Therefore, this
statistical study will allow us to select the discriminant regions of the brain to es-
tablish whether a given SPECT image belongs to a Normal or a ATD patient.

Figure 2 shows the distribution of the voxels for the mean normal images and
mean ATD. It is easily seen that, if the whole image is considered, their distribu-
tions are quite similar. For this reason, it is convenient to select those voxels which
present greater difference between intensity values for normal and ATD image.

Let the brain image set be I1, I2, ..., IN , where the number of images N is the
sum of the images previously labelled as Normals (NNOR) and Alzheimer type
dementia (NATD) by expertises. Thus, the average Normal brain image of the
dataset is defined as

ĪNOR =
1

NNOR

NNOR∑
j∈NOR

Ij , (6)

the average ATD can be calculated analogously:

ĪATD =
1

NATD

NAT D∑
j∈ATD

Ij . (7)

We study the overall difference between both subjects, normals and ATD. The
image difference between the mean normal image and the mean ATD is depicted
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Fig. 2. Difference between mean Normal and mean ATD images
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Fig. 3. Histogram with the intensity values of selected voxels with varied ε. Continuous
line: mean normal image. Dotted line: mean ATD image. (a) ε = 5, (b) ε = 10, (c)
ε = 15, (d) ε = 20, (e) ε = 25 and (f) ε = 30.

in Figure 2. This figure shows regions of hypoperfusion of the parieto-occipital
cortices and bilateral parietotemporal hypoperfusion.

In the classification task, we consider those voxels i which present a difference
greater than a given threshold ε.

i/{|ĪNOR(i)− ĪATD(i)| > ε} (8)
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Fig. 4. (a) Number of selected voxels versus threshold value. (b) Accuracy rate versus
threshold values ε for 4 different classifiers.

Figure 3 shows the distribution of the voxels i with ĪNOR(i) − ĪATD(i) greater
than six different threshold values ε. It is easily seen that the difference between
the histogram of the mean normal and ATD image increases concomitantly with
the threshold value ε.

In Figure 4(a), the number of selected voxels versus the threshold value ε is
plotted. Obviously, the number of voxels selected decrease with the value of ε.
The amount of voxels selected by the condition (8) when ε is small is rather large
to be considered as training vector in the classifiers. For this reason, we use the
mean value of the intensities of the voxels which fulfill the condition |ĪNOR(i) −
ĪATD(i)| > ε.

5 Experimental Results

The performance of the classification is tested on a set of 79 real SPECT images
(41 normals and 38 ATD) of a current study using the leave one-out method: the
classifier is trained with all but one images of the database. The remaining im-
age, which is not used to define the classifier, is then categorized. In that way, all
SPECT images are classified and the success rate is computed from the number
of correctly classified subjects.

The classification performance obtained with the different classifiers outlined in
the preceding section versus the threshold value is shown in Fig. 4(b). We observe
that the linear classifier and SVM with linear kernel perform similarly although
the linear classifier performs better for higher threshold values. In general, if the
value of the threshold increases, the images are classified more accurately. The best
classification results are obtained with support vector machine and linear classifier
with a threshold value of 16-23.

6 Conclusion

In this work, a straightforward criterion to select a set of discriminant voxels for
the classification of SPECT brain images is presented. After normalisation of the
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brain images, the set of voxels which presents greater overall difference between
normals and Alzheimer type dementia images are selected. The mean value of the
selected voxels are used as features to different classifiers. The proposed method-
ology reaches an accuracy of 89 % in the classification. Furthermore, it allows us to
classify the brain images in normal and affected subjects in an automatic manner,
with no prior knowledge about the Alzheimer disease.
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Abstract. This paper introduces a method using the holistic and the local 
features for face image recognition. The holistic feature is extracted from 
spatial domain by 2DPCA and the local feature is taken from 2D-DCT-
frequency domain by 2DNMF, respectively. 2D-DCT coefficients form the 
different frequency components and get energy concentrate at the same time, 
which may be suitable to preserve some useful puny features often ignored in 
global method. And it may avoid the correlation between global and local 
features and offer complementary frequency information to spatial one. Finally, 
LSSVM regression is used to weight the mixed feature vectors and classify 
images. Experimental results have demonstrated the validity of the new method, 
which outperforms the conventional 2D-based PCA and NMF methods on ORL 
and JAFFE face databases. 

Keywords: Feature extraction, Face recognition, 2DPCA, 2DNMF, LSSVM. 

1   Introduction 

Face recognition has been an active research area of computer vision and pattern 
recognition for decades. Many face recognition methods have been proposed to date, 
such as PCA[1], ICA[2], neural network[3], kernel methods[4], SVM[5], ensemble 
techniques[6], NMF[7] and NTF[8]. These methods could be roughly classified into 
three categories[9], according to the type of features used by various methods, i.e., 
holistic feature-based, local feature-based and hybrid feature-based methods. In the 
first category, the most often used method is the eigenface (PCA), which identify a 
image using the global feature of the image. While in the second category, the most 
widely used algorithm is the elastic bunch graph matching[10], local appearance-
based methods[11], which use the local facial features for recognition. The third 
category is hybrid methods that are those approaches using both holistic and local 
features. The third category methods may have the potential to offer better 
performance than individual holistic or local methods, since more comprehensive 
information could be utilized. The key factors that influence the performance of 
hybrid methods include how to determine which features should be combined and 
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how to combine, so as to preserve their advantages and avert their disadvantages at 
the same time. These problems have close relationship with the multiple classifier 
system[12] and ensemble learning[13] in the field of machine learning. Unfortunately, 
even in these fields, these problems remain unsolved.  

In fact, local features and global features have quite different properties and can 
hopefully offer complementary information about the classification task. In [9] 
summarizes qualitatively the difference between the two types of features and points 
that local features and global ones are separately sensitive to different variation 
factors. For instance, local feature is not sensitive to occlusion, but holistic feature is. 
While expression changes have more impact on holistic feature. For these 
observations, hybrid methods that use both holistic and local information for 
recognition may be an effective way to reduce the complexity of classifiers and 
improve their generalization capability.  

Despite the potential advantages, the work in the third category is still relatively 
few, possibly due to the difficulties mentioned above. We observed that the most 
hybrid methods, such as flexible appearance models[14], hybrid LFA[11], extract 
features only in spatial domain. The spatial and frequency features are seldom used 
together at features level in recognition task.  

In this paper, we presented a hybrid method combine holistic and local features to 
recognize a face. Different from the traditional methods, the new method adopts 
2DPCA to extract holistic features from spatial domain and uses 2DNMF to extract 
local ones from 2D-DCT domain. Then every face image can be represented by a 
mixed feature vector and classified by LSSVM regression. The structure of the new 
method is shown in Fig.1. 

 

Fig. 1. The structure of the proposed method 

The remainder of this paper is organized as follows: In Section 2, why the 2DPCA 
and 2DNMF are adopted here and how to use them for feature exaction are described. 
Multi-class Classification using LSSVM regression is developed in Section 3. In 
Section 4, experimental results are presented for the ORL and JAFFE to demonstrate 
the effectiveness of the new method. Finally, conclusions are presented in Section 5. 

2   Image Representations Using the Holistic and the Local 
Features 

Image feature extraction in template-based method executes dimensionality reduction 
actually. In this section, PCA-based method is adopted to extract the holistic feature, 
because PCA has average performance and less computation cost than some related 
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methods, such as KPCA. Recently, the dimensionality reduction solutions trend to 
represent images as matrices rather than vectors. The 2D-based method has many 
advantages over conventional 1D-based one. First, it is simpler and more 
straightforward to use. Second, it is better at recognition accuracy in most conditions. 
Third, it is computationally more efficient, and can speed up image feature extraction 
significantly [15].  

Here, we adopted 2D-based strategy followed from [16]. In which 2D-based 
algorithm takes into account the spatial correlation of the image pixels within a 
localized neighborhood. Two linear transforms are applied to both the left- and the 
right-hand sides of the input image matrices. Thus, projections in both modes are 
calculated and the dimensionality reduction results can be obtained. 

2.1   Using 2DPCA Extracts the Holistic Feature 

Suppose that there are M training object images, denoted by m n×  matrices kA  

( 1,2,..., )k M= . Two type of the covariance matrixes can be define as  

               
1

1
( ) ( )

M
T

row k k
k

G A A A A
M =

= − −∑                                                 (1) 

1

1
( ) ( )

M
T

col k k
k

G A A A A
M =

= − −∑                                                (2) 

where 
1

k
k

A A
M

= ∑  is the mean image. According to Eq.(1), the projective vectors 

1,..., dX X  can be obtained by computing the d eigenvectors corresponding to the 

d biggest eigenvalues of rowG . Since the size of rowG  is only n n× , computing its 

eigenvectors can be efficient. Similarly, according to Eq.(2), the projective vectors 

1,..., dY Y  can be obtained by computing eigenvectors of colG . 

Let 1[ ,..., ]dX X X= , 1[ ,..., ]dY Y Y= denote the left- and right-hand projective 

matrix respectively, projecting training image kA s onto X and Y , yielding d d×  

feature matrices 

T
k kC Y A X=                                                               (3) 

2.2   Using 2DNMF Extracts the Local Feature 

Let us to see the Eq.(3), the left- and right-hand projective matrixes come from two 
covariance matrixes, it constructs two orthogonal basis matrixes to extract global 
features. From the view of matrix decomposition, if we find another way to construct 
those two basis matrixes, may be extract another feature from the image.  

It is known that non-negative matrix factorization (NMF) is proposed to find the 
parts-based representation of non-negative data [7]. The key ingredient of NMF is the 
non-negativity constraints imposed on the two factors, so the constraints are compatible 
with the intuitive notion of combining parts to form a whole. Since a part-based 
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representation can naturally deal with partial occlusion and some illumination problems 
[7,17], it has received much attention recently. 

Similarly to 2DPCA mentioned above, we present an improved 2DNMF algorithm 
not only represents the input image as a matrix, but also uses orthogonalized basis 
matrixes to detect local feature by learning in a lower dimensional subspace. 

Assume that there are M training object images, denoted by m n×  matrices kA  

( 1,2,..., )k M= . Denote T
k kB A= , we can construct two training matrixes 

1[ ,..., ]row k m nMV A A ×= and 1[ ,..., ]col k n mMV B B ×= .  

In order to reduce the dimensionality, NMF finds two non-negative matrix factors 
W and H such that 

  V W Hrow m r r nM× ×≈                                                          (4) 

Here the r columns of W  are called NMF bases (W is basis matrix), and the 
columns of H are its combining coefficients. Similarly,  

V W Hcol n r r mM× ×≈                                                         (5) 

The rank r of the factorization is usually chosen such that ( )n mM r nmM+ < , and 

hence dimensionality reduction is achieved.  
Classical NMF is an iterative algorithm and the bases learned via NMF are not 

orthogonal. Liu[18] presented an orthonormalization strategy that first orthonormalize 
the bases, and then use the projections based on the orthonormalized bases for 
classification. So that the iterative operation of NMF in test could become a matrix 
operation that leads in less time cost and more precise in computation. We set 

X (W )m r m rorth× ×=                                                           (6) 

Y (W )n r n rorth× ×=                                                          (7) 

Projecting training image kA s onto X and Y , yielding r r×  feature matrices kD . 

T
k kD Y A X=                                                                 (8) 

The mixed feature combining holistic and local features could be assembled and 
denoted by  

2 2( ) 1
[ (:), (:)]T

k kd r
F C D

+ ×
=  (9) 

In order to achieve more complementary components and avoid disadvantages 
such as correlation between local and global features, we transform image into 2D-
DCT domain for extracting the local feature. So the kA and kB in this section are 2D-

DCT coefficient matrixes, which form the different frequency components and get 
energy concentrate at the same time, thus may offer local frequency information to 
spatial one.  

There is a problem should be solved in practice. That is the DCT coefficients may 
be negative, yet NMF requires non-negative data to decomposition. While we 
observed that the AC coefficients of DCT are derived from the intensity change of the 
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local pixels, i.e. from bright to dark or reverse. The absolute value of DCT 
coefficients of an image seem to be equal to that of its negative image, their DC 
component is nearly same and AC components only differ from in symbol. So we can 
represent an image using the absolute value of its DCT coefficients since it can 
represent both the image and its negative one. See Fig.2 shows. 

 

Fig. 2. An image and its negative image corresponding to their DCT coefficients (partly) 

3   Multi-class Classification Using LS-SVM Regression 

Support Vector Machines (SVM)[5] is a powerful methodology for solving problems 
in nonlinear classification and function estimation which has also led to many other 
recent developments in kernel based methods in general. Originally, it has been 
introduced within the context of statistical learning theory and structural risk 
minimization. In the methods one solves convex optimization problems, typically by 
quadratic programming. Least Squares Support Vector Machines (LS-SVM) are re-
formulations to the standard SVMs[19]. The cost function is a regularized least 
squares function with equality constraints, leading to linear Karush-Kuhn-Tucker 
systems. The solution can be found efficiently by iterative methods.  

Traditional multi-classifier using SVM is usually constructed by one-vs-one or 
one-vs-all strategies. It may result in a blind area for classification in feature space, in 
which some samples could not be predicted. In order to avoid this problem we use 
SVM regression to do classification because the classification and regression are 
equivalent in nature. 

Let the training set is { }
1

,
l

i i i
y

=
x , with input d

i R∈x , when { }1iy = ±  means 

binary classification task, and iy R∈  means regression one. While multi-class task 

often is { }1,2,...,iy l= , l denotes the label value of class. So multi-class classification 

task could be regard as a special case in regression if we denote the class label with 
different numerical value. An algorithm using LS-SVR for multi-classification 
(denoted by LS-SVRC) is presented bellow: 
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Step1: Set the class label value jl  in training sets. 

Step2: Execute LS-SVM training to get a regression model. 

Step3: Predict ( )f x , the value of the test sample using the regression model; 

Step4: Estimate the label *j using formula { }* arg min ( ) jj f l= −x . 

By this way, we can get an exclusive label corresponding to pre-class. Furthermore, 
it may be a new way to achieving better result by specifying the class label actively 
according to the characteristic of every class. 

4   Experimental Result 

In this section, we test the proposed (hybrid-feature-based) method compared with the 
mentioned 2DPCA(holistic-feature-based method) and 2DNMF(local-feature-based 
method) on the ORL [20] and JAFFE [21] face database. All the experiments are 
carried out on PC with P4 1.7GHz CPU and 512MB memory in Matlab 7. The kernel 
type of LS-SVM is RBF. There are two parameters need to adjust according to the 
training data. One is the kernel parameter, the other is the regularization constant γ . 

Tuning those parameters may refer to [22]. 

4.1   ORL Database 

The ORL database contains images from 40 individuals, each providing 10 different 
images. The first 5 images for each subject are used for training, and the rest for testing.  

Firstly, the nearest neighbor (NN) classifier and Euclidean distance are used for 
classification, after extracting the features using the above mentioned methods. 
Table 1 shows the comparison of the top recognition accuracy of the four methods. 
Here the recognition accuracy is defined as the percentage of correctly recognized 
images in test set.  

In Table.1, 2DPCA, 2DNMF and 2DPCA+2DNMF denote that features extracted 
only from spatial domain. 2DPCA+2DNMF(DCT) represents the hybrid method. 
Table.1 shows combining 2DPCA and 2DNMF method in spatial domain does not 
enhance the accuracy although the dimensionality of the mixed feature vector increased. 
The extended features may not be always benefit the aim of classification. Yet in this 
example, the extended features seem not deteriorate the recognition performance. While  
 

Table 1. Comparison on top recognition accuracy using 1NN classifier and Euclidean distance, 
the corresponding dimensions of feature matrices, and the running time cost in test(second) 

Method Accuracy(%) Dimension Time(s) 

2DPCA+NN 91.5 20*20 0.81 
2DNMF+NN 90.5 50*50 0.89 
2DPCA+2DNMF+NN 91.5 10*10+50*50 1.4 
2DPCA+2DNMF(DCT)+NN 92.5 10*10+50*50 1.5 
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extracting the features from spatial and frequency domain can improve the recognition 
accuracy. The useful frequency information could complement to spatial one obviously. 
Because Euclidean distance is used here and the dimensionality of the local feature on 
the top accuracy is over decuple of that of the holistic one, that means less correlation 
between the local and the holistic features at least.  

Secondly, the LS-SVRC classifier is used for classification. We compared four 
feature-extracting methods in Fig.3. In which, 2DPCA or 2DNMF denote that only 
2DPCA or 2DNMF method used in spatial domain; 2DNMF(DCT) denotes that 
method used in DCT domain, and 2DPCA+2DNMF(DCT) means our hybrid method 
in this paper (whose dimensions is (d*d+r*r)).  

From Fig.3, the SVM classifier enhances all the accuracy of the methods 
significantly, but the top one appears in our hybrid method. First reason is that SVM-
based method overcomes the correlation between different features via weighting 
them in training[19]. Second, our hybrid feature extraction strategy also gives a 
forceful contribution. 2D-DCT coefficients form the different frequency components 
and get energy concentrate at the same time, which may be suitable to preserve some 
useful puny features via NMF, which often ignored in global method. So it may offer 
complementary frequency information to spatial one. Third, PCA and NMF with 
orthonormalized bases also is an effective way due to the orthonormalization also 
eliminates the interrelationship among features. 

 

Fig. 3. Comparison of recognition accuracy according to their dimensions in ORL database. 
The dimensions of the hybrid method is (d*d+r*r), that of the rest methods are d*d or r*r. 

4.2   JAFFE Database 

The JAFFE database contains 213 images from 10 Japanese female models, each 
providing more than 20 different images with 7 facial expressions at least. We selected 
10 images randomly for each subject for training, and the rest 10 images for testing. 
Similar as Fig.3, we compared the mentioned feature-extracting methods in Fig.4.  
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Fig. 4. Comparison of recognition accuracy in JAFFE database 

From the Fig.4, the top accuracy appears in 2DNMF+2DNMF(DCT) method. The 
pure 2DNMF method also shows good performance whose rate has only a slight 
decline in low-dimensional. It illustrates that the part-based method is more suitable to 
deal with the change of expression in JAFFE database. Yet, the accuracy rate of 
2DPCA+2DNMF(DCT) method is still at high position. The performance of the hybrid 
approaches is better than that of the individual 2DPCA and 2DNMF(DCT) methods in 
low-dimensional especially. It means the local frequency feature could benefit to 
image recognition whether holistic feature-based or local feature-based methods. 

5   Conclusions 

We introduced a method using the holistic and the local features for face image 
recognition. The holistic feature is extracted from spatial domain by 2DPCA and the 
local feature is taken from 2D-DCT-frequency domain by 2DNMF, respectively. 
2DNMF is used to decompose the coefficient matrix of 2D-DCT could extract the 
different frequency components, which can offer complementary frequency information 
to spatial one and avoid the correlation between global and local features at same time. 
Finally, LSSVM regression is used to select the mixed feature vectors and classify 
images. In most cases, the new method outperforms the conventional 2D-based PCA 
and NMF methods. It has demonstrated that the presented method is effective.  

Since many image and video data are naturally tensor objects, the future work is to 
use the tensor-factorization-based method such as MPCA[23] and NTF[8] instead of 
2DPCA and 2DNMF respectively to realize the hybrid feature extraction, by which 
the proposed method may achieve more benefits.  
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Abstract. Eliminating the negative effect caused by variant pose and illumina-
tion is a very critical problem for expression recognition. In this paper we pro-
pose a 3D representative face (RF) and clustering based method, which can es-
timate 13 illumination conditions under certain poses. First, all faces are adap-
tively categorized into 31 facial types by k-means clustering, so people with 
similar facial appearance are clustered together; Then the representative face of 
each cluster is generated. Finally we select the most discriminative features to 
train a group of SVM classifiers and get 96.88% estimation accuracy when es-
timating the test set with frontal view. Compared with other related works, ours 
does not rely on 3D reconstruction, and to get the generalization ability, we use 
our RF and clustering technique. 

Key words: Illumination estimation, K-Means clustering, Representative face. 

1   Introduction 

In the last few years, with the rapid progress of Human-computer intelligent interaction 
(HCII), expression recognition has become a very active topic in machine vision 
community. In [1] we can see that for expression recognition, now the main challenge 
is the recognition under variant pose and illumination (PI). 

There are many 3D reconstruction  [2, 3] based former works in face recognition, 
which aim at eliminating the negative effect caused by variant PI. But there are two 
problems with reconstruction based method: first, not independent with the subjects’ 
identity, we call it a generalization problem; second, its high computational complexity 
─ O(M×N), where M is the number of illuminations and N is the number of 3D models 
in training set. In this paper we propose a novel illumination estimation method that can 
be done without 3D reconstruction, which solves the generalization problem by our 
representative face(RF) and clustering technique with complexity O(C×N), where C is 
the number of clusters, a constant. 

We believe the estimation of PI need to be done in 2 steps and since it is more 
easier to get illumination-invariant descriptors, the 1st step should be the estimation 
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of pose [4]. In this article, we aim at the estimation of illumination conditions under 
certain poses. That is if the pose of an input image is known, our method can estimate 
the illumination conditions of that pose. We define 13 lamp-house positions to form 
13 illumination classes, and test the estimation performance at a series of poses with 
the pan angle spanning from -60◦ to 60◦ and the tilt angle spanning from -40◦ to 40◦. 
See fig. 1 for illustration. 

 

     
     (a)                                                    (b) 

Fig. 1. (a) Tilt angle & pan angle in pose definition; (b) Two 3D models under certain poses 

The rest of the paper is organized as follows. In the next section, we give an over-
view of our 3D representative face and clustering based framework. In section 3 we 
apply adaptive k-means clustering to solve the generalization problem. Section 4 pre-
sents the concept of 3D representative face, namely RF. In section 5 we introduce the 
features and the SVM classifier we employ in illumination estimation. In section 6 we 
show the experimental results. Conclusions are given in the last section. 

2   Illumination Estimation: An Overview 

The dataset we use is BJUT-3D Face Database [5]. To make our RF and clustering 
based method work well, we hope our train set contains as much types of facial ap-
pearance as possible. So we randomly select 320 subjects and their 3D face models are 
divided into 5 parts randomly, 256 models are used to generate the representative faces 
(RF) for training, the other models are kept to generate 64×13 2D test images with 
variant illuminations for testing the generalization ability of our method. 

First, all 256 faces are categorized into 31 classes based on the positions of their 
fiducial points by adaptively k-means clustering, so people with the similar facial ap-
pearance are clustered together; Then the 3D average face of each cluster is generated 
to represent the facial appearance type of that cluster (so-called RF). By rotating all RFs 
to a certain pose, illuminating them with 13 illumination conditions, and projecting 
them to 2D we get all the 13-class 2D virtual lighting faces as our train set images; 
Finally we select the most discriminative rice features to train a group of SVM classi-
fiers for a 13-class problem and get satisfactory estimation accuracy when estimating 
the test set with 64×13 samples. 
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3   Adaptive Facial 3D Structure K-Means Clustering 

It is a person’s 3D facial structure that determines the appearance (intensity distribu-
tion) of his photo under variant illuminations, and facial organs such as eyes, nose and 
mouth is the main cause of 3D structure difference among different people. Though 
people’s facial appearances differ in thousands of ways, their facial structures can be 
classified into some main types according to the positions and shapes of their facial 
organs. By clustering all 256 3D face models according to the coordinates of their main 
facial organs, we actually cluster 256 face models into a number of facial structure 
types. 

After detecting the four critical points in 3D models, we have all models’ nose tips 
aligned to a base point )( 000 zyx . Now the coordinates’ of the rest three critical points 

are used as features for facial structure:  

v = 9
333222111 )( zyxzyxzyx  

It is difficult to decide an appropriate cluster number for k-means clustering algo-
rithm if we do not understand the inner-structure of the data well. Usually better choice 
of cluster number is crucial to the clustering result. In this paper, we adaptively get the 
cluster number between 15 and 35 following the max mean Silhouette value principle. 
When clustering we randomly select the cluster centers and repeat 5 times with dif-
ferent starting points in case of local minima. Finally we get the cluster number 31.  

To get an idea of how well-separated the resulting clusters are, see Fig. 2.(b) for a 
silhouette plot. The silhouette plot displays a measure of how close each point in one 
cluster is to points in the neighboring clusters. This measure ranges from +1, indicating 
points that are very distant from neighboring clusters, through 0, indicating points that 
are not distinctly in one cluster or another, to -1, indicating points that are probably 
assigned to the wrong cluster. 

 

  

(a)           (b) 

Fig. 2. (a) Choice of Clusters Numbers, (b) Silhouette Value for 31 Clusters 
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4   Generating Representative Face－RF 

A 3D average face represents a kind of 3D stable structure hidden behind all individual 
faces who contribute in computing it. We believe that for the need of illumination 
estimation, it is stable and representative enough to approximate all individual faces 
belonging to its facial structure type. So we generate an average face [6, 7] as the 
representative face for each cluster to represent 31 types of facial structures. For illus-
tration, Fig. 3 shows 6 RFs out of total 31. 
 

 

Fig. 3. Six RFs of six clusters representing six different facial structure types 

5   Feature Selection and Classification 

5.1   Generating Train Set 

In our experiment, we define 13 kinds of illuminations. As shown in Fig. 4. To get train 
samples for our 13 illuminations estimation problem. First, we illuminate all 31 RFs, 
each with the 13 kinds of illuminations defined above. Then we project all 31×13 
illuminated RFs to 2D to get training images for our 13-class problem. For each new 
test sample, we can always expect that there is a facial structure type it belongs to in our 
31 RFs, and so each class has a training sample from that facial structure type, from 
which we get the generalization ability. This is the essential of our RF and clustering 
based method. 
 

 
          (a)        (b) 

Fig. 4. (a) Positions of the 13 light-houses, (b) A representative face under 13 illuminations 
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5.2   Rice Feature 

In a pattern recognition problem, it is of great significance to get the most discrimina-
tive feature for classification. In this paper, we select pixels which are most sensitive to 
illumination changes. We call it ‘Rice Feature’ because its shape is like the Chinese 
word ‘Rice’－“米”. 

As illustrated in Fig. 5, four real lines form the Chinese ‘Rice’ －“米”. We select 22 
pixel-lines(4 real lines plus 18 dashed lines) of 4 directions from training images. By 
using rice features we can get comparable recognition accuracy with pixel-features 
extracted from the face region while the length of the feature vector is much more 
smaller. 
 

 

Fig. 5. Rice feature 

5.3   Support Vector Machines 

Unlike many traditional classifiers that aim at minimizing the Empirical Risk, SVM 
approaches the classification problem as an approximate implementation of the 
Structural Risk Minimization (SRM) induction principal, which may means better 
generalization ability. 

5.4   Multi-class Classification 

SVM, as explained above, is suitable only for binary classification, while our illu-
mination estimation is a 13-class problem. However, there are many techniques that 
can extend SVM to handle a multi-class problem. In our experiment, we try two 
techniques: (1) “one-against-one" voting strategy [8]; (2) “one-against-one" elimi-
nating strategy [9]. 

When using the “one-against-one" approach we get satisfactory results with both 
voting strategy and eliminating strategy, and the performance of eliminating strategy is 
a little higher (96.88% versus 96.75% when estimating illuminations with frontal 
view). In our opinion, this may because that with the voting strategy, in each binary 
classification the only information we can get is yes or no(+1 or -1), while with the 
eliminating strategy, a real value between -1 and +1 (yes if >0, no if <0) is given as the 
confidence of that classification. Though this brings no difference in a 2-class problem, 
more information is provided for multi-classification.  
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6   Experimental Results 

In our experiments, illumination estimations under a series of poses from the pan angle 
spanning from −60◦ to 60◦ and the tilt angle spanning from −40◦ to 40◦ are tested. For 
each test we give two estimation results, one is for the 3D face models participating in 
the generation of the representative faces, we project these models with 13 illumina-
tions to 2D to form 256×13 images, and we call it group-I, the other is for the 64×13 
test images, we call it group-II. Some typical results are outlined below in table1. Data 
are formatted as group-I／group-II. We omit the results when pan angle is -30 or – 60 
because of symmetry. 

Table 1. The classification results under certain poses 

Pan angle 
Tilt Angle 

0 30 60 

-40 92.22%／91.59% 93.60%／94.23% 92.01%／90.38% 
-20 94.35%／92.67% 92.07%／93.60% 93.90%／92.07% 
0 97.39%／96.88% 96.94%／96.51% 95.10%／93.99% 
20 90.53%／89.54% 90.99%／90.87% 88.43%／88.46% 
40 82.48%／82.57% 80.38%／81.01% 73.23%／72.84% 

7   Conclusions and Future Works 

In this paper, a 3D representative face and clustering based illumination estimation 
framework is proposed. From the estimation results shown above, we can see that both 
accuracies of group-I and group-II are satisfactory, though experiments with large scale 
test sets are still to be conducted, the results we get up to now are inspiring and totally 
support our argumentation. 

When estimating samples in group-I, the accuracy is a little higher, which supports 
our first argumentation－ it is a person’s 3D facial structure that determines the  
appearance (intensity distribution) of his photo under variant illuminations, and a 
representative face (RF) can represent the 3D facial structure of all 3D face models 
contributing in computing it perfectly. 

Though test images in group-II have nothing to do with the generation of the RF, we 
achieve comparable results when estimating samples in group-II. Actually the accuracy 
of group-II is only a tiny little lower than group-I in large (sometimes even a tiny little 
higher), which supports our second argumentation－there are some main types of facial 
structure, and the clustering technique does provide our illumination estimation system 
a good generalization ability. 

Acknowledgements. The authors thank the Beijing University of Technology for 
providing the BJUT-3D Face Database. Portions of the research in this paper use the 
BJUT-3D Face Database collected under the joint sponsor of National Natural Science 
Foundation of China, Beijing Natural Science Foundation Program, Beijing Science 
and Educational Committee Program. 



422 Z. Zhang, Z. Zhao, and G. Bai 

References 

1. Claude, C.C., Fabrice, B.: Facial Expression Recognition: A Brief Tutorial Overview. 
OnLine Compendium of Computer Vision (2003) 

2. Jiang, D.L., Hu, Y.X., Yan, S.C., Zhang, L., Zhang, H.J., Gao, W.: Efficient 3D Recon-
struction for Face Recognition. Pattern Recognition 38(6), 787–798 (2005) 

3. Blanz, V., Vetter, T.: Face Recognition Based on Fitting A 3D Morphable Model. IEEE 
Trans. on Pattern Analysis and Machine Intelligence 25(9), 1063–1074 (2003) 

4. Wu, J.W., Trivedi, M.M.: A Two-stage Head Pose Estimation Framework and Evaluation. 
Pattern Recognition 41(3), 1138–1158 (2008) 

5. The BJUT-3D Large-Scale Chinese Face Database 
6. Garland, M., Heckbert, P.S.: Surface Simplification Using Quadric Error Metrics. In: Proc. of 

the SIGGRAPH 1997, pp. 209–216. ACM Press, New York (1997) 
7. Jebara, T.: Generating the Average 3D Face (2000),  

http://www1.cs.columbia.edu/~jebara/htmlpapers/UTHESIS/ 
node48.html 

8. Chang, C.C., Lin, C.J.: LIBSVM: A Library for Support Vector Machines (2001),  
http://www.csie.ntu.edu.tw/cjlin/libsvm 

9. Wang, H.M., Ou, Z.Y.: Face Recognition Based on Features by PCA/ICA and Classification 
with SVM. Journal of Computer-Aided Design & Computer Graphics 15(4), 416–420 (2003) 



W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 423–428, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Bilateral Two-Dimensional Locality Preserving 
Projections with Its Application to Face Recognition 

Xiao-Guo Wang  

Institute of Communications Engineering, PLA Univ. of Sci. & Tech. , 
Nanjing 210007, China 
imagewxg@163.com 

Abstract. In this paper, we propose a novel algorithm for face feature extrac-
tion, namely the bilateral two-dimensional locality preserving projections 
(B2DLPP), which directly extracts the proper features from image matrices 
based on locality preserving criterion. Experiments on ORL and PIE face data-
base are performed to test and evaluate the proposed algorithm. The results 
demonstrate the effectiveness of proposed algorithm. 

Keywords: Locality preserving projections, Feature extraction, Face recognition. 

1   Introduction 

Reducing the dimensionality of the features space, i.e., feature extraction, is a com-
mon technique in statistical pattern recognition, typically used to lower the size of 
statistical models and overcome estimation problems, often resulting in an improved 
classifier accuracy in this lower-dimensional space. The most widely method are 
Eigenface[1] and Fisherface[1,2,3]. 

Locality preserving projections (LPP) is a recently proposed method in image rec-
ognition for feature extraction and dimension reduction[4]. The objective of LPP is to 
preserve the local structure of the image space by explicitly considering the manifold 
structure, which is in fact to solve a generalized eigenvalue problem (1)                     

T T
XLX XDXξ λ ξ= . (1) 

While, in many practical face recognition tasks, there are not enough samples to 
make TXDX  nonsingular, this is called a small sample size problem. One possible 
solution to attack this problem is to utilize the principal component analysis (PCA) as 
a preprocessing step to reduce the dimensionality of the vector space, which is known 
as Laplacianface algorithm and has been applied successfully to face representation 
and recognition[4,5,6].  

However, in the existing Laplacianface (PCA+LPP) algorithm, some small princi-
pal components are thrown away in the PCA step, so some potential and valuable 
discriminatory information is lost in this step and the recognition performance are 
imperfect. Also, the 2D image matrices must be previously transformed into 1D  
image vectors. The resulting image vectors usually lead to a high-dimensional image 
vector space, where it is difficult to calculate the bases to represent the original  
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images, and such a matrix-to-vector transform may cause the loss of some structural 
information residing in original 2D images.  

To avoid the disadvantages in the Laplacianface, Hu et al. proposed an alternative 
way to handle the above problem by directly projecting the image matrix under a 
specific projection criterion, rather than using the stretched image vector, which is a 
straightforward manner based on locality preserving criterion and the image matrix 
projection. Since the projection is a left-multiplying unilateral operation, so we called 
this method as left-multiplying unilateral two-dimension locality preserving projec-
tions (LU2DLPP)[7]. 

Inspired by Hu et al. [7], in this paper, the right-multiplying unilateral two-
dimension locality preserving projections (RU2DLPP) and bilateral two-dimensional 
locality preserving projections (B2DLPP) are proposed to extract face feature by 
directly projecting the image matrix. 

Experimental results on the ORL and PIE [8]face database show that the B2DLPP 
algorithm outperforms the Laplacianface, LU2DLPP and RU2DLPP algorithms in 
terms of the recognition performance rate. 

2   LU2DLPP 

Define the project equation as  
T

i i
y U x= . (2) 

where ( )m lU R l m×∈ ≤ , m n

i
x R ×∈  is face image matrix. Like that of the vector-based 

LPP[5], the objective function of LU2DLPP is defined as 
2

,

min i j ij
i j

y y W−∑ . (3) 

The matrix W is a similarity matrix, a possible way of defining W is as follows: 

( )2
exp

ij i j
W X X t= − − , if ix  is among k-nearest neighbors of jx  or jx  is among k-

nearest neighbors of ix  , otherwise, 0
ij

W = . Since 2
( )TA tr AA= , so 

( )( )( )21 1

2 2

T

i j ij i j i j ij
ij ij

y y W tr y y y y W− = − −∑ ∑  
 

( )1

2
T T T T

i i j j i j j i ij
ij

tr y y y y y y y y W= + − −∑   

T T

ii i i ij i j
i ij

tr D y y W y y= −
⎛ ⎞
⎜ ⎟
⎝ ⎠
∑ ∑  

 

T T T T
ii i i ij i j

i ij

tr D U x x U W U x x U
⎛ ⎞

= −⎜ ⎟
⎝ ⎠
∑ ∑  
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T T T T

ii i i ij i j
i ij

tr D U x x U W U x x U= −
⎛ ⎞
⎜ ⎟
⎝ ⎠
∑ ∑  

 

T T T

ii i i ij i j
i ij

tr U D x x W x x U= −
⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
∑ ∑  

 

T T T

ii i i ij i j
i ij

tr U D x x W x x U= −
⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
∑ ∑  

 

( )( )T Ttr U X D W X U= − . (4) 

Therefore, a constraint 1T TU XDX U =  is added, the minimization problem becomes 
generalized eigenvalue problem  

T TXLX XDXξ λ ξ= . (5) 

Where L D W= − , [ ]1 2, ,..., NX x x x= . Let the column vectors 1 2, ,..., lu u u  be the 

solutions of Eq. (5), ordered according to their eigenvalues 1 2 ,..., lλ λ λ< . Thus the 

projection matrix is as follows: [ ]1 2, , ...,
l

U u u u= . According to Eq. (2), the face image 

feature iy  is a l n×  matrix ( l m< ). 

3   RU2DLPP 

Define the project equation as  

i i
y xV= . (6) 

Where ( )n dV R d n×∈ ≤ . Similar to LU2DLPP, the Eq. (3) minimization problem 

becomes generalized eigenvalue problem  

T TX LX X DXξ λ ξ= . (7) 

Let the column vectors 1 2, ,..., dv v v  be the solutions of Eq. (7), ordered according to 

their eigenvalues 1 2 ,..., dλ λ λ< .Thus the projection matrix is as follows: 

[ ]1 2, , ...,
l

V v vv= . According to Eq. (6), the face image feature iy  is a m d×  matrix. 

We called this method as the right-multiplying unilateral two-dimension locality pre-
serving projections (RU2DLPP). 

4   B2DLPP 

As described in section two and three, we can see that the LU2DLPP and RU2DLPP 
just extract features according to column or row of image matrix individually. For the 
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purpose of extract features according to column and row of image matrix simultane-
ity, we proposed the B2DLPP algorithm. 

Define the project equation as  

T
i iy U xV=  (8) 

Where ( )m lU R l m×∈ ≤ , ( )n dV R d n×∈ ≤ , since 2
( )TA tr AA= , so 

( )( )( )21 1

2 2

T

i j ij i j i j ij
ij ij

y y W tr y y y y W− = − −∑ ∑  
 

T T

ii i i ij i j
i ij

tr D y y W y y= −
⎛ ⎞
⎜ ⎟
⎝ ⎠
∑ ∑  

 

T T T T T T

ii i i ij i j
i ij

tr D U x VV y W U x VV x U= −
⎛ ⎞
⎜ ⎟
⎝ ⎠
∑ ∑  

 

T T T T T T

ii i i ij i j
i ij

tr U D x VV y W U x VV x U= −
⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟

⎝ ⎠⎝ ⎠
∑ ∑  

 

( )( )T

v vtr U D W U= −  (9) 

Where T T
v ii i i

i

D D x VV x=∑ , T T

v ij i j
ij

W W x VV x=∑ . The constraint equation 

is T T T T

i ii i v
i

U x V D V x U U D U I= =∑ , the Eq. (9) becomes generalized eigenvalue  

problem: 

( )v v vD W u D uλ− =  (10) 

Similarly, we can get generalized eigenvalue problem 

( )u u uD W v D vλ− =  (11) 

Now we discuss how to solve the optimization problems (10) and (11). It is easy to 
see that the optimal U should be the generalized eigenvectors of ( ),

v v v
D W D−  and the 

optimal V should be the generalized eigenvectors of ( ),
u u u

D W D− . Since the matri-

ces vD , vW , uD , uW  are not fixed, we can not compute the optimal U and V simulta-

neously. In this paper, we compute U and V iteratively as follows. Firstly, we fix V, 
then U can be computed by solving the Eq. (10). Once U is obtained, V can be up-
dated by solving the Eq. (11). Thus, the optimal U and V can be obtained by itera-
tively computing the generalized eigenvectors of (10) and (11). In our experiments, U 
is initially set to the identity matrix. 
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5   Experiments 

To demonstrate the efficient of our method, extensive experiments are done ORL and 
PIE database. All feature extraction method methods are compared on the same training 
sets and testing sets. The classifier is nearest neighbor, the weight matrix W is defined 
by cosine: cos( , )ij i jW x x=  if ix  and jx are in the same class, otherwise   0ijW = . 

For ORL database, there have 40 individuals, each individual have 10 samples, and 
the samples size is 112x92, we randomly choose 200 samples (5 for each individual) 
as the training set, the remaining 200 samples are used as the test set. For PIE data-
base, we construct a sub-database based on PIE, In the sub-database, there have 68 
individuals, each individual have 20 samples, and the samples size is 32x32, we ran-
domly chose 680 samples (10 for each individual) as the training set, the remaining 
680 samples are used as the test set. Such procedures are repeated for 30 times, which 
results in 30 groups of data. The results showed in the following tables are the aver-
ages of 30 times (the “i” is the iteratively times).  

The recognition results on ORL database are shown in Table 1. It is found that the 
2DLPP (LU2DLPP, RU2DLPP and B2DLPP) methods significantly outperforms 
1DLPP (Laplacianface) method, and the B2DLPP performance is the best with the 
iterative times equal to 2, which gets the lowest recognition error rate at 2.8% with  
number 6 9×  of features. 

The recognition results on PIE sub-database are shown in Table 2. It is found that 
the 1DLPP performance is superior to LU2DLPP but worst than RU2DLPP, while 
B2DLPP is outperforms 1DLPP, LU2DLPP and RU2DLPP method. The B2DLPP 
method get the best performance with recognition error rate at 21.8%, with number 
20 4×  of features. 

According to Table1 and Table 2, it is found that the optimal U and V can be ob-
tained by 2 or 3 iterative times. 

Table 1. Performance comparison on ORL database 

Feature  
extraction 
method 

1DLPP LU2DLPP RU2DLPP 
B2DLPP 
(i=1) 

B2DLPP 
(i=2) 

Feature  
dimension 

40 10×92 112×8 4×7 6×9 

Recognition 
error rate (%) 

7.5 3.9 4.1 3.0 2.8 

Feature  
extraction 
method 

B2DLPP 
(i=3) 

B2DLPP 
(i=4) 

B2DLPP 
(i=5) 

B2DLPP 
(i=6) 

B2DLPP 
(i=10) 

Feature  
dimension 

6×8 6×8 6×9 6×8 6×8 

Recognition 
error rate (%) 

2.9 2.9 2.9 2.9 2.9 
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Table 2. Performance comparison on PIE sub-database 

 

Feature  
extraction 
method 

1DLPP LU2DLPP RU2DLPP 
B2DLPP 
(R=1) 

B2DLPP 
(R=2) 

Feature  
dimension 

143 11×32 32×12 14×5 17×6 

Recognition 
error rate (%) 

28.7 26.7 33.6 23.8 22.3 

Feature  
extraction 
method 

B2DLPP(
R=3) 

B2DLPP 
(R=4) 

B2DLPP 
(R=5) 

B2DLPP 
(R=6) 

B2DLPP 
(R=10) 

Feature  
dimension 

20×4 18×5 17×5 16×5 16×5 

Recognition 
error rate (%) 

21.8 21.9 22.0 22.1 22.0 

6   Conclusion 

In this paper, we present a novel LPP-based subspace projection method for dimen-
sionality reduction and feature extraction that we refer to as B2DLPP. The B2DLPP 
works directly on the image matrix of images and extract the face feature bilateral. 
Experimental results on the ORL and PIE face database show the effectiveness of the 
proposed method. It is believed that the proposed algorithm here should stimulate a 
much wider use of LPP-based approaches. 
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Abstract. We introduce a method for illumination detection and removal te-
chinique using Empirical Mode Decomposition (EMD) to decompose subimages 
of Dual-Tree Complex Wavelet Transform (DT-CWT). The subimages are re-
constructed without illumination distortion components for face recognition. 
Compared with others, this method has the following advantages: it can be di-
rectly applied without any prior information; it has perfectly reconstruction 
ability because of DT-CWT in low frequency. Experiments are carried out upon 
the Yale B and CMU PIE face databases, and the results demonstrate that the 
proposed method shows satisfactory recognition rates under varying illumination 
conditions. 

Keywords: Face recognition, EMD, DT-CWT. 

1   Introduction 

Variable illumination is one of the most important problems in face recognition. Al-
though, the ability of algorithms to recognize faces across illumination changes has made 
strong progress in the last years. Evaluations such as the Face Recognition Vendor Test 
(FRVT) [1] and the Face Recognition Grand Challenge (FRGC) [2] indicate that  
illumination still has an important effect on the recognition process. It has been shown 
experimentally and theoretically that illumination variations can cause a significant 
degradation in performance of facial recognition systems [3]. In the past few years, many 
methods have been proposed to solve this problem with improvements in recognition 
[4-7]. However, these kinds of approaches have two main drawbacks. First, the different 
representations of image can be only extracted once and the new images of a different 
person which is not included in the training set cannot be handled. Second, features for 
identity are weakened when the illumination-invariant features are extracted. For exam-
ple, some authors suggest that illumination normalization can be achieved by discarding 
the first three PCA components. The complexity and assumptions of idealities in many of 
these methods often limit its application in practical problems. 

In this paper we will show the power of the combination EMD and DT-CWT in ad-
dressing illumination removal effects in face recognition. Firstly, we get subimages 
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which encompasse information of different spatial frequency, spatial localities and ori-
entations by DT-CWT. Using EMD to decompose two dimensional DT-CWT facial 
subimages into their fundamental source signals, we can isolate the effects of illumina-
tion to one or more of these source signals. By reconstructing the sub-image without these 
illumination artifact source signals, we can reduce the overall effect of illumination 
variation. Both implementations of DT-CWT and EMD are simple while still being 
effective. Recognition results to demonstrate the improvement of DT-CWT combined 
EMD processing are reported using PCA, LDA, and especially improved ONPP on the 
Carnegie Mellon University Pose-Illumination-Expression (CMU PIE) database [8]. 

2   DT-CWT and EMD Algorithm Review 

The Dual-Tree Complex Wavelet Transform (DT-CWT) [9] as a wavelet transform 
proposed and studied which has been found to be particularly suitable for image de-
composition and representation when the goal is the derivation of local and discrimi-
nating features like Gabor wavelet [10]. DT-CWT provides good directional selectivity 
in six different fixed orientations at some scales, which is able to distinguish positive 
and negative frequencies. And it has a limited redundancy of four for images and is 
much faster than the Gabor wavelet to compute. Therefore, DT-CWT filter represen-
tation gives better performance for classifying facial actions. The DT-CWT expansion 
of an image ( )f x  is given by: 

( ) ,,( , ) ( ) ( , ) ( )
o j k

o

i
o j k

k i j j k

f x W j k x W j k x
>

= +∑ ∑∑∑φ ψφ ψ  (1) 

where 75,45,15 ±±±=i .The scaling function kjo ,φ  and wavelet function kj

i
,ψ are 

complex. ),( kjW oφ  indicates the scaling coefficients and ),( kjWψ  are the wavelet 
coefficients of the transform. Hence six sub-bands are obtained corresponding to the 
direction 75,45,15 ±±±=i , as showed in Fig. 1. 

 

Fig. 1. Filter impulse response of DT-CWT in frequency domain 

A general overview of EMD and its implementation is presented in [11], but we will 
briefly summarize EMD here. The aim of the EMD is to decompose the signal into a 
sum of intrinsic mode functions (IMFs). The following algorithm defines this proce-
dure and outlines most EMD implementations. Given a source signal ( )x t : 
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1. Found all local extrema of ( )x t  

2. Interpolate between all minima(maxima) to get a envelope min( )e t ( max( )e t ) and 

compute the mean envelope min max( ) ( ( ) ( )) / 2m t e t e t= +  

3. Extract detail ( ) ( ) ( )d t x t m t= −  

4. Check if ( )m t ε< ,if not repeat step 1-3 with ( )d t  instead of ( )x t ; if so, ( )d t  

is an IMF 

5. Calculate residual ( ) ( ) ( )r t x t d t= −  

6. Return to step 1 with ( )r t  as ( )x t  

7. Repeat until signal has no extreme 

By simply summing all the IMF’s together we will recover the original data ac-
commodating for minor variations due to the interpolation present in the algorithm. 
EMD also allows us to selectively reconstruct the data, ignoring the IMF’s whose 
contributions to the data are undesirable. For our application, such contributions are 
those of illumination effects. If we can use EMD to decompose our original facial 
images into their IMF’s, there is a strong likelihood that the effects of illumination will 
be isolated to one or more IMF’s. Selective reconstruction of facial images using IMF’s 
that do not contain illumination effects will enable us to reconstruct the data without the 
unwanted effects of illumination variation. 

3   Improved ONPP 

ONPP [12] is a new linear dimensionality reduction algorithm. Compared to other di-
mensionality reduction techniques, ONPP can be viewed as a synthesis of PCA and  
LLE [13]. ONPP is a linear method, while Isomap [14] and LLE are nonlinear methods, so 
neither of them can deal with new test data points except training data points. The main 
idea of ONPP is to seek an orthogonal mapping of a given data set 

1 2( , , , ) m n
nX x x x R ×= ∈ so as to best preserve a graph which describes the local geometry. 

The reconstruction errors are measured by minimizing the objective function: 
2

2

( ) i ij j
i j

W y w y= −∑ ∑ε  (2) 

In the undersampled size case where m is greater than n, Kokiopoulou and Saad 
prove that the rank of M  is n-c (c is the number of classes). In order to ensure that the 
resulting matrix M  will be nonsingular, ONPP employs an initial PCA projection that 
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reduces the dimensionality of the data vectors to n-c like LDA. In the following we 
introduce improved ONPP (IONPP) to overcome the problem. 

Given a set of training images Ai and we construct a graph by k-NN, using the 

Frobenius norm for measure. It is easy to prove that
2 2

2i iF
A x= , where xi is the 

column vector of Ai. The neighbor graph can be constructed as the same as ONPP, also 

the weights matrix W can be figured out the same way as IONPP.  

Considering projecting an m×n image Ai into the m-dimensional Euclidean space, 

we get the equation: 

i iy Av=  (3) 

Similar to the objective function in ONPP, we have 

2

2

min i ij j
i j

y w y−∑ ∑  (4) 

That means if Ai and Aj are close in the high dimension spaces, their projections will 
keep the affinity in the reduced spaces. The objective function can be written as  

2

2

2

2

2

2

,

, , , ,

( )

( )( )

( )
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i ij j
i j

i ij j
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i ij j
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i ij j i ij j

i j j

TT T T T
i i j ij i i ij j m im in n
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TT T T T
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∑ ∑
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∑ ∑

∑ ∑ ∑

∑ ∑ ∑ ∑

∑ ∑ ∑ ∑
)( ) ]mI W I Av− ⊗

 

(5) 

where
1 2[ , , , ]T T T T

nA A A A= , let ( )( )TU I W I W= − − , furthermore, to remove an arbi-
trary scaling factor in the embedding, we impose a constraint on v: 

( ) 1T T
mv A I I Av⊗ =  (6) 
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So the objective function becomes  

( ) 1

arg min ( )
T T

m

T T
m

v A I I Av

v A U I Av
⊗ =

⊗  (7) 

The solution of v is given by the minimum eigenvectors of the generalized eigen-

value problem as below  

( ) ( )T T
m mA U I Av A I I Avλ⊗ = ⊗  (8) 

The algorithm is summarized in the following:  

1. Constructing the affinity graph Let ( ', )G A E  denote a graph with n  
nodes 1 2' ( ,  ,..., )nA A A A= , E  is the edges between each nodes. An edge 

  ( ,  )ij i je A A=  exists if iA  is one of the k  nearest neighbors of iA , or iA  and 
jA  are of the same class (supervised IONPP). 

2. Compute the weight ijw  using methods in ONPP which gives the best linear con-

struction of each data point iA  by its neighbors. 

3. Compute matrix V whose column vectors are the d  eigenvectors of  

( ) ( )T T
m mA U I Av A I I Avλ⊗ = ⊗  

corresponding to the first d  smallest eigenvalues. 
4. Compute the projections of data points by  t tY A V=  

4   Preprocessing Combined DT-CWT with EMD  

As Fig. 2 showed, the magnitude response of DT-CWT for a face image of Fig. 4(a) is 
given. Considering the size of the face image showed in Figure 4(a), is 128×128, using 
DT-CWT with 4 levels and 6 directions, this provides twenty-four sub-bands which 
encompasses information of different spatial frequency, spatial localities and orienta-
tions of face feature. 
 

 

 

 

 

Fig. 2. The magnitude of response using DT-CWT for levels N=1, 2, 3, 4 of the orientation 
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Illumination effects are primarily due to one primary source of light which creates 
the majority of shadows such as in Fig. 4(a) and (c). As such we can treat these effects 
as linear in one dimensional sense, although not necessarily along the typical axes. 
Treating each row or column of a facial image as separable we can string 
two-dimensional facial images into one-dimensional vectors. Application of EMD to 
vectors transformed by DT-CWT yields a set of vector IMF’s which are then reshaped 
into matrix IMF’s as showed in Fig. 3.  

The stopping conditions set in the EMD algorithm determine the exact number of 
IMF’s but for our experiments and data we found that we obtain thirteen IMF’s. Re-
gardless of the exact number of IMF’s, the last two IMF’s contains the majority of the 
illumination effects. Due to nature of the EMD algorithm, as the order of the IMF 
increases the relative mean of the data approaches zero [15]. As such, by applying 
EMD to facial images that are subject to illumination effects we can partition the effects 
into two types, shadowing and reflections. Since shadowing darkens regions of an 
image, it creates low-valued regions while reflections create relatively high-valued 
regions. These are effectively the largest magnitude extreme in the images, but also 
most slowly changing. In other words they represent the lower spatial frequency con-
tents of the image. EMD isolates these frequencies in the last few IMF’s. 

 

 
Fig. 3. Resulting DT-CWT IMF’s from Figure 4 (a). Ordered from left to right, top to bottom in 
increasing order, each level using same orientation. 

With this in mind, we look at the last two IMF’s and determine which one intro-
duced the shadowing artifacts to the data. This is easily done by comparing the means 
of the two IMF’s and choosing the smaller one. Once we have determined which IMF is 
responsible for the effects of shadowing, we reconstruct the image without that IMF. 
The resulting facial image showed in Fig. 4(b) and (d) now contains significantly less 
shadowing effects and allows the fundamental nature of the facial image to come 
through more. 
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                                  (a)           (b)                  (c)         (d)                            

Fig. 4. Examples of facial image reconstruction excluding unwanted IMF. (a) Original image 
with right-side reflection. (b) Reconstructed image minus reflection. (c) Original image with 
left-side cast shadow. (d) Reconstructed image minus left-side cast shadow effects. 

5   Recognition Results  

The PIE (Pose, Illumination, and Expression) database contains a total of 41,368 im-
ages from 68 individuals, with different pose, illumination and expression conditions. 
The images were taken using the CMU 3D room using a set of 13 synchronized 
high-quality color cameras and 21 flashes. The images are classified into different sets 
depending on the including pose, illumination and expression variations. Regarding 
illumination conditions, PIE takes into account the fact that in the real world, illumi-
nation usually consists of an ambient light with perhaps one or two point sources. To 
obtain representative images of such cases PIE creators decided to capture images with 
the room lights on and with them off. For our experiments we use only frontal images, 
which corresponds to the ones captured using camera c27 (in the PIE terminology). 
Considering DT-CWT convenience, we change image size to 128×128. 

Table 1. Average Equal Error Rate (EER) for PCA and LDA using EMD combined with 
DT-CWT processed images 

Num. of 
Training 
Images 

PCA 

DT-CWT 

+EMD+P
CA 

LDA 

DT-CWT 

+EMD+L
DA 

2 0.2462 0.0534 0.2210 0.2569 

3 0.1567 0.0380 0.1724 0.2235 

4 0.1590 0.0300 0.1670 0.1654 

5 0.1314 0.0213 0.1245 0.1325 

6 0.1875 0.0176 0.1625 0.1530 

7 0.1345 0.0160 0.1344 0.1235 

8 0.1510 0.0120 0.1023 0.0997 

9 0.1320 0.0084 
0.1260
9 

0.0958 

10 0.178 0.0097 0.1210 0.0968 

11 0.2012 0.0095 0.1320 0.1315 
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Applying our EMD preprocessing to the entire database removed the significant 
illumination variation from the facial images. Training sets vary in size and composi-
tion by random selection over multiple experiments for each of the four recognition 
algorithms using Euclidean distance measure and nearest neighbor classifier. Each 
experiment involved training the recognition algorithm using the specified training set 
and then recording verification results. For PCA [16], LDA, ONPP and IONPP, ten 
experiments were run each. Performance is quantified by average Equal Error Rate 
(EER) over all experiments. 

Experimental results showed in Tab. 1 demonstrate that EMD reprocessing is an 
effective approach in normalizing a facial image in both space and frequency especially 
when using very small sample size training sets. In all of the cases, the pre-processing 
algorithm increases the recognition rate. Second conclusion is that the highest recog-
nition rates are obtained by PCA while LDA not. We do not have a clear explanation 
for this phenomenon, but one of the possible reasons is the different similarity metrics 
(e.g. Hamming distances) should be used in these cases.  

For each experiment we used a fixed number of training images per individual,  
2 to 10. In order to obtain representative results we take the average of several sets of 
experiments for each fixed number of training images.  

In order to show advantages of IONPP easily, we take two images of each subject 
are randomly chosen for training, while the remaining one is used for testing. One can 
see from Fig. 5 that IONPP performs the better than ONPP, no matter using preproc-
essing or not. Both ONPP and IONPP are good at representing data, but are restrained 
for great variations in lighting without any preprocessing. However, both the face 
recognition algorithms using EMD combined with DT-CWT to remove illumination 
improved the performance significantly. 
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Fig. 5. Face recognition experiments using ONPP and IONPP with illumination removal pre-
processing using 2 images randomly selected in training set 
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Fig. 6 shows the average recognition rate of the four different approaches in a bar 
chart, where the center tick of each bar denotes the average error rate and the intervals 
correspond to the minimum and maximum values of error rates. For a fair comparison, 
we used the number of training images and dimension reduced of each approach such 
that it produces the best recognition rate. This figure shows that the method proposed 
not only outperforms the other methods but also has the smallest variance of recogni-
tion rate over the 10 runs. This implies that our method performs very robust and stable 
face recognition irrespective of the change of lighting conditions.  

In summary, by analyzing the simulations carried out using PIE databases we con-
clude that some of the compared algorithms achieve very high recognition rates when 
used as a pre-processing stage of standard eigenspace-based face recognition systems. 
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Fig. 6. Recognition results of four different methods using illumination removal method: PCA, 
LDA, ONPP and IONPP 

6   Conclusions  

Variable illumination is a major problem in face recognition. We concentrated our-
selves in algorithms with the following properties: general purpose, no modeling steps 
or training images required, simplicity, high speed, and high performance in terms of 
recognition rates. Experimental results demonstrate that EMD combined with 
DT-CWT preprocessing does not introduce undesired noise to the images with no a 
priori information. Furthermore, IONPP shows better recognition effects than original 
ONPP. The simple implementation and effectiveness of EMD preprocessing indicates 
its usefulness as a preprocessing step in facial recognition algorithm. Expanding on the 
work presented here, we plan to improve results through the use of a true 
two-dimensional EMD algorithm that can possible be more suited when dealing from 
illumination artifacts arising from more than one illumination source.  
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Abstract. Subspace face recognition methods have been widely investigated in 
the last few decades. Since the pixels of an image are spatially correlated and 
facial images are generally considered to be spatially smoothing, several spa-
tially smooth subspace methods have been proposed for face recognition. In this 
paper, we first survey the progress and problems in current spatially smooth 
subspace face recognition methods. Using the penalized subspace learning 
framework, we then proposed two novel penalty functions, Laplacian of Gaus-
sian (LOG) and Derivative of Gaussian (DOG), for subspace face recognition. 
LOG and DOG penalties introduce a scale parameter, and thus are more flexible 
in controlling the degree of smoothness. Experimental results indicate that the 
proposed methods are effective for face recognition, and achieve higher recog-
nition accuracy than the original subspace methods. 

Keywords: Subspace analysis, Face recognition, Regularization, Laplacian of 
Gaussian, Derivative of Gaussian. 

1   Introduction 

Face recognition have been one of the most important issues in computer vision and 
pattern recognition over the last several decades [1]. Since of its simplicity and good 
generalization, subspace analysis approaches has received considerable research in-
terests and has been widely investigated in face recognition. Currently, varieties of 
subspace methods, such as Eigenfaces, Fisherfaces, Laplacianfaces, independent 
component analysis, and manifold learning, have been proposed and applied to face 
recognition tasks [2, 3, 4].  

Most subspace face recognition approaches should derive the projection vectors by 
solving the generalized eigenvalue problem of two (scatter) matrices W and D. How-
ever, when applied to face recognition, since the number of the available training 
samples is limited, the projection vectors usually would be overfitted to the training 
set. To improve the generalization performance of subspace methods, by far, a num-
ber of modification approaches have been recently proposed, which can be roughly 
grouped into four categories, regularized subspace analysis, tensor subspace analysis, 



440 W. Zuo et al. 

post-processed subspace analysis, and penalized subspace analysis. In the early regu-
larized subspace analysis approaches, researchers did not notice the importance of 
preserving the spatial smoothness of the projection vectors, and only used several 
standard regularization techniques to alleviate the poor estimation of the matrix W 
and D [5, 6, 7]. 

In tensor subspace analysis, each facial image is regarded as a two-order tensor, 
and multilinear singular value decomposition techniques could then be used to com-
pute the row and column projection matrices [8, 9, 10, 11]. Actually, given N training 
images with size m×n, the number of the samples would be much higher than N, and 
the size of the scatter matrices would be much lower than mn×mn during the calcula-
tion of the row and column projection matrices. Thus, tensor subspace analysis is 
expected to have a good generalization performance for face recognition. However, in 
the calculation of the column projection matrix, tensor subspace analysis usually 
neglects the spatial relation between rows. Analogously, in the calculation of the row 
projection matrix, the spatial relation between columns is neglected. 

Recently, a kind of post-processing approach has been proposed to directly smooth 
the projection vectors using a circular Gaussian filter [12]. In [13], Hao et al. further 
proved the equivalence of the post-processing approach and the image Euclidean 
distance (IMED) method [14]. However, there are not any constraints in the stage of 
spatially smoothing, and by far only the Gaussian filters are empirically chosen in the 
post-processing approach. 

Penalized subspace analysis can also been adopted for spatially smoothing sub-
space learning. In [15], Hastie et al. proposed a penalized discriminant analysis 
method using the Laplacian penalty. Most recently, Cai et al. introduced a generalized 
penalized subspace learning model for almost all existing subspace methods. Penal-
ized subspace analysis uses the same procedure as regularized subspace analysis to 
improve the generalization performance. As to the regularization term, penalized 
subspace analysis [16] adopted the Laplacian penalty while regularized subspace 
analysis usually adopted the identity matrix or the diagonal matrix. Since the Lapla-
cian penalty improves the poor matrix estimation by taking into account the spatially 
smoothing prior of images, penalized subspace analysis is expected to be effective in 
achieving better generalization performance. 

The Laplacian penalty function in Cai's method, however, does not have any scale 
parameters, and is inflexible in changing the degree of smoothness for facial images 
with different resolution. In this paper, we proposed two novel penalty functions, 
LOG and DOG, for subspace face recognition. The two penalty functions introduce a 
scale parameter to treat the degree of smoothness. Our experimental results indicate 
that the proposed methods are effective for face recognition, and achieve higher rec-
ognition accuracy than the original subspace face recognition methods. 

The remainder of the paper is organized as follows: Section 2 presents a survey on 
four spatially smooth subspace face recognition approaches, regularized subspace 
analysis, tensor subspace analysis, post-processed subspace analysis, and penalized 
subspace analysis. Section 3 proposes two novel penalty functions, LOG and DOG, 
for subspace face recognition. In Section 4, experiments are used to evaluate the pro-
posed method. Finally, Section 5 concludes this paper.  
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2   Spatially Smooth Subspace Face Recognition 

In this section, we first introduce the procedure of the subspace methods, and then 
present a survey on four kinds of spatially smooth subspace face recognition ap-
proaches, regularized subspace analysis, tensor subspace analysis, post-processed 
subspace analysis, and penalized subspace analysis. 

Let {( , ) | 1,2, , }i iy i N= LX  denote a training set, where Xi is the ith facial image 

with image size m×n, and yi is the corresponding class label of Xi. In some subspace 
analysis methods, the image Xi must be concatenated into a 1D vector xi in advance. 
Thus, we also use {( , ) | 1,2, , }i iy i N= Lx  to denote the same training set, where 

mn
i ∈Rx , and let 1 2[ , , , ]N= LX x x x  to denote the set of the training data. We assume 

that the mean of the training samples is zero.  
A number of subspace analysis approaches, such as Fisher’s linear discriminant 

(LDA), discriminative common vectors (DCV), locality preserving projection (LPP), 
and margin Fisher analysis (MFA), have been proposed and applied to face recogni-
tion. Actually, all these methods can be generally represented in one graph embedding 
framework defined as 

* arg max
T T

T T
=

w

w XWX w
w

w XDX w
, (1) 

where W would be defined as the weighted matrix and D would be defined as the 
diagonal matrix [16, 17]. With different definitions of W and D, the general frame-
work would lead to different subspace analysis methods. For example, LDA can be 
represented using this framework if we define 

1/ ,  if  and  belong to the th class
( , )

0,        otherwise                                      
t i jLDA m t

W i j
⎧

= ⎨
⎩

x x
, (2) 

1,    if     
( , )

0,    otherwise
LDA i j

D i j
=⎧

= ⎨
⎩

, (3) 

where Nt is the number of the training samples which belong to the tth class. In the 
following, we will present a survey of these four kinds of spatially smooth subspace 
analysis approaches using the general graph embedding framework. 

2.1   Regularized Subspace Analysis 

Following the general graph embedding framework, regularized subspace analysis 
added a small perturbation on the diagonal matrix to improve the generalization per-
formance. Let 

T T
DΞ = =XDX UΛU , (4) 

where U = [u1, u2, …, ud] are the d eigenvectors of the matrix DΞ , and Λ is a diago-

nal matrix with the corresponding eigenvalues λi = Λ(i, i). Usually, regularized sub-
space analysis [5, 6] uses the regularized matrix  
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R T
D RΞ = UΛ U , (5) 

to replace the matrix defined in Eq. (4), where 

R λ= +Λ Λ I . (6) 

More complicatedly, Dai et al. [7] proposed a three-parameter regularization 
method on the matrix DΞ  by defining the regularized diagonal matrix , ,

R
α β γΛ  with its 

diagonal elements , ,
i
α β γλ , 

, ,

,  the  positive eigenvalues with 0

,         otherwise                                            

i
i

i

r
K

K

α β γ

λ α γ λ
λ

α β

+ +⎧ >⎪⎪= ⎨ +⎪
⎪⎩

. (7) 

where K is a normalization constant given by 

( ( ) ( )) / ( )D DK d d r r tr trα β γ= + − + + Ξ Ξ . (8) 

2.2   Tensor Subspace Analysis 

The natural representation of a facial image is matrix, which can also be regarded as 
the second order tensor X. Similarly, each projection vector a can be expressed as a 
matrix A. In tensor subspace analysis, we assume that the matrix A can be expressed 
as a rank-1 matrix, 

1 1A u v= o . (9) 

Given the column projection matrix Tc and the row projection matrix Tr, we can de-
rive a low rank tensor of the original tensor X using the N-mode multiplication, 

1 2( )r c r cY X T T= × × = T XT . (10) 

The target of tensor subspace analysis is to compute the column projection matrix 
Tc and the row projection matrix Tr. By far, a number of approaches, such as general-
ized low rank approximations of matrices (GLRAM) [9], bi-directional PCA 
(BDPCA) [11], and multilinear singular value decomposition [8], have been proposed 
to calculate these two projection matrices. Generally speaking, tensor subspace analy-
sis is expected to have a good generalization performance for face recognition. How-
ever, during the calculation of the column or the row projection matrices, the tensor 
subspace analysis approaches usually neglects the spatial correlation in the other di-
rections, correspondingly, and thus do not make full use of the available spatial corre-
lation information in images. 

2.3   Post-processed Subspace Analysis 

Post-processed subspace analysis uses 2D-Gaussian filtering to make the projection 
vectors spatially smoothing [12, 13]. In face recognition, where the projection vector 



 Spatially Smooth Subspace Face Recognition Using LOG and DOG Penalties 443 

can be transformed into a 2D image, Gaussian filtering is then used to post-process 
the projection vector and reduce noise. 2D-Gaussian function is defined as 

2 2 2( ) / 2
2

1
( , )

2
x yG x y e σ

πσ
− +=  (11) 

where σ is the standard deviation. First, a 2D-Gaussian model M is defined according 
to the standard deviation σ > 0. The window size [w, w] can then be determined as w 
≈ 5×σ, and the Gaussian model M is defined as the w×w truncation from the Gaussian 
kernel G(x, y). We then calculate the norm of the projection vector 

2

T
i i i=ν ν ν , and 

map it into the corresponding projection image Ii. The filter M is used to smooth the 
projection image Ii, 

( , ) ( , ) ( , )iI x y I x y M x y′ = ∗  (12) 

( , )iI x y′  is transformed into a high dimensional vector i′ν  by concatenating the rows 

of ( , )iI x y′  together. Finally we normalize i′ν  using the norm of iν  

2i
i iT

i i

′′ ′=
′ ′

ν
ν ν

ν ν
 (13) 

and obtain the post-processed projection vector 2
′′ν . 

2.4   Penalized Subspace Analysis 

Cai’s Penalized subspace analysis utilize the same procedure of regularized subspace 
analysis by using the Laplacian penalty to derive the regularized matrix [16]. The 
discrete approximation of the one-dimensional Laplacian function  

2

1 1

1 2 1
1

1 2 1

1 1

j
j

D
h

−⎛ ⎞
⎜ ⎟−⎜ ⎟
⎜ ⎟= ⋅ ⋅ ⋅
⎜ ⎟

−⎜ ⎟
⎜ ⎟−⎝ ⎠

 (14) 

where hj is the length of the one-dimensional signal. Further, the discrete version of 
the two-dimensional Laplacian is the mn×mn matrix, 

1 2 1 2D I I DΔ = ⊗ + ⊗  (15) 

where I1 is the m×m identity matrix, I2 is the n×n identity matrix, and ⊗ denotes the 
kronecker product.  

Based on the the two-dimensional discrete Laplacian and the generalized graph 
embedding framework, the projection vectors of penalized subspace analysis can be 
calculated by maximizing the following criteria 

* arg max
(1 ) ( )

T T

T T Jα α
=

− +w

w XWX w
w

w XDX w w
, (16) 
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where J is the discrete Laplacian penalty function, 

( ) T TJ = Δ Δw w w . (17) 

3   Penalized Subspace Analysis Using LOG and DOG Penalties 

The target of Cai’s penalized subspace analysis is to make the projection vector spa-
tially smooth by minimizing the Laplacian penalty function 

2
22

2
1

( )
j

f
J f dt

tΩ
=

⎡ ⎤∂= ⎢ ⎥∂⎣ ⎦
∑∫ . (18) 

In this section, we will propose several alternative penalty functions for learning spa-
tially smooth subspace. Taking into account the multi-scale characteristic of facial 
images, we propose a Laplacian of Gaussian (LOG) penalty function 

2
22

2
1

( ) ( )
j

f
J f G dt

t
σ

Ω
=

⎡ ⎤∂= ∗⎢ ⎥∂⎣ ⎦
∑∫ , (19) 

where G(σ) is the Gaussian function with the variance σ, and * denotes the convolu-
tion operator. Actually, the minimization of the square of the first order derivative 
would also be helpful in the learning of the spatially smooth subspace. We further 
propose a Derivative of Gaussian (DOG) penalty function 

2
2

1

( ) ( )
j

f
J f G dt

t
σ

Ω
=

⎡ ⎤∂= ∗⎢ ⎥∂⎣ ⎦
∑∫ . (20) 

It should be noted that both the LOG and the DOG penalty functions have a variance 
parameter σ. Thus we could tune the σ value to meet the multi-scale property of the 
facial images. If the size of the facial image is high, we can use a large scale parame-
ter σ to control the spatial smoothness. 

After determining the variance σ of the Gaussian function, we can use a similar 
method to Cai’s penalized subspace to derive the discrete approximation of the LOG 
and DOG. For example, assuming σ = 0.5, the discrete approximation of the LOG 
function is represented as 

2

-0.4738 0.3903 0.1443 0.0116

0.3903 -0.9364 0.3181 0.1441 0.0116

0.1443 0.3181 -0.9475 0.3181 0.1441 0.0116

0.0116 0.1441 0.3181 -0.9475 0.3181 0.1441 0.0116
1

. . .
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0.0116 0.

LOG
j

j

D
h

=
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0.0116 0.1441 0.3181 -0.9364 0.3903

0.0116 0.1443 0.3903 -0.4738
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. (21) 
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Further, the discrete version of the two-dimensional LOG function ΔLOG and the DOG 
function ΔDOG, 

1 2 1 2 1 2 1 2,LOG LOG DOG DOG
LOG DOGD I I D D I I DΔ = ⊗ + ⊗ Δ = ⊗ + ⊗ . (22) 

Finally, the criteria of penalized subspace analysis using the LOG and DOG penalties 
is defined as 

* arg max
(1 )

T T

T T T T
LOG LOGα α

=
− + Δ Δw

w XWX w
w

w XDX w w w
, (23) 

* arg max
(1 )

T T

T T T T
DOG DOGα α

=
− + Δ Δw

w XWX w
w

w XDX w w w
. (24) 

4   Experimental Results and Discussion 

In this section, we use two databases, the CMU PIE database [18] and the ORL face 
database (http://www.cl.cam.ac.uk/Research/DTG/attarchive/facesataglance.html), to 
evaluate the efficiency of the proposed penalty functions for spatially smoothing sub-
space face recognition methods. We implement two subspace analysis approaches, 
Fisherfaces and Laplacianfaces, and compare the recognition accuracy of the original 
methods and the corresponding penalized subspace analysis using the Laplacian, 
LOG, and DOG penalties.  

4.1   Experiments on the ORL Database 

The ORL face database is used to test the proposed spatially smoothing subspace face 
recognition methods. The ORL database contains 400 facial images with 10 images 
per individual. All the images are taken against a dark homogeneous background but 
vary in sampling time, light conditions, facial expressions, facial details (glasses/no 
glasses), scale and tilt. The size of these images is 112 × 92. In our experiments, each 
facial image is manually aligned, cropped, and resized into a 32 × 32 image with 256 
gray levels. 

For the proposed method, we set the regularization parameter α = 0.1, and the vari-
ance σ = 0.5. In our experiments, we separate the database into two subsets, the train-
ing subset and the test set, and use Trd/Tet to denote that we randomly select d images 
of each individual for training and use the remained t images of each individual for 
testing. We run each face-recognition method ten times and calculate the average 
recognition rate to reduce the recognition rate variation caused by using different 
training and test set. 

Table 1 lists the recognition rates of Fisherfaces, penalized Fisherfaces using the 
Laplacian (PF-L), LOG (PF-LOG), and DOG (PF-DOG) penalties.  Two facts can be 
observed from this table. First, penalized Fisherfaces using both LOG and DOG pen-
alties could achieve higher recognition accuracy than the original Fisherfaces method 
and the penalized Fisherfaces method with Laplacian penalty. Second, with the in-
creasing of the training samples, because more stable diagonal matrix estimation 
could be achieved, the effectiveness of penalized Fisherfaces would be decreased.  
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Table 1. Recognition rates of Fisherfaces-based methods on ORL (mean±std. %) 

Method Tr2/Te8 Tr3/Te7 Tr4/Te6 Tr5/Te5 
Fisherfaces 77.36±2.03 86.66±1.75 91.71±1.27 93.91±1.54 

PF-L 85.31±2.17 92.25±1.29 95.31±0.92 97.00±1.03 
PF-LOG 85.80±1.92 92.59±1.13 95.65±1.02 97.41±0.93 
PF-DOG 86.41±2.13 92.48±1.36 96.04±1.11 97.56±1.17 

 
Table 2 lists the average recognition rates of Laplacianfaces, penalized Laplacian-

faces using the Laplacian, PL-LOG, and PL-DOG. For the Laplacianfaces-based 
methods, similar experimental results are obtained to the Fisherfaces-based methods. 
LOG and DOG penalties would also achieve higher recognition accuracy than the 
original Laplacianfaces method and the penalized Laplacianfaces method with Lapla-
cian penalty. The experimental results further verify the effectiveness of the proposed 
two penalty functions. 

Table 2. Recognition accuracy of Laplacianfaces-based methods on ORL (mean±std. %) 

Method Tr2/Te8 Tr3/Te7 Tr4/Te6 Tr5/Te5 
Laplacianfaces 76.47±2.72 84.00±2.76 89.64±1.15 92.00±1.63 

PL-L 84.78±1.89 92.23±1.58 95.10±1.59 96.84±1.03 
PL-LOG 84.95±2.35 92.63±1.59 95.73±1.21 97.37±0.81 
PL-DOG 86.01±2.34 92.50±1.59 95.58±1.15 97.50±1.08 

4.2   Experiments on the CMU PIE Database 

The CMU PIE face database contains 68 subjects captured under various pose, illu-
mination, and expression. In our experiments, we choose the five near frontal poses 
(C05, C07, C09, C27, C29) with different illuminations and expressions to construct a 
face subset of 68 × 170 facial images. In our experiments, each facial image is manu-
ally aligned, cropped, and resized into a 32 × 32 image with 256 gray levels. We sepa-
rate the database into two subsets, the training subset and the test set, and use Trd to 
denote that we randomly select d images of each individual for training and use the 
remained images of each individual for testing. We run each method ten times and 
calculate the average recognition rate to reduce the variation of recognition rate. 

Table 1 lists the recognition rates of Fisherfaces, PF-L, PF-LOG, and PF-DOG.  
PF-LOG and PF-DOG could achieve higher recognition accuracy than the original 
Fisherfaces method, and the penalized Fisherfaces method with Laplacian penalty, 
which indicate the effectiveness of the proposed penalty functions.  

Table 3. Recognition accuracy of Fisherfaces-based methods on CMU PIE (mean±std. %) 

Method Tr5 Tr10 
Fisherfaces 48.05±1.34 64.20±0.71 

PF-L 60.05±1.53 68.81±0.76 
PF-LOG 61.22±1.61 70.15±0.78 
PF-DOG 61.52±1.64 70.56±0.72 
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Table 4 presents the average recognition rates and standard deviations of Lapla-
cianfaces, PL-L, PL-LOG, and PL-DOG. For the Laplacianfaces-based methods, PL-
LOG and PL-DOG would also achieve higher average recognition accuracy than the 
original Laplacianfaces method, and penalized Laplacianfaces with Laplacian penalty.  

Table 4. Recognition accuracy of Laplacianfaces-based methods on CMU PIE (mean±std. %) 

Method Tr5 Tr10 
Laplacianfaces 48.45±1.60 55.05±0.77 

PL-L 53.77±1.87 61.23±0.92 
PL-LOG 54.87±1.74 62.61±0.75 
PL-DOG 55.49±1.60 63.13±0.54 

5   Conclusion 

In this paper, we proposed two subspace face recognition approaches, spatially 
smooth subspace analysis using the LOG and DOG penalties. Both the LOG and the 
DOG penalty functions have a variance parameter σ which can be used to meet the 
multi-scale property of the facial images. Thus the proposed methods are more flexi-
ble in tuning the spatial smoothness. We use two databases, the CMU PIE database 
and the ORL face database to evaluate the proposed spatially smoothing subspace 
face recognition methods. Our experimental results show that the proposed methods 
are effective for face recognition, and achieve higher recognition accuracy than the 
original subspace analysis and Cai's penalized subspace analysis methods. 
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Abstract. In this paper, we propose a novel classification method, based
on Nonnegative-Least-Square (NNLS) algorithm, for face recognition.
Different from traditional classifiers, in our classifier, we consider each
new sample (face) as a nonnegative linear combination of training sam-
ples (faces). By forcing the nonnegative constraint on linear coefficients,
we obtain the nonnegative sparse representation that automatically dis-
criminates between those classes present in the training set. Experimen-
tal results show the promising aspects of new classifier when comparing
with the most popular classifiers such as Nearest Neighborhood (NN),
Nearest Centroid (NC), and Nearest Subspace (NS) in terms of recogni-
tion accuracy, efficiency, and numerical stability. Eigenfaces, Fisherfaces,
and Laplacianfaces are performed on Yale and ORL databases as feature
extraction in these experiments.

Keywords: Face Recognition, Eigenfaces, Fisherfaces, and Nonnegative-
Least-Square.

1 Introduction

With the rapidly increasing demand on Face Recognition (FR) technology, it
is not surprising to see an overwhelming amount of research publications on
this topic in recent years. Principal component analysis (PCA) or Eigenfaces [1]
and Linear discriminant analysis (LDA) [2] or Fisherfaces are the most popular
subspace analysis approaches to learn the low-dimensional structure of high di-
mensional face data. PCA finds a set of representative projection vectors such
that the projected samples retain most information about original samples, while
LDA finds a set of vectors that maximizes Fisher Discriminant Criterion, i.e.
maximizes the ratio

wT Sbw

wT Sww
(1)

where Sb is the between-class scatter matrix, and Sw is the within-class scatter
matrix. This ratio is maximized when the column vectors w of the projection
matrix W are the eigenvectors of S−1

w Sb. Unfortunately, in face recognition tasks,
this method cannot be applied directly since the dimension of the sample space is
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typically larger than the number of samples in the training set. As a consequence,
Sw is singular. This problem is known as the “small sample size problem” [3].
A lot of methods have been proposed to solve this problem [2][4][5][6][7][8]. In
[2], they proposed a two stage PCA+LDA method, also popularly known as the
Fisherfaces method, in which PCA is first used for dimension reduction so as
to make Sw nonsingular before the application of LDA. Some other approaches
are [4], Direct-LDA [5], Null space based LDA (NLDA) [6][7]. Besides PCA and
LDA, there is another linear subspace method called Laplacianfaces or Locality
Preserving Projections (LPP)[9] that seeks to preserve the intrinsic geometry of
the data and local structure. The objective function of LPP is to minimize the
local quantity, i.e., the local scatter of the projected data. During classification
stage in face recognition, there are many methods used to classify faces, including
nearest neighbor (NN), nearest centroid (NC), nearest subspace (NS), neural
networks, and so on. Among those methods, NN is the simplest yet most popular
method for classification task. Related to NN, NC and NS also are used for
classifier due to their simplicity and efficiency. In this paper, we propose a novel
classification method, based on Nonnegative Least Square algorithm (NNLS),
for face recognition. Different from traditional classifiers, in our classifier, we
consider each new sample (face) as a nonnegative linear combination of training
samples (faces). By forcing the nonnegative constraint on linear coefficients, we
obtain the nonnegative sparse representation that automatically discriminates
between those classes present in the training set. Eigenfaces [1], Fisherfaces [2],
and Laplacianfaces [9] are the most popular ones and chosen as feature extraction
module for experiments in this paper. The outline of this paper is as follows. In
Section 2, a brief introduction of traditional classifiers are presented and detail
of the proposed classfier is also described. In Section 3, experimental results are
performed for Yale and ORL face databases to demonstrate the effectiveness and
promise of our new classifier. Finally, conclusions are presented in Section 4.

2 Classifiers for Face Recognition

In the field of machine learning, the goal of classification is to classify patterns
that have similar feature values, into same classes. Among those classifiers, near-
est neighbor (NN), nearest centroid (NC), and nearest subspace (NS) are the
most used ones due to their easy implementation and efficiency. In this section,
we briefly introduction these three classifiers, then present our new classifier
based on Nonnegative Least Square algorithm.

2.1 Nearest Neighbor (NN)

The Nearest Neighbor (NN) [10] classifier is a method for classifying a new
input feature (or sample) upon training feature vectors (or samples). Given a
training set of feature vectors (or samples) {y1, y2, ..., yN} taken values in a met-
ric space, e.g. �n, with a priori known class {l1, l2, ..., lN} respectively, where
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li ∈ {1, 2, .., C}. In the testing stage, given a new feature vector (or sample)
y and a defined metric distance, e.g. Euclidian, the geometric distance is com-
puted between the new input feature vector y and each feature vector yi from
the training set to decide the nearest neighbor which is the one with shortest
distance. And the class label lk of the nearest neighbor is now assigned to the
new input sample, i.e.

k = argmin
i
‖y − yi‖2 (2)

2.2 Nearest Centroid (NC)

In NC, we assign the testing feature vector (or sample) y to class label j if the
distance from y to the mean feature vector (or sample) of class jth is minimum,
i.e.

j = arg min
i
‖Aiei − y‖2 (3)

where i = 1..C, Ai is a matrix whose columns are training feature vectors (or
samples) of class ith, ei = [1/Ni, 1/Ni, .., 1/Ni]

T ∈ �Ni and Ni is the number of
training feature vectors (or samples) in class ith.

2.3 Nearest Subspace (NS)

The idea behind this is that each new feature vector (or sample) is assumed to
lie in the subspace spanned by training feature vectors (or samples) of a specific
class. We assign the testing feature vector (or sample) y to class label j if the
distance from y to the subspace spanned by training feature vectors (or samples)
belongs to that class is minimum, i.e.

j = arg min
i

{
min

α
‖Aiα− y‖

}
(4)

where i = 1..C, and Ai is a matrix whose columns are training feature vectors
(or samples) of class ith.

2.4 Nonnegative-Least-Square (NNLS)

The method of least squares is used to solve systems which can be stated as:

min
x
‖Ex− f‖2 (5)

where E is an n-by-m matrix, f is a given n element vector and x is the m
element solution vector. However, in many real-world problems, the underlying
parameters represent quantities that can take on only nonnegative values. In
such a case, Problem (5) must be modified to include nonnegativity constraints
on x, leading to a problem called Nonnegative Least Squares (NNLS) [11], and
formulated as

min
x
‖Ex− f‖2 s.t. x ≥ 0 (6)

The NNLS problem is fairly old and the algorithm of Lawson and Hanson
[11] seems to be apparently the first and most efficient method for solving it
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(this algorithm is available as the lsqnonneg procedure in MATLAB and is used
in our experiments).

2.5 Nonnegative-Least-Square Classifier (NNLSC)

The idea of proposing NNLSC is based on two points as follow:

– Each new sample is a sparse linear combination of training samples. We use
nonnegative constraint to find this sparse representation.

– We believe that the nonnegative constraint prevents the overmatching prob-
lem that happens in traditional classifiers such as NN, NC or NS.

From these two points, we propose a simple classifier based on NNLS and called
NNLSC. To illustrate how NNLSC works, we randomly select 5 samples for each
class from ORL databse to create 200 sample training data set, and select one
sample from 1st class for testing. In this example, we use Eigenfaces method
to extract features, and the reduced dimension of feature vector is 199. Fig. 1a
illustrates the nonnegative coefficient vector by NNLS for a test image from 1st

class and Fig. 1b shows the reconstruction error on each class of this test image.
As we can see, the reconstruction error on 1st class of this test image is minimum,
which means that this test image belong to 1st class.

Table 1. Algorithm – Nonnegative-Least-Square Classifier (NNLSC)

Algorithm – NNLSC
INPUT

– Given training feature matrix Y = [Y1, Y2, ..., YC ] ∈ �k×N from
training feature samples of C classes. These features are obtained
by performing Eigenfaces, Fisherfaces, or Laplacianfaces.

– Feature transformation matrix W ∈ �n×k (k is reduced dimen-
sion).

– Given new input image x ∈ �n.

ALGORITHM

– Calculate projected new sample or feature vector y = WT x ∈
�k and use NNLSC to find nonnegative coefficient vector α̂ with
objective function as:

min
α
‖Y α− y‖2 s.t. α ≥ 0 (7)

– Suppose that α̂ =
[
rT
1 , rT

2 , ..., rT
C

]
, we calculate reconstruction er-

ror on each class as ei = ‖y − Yiri‖2 with i = 1..C.

OUTPUT : x belongs to class jth, where j = arg min
i

(ei).
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(a) The nonnegative coefficient vector α̂ of an test image belonging to 1st class.
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(b) The reconstruction error ei on each class of the test image in (a).

Fig. 1. Example of performing NNLSC on ORL database with Eigenfaces method

3 Experiments on Face Databases

This section evaluates the performance of Eigenfaces [1], Fisherfaces [2], Lapla-
cianfaces [9] with NN, NC, NS and NNLSC classifiers using Yale and ORL
databases. Some sample images from Yale and ORL databases are shown in
Fig. 2 and Fig. 3. The Euclidean metric is used as our distance measure for all
experiments. For those linear subspace methods such as Eigenfaces, Fisherfaces,
and Laplacianfaces, the recognition process basically has three steps. First, we
calculate the face subspace from the training set of face images; then the new
face image to be identified is projected into low-dimensional subspace. Finally,
the new face image is identified by using NN, NC, NS or NNLSC. It should
be noted that in PCA, an upper bound on the dimension of the reduced space
is N − 1, where N is the number of training samples, while the maximum re-
duced dimension of LDA is C − 1, where C is the number of classes or subjects.
Though LPP is considered as unsupervised techniques, in our the experiment
we adapt the supervised versions of these algorithms, details can be found in [9].
The reason we use the supervised versions of LPP for comparison is that LPP’s
performance in supervised mode is better than that in the unsupervised mode.

Fig. 2. Ten images of a person with different facial expressions or configurations from
Yale face database
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Fig. 3. Twenty sample images of two people taken at different constraints (pose, light-
ing, ... ) from ORL face database

3.1 Yale Face Database

The Yale face Database contains 165 grayscale images of size 100× 100 in GIF
format of 15 individuals. There are 11 images per subject, one per different
facial expression or configuration: center-light, w/glasses, happy, left-light, w/no
glasses, normal, right-light, sad, sleepy, surprised, and wink. A random subset
with k(k = 5, 7, 9) images per individual was taken with labels to form the
training set. The rest of the database was considered to be the testing set. 10
times of random selection for training examples were performed and the average
recognition result was recorded. We tested the recognition rates with different
number of training samples and show the best results obtained by Eigenfaces
[1], Fisherfaces [2], and Laplacianfaces [9], with NN, NC, NS, and NNLSC in
Table 2, Table 3, and Table 4. The values in parentheses denote the dimension
of feature vectors for the best recognition accuracy.

Table 2. Comparison of the top recognition accuracy (%) on Yale database with
Eigenfaces method

k NN NC NS NNLSC
5 58.48% (32) 42.12% (39) 63.03% (23) 64.21% (26)
7 57.96% (46) 49.24% (32) 62.88% (66) 65.15% (39)
9 60.61% (8) 55.05% (66) 66.67% (60) 69.17% (39)

Table 3. Comparison of the top recognition accuracy (%) on Yale database with
Fisherfaces method

k NN NC NS NNLSC
5 56.36% (10) 56.97% (10) 59.09% (10) 61.82% (10)
7 58.33% (10) 58.33% (10) 67.42% (10) 69.70% (10)
9 67.17% (10) 68.01% (10) 59.09% (10) 71.21% (10)

Table 4. Comparison of the top recognition accuracy (%) on Yale database with
Laplacianfaces method

k NN NC NS NNLSC
5 67.03% (33) 65.82% (10) 66.36% (14) 69.55% (10)
7 70.91% (16) 69.09% (10) 70.68% (46) 76.14% (10)
9 70.00% (35) 69.09% (8) 70.00% (71) 75.09% (29)
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3.2 ORL Face Database

In the ORL database (http://www.cam-orl.co.uk), there are ten different images
of size 112×92 of each of 40 distinct subjects. For some subjects, the images were
taken at different times, varying the lighting, facial expressions (open / closed
eyes, smiling / not smiling) and facial details (glasses / no glasses). All the
images were taken against a dark homogeneous background with the subjects in
an upright, frontal position (with tolerance for some side movement). A similar
protocol of experiment is performed as that of the Yale database. Comparison
of the top recognition accuracy (%) on ORL database can be seen in Table 5,
Table 6, and Table 7.

Table 5. Comparison of the top recognition accuracy (%) on ORL database with
Eigenfaces method

k NN NC NS NNLSC
3 88.71% (118) 80.96% (112) 88.21% (72) 91.60% (66)
4 92.21% (43) 84.75% (158) 92.67% (38) 95.03% (86)
5 93.30% (184) 84.95% (140) 93.85% (56) 95.75% (51)

Table 6. Comparison of the top recognition accuracy (%) on ORL database with
Fisherfaces method

k NN NC NS NNLSC
3 88.71% (39) 88.79% (39) 89.18% (39) 91.50% (39)
4 92.92% (37) 92.92% (38) 91.67% (37) 94.54% (39)
5 93.33% (39) 93.67% (39) 94.50% (39) 95.83% (34)

Table 7. Comparison of the top recognition accuracy (%) on ORL database with
Laplacianfaces method

k NN NC NS NNLSC
3 87.79% (39) 87.79% (39) 86.21% (94) 88.21% (67)
4 91.33% (39) 91.33% (39) 91.00% (138) 92.75% (142)
5 93.67% (40) 93.00% (39) 93.00% (120) 94.33% (188)

3.3 Result Analysis

Some observations from experimental results can be summarized as follow:

– In general, we can see that our proposed classifier NNLSC outperforms the
other popular classfifiers in term of recognition accuracy on these experi-
ments.

– NN and NS are comparable as the second best method in both Yale and
ORL database.

– In term of time complexity, the ranking order of these classifiers is NN, NC,
NNLSC and NS. This means that the NNLSC runs faster than NS.
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4 Conclusion

In this paper, we have proposed a simple classifier that exploits the sparse rep-
resentation and nonnegative linear combination of face data representation. The
approach gives very promising results on standard databases compared with the
other traditional classifiers. While the current work focuses more on experimen-
tal and intuitive observations, a theoretical investigation need to be done to
support the idea in future work.
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Abstract. Compounds are very common in many kinds of language.
Most of the research in this field is from the view of morphology, while
artificial neural network is seldom concerned. Based on Hopfield model,
we create a novel neural network to simulate the recognition process of
compounds in English and Chinese. Our model is composed of two lay-
ers: abstraction layer and recognition layer. The first layer can extract
the common features of the training samples and represent it as a new
attractor, which can be transferred into the next layer. This step imitates
morpheme abstraction of compounds. Recognition layer is constructed
as an improved Hopfield network, in which two existing attractors can
merge into a new one. This step reflects the cognition of a new compound
when all the morphemes are memorized. One specific example ‘raincoat’
is demonstrated, and the results provide strong evidence to our model.

Keywords: Compounding nouns, Neural network, Hopfield model,
Attractor.

1 Introduction

Compounding is a very important word formation in many kinds of language
and the study of compounds has formed a complete system. Most of research is
focused on morphology, which is mainly manipulated through corpus analysis or
behavioral studies. Gary Libben’ work shows that both semantically transpar-
ent compounds and semantically opaque compounds show morphological con-
stituency. The semantic transparency of the morphological head was found to
play a significant role in overall lexical decision latencies, in patterns of decompo-
sition, and in the effects of stimulus repetition within the experiment [1]. Todd
R. Haskell proposed a new account in which the acceptability of modifiers is
determined by a constraint satisfaction process modulated by semantic, phono-
logical, and other factors [2]. Elena Nicoladis’ research results demonstrated that
children’s knowledge of the meaning of compound nouns is still developing in
the preschool years [3]. Some scholars apply biological method to this problem.
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I. Cunnings measures eye-movements during reading and found that morpholog-
ical information becomes available earlier than semantic information during the
processing of compounds[4]. B. J. Juhasz explored the role of semantic trans-
parency for English compound words, and the analysis of gaze durations revealed
that transparency did not interact with lexeme frequency, suggesting decompo-
sition occurs for both transparent and opaque compounds [5]. There is also some
investigation concerned bilingual study. Nivja H. de Jong uses the association
between various measures of the morphological family and decision latencies to
reveal the way in which the components of Dutch and English compounds are
processed [6]. Elena Nicoladis explores the cues used in acquisition of two se-
mantically similar structures that are ordered differently in French and English:
adjectival phrases and compound nouns [7].

All of the research has obtained much achievement, while they mainly ma-
nipulate from the angle of morphology or behavioral experiment, but the neu-
ral mechanism of these processes are not clear. Since the cognition process is
complicated, it is necessary for us to explore the inner kernel mechanism consid-
ering some real neural functions. Over the past three decades, artificial neural
networks (ANNs), which are non-linear mapping structures based on the func-
tion of human brain, have been applied widely in computational neuroscience.
Among those models, associative memory neural network is typical, which sug-
gests that memories are represented as stable network activity states called
attractors. When a stimulus pattern is presented to the system, the network
dynamics are drawn toward the attractor that corresponds to the memory as-
sociated with that stimulus[8,9,10]. Some attractor networks have been created
to study the problems about language learning[11,12]. In this paper, we bring
forward a new kind of ANN based on Hopfield network, which is a classical as-
sociative memory network, to achieve the recognition of compound in Chinese
and English.

We argue that the recognition process is divided into two steps. First, we
learn each morpheme’s meaning of the compound. We can accomplish this by
abstracting each sense from many memorized compounding words which include
the same morpheme. This step can be interpreted as a new attractor’s formation.
Once achieving the first approach, we can guess the compound’s meaning by
combining each constituent’s sense. In this process we suppose that two existing
attractor can merge into a new one. We also guess that both outcomes in the
two steps can be interpreted as emergence, because they generate new attractor
respectively.

This paper is organized into 4 sections. Section 1 is brief introduction referring
to recent research in compound recognition. In the next section, we first review
the necessary backgrounds of Hopfield network, then our model is proposed and
the details about the learning rules is interpreted particularly. The simulation
result is shown in section 3. In the final section we conclude our idea and discuss
further work.
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2 Model

2.1 Architecture of Network

There are two layers in our model: abstraction layer and recognition layer, and
the neuron numbers in the two layers are equal. Each neuron in abstraction layer
is associated with one unique neuron in recognition layer. The generation in the
first layer will be transferred to the next and the second layer will perform the
final output. The architecture of our model is illustrated in Fig. 1. The learning
rules in each layer is different, which we will explain amply in the next two
subsection.

The structure of each layer is the same as classical Hopfield neural network,
which consists of N fully connected binary neurons [8,13]. Each neuron i has two
states: si = 0 (not firing) and si = 1 (firing). When neuron i has a connection
made to it from neuron j, the strength of connection is defined as wij (Noncon-
nected neurons have wij ≡ 0). The instantaneous state of the system is specified
by listing the N values of si, so it is represented by a binary word of N bits.

The state changes in time according to the following algorithm. For each
neuron i, there is a fixed threshold θi, neuron i readjusts its state randomly in
time but with a rate wij , setting as

si =

⎧⎨⎩
1 if

∑
i=j

wijsj > θi

0 if
∑
i=j

wijsj < θi
(1)

∑
i=j

wijsj is the net input to neuron i. The input to a particular neuron arises

from the current leaks of the synapses to that neuron, which influence the cell
mean potential. The synapses are activated by arriving action potentials.Thus
each neuron randomly and asynchronously evaluates whether it is above or below
threshold and readjusts accordingly.

2.2 Learning Rule in Abstraction Layer

In the former theory of neural networks the weight wij is considered as a param-
eter that can be adjusted so as to optimize the performance of a network for a
given task. In our model, we assume that the weight will be updated according
to Hebbian learning rule [14], i.e. the network learns by strengthening connec-
tion weights between neurons activated at the same time. It can be written as
following:

Δwij =

⎧⎪⎪⎨⎪⎪⎩
η · wij − d, if Si = 1, Si = 1
−η · wij − d, if Si = 1, Si = 0
−η · wij − d, if Si = 0, Si = 1

−d, if Si = 0, Si = 0

(2)

here, 0 < η < 1 is a small constant called learning rate. The parameter d is a
small positive constant that describes the rate by which wij decays back to zero
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Fig. 1. The structure of model: abstraction layer (first layer) and recognition
layer(second layer). Neurons in each layer are fully connected and they have two states:
‘0’ and ‘1’. The two layers have equivalent N neurons and the connections of neurons
between layers are one-to-one.

in the absence of stimulation. Of course, equation (2) is just one of the possible
forms to specify rules for the growth and decay of the weights, and there are
some difference with the other forms of Hebbian rule [15].

From the formula (2) we can see that synaptic efficacy wij would grow with-
out limit if the same potentiating stimulus is applied over and over again. A
saturation of the weights should be consider. On the other hand, the synaptic
efficacy wij should be non-negative. These two restrictions can be achieved by
setting:

wij(t + 1) =

⎧⎨⎩ 1, if wij(t + 1) > 1
wij(t + 1), if 0 ≤ wij(t + 1) ≤ 1

0, if wij(t + 1) < 1
(3)

2.3 Learning Rule in Recognition Layer

The learning rule in recognition performs according to Hebbian rule, which is
an instance of an unsupervised learning procedure. In Hebbian learning, weights
between learning neurons are adjusted so that each weight better represents the
relationship between the neurons. Neurons which tend to be positive or negative
at the same time will have strong positive weights while those which tend to
be opposite will have strong negative weights. Neurons that are uncorrelated
will have weights near zero. For example, if two neurons A and B are often
simultaneously active, Hebbian learning will increase the connection strength
between the two so that excitation of either one tends to cause excitation of
the other. On the other hand, if neurons A and C were of opposite activations
at all times, then Hebbian learning would gradually decrease the connection in
between below zero so that an excited A or C would inhibit the other.
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Formally, Hebb’s rule for the modification of a weight wij from neuron i to j
with a learning rate η is defined as

Δwij = ηsisj (4)

Hebbian learning has four features interesting to the cognitive scientist: first
it is unsupervised; second it is a local learning rule, meaning that it can be
applied to a network in parallel; third it is simple and therefore requires very
little computation; fourth it is biologically plausible.

The connectivity wij in traditional Hopfield’s model is defined as

wij =
L∑

μ=1

ξμ
i ξμ

j (5)

It implies that all the information about the patterns to be memorized has
been captured in the network. In our model, we use an improved form, which
represents an optimal learning rule for associative memory networks [16,17].

wij =
1

Np(1− p)

L∑
μ=1

(ξμ
i − p)(ξμ

j − p) (6)

ξμ
i ( = 1, . . . , L ) denote patterns to be memorized, L is the number of patterns.

The variable p represents the mean level of activity of the network for L patterns.

3 Simulation

Using our model, we will demonstrate the cognition process of a English com-
pound — ‘raincoat’, whose Chinese meaning is ‘ ’. ‘rain’ and ‘coat’ are two
nouns, which means ‘ ’ and ‘ ’ respectively in Chinese. In our simulation, we
suppose these two words are unknown initially, while the network can learn them
by itself after being trained with some other compounding nouns which contain
the constituents — ‘rain’ or ‘coat’. Since the network has memorized the two
words’ English and Chinese meaning, the new compound ‘raincoat’ is input to
the network to test whether it can be recognized.

There are two groups of neurons in our model, denoting G1, G2. Neurons in G1
are laid to a 16×68 matrix, representing English compounding nouns. G2 consists
of 512 neurons, which are laid to a 16× 32 matrix, to express the corresponding
meaning of Chinese. The photographed letter or character is decomposed into
pixels, and the value at each pixel corresponds to the value of a neuron in the
network.

Our model implements three steps as follow. First, we train the network with
the seven particular samples, which share the same part of ‘rain’ and its corre-
sponding Chinese meaning ‘ ’. The samples are displayed in Fig.2. The training
will not stop until the network can produce a stable output. Next, the output
in the first layer is considered to be an input into the next layer as a pattern to
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Fig. 2. Seven samples to be trained. All of the samples share the same part of ‘rain’
and its corresponding Chinese meaning.

be memorized. Since the two layers have equivalent neurons, the value of each
neuron in abstraction layer is passed to its counterpoint in recognition layer. Fi-
nally, we present a new pattern ‘raincoat’ into the recognition layer, where the
attractors are already in existence, to test whether the network can respond as
‘ ’ exactly. The values of parameters are set as: η = 0.09, d = 0.5, θ = 50. The
network is trained 60 times with samples selected from the training sample set
arbitrarily and the original weights are set randomly. We display the simulation
result step by step. The training outcome in abstraction layer is demonstrated
in Fig. 3. We can find that as training time increases, the different parts of the
samples vanish gradually, and the common feature, i. e. ‘rain’ and ‘ ’, are pre-
served. After training 60 times, the model can come out a steady output, which
means a new attractor has engendered in the network.

Fig. 3. The output of abstraction layer. As training proceeds, the discrepancy in the
samples dies down gradually, and the uniform part are preserved. After training 60 times,
the model can produce a stable output, which means a new attractor is generated.

As soon as the novel attractor is formed, it can be transferred to the second
layer automatically. In the recognition layer, there is already an attractor —
‘coat’ memorized in our model, which is shown in Fig. 4, with implication that
there are two patterns in the recognition layer in total. (The formation of this
attractor is the same as ‘rain’, i. e., we can abstract this meaning through many
compounds including morpheme ‘coat’. For simplification, we don’t describe the
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Fig. 4. The other attractor memorized in recognition layer — ‘coat’ and its correspond-
ing Chinese meaning

Fig. 5. The input and its final output of recognition layer. the unlearned compound
‘raincoat’ is not memorized in the network, but it has been recognized correctly. This
result implies a new attractor is produced again.

details here.) ‘raincoat’ is a totally unconversant sample for the network, and the
network didn’t store this pattern. According to traditional Hopfield network’s
theory, it can’t produce a stable or meaningful output. But our simulation result
make a conflict with this conclusion. The input and final output is shown in Fig.
5. We can see ‘raincoat’ can be recognized by the network, and the Chinese
meaning ‘ ’ is correct, which implies that the model can generate a new
attractor by itself. Besides, the new attractor integrates the information of the
former attractors and stimulates the inactive part again, so we suppose it is the
mergence of the two existing attractors. The simulation result can interpret the
recognition process of compounding nouns: extracting each uniform constituent
from concrete compounds which contain the same morpheme, then integrating
all of the constituents and comprehending the new word.

4 Discussion

In this paper, we bring forward a novel neural network, which can simulate
the recognition process of compounding nouns. In this model, especially in the
abstraction layer, learning rule plays a key role. We consider two broad classes
of operations dominate the approach: hypothesis elimination and associative
learning. On the one hand, the features that all samples cover are called essential
features, and the connections between neurons which represent the essential
features will be strengthened during the training process. Associative learning
works. On the other hand, the connections between individual features and that
between individual features and essential features become weaker and weaker
gradually. Hypothesis elimination works. These two operations can be precisely
described by Hebbian learning rule. So Hebbian learning rule may be the neural
mechanism of compound cognition in certain condition.

From the viewpoint of complexity theory, we can also find some evidence
supporting our idea. In the recognition layer, the model behaves as an associative
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memory when the state space flow generated by the algorithm is characterized
by a set of stable fixed points. If these stable points describe a simple flow in
which nearby points in state space tend to remain close during the flow, then
initial states that are close to a particular stable state and far from all others
will tend to terminate in that nearby stable state. As we mentioned above, each
attractor has its own basin of attraction, and sometimes they have overlap partly.
When the initial state is located in such region, which fixed point might it reach
at last? The final result of our simulation throws light on this problem: it will
arrive at neither of the fixed points but generate a new attractor instead. We
also guess that both outputs in the two layers can be interpreted as emergence,
because they generate new attractor respectively.

There are still further steps in our work. Our model can demonstrate the cog-
nition of compounds whose meaning can be inferred directly only by integrating
each morpheme’s sense. It is well known that the classifications of compounds
according to the classes of words are diversiform, besides, the relations between
morpheme and compounds are very complicated. Compounds may be distin-
guished from free phrases on phonological, semantic, grammatical and ortho-
graphical features. There are still some compounds including two interpretable
parses (e.g., ‘rainbow’), yet they has extended the integrated meaning of each
morpheme. The facts suggest that morphological parsing does not simply divide
a word into its constituents and combine the meanings easily, in this case, more
kinds of factors and more complex mechanisms should be considered.
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Abstract. Small sample size (SSS) problem is usually a limit to the
robustness of learning methods in face recognition. Especially in the
quadratic discriminant functions (QDF), too many parameters need to
be estimated and covariance matrix of a class is usually singular. In order
to overcome the SSS problems, we proposed a novel approach called or-
thogonal quadratic discriminant functions (OQDF). The OQDF assumes
probability distribution functions of each two classes of face images have
a uniform shape. Then, three OQDF models are developed. The Lapla-
cian smoothing transform (LST) and Fisher’s linear discriminant (FLD)
are employed to preprocess the face images for the OQDF classifier. Fi-
nally, we evaluate our proposed algorithms on two face databases, ORL
and Yale.

Keywords: Orthogonal quadratic discriminant functions (OQDF), mod-
ified quadratic discriminant function (MQDF), small sample size (SSS),
face recognition (FR), Laplacian SmoothingTransform(LST), Fisher’s lin-
ear discriminant(FLD).

1 Introduction

Face recognition has been an active research point in pattern recognition field for
several decades. Statistical approaches, neural network approaches [1], support
vector machine (SVM) [2] have all been well studied on this problem. Among
all these approaches, the statistical approaches are always favored in practical
applications, due to their robust characteristic and simple training schemes.

Quadratic discriminant function (QDF) is one of the most commonly used
nonlinear techniques for pattern classification. In the QDF framework, the class
conditional distribution is assumed to be Gaussian, however, with an allowance
for different covariance matrices. Due to the fact that many free parameters are
to be estimated (C covariance matrices, where C denotes the number of classes),
QDF is susceptible to the so-called small sample size (SSS) problem in which
the number of training samples is smaller or comparable to the dimensionality
of the sample space.
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The modified QDF (MQDF) proposed by Kimura et al. [3] aims to improve the
computational efficiency and classification performance of the QDF via eigen-
value smoothing. It has been extremely successful and widely used for handwrit-
ten character recognition [4]. Alternatively, the regularized discriminant analysis
(RDA) of Friedman [5] improves the performance of QDF by adding a small mul-
tiple of the identity matrix to the covariance matrix.

Due to the SSS problem to the QDF approaches, few QDF based algo-
rithms were implemented for face recognition. But, the regularized direct QDA
(RDQDA) [6] and Kernel quadratic discriminant analysis (KRQDA) [7] are two
exceptions. The RDQDA employed the D-LDA [8] to reduce dimension first,
then used the RDA to train. The KRQDA replaced D-LDA with kernel machine.
However, these two approaches have been implemented based on the dimension
reduction techniques. Both of them didn’t provide the advantages over other
classifiers. Actually, their advantages might due to efficient feature extraction
strategies.

In this paper, we assume probability distribution functions of each two classes
of face images have a uniform shape. An efficient strategy can be implemented
to accelerate the computation. The quadratic discriminant functions under this
assumption is called orthogonal quadratic discriminant function (OQDF). Unlike
the QDF, regularized QDF and MQDF, the OQDF set the covariance matrices
with same eigenvalues.

To extract features of the face images, we just select the two step feature
extraction model, i.e., Laplacian smoothing transform (LST) [9] plus Fisher’s
Linear Discriminant [10].

The rest of this paper is organized as follows. The QDF and MQDF are
reviewed briefly in section 2. In section 3, the proposed OQDF is deduced. Section
4 presents the experimental results. Finally, a conclusion is given in Section 5.

2 QDF and Modified QDF

Based on Bayesian decision rule, used to classify the input pattern to the class as
maximum a posteriori (MAP) probability, the quadratic discriminant function
(QDF) is obtained under the assumption of multivariate Gaussian densityfor
each class. The MQDF proposed by Kimura et al. [3] makes a modification to
the QDF by K-L transform and smoothing the minor eigenvalues to improve its
computation efficiency and classification performance.

2.1 QDF

Consider a C class problem. Let X = (x1, . . . , xN ) denote N training samples,
each xi with dimension d. The QDF is obtained by

g0(x, ωi) = (x− μi)T Σ−1
i (x− μi) + log |Σi| (1)

where μi and Σi denote the mean vector and the covariance matrix of class ωi.
The QDF can be used as a distance metric in the sense that the class of minimum
distance is assigned to the input pattern.
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By K-L transform, the covariance matrix can be diagonalized as

Σi = ΦiΛiΦ
T
i , (2)

where Λi = diag[λi1, . . . , λid] with λij , j = 1, . . . , d, being the eigenvalues (or-
dered in decreasing order) of Σi and Φi = [φi1, ..., φid] with φij , j = 1, . . . , d,
being the ordered eigenvectors. Φi is orthogonal (unitary) such that ΦT

i Φi = I .
According to Eq. (2), the QDF can be rewritten in the form of eigenvectors

and eigenvalues as

g0(x, ωi) = [ΦT
i (x− μi)]T Λ−1

i [ΦT
i (x− μi)] + log |Λi|

=
d∑

j=1

1
λij

[φT
ij(x− μi)]2 +

d∑
j=1

log λij . (3)

2.2 MQDF

By replacing the minor eigenvalues with a constant σi in Eq. (3), the MQDF is
obtained as

gm(x, ωi) (4)

=
k∑

j=1

1
λij

[φT
ij(x− μi)]2 +

k∑
j=1

log λij +
d∑

j=k+1

1
σi

[φT
ij(x − μi)]2 + (d− k) log σi

=
1
σi
‖x− μi‖2 +

k∑
j=1

(
1

λij
− 1

σi
)[φT

ij(x − μi)]2 +
k∑

j=1

log λij + (d− k) log σi,

where k denotes the number of principal eigenvectors. Eq. (4) utilizes the in-
variance of Euclidean distance:

dE(x, ωi) = ‖x− μi‖2 =
d∑

j=1

[φT
ij(x− μi)]2. (5)

Since the training of the QDF classifier always underestimate the patterns eigen-
values by limited sample set, the minor eigenvalues become some kind of unstable
noises and affect the robustness of classifier. By smoothing them in the MQDF
classifier, not only the classification performance is improved, but also the com-
putation time and storage for the parameters are saved.

The parameter σi can be set to a class-independent constant as proposed by
Kimura et al. [3] (called as MQDF2). Moghaddam and Pentland [11] used a
class-dependent constant calculated by the average of minor eigenvalues (called
as MQDF3):

σi =
tr(Σi)−

∑k
j=1 λij

d− k
=

1
d− k

d∑
j=k+1

λij , (6)
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where tr(Σi) denotes the trace of covariance matrix. [4] and [12] found that the
performance is superior when setting the constant class independent rather than
class-dependent.

The QDF can be also combined with the regularized discriminant analysis
(RDA) by interpolating the covariance matrices and then replacing the minor
eigenvalues with the average in the complement subspace. We call the QDF
combine with the RDA as QDF-R [6]. By the RDA, the covariance matrix is
interpolated with an identity matrix by

Σ̂i = (1− γ)Σi +
γ

d
tr(Σi)I, (7)

where 0 < γ < 1.

3 Orthogonal Quadratic Discriminant Functions (OQDF)

The MQDF2 obtained a good performance on the handwritten recognition. How-
ever, the number of principle eigenvectors k is hard to determined in advance.
On the other hand, the MQDF model still has many parameters to be estimated.
To overcome the shortcomings, we would like to improve the QDF approach and
propose an orthogonal quadratic discriminant functions (OQDF) in this paper.

3.1 Motivations

Like the QDF and MQDF, the OQDF also assumes that the underlying density
function is Gaussian. Furthermore, the OQDF assumes the underlying density
functions of each two classes have a uniform shape. By taking an orthogonal
transformation: such as rotating, reflecting and translating on class ωa, we can
obtain another class ωb.

Mathematically, we can define an equivalent relation between two classes

ωa ∼ ωb, (8)

if there exists an orthogonal matrix Γ1 and a vector v, s.t., ∀x ∈ Rd

P (Γ1x + v|ωa) = P (x|ωb). (9)

The reflexivity, symmetry and transferability are easily proved. This equivalent
relation is called Uniform Shape Distribution (USD) in this paper.

Theorem 1. ωa ∼ ωb ⇔ Λa = Λb.

3.2 OQDF

Λi in Eq.(2) is replaced with Λnew
i = Λnew = diag{σ1, σ2, . . . , σd, }. Then Eq. (3)

is rewritten as

g3(x, ωi) =
d∑

j=1

1
σj

[φT
ij(x− μi)]2 +

d∑
j=1

log σj . (10)
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As
∑d

j=1 log σj is independent of class label, then Eq. (10) can be simplified as

g4(x, ωi) =
d∑

j=1

1
σj

[φT
ij(x− μi)]2. (11)

The covariance matrix of ωi satisfies Rank(Σi) ≤ min(ni − 1, d). For efficient
computation, let k = min(nmin−1, d), where nmin = mini(ni), the Eq. (11) can
be rewritten as

go(x, ωi) =
1
σ
‖x− μi‖+

k∑
j=1

(
1
σj
− 1

σ
)[φT

ij(x− μi)]2. (12)

Eq. (12) is the proposed Orthogonal quadratic discriminant functions
(OQDF).

We developed three models, which are listed as follows

OQDF-M: σj = (
1
N

C∑
i=1

niλij)γ1 , (13)

OQDF-E: σj = (1 + e−γ2j)1/γ2 , (14)

OQDF-L: σj =
1

1 + γ3j
, (15)

where 0 < γ1, γ2, γ3 < 1. And σ = 2σk.
The minimum classification error (MCE) criterion can be adopted to optimize

the parameters of OQDF as in [13]. In this paper, we didn’t implement the MCE
for training the OQDF, instead we just justify the basic OQDF.

3.3 Efficient Computation

In the face recognition problem, the samples often have high dimensional fea-
tures. The covariance matrix Σi of class ωi is with size of d × d, where d is the
feature dimension. If d > ni, ni is the number of samples in ωi, then the K-L
transform can be accelerated.

Let matrix Ai = [x1−μi, x2−μi, . . . , xni −μi], then Σi = AiA
T
i . Assume λij

and φ̄ij are eigenvalue and eigenvector of AT
i Ai, then λij and φij = Aiφ̄ij are

eigenvalue and eigenvector of matrix Σi respectively, since

AT
i Aiφ̄ij = λij φ̄ij ⇒ AiA

T
i (Aiφ̄ij) = λij(Aiφ̄ij). (16)

This strategy has been adopted in the famous approach, Eigenfaces [17], for
face recognition. In this way, the computational complexity can be reduced from
O(d3) to O(n3

i ).
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4 Experiments and Discussions

To justify the proposed OQDF for face recognition problems, we compare the
OQDF with some well known classifiers and improvements of the QDF. These
approaches are listed in table 1. The Libsvm toolbox for matlab is used to train
the SVM classifiers.

Table 1. Classifiers for comparision

Classifer Descriptions
NN Nearest Neighbor classifier [15].
NC Nearest Centroid classifier by Eq.(5)

SVM-L SVM with linear kernel, K(x, x′) = xT x′, [16]
SVM-R SVM with RBF kernel, K(x, x′) = e−‖x−x′‖2/2σ2

QDF the basic QDF
QDF-R γ = 0.01 (Eq. (7)) for all experiments.
MQDF3 k is determined by cross validation [11].
MQDF2 k and σi are determined by cross validation [3].
OQDF-M γ1 = 0.3 for all experiments.
OQDF-E γ2 = 0.2 for all experiments.
OQDF-L γ3 = 0.5 for all experiments.

(a) ORL (b) Yale

Fig. 1. Samples from ORL and Yale databases

4.1 Experimental Setup

In order to evaluate the proposed face recognition system, our experiments are
conducted on two benchmark face databases: 1)The Olivetti Research Labora-
tory (ORL) database, 2) The Yale database. Fig. 1 shows some sample images
from the ORL and Yale face database.

All the images were normalized to unit first before feature extraction. And the
LST+FLD are employed to do feature extraction for all the compared classifiers
on the two face databases.

4.2 Comparisons on ORL and Yale Database

Two small face databsets, ORL and Yale, are used to evaluate the classifiers.
The ORL database contains face images from 40 individuals, each providing 10
different images. For some subjects, the images were taken at different times.
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Table 2. Comparison on the ORL Database(mean±std-dev%). d = 20.

Classifier G2/P8 G3/P7 G4/G6 G5/P5 G6/P4 G7/P3 G8/P2
NN 20.0±2.9 9.6±1.9 5.8±1.8 3.3±1.3 2.7±1.6 2.1±1.1 1.1±1.1
NC 20.0±2.8 11.3±2.4 6.2±2.1 3.9±1.4 2.8±1.4 2.5±1.5 1.3±1.2

SVM-L 20.2±2.9 11.4±2.3 6.1±1.9 3.5±1.4 2.8±1.3 2.1±1.1 1.1±1.2
SVM-R 20.1±2.9 11.4±2.3 5.8±1.9 3.1±1.2 2.4±1.3 1.8±1.1 0.9±1.0
QDF 89.5±2.0 84.9±2.4 79.4±2.6 73.9±2.4 71.0±3.5 67.5±4.7 64.9±4.6

QDF-R 43.7±6.6 22.2±6.6 10.0±3.3 5.0±1.8 3.6±1.7 2.8±1.5 1.4±1.3
MQDF3 65.4±8.5 53.6±8.6 39.2±7.6 32.3±6.1 28.4±6.5 24.5±6.2 20.8±6.0
MQDF2 20.4±2.5 11.7±2.3 6.2±1.9 3.6±1.5 2.7±1.5 2.0±1.2 0.9±1.2
OQDF-M 20.0±2.8 9.3±2.0 5.3±1.8 3.2±1.5 2.3±1.3 1.4±1.0 0.7±1.1
OQDF-E 19.9±2.8 9.3±1.9 5.3±1.5 3.2±1.5 2.4±1.5 1.4±1.0 0.8±1.0
OQDF-L 19.8±2.8 9.2±1.9 5.3±1.6 3.1±1.4 2.3±1.5 1.4±1.0 0.7±0.9

Table 3. Comparison on the Yale Database(mean±std-dev%). d = 14.

Classifier G2/P9 G3/P8 G4/G7 G5/P6 G6/P5 G7/P4 G8/P3
NN 16.0±3.6 9.0±2.6 5.6±2.2 4.1±2.1 2.7±1.6 3.0±2.0 2.0±2.2
NC 13.8±3.5 8.4±2.5 5.2±2.2 4.0±1.7 2.5±1.7 3.1±1.8 2.1±2.0

SVM-L 12.4±3.0 8.8±2.4 5.5±2.2 4.0±2.1 2.7±1.6 3.0±1.9 2.3±2.3
SVM-R 14.9±3.2 8.8±2.4 5.6±2.2 4.0±2.0 2.7±1.6 2.9±1.9 2.2±1.9
QDF 63.2±9.4 22.2±7.0 21.3±12.9 22.0±17.1 20.0±24.3 23.7±23.4 35.6±32.8

QDF-R 17.2±3.4 10.7±2.9 11.1±17.2 6.8±2.1 6.0±2.7 6.5±2.8 3.6±3.3
MQDF3 29.0±8.2 19.4±5.6 14.3±6.3 12.2±4.3 12.7±5.4 12.7±5.7 15.2±8.8
MQDF2 16.7±3.5 9.8±2.6 10.8±17.2 6.8±2.3 6.0±3.1 7.2±3.4 6.8±4.1
OQDF-M 13.8±3.6 8.4±2.4 5.2±2.3 3.7±1.9 2.5±1.4 2.9±1.8 1.9±2.0
OQDF-E 13.6±3.5 8.3±2.3 5.1±2.2 3.7±1.8 2.5±1.4 3.0±1.8 1.8±1.9

OQDF-L 13.8±3.6 8.3±2.3 5.3±2.2 4.0±2.1 2.7±1.5 3.2±2.0 2.0±2.2

The images were taken with a tolerance for some tilting and rotation of the face
of up to 20 degrees. Moreover, there is also some variation in the scale of up to
about 10 percent.

Yale database contains 165 face images from 15 individuals, each providing
11 different images with different facial expression or configuration: center-light,
w/glasses, happy, left-light, w/no glasses, normal, right-light, sad, sleepy, sur-
prised, and wink.

The LST+FLD dimensionality reduction approach is employed to extract
efficient features before training. For each Gp/Pq, we average the results over
50 random splits and report the mean as well as the standard deviation. Tables
2 and 3 show the results of different numbers of training samples on ORL and
Yale databases. The experimental results show that the three OQDF classifiers
have much lower error rates than the traditional QDF, MQDF approaches and
nearest neighbor (NN), nearest centroid (NC). The OQDF classifers are even
superior to the SVM classifiers in most cases.
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5 Conclusions

We proposed a new quadratic discriminant function, the orthogonal quadratic
discriminant functions (OQDF), for face recognition. The covariance of each
class ωi is constraint to be Σi = ΓiΛΓ T

i , where Γi is an orthogonal matrix and
Λ is a diagonal matrix independent of class. Compared to the traditional QDF
and MQDF models, the OQDF has much fewer parameters to be estimated. All
experiments show that the three OQDF approaches have much lower error rates
than the MQDF2 and the QDF-R model. The OQDF even outperforms the NN,
NC and SVM classifiers on the two databases. The assumption of the OQDF
can also be regarded as a regularizer for the classification models to solve the
SSS problem.

However, the OQDF-E and OQDF-L models are not optimal models. The
optimal σj can be found by some training algorithms, such as the MCE rule as
in [4] (refer to Appedix).
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Appendix: Discriminative Learning (DL) OQDF

Φi and μi can be trained also, however, due to the SSS problem, we only train
σj .

Suppose {xn, yn}N
n=1 are N training samples, w = [w1, w2, . . . , wk+1]T , with

wj = 1
σj

, j = 1, 2, . . . , k and wk+1 = 1
σ . Let pi

n = [pi
n1, p

i
n2, . . . , p

i
n(k+1)]

T , where

pi
nj = [φT

ij(x− μi)]2, j = 1, 2, . . . , k, (17)

and

pi
n(k+1) = ‖x− μi‖ −

k∑
j=1

[φT
ij(x− μi)]2. (18)

The OQDF decision function, as given in Eq. (12), can be rewritten as

g(xn, ωi, w) =
k+1∑
j=1

wjp
i
nj = wT pi

n. (19)

We aim to find an optimal w, s.t.

g(xn, ωc, w) < g(xn, ωi, w), if xn ∈ ωc. (20)

The misclassification measure of a pattern xn from class ωc is given by

h(xn, w) = g(xn, ωc, w) − ḡ(xn, ωc, w) (21)

where
ḡ(xn, ωc, w) = [

1
C − 1

∑
i=c

(wT pi
n)−η]−

1
η , (η > 0). (22)

When approaches η infinity, the misclassification measure becomes

h(xn, w) = g(xn, ωc, w) − g(xn, ωr, w), (23)

where is the discriminant function of the closest rival class:

g(xn, ωr, w) = min
i=c

g(xn, ωi, w) (24)



Orthogonal Quadratic Discriminant Functions for Face Recognition 475

The simplification of misclassification measure by setting η → ∞ is helpful to
speed up the learning process by stochastic gradient descent, where only the
parameters involved in the loss function are updated on a training pattern.
Embedding h(xn, w) into a sigmoid function, we get a continuous loss function
e(xn, w) with respect to w,

e(xn, w) =
1

1 + e−αh(xn,w) , (α > 0). (25)

The empirical loss on the whole training set X is the summarization of the
individual loss

E(X, w) =
N∑

n=1

e(xn, w). (26)

E(X, w) is then minimized using a generalized probability descent (GPD) al-
gorithm. The OQDF-E model is taken as the initial w, and gradually better
estimated is obtain by an iterative training scheme

wt+1 = wt − εt∇E(X, wt). (27)

According to derivation rules,

∂E(X, w)
∂w

=
N∑

n=1

∂e(xn, w)
∂h(xn, w)

· ∂h(xn, w)
∂w

, (28)

where
∂e(xn, w)
∂h(xn, w)

= αe(xn, w)(1 − e(xn, w)), (29)

∂h(xn, w)
∂w

= pc
n − pr

n. (30)
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Abstract. A Kohonen network, also called Self-Organizing Map (SOM),
is a competitive learning network, and is appropriate for solving an image
compression problem owing to its ability to generate high-quality com-
pressed images. However, SOM has a large computation cost, making it
impractical due to a lengthy training process. Hence, the Hierarchical
Self-Organizing Map (HSOM) had been presented and found to reduce
computation cost. Although a hierarchical architecture speeds up SOM,
HSOM is still not practical enough because of a high compression cost.
Therefore, this investigation employs a hybrid scheme to increase the
efficiency and effectiveness of HSOM. Simulation results reveal that the
proposed algorithm is much more efficient and effective than other algo-
rithms, such as LBG, SOM, and HSOM.

Keywords: image compression, vector quantization, SOM, HSOM.

1 Introduction

Internet use has grown exponentially in recent years. However, restrictions of
network bandwidth and storage space limit the size of files transmitted across
the Internet. In summary, the file size must remain small in order to maintain a
fast response after “click”, making image compression into a widely researched
topic. Image compression approaches are classified as lossy and lossless. The
conventionally utilized lossy method is Vector Quantization (VQ) [1], [2], since
VQ approaches generate compressed images with high compression ratio and
high image quality. For instance, the color level of a gray uncompressed image
is 8bpp (bits/pixel). By contrast, a compressed image with a size of 512×512
generated by VQ approaches with vector of 4×4 and a codebook size of 1024,
has a low bit rate is about 0.625 bpp. The small index-book is valuable for fast
transmission in the cyberspace. Correlative researchers have developed various
VQ approaches, including LBG [3], SOM [4], [5], [6], [7] and HSOM [8]. The
most popular VQ scheme is Self-Organizing Map (SOM), since it discovers bet-
ter codebooks than other VQ approaches. However, SOM approaches have high
computation cost, making them impractical despite obtaining high-quality com-
pressed images. Therefore, this investigation proposes a hybrid scheme involving
LBG and an Improved SOM based on an Asymmetric hierarchical architecture.

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 476–485, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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The proposed approach is called “LISA”. The rest of this paper is organized as
follows. Section 2 introduces the above VQ algorithms. Section 3 then describes
the proposed method in detail, including its concept and step-by-step procedure.
Next, Section 4 summarizes the simulation results of PSNR and execution time.
Conclusions are finally drawn in Section 5.

2 Related Works

This section presents the essential concepts of Vector Quantization; describes
several well-known VQ techniques, namely LBG, SOM and HSOM, and briefly
summarizes their strengths and weaknesses. Finally, the common definitions of
image quality measures are shown.

Fig. 1. The image compression process in the neural network system

Fig.1. illustrates the image compression process in the neural network sys-
tem. Vector Quantization, which is adopted mainly to design codebooks, is a
widely-employed lossy compression method that can decrease the compression
rate and preserve good quality following compression. Fig. 2 depicts the coding
process of VQ. An N×N gray image is first divided into n×n blocks, forming a
block set V, which is converted into code-vectors, as V = v1, v2 , . . . ,vn×n. A
codebook M is composed of k code-words, M = CB1, CB2 , . . . ,CBk , where
CBk indicates the kth code-vector in the codebook. A code-vector represents an
index-value in the index-book. When transmitting images in the network, only
the codebook and the index-book need to be transmitted, rather than entire
pixels of original image, thus lowering the storage space and transmission time.

The LBG algorithm, also called K-means, was first developed by Linde Y.,
Buzo A. and Gray R.M. in 1980, and has two major steps, namely data grouping
and updating centroid. In summary, LBG assigns code-vectors in the codebook
by continuously comparing the distance between the training dataset and cen-
troid of the group until the variation of average distortion is below the stopping
threshold. The simplicity of the LBG algorithm means that it can obtain the
codebook efficiently. However, choosing an initial codebook randomly may cause
the algorithm to fall into a local optimum, possibly making the final result
unstable.
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Fig. 2. The coding process of VQ

Fig. 3. The operation of “neighborhood” in SOM

Kohonen proposed a Self-Organizing Map (SOM) for unsupervised neural
networks in 1980. Although SOM is a competitive learning network, it is not
based on “winner takes all”. SOM utilizes the concept of “neighborhood”, in
which neurons neighboring the winning neuron are also activated. Fig.3. dis-
plays the concept of the “neighborhood” of SOM. The neighborhood is typically
obtained by a Gaussian function. Overall, SOM usually produces good results,
but has to perform a full search on the training data set, and therefore incurs a
fairly high computation cost.

Hierarchical Self-Organizing Map (HSOM) was proposed by Barbalho
in 2001. Importantly, HSOM can decrease the time complexity of SOM from
O(n) to O(log n). However, HSOM still has the limitation that each sub map
has the same size, making it liable to fall into local optima. Furthermore, the
data distribution of HSOM cannot be represented effectively. Some objective
measures of verifying the compressed image quality are adopted. For instance,
mean square error (MSE) and Peak Signal-to-Noise Ratio (PSNR) are commonly
used, and are formulated as follows.

PSNR = 10× log10(
2552

MSE
) (1)
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MSE =
1

M ×N

M−1∑
x=0

N−1∑
y=0

[Î(x, y)− I(x, y)]2 (2)

3 The Proposed Algorithm

The standard Hierarchical SOM is framed in a symmetric architecture of two
levels with a 1-D string neural network. Therefore, the neuronal number in the
first level is equal to that in each sub-group in the second level. Fig. 4 depicts
this concept of symmetric two levels HSOM, and N = M in traditional HSOM.
The proposed algorithm performs three major steps to accelerate HSOM and
enhance quality. The first major step, to speed up the entire training process,
is described as follows. An asymmetric structure (N>M ) is adopted. All data
vectors are split into many sub-groups in level 1, leaving only few data vectors
in each sub-group of level 2. This approach speeds up the training process of
level 2 successfully, but the large number of neurons in the first level causes
a lengthy training process in level 1. To eradicate this problem, the proposed
algorithm utilizes only few data vectors that generated by LBG algorithm with
stopping threshold ε=0.01 to train neural map, thus significantly reducing the
computational cost of the training process in level 1. The next section lists the
parameters of numbers of neurons at level 1, and of important data vectors be
selected.

Fig. 4. The architecture of HSOM

The second major step is to employ a modified SOM algorithm rather than
conventional SOM to accelerate the training process of each group. The num-
ber of training epochs for conventional SOM needs to be set in advance, and is
fixed for each group. In summary, each group has various distributions. Notably,
there are N + 1 groups in the two levels hierarchical architecture. Therefore,
training iterations of each group could be expected to be different. To over-
come this problem, the proposed method calculates the average distortion after
completing each training iteration, and employs Eqn. (3) to derive the stopping
threshold ε representing the variation of average distortion. The average distor-
tion is determined by Eqn. (4), where x num denotes the number of samples.
Finally, the training is completed if ε is less than a pre-setting value that would
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be discussed in next section. This stopping mechanism is similar to that of the
LBG algorithm, except our proposed scheme has a limit of at most 500 epochs.
Notably, it is necessary to avoid trapping a infinite loop.

ε = |D̄(t)− D̄(t + 1)
D̄(t)

| (3)

D̄(t) =
∑

d(x, centroid(x))
x num

(4)

The third major step solves the problem that the fixed neuronal number in
each sub map may cause the algorithm to fall into a local optimum. A dynamic
scheme that assigns neuronal number within the proportion of squared Euclidean
distance of each group in second level, and with a limit of at least 1, is utilized.
Eqn. (5) represents the squared Euclidean distance, where i denotes the vector
number; r indicates the dimension of vector, and all data vectors are in �4×4

herein; c is the centroid of the cluster. Eqn. (6) computes the number of neurons
(Ng) in each sub-group, where g devotes gth sub-group.

d =
n∑

i=1

4×4∑
r=1

(xir − cr)2 (5)

Ng =
[

dg∑
dg
× codebook size

]
(6)

The procedure of LISA algorithm can be described step by step below:

1. Initialize all parameters including ε: Stopping threshold, N : neuronal number
of first level, k : number of cluster and η0: initial learning rate.

2. Estimate k virtual samples (yk) using LBG (ε=0.01). Due to the limit on
paper length, this work does not discuss the methodology of LBG in detail.
Please refer to paper [3].

3. Utilize virtual samples (yk) and modified SOM with a stopping mechanism to
train a randomly established neural network of size N. The training process
is listed below with search winner and weight adaptation.
Search the winner (w∗

j ) by comparing the distance between virtual samples
(yk) and neurons, as in Eqn. (7), where ‖ · ‖ represents the Euclidean distance
and wj(t) depicts the weight of j th neuron at training times t.

w∗
j = arg min ‖yk − wj(t)‖, j = 1, 2, . . . , N (7)

Weight adaptation: The weights of the neurons neighboring winner are all
adapted by Eqn. (8).

wj(t + 1) = wj(t) + η(t)× hji(t)× [yk − wj(t)] (8)

hji(t) = exp(− r

R
) (9)

Eqn. (9) derives the neighborhood function, where r :‖ j−j∗ ‖ and R denotes
the radius of neighborhood.
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4. Update parameters R and η by linear decreasing, as in conventional SOM.
5. Repeat Steps 3-5 until the stopping criteria are reached.
6. Split all data vectors into many sub-groups according to neural map of level 1

by comparing distance between data vector and each neuron, and assigning
data vector to the group (i.e. which the neuron with minimum distance),
until all data vectors are assigned to each group. Calculate the number of
neurons in each group by Eqn. (5) and Eqn. (6).

7. Choose one sub-group, while initializing the neural map randomly with its
own size. Train the neural map by following step 8.

8. Utilize all true samples (xi) belonging to the selected sub-group, and modify
SOM to train the neural network. The training process has two step of
searching winner and weight adaptation are listed below.
Search winner (w∗

j ) by comparing distance between true samples (xi) and
neurons, as in Eqn. (10), where i ∈ selected sub-group and Ng denotes the
neuronal number of gth group.

w∗
j = arg min ‖xi − wj(t)‖, j = 1, 2, . . . , Ng (10)

Weight adaptation: The weights of the neurons neighboring winner are de-
termined by Eqn. (11).

wj(t + 1) = wj(t) + η(t)× hji(t)× [xi − wj(t)] (11)

9. Linearly decrease parameters R and η.
10. Repeat Steps 8-9 until the stopping criteria are satisfied.
11. Repeat Steps 7-10 until all sub-groups are trained.

4 Experiment and Analysis

The experiment comprising quality of compressed images and time cost of the
presented LISA algorithm were demonstrated. The program of each algorithm
was conducted in a Java-based program and ran on a desktop computer with
2GB RAM and an Intel T7300 2.0 GHz CPU on Microsoft Windows XP pro-
fessional operational system. Six gray images with image size of 512×512 were
employed involving Lena, Airplane, Boat, Peppers, Ann and Sweets. Simulation
results were calculated with the average of 30 rounds. For fair comparison, the
parameters of HSOM approach were set as in paper [8]. Moreover, the stopping
threshold (ε) of the LBG was set to 0.0001, while the training epoch was set to
200 for 1D SOM. For the proposed LISA, the number of clusters was set to 256
among every case, while the stopping thresholds (ε) in the first and second levels
were set to 0.00001 and 0.000001, respectively. The learning rate in all cases was
set to 1, and the numbers of neurons in the first level of codebooks with size
128, 256, 512 and 1024 were set to 40, 60, 120 and 240 respectively.

The test codebook sizes were 128, 256, 512, and 1024. All test images were
grayscale. Table 1 summarizes the simulation results (PSNR and time cost) for
LISA, LBG, SOM and HSOM using six images with codebook sizes of 128,
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Table 1. The simulation results (PSNR and Time Cost) for LISA, LBG, SOM and
HSOM. Boldface depicts the best one, while N/A denotes not-available.

LISA LBG 1D-SOM HSOM LISA LBG 1D-SOM HSOM

128 29.579 29.569 29.686 N/A 9.642 8.394 142.09 N/A

256 30.671 30.468 30.589 30.636 12.085 16.693 283.42 56.080

512 31.816 31.272 31.477 N/A 13.643 28.215 563.08 N/A

1024 33.235 32.106 32.436 32.973 17.082 45.065 1118.3 113.79

128 29.239 28.839 29.320 N/A 8.103 12.891 142.38 N/A

256 30.284 29.615 30.211 30.224 10.476 20.234 281.88 56.336

512 31.343 30.458 31.133 N/A 11.855 27.254 561.63 N/A

1024 32.563 31.452 32.166 32.472 15.916 38.515 1124.9 114.91

128 29.157 29.132 29.345 N/A 8.556 14.178 141.94 N/A

256 30.206 29.935 30.247 30.166 10.577 21.082 282.02 55.771

512 31.304 30.754 31.222 N/A 12.400 30.458 562.50 N/A

1024 32.518 31.643 32.284 32.455 16.456 42.124 1116.4 114.08

128 29.701 29.674 29.787 N/A 9.489 9.019 142.58 N/A

256 30.660 30.488 30.607 30.627 11.762 16.013 283.02 55.847

512 31.620 31.223 31.396 N/A 13.708 26.168 564.28 N/A

1024 32.672 31.985 32.308 32.573 17.975 38.181 1117.1 114.17

128 28.172 28.213 28.332 N/A 8.957 7.858 140.67 N/A

256 29.249 29.183 29.339 29.254 11.423 14.782 284.75 55.674

512 30.345 30.120 30.279 N/A 12.904 23.101 562.92 N/A

1024 31.535 31.107 31.384 31.526 16.600 35.407 1115.9 113.84

128 29.684 29.630 29.834 N/A 9.046 7.198 141.28 N/A

256 30.847 30.641 30.853 30.822 11.263 12.171 281.53 56.072

512 32.088 31.625 31.888 N/A 12.911 23.140 559.14 N/A

1024 33.514 32.645 32.933 33.341 16.325 36.743 1117.6 114.29

Codebook
Size

Image

Ann

Sweets

Lena

Airplane

Boat

Peppers

PSNR (in dB) Time Cost (in second)

256, 512, and 1024. Notably, the left-hand side of the table indicates the PSNR
comparison, while the right-hand side of the table represents the time cost com-
parison. Furthermore, the notation of “N/A” in Table 1 denotes “not available”.
The codebook setting in HSOM must be N2, where N indicts the square root
of the codebook size. Therefore, the only possible codebook sizes are 256 and
1024, since N should be an integer number.

Figs. 5 and 6 display the broken line graph of comparison of PSNR and time
cost for LISA, LBG, SOM and HSOM using six gray images with test codebook
sizes of 128, 256, 512, and 1024. These results reveal that the proposed LISA
generated compressed image with best quality and had the lowest computation
cost at codebook size≥512. Although the image quality of LISA in codebook
size=128 was slightly lower than SOM, it still found to be faster significantly
than SOM. Moreover, the PSNR value of compressed images generated by each
algorithm with codebook size 128 was fairly low. Therefore, the quality of images
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Fig. 5. The broken-line graph of PSNR (in dB) and time cost (in second) for LISA,
LBG, SOM and HSOM using two gray Lena and Airplane images with 128, 256, 512,
and 1024 test codebook sizes
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Fig. 6. The broken-line graph of PSNR (in dB) and time cost (in second) for LISA,
LBG, SOM and HSOM using two gray Ann and Sweets images

 
(a) Lena 

 
(c) Boat (e) Ann 

 
(b) Airplane 

 
(d) Peppers (f) Sweets 

Fig. 7. The compressed images of Lena, Airplane, Boat, Peppers, Ann and Sweets
generated by LISA with codebook size of 1024 and vector of 4×4
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with codebook size of 128 would not be acceptable to end users, owing to ex-
cessive distortion. Fig.7. shows the compressed images of Lena, Boat, Airplane,
Peppers, Ann and Sweets generated by LISA with codebook size 1024 and vector
4×4. These images demonstrate that the compressed and original images look
very similar to human eyes. In sum, these images have high quality and low stor-
age space, making them likely to be acceptable to most end users. For limitation
of paper length, there were only several figures and tables to demonstrate the
performance of the proposed algorithm.

5 Conclusion

Simulation results indicate that LISA is a faster algorithm than the tested LBG,
SOM and HSOM approaches, since it utilizes a modified SOM with asymmet-
ric hierarchical structure and dynamic neuron number assignment to train the
neural network. Moreover, LISA has better compressed image quality than the
other tested algorithms, owing to the design of flexible stopping mechanism and
dynamic neuron number assignment policy. In summary, the proposed LISA
algorithm generates compressed images efficiently and effectively.

Acknowledgement. The author would like to thank the National Science
Council of Republic of China, Taiwan for financially supporting this research
under contract no. NSC 96-2221-E-020-027.
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Abstract. A method of human skin region detection based on PCNN is pro-
posed in this paper. Firstly, the input origin image is translated from RGB color 
space to YIQ color space, and I channel image is obtained. Secondly, we use 
the synchronous pulse firing mechanism of pulse coupled neural network 
(PCNN) to simulate the skin region detection mechanism of human eyes. Skin 
and non-skin regions are fired in different time. Therefore, skin regions are de-
tected. Our comparison with other methods shows that the proposed method 
produces more accurate segmentation results. 

Keywords: Skin Region Detection, PCNN, YIQ Color Space. 

1   Introduction 

Human skin detection is very important for many applications, such as face, hands 
gesture and human body detection or recognition in computer vision. It is widely 
used in the fields of human and machine interactive interface, access control, video 
monitoring and Internet pornographic image filtering.. The human skin detection 
methods based on color are simple, fast and intuitional. On the other hand, they are 
not sensitive to changes of shape and angle of view. Many researchers have focused 
on it [1-3]. Angelopoulou[1] indicated that human skin color distribution was con-
sistent in biological and physical aspects. In other words, although different races 
have different skin colors, the hue of human skin is mostly similar when the influ-
ence of luminance and the environment is considered, which means human skin 
colors can congregate in a small color space.. Zhang et al. [2] pointed out that, I 
channel in YIQ color space has a good clustering characteristics for the human skin 
color in spite of the difference of the human race, the age or the gender.. It was 
obtained that human skin colors located in I charnel was from 20 to 90 by some 
statistic experiments [2]. These two methods have the low detection performance 
under various illumination conditions. Tao et al. [3] proved that the characteristics 
of human skin pixels in RGB color space is that R value is larger than B value, and 
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B value is larger than G value, which is stable for various races and illumination 
conditions. However this method doesn’t consider the relationship between 
neighboring pixels in terms of dealing with every pixel separately.  

In order to overcome the problems above mentioned and detect skin regions of dif-
ferent human race efficiently, a novel human skin detection method is proposed based 
on the clustering characteristics of human skin in YIQ color space and the synchro-
nous pulse firing mechanism of  pulse coupled neural network(PCNN).. It can be used 
to detect human skin area in complex backgrounds. Even though the high light or 
shadow imposed on the human skin area, this method can also work well. 

The paper is organized as follows. Section 2 introduces PCNN model and color 
space. Section 3 describes the framework of method proposed in this paper. Section 4 
shows the experiment results. A discussion is given in Section 5.  

2   PCNN  Model 

In 1990, PCNN is proposed by Eckhorn [4], which explains the experimentally ob-
served synchronous activity among neural assemblies in the cat cortex induced by 
feature dependent visual activity. PCNN has interesting output, which differs from 
neural network composed of rate-coding neuron, since PCNN neuron can code infor-
mation toward time axis. Subsequently PCNN has been used into image processing 
such as segmentation and fusion [5]. Some researchers modified the linking field 
network, and then it became the pulse coupled neural network [6] [7].. Fig. 1 shows a 
basic PCNN neuron model. 
 

 

Fig. 1. A PCNN neuron model 

The model has three main parts: the receptive fields, the modulation product, and 
the pulse generator [4]. It can be described by a group of equations [6]. 
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(1 )i i i iU F Lβ= +  . (3) 

( ) ( )i i iY t Step U= − Θ  .. (4) 

( )i T i T iV Y tαΘ = − Θ +  . (5) 

The neuron receives input signals from other neurons and from external sources 
through the receptive fields. The signals include pulses, analog time-varying signals, 
constants, or any combination. Then the signals are divided into two channels. One is 
feeding channel, the other is linking channel.. In the modulation part the linking input 
is weighted with iβ  and added a constant bias, then multiplied with the feeding input. 

The internal activity iU is the output of the modulation part. In succession, the pulse 

generator compares iU with a threshold iθ . If iU is larger than iθ , the neuron will emit 

a pulse. It is also called ‘fire’. Otherwise, it will not fire. With reference to equation 
(6), iY  is the output. At last, the pulse generator adjusts the threshold iθ . If the neuron 

has fired, iθ will be increased to a large value; otherwise, iθ will decay (with reference 

to equation (5)).  
Pulse output will be delivered to adjacent neurons. If adjacent neurons have similar 

intensity with neuron i , they will fire together because of pulse coupled action [5]. In 
this case, we call that neuron i  captures the adjacent neurons. Finally the neuron i   
and the similar adjacent neurons will emit synchronous pulses. This is the theoretical 
foundation of PCNN for image segmentation.  

Usually, when using PCNN to segment images, a single layer two-dimensional 
network is designed. In the network, the neurons and the pixels are in one to one cor-
respondence. So, in this paper, one neuron is equal to a pixel. 

3   Framework of Human Skin Region Detection Based on PCNN 

The framework of human skin region detection based on PCNN is as Fig.2. Firstly, 
the input origin image is translated from RGB color space to YIQ color space, and I 
channel image is obtained. Secondly, we use PCNN to segment images. In order to 
decide the threshold in PCNN, the histogram of I channel is used to identify the range 
of I value. It is dynamic and adaptive I scope decision method, and it can segment 
image according to the image’s character, so that it is much objective. Finally, we can 
binary the result of PCNN multi-value segment.  

3.1   Converting to YIQ Color Space and Getting I Channel Image 

In YIQ color space, I channel can describe the change from orange to cyan, and Q 
channel can describe the change from purple to yellow-green. When we convert im-
age from RGB color space to YIQ color space, we can divide the luminance informa-
tion from hue information, then we can deal with images with light information and 
hue information separately. Zhang et al. [2] pointed out that, I channel in YIQ color  
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Fig. 2. Framework of human skin region detection based on PCNN 

space has a good clustering characteristics for the human skin color in spite of the 
difference of the human race, the age or the gender.. It was obtained that human skin 
colors located in I charnel was from 20 to 90 by some statistic experiments [2]. There-
fore, we adopt YIQ color space in skin region detection. The conversion formulas are 
as follows: 

Y = 0.299R + 0.587G + 0.114B (6) 

I  = 0.596R  - 0.275G  - 0.321B (7) 

Q = 0.212R - 0.523G + 0.311B (8) 

3.2   Segmenting I Channel Image by Using PCNN 

Usually, when using PCNN to segment images, a single layer two-dimensional 
network is designed. In the network, the neurons and the pixels are in one to one 
correspondence. So, in this paper, one neuron is equal to a pixel. Pulse output will 
be delivered to adjacent neurons. If adjacent neurons have similar intensity with 
fired neuron, they will fire too because of pulse coupled action. In other words, 
PCNN method thinks about relationship between neighboring pixels. It is coherent 
with human vision mechanism that the similar color should be segmented into an 
area block whether the conditions of illuminations are. Usually, the background and 
the target are much different, so the peaks of backgrounds and targets are different 
in histogram. Therefore, we can regard the lowest value between neighboring peaks 
in histogram as threshold in PCNN to filter some areas those are background or 
non-skin region obviously. It can also accelerate PCNN speed and improve the 
performance. Based on this method, the pixels in first obvious skin region will be 

Input original image 

Convert to YIQ color space and get I channel 

Use I histogram and PCNN to segment 

Binary the segment result 

Output the result 
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fired synchronously in advance. Then second obvious skin region fired subse-
quently. And so on, I channel image will be segmented into several regions. 

3.3   Binary the Result of PCNN Segmentation 

Because of the illumination condition and other reasons, skin blocks in one image will 
create several peaks in I histogram. A big skin region in original image will be sepa-
rated into several small region based on the 3.2 section. However, I values of them are 
very close. So we can binary the result of PCNN multi-value segment.  

The main idea is drawing the histogram of multi-valve segmented result image. 
Then, the trough between peaks in histogram is obtained. In order to represent non-
skin pixels, the pixels whose values are smaller than the trough are regarded as back-
ground and labeled into zero, while the pixels whose values are larger than the trough 
are labeled into 1 and represented skin. 

4   Experiments 

In order to demonstrate the performance of the proposed method, some experiments 
are performed. We compare our method with that in paper [3], which segmented in 
YIQ color space and processed images with pixels. The main idea in reference 3 is as 
following. First, it converted multicolor images from RGB color space to YIQ color 
space and got I channel images. Then it checked every pixel’s value in I channel. If I 
value of a pixel is between 20 and 90, it is labeled as skin pixel; otherwise it is a non-
skin pixel. In order to display experimental results, the white pixels represent human 
skin; the black pixels represent non-human-skin.  

Fig.3 shows the sample images from image library and internet in our experiments. 
Fig.3a is about yellow race people, and the background is similar to human skin color. 
Fig.3b is about white people. In Fig.3d, different areas in the picture are different 
illuminance condition. Fig.3c is got from Internet. 

       

(a)                              (b)                                  (c)                               (d) 

Fig. 3. Original images 

Fig.4 shows the results by using the method mentioned in paper [3]. It can be 
found that some backgrounds of the picture are regard as human skin color. And the 
eyes are also regarded as human skin, as shown in Fig.4a. For the picture in Fig.4b, 
only a patch of the face area is segmented, while the neck and breast regions are not 
found. The main reason is that the model mentioned in paper [3] is not suitable for 
white race face detection. In Fig.4c, the mouth is regard as skin. In the last picture, 
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(a)                                (b)                               (c)                                 (d) 

Fig. 4. The results of Using I Channel to do binary segmentation [3] 

 

because there is shadow in the right face, it is much darker than the left face. As 
shown in Fig.4d, the right face cannot be detected by the method in paper [3].  

Fig.5 shows the histogram of different images’ I channel, we can see usually there 
are two obvious peaks, and use the trough as a threshold in PCNN segmentation. 

    
 (a)                                 (b)                              (c)                                (d) 

Fig. 5. I Channel histogram 

       

        (a) (I>32)                      (b) (I>2)                       (c) (I>20)                       (d) (I>8) 

Fig. 6. The result of PCNN multiple value segmentation 

 
    (a)                                 (b)                                   (c)                                 (d) 

Fig. 7. Histogram of PCNN segmentation 
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Fig.6 shows the results of PCNN segmentation method mentioned in section 3.2. 
Fig.7 is the histograms of PCNN segmentation result, and Fig.8 is the last  
result. 

As shown in Fig.8a, we distinguish the skin regions with background, the eyes and 
even eyebrow of the people of the image in Fig.3a. For the image in Fig.3b, by using 
PCNN we do multiple value segmentation, and get several patches of skin area. After 
binary the result of PCNN segmentation, it emphasizes the non-skin area as shown 
Fig.8b, and gets a better result. But the problem is that it cannot distinguish the brown 
hairs from skin; this is another problem we need to solve. For the picture in Fig.3c, we 
can distinguish the mouth from face as shown in Fig.8c. As to see the original image 
in Fig.3d, we can see that it has a complex illumination condition. Our method can 
detect the skin area easily, as shown in Fig.8d. It is obviously better than the result 
mentioned in Fig.4d. 

 

       

   (a)                               (b)                                  (c)                                   (d) 

Fig. 8. Binary result based on PCNN multiple value segmentation 

5   Discussion 

Inspired by the synchronous pulse firing mechanism, we proposed a new method to 
detect human skin region in this article. We use the pulse coupled neural network 
(PCNN) on I channel image to segment skin and non-skin region.. Experiments 
show that this method can detect most skin areas in the images in spite of high illu-
mination, shadow or people races. The current method is failed to distinguish the 
brown hair region from skin regions. The further work is to combine texture fea-
tures to detect human skin region and remove the influence of other elements, such 
as brown hair.  
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Abstract. An adaptive hybrid filter combining a group of sigma vector median 
filters with different thresholds with a filter based on neuro-fuzzy system is 
proposed for color image processing. The first subunit of the proposed filter is six 
sigma vector median filters, their outputs are used as optimum initial points to 
input the second subunit constituted by a simple Sugeno-type neuro-fuzzy sys-
tem, and then the optimized result is obtained from the output of the second 
subunit. The parameters of the neuro-fuzzy model are automatically tuned and 
fixed by a learning method based on genetic algorithm. The results have indi-
cated that the design of the proposed hybrid filter has met the requirement of 
removing impulse noise and preserving details. The proposed filter performs 
better than other filters. 

Keywords: Image filtering, Fuzzy neural network, Noise attenuation, Genetic 
algorithm, Adaptive technique. 

1   Introduction 

Impulse noise can severely affect subsequent image processing such as edge detecting, 
image segmentation, object perception and etc, therefore impulse noise filtering, which 
should have noise-smoothing and detail-preserving qualities, is an essential part of 
many image processing systems [1-3]. Nonlinear methods are often adopted to restore 
color images distorted by the impulse noise because of their ability to attenuate impulse 
noise without degrading the image structure. Generally, insufficient filtering or exces-
sive filtering may result in a nonoptimal filtering output. The vector median filter 
(VMF) [4], the basic vector directional filter (BVDF) [13] and the directional distance 
filter (DDF) [14] are some well-known nonlinear filters, but their main drawback is 
blurring edges and fine details. For that reason, many filters, such as weighted median 
filters [5-7], filters based on the switching concept [8-9], have been continuously 
proposed to improve the nonlinear filter. At the same time, another method – ANFIS 
(Adaptive Neural-Fuzzy Inference System) - has become a complete and powerful 
framework for image processing. Adaptive neuro-fuzzy reasoning yields one more 
choices to design very effective nonlinear filters [10-11]. ANFIS able to automatically 
generate the optimized rulebase is a very useful method to obtain better results. 



 An Adaptive Hybrid Filtering for Removing Impulse Noise in Color Images 495 

Lukac et al. proposed a new adaptive filter, Adaptive Sigma Vector Median Filter 
(ASVMF) [12], constituted by an efficient switching rule between filter output and no 
filtering, and order-statistic concepts are used in the strategy. Although ASVMF ex-
hibits better performance than many other filters mentioned in Lukac’s paper, there is 
some space to be improved. Hence a hybrid filter combining a group of sigma vector 
median filters (SVMF) [12] with a Sugeno-type Neuro-fuzzy system is proposed in this 
paper. By means of neural network’s adaptive ability, the optimized result is obtained 
while the complicated nonlinear mapping relation is met.  

The rest of the paper is organized as follows. Section 2 introduces the proposed filter 
model. Experimental results are exhibited in section 3. Finally, section 4 presents some 
conclusions. 

2   The Proposed Filter Structure 

The main idea of proposed filter is that the Neuro-fuzzy system uses outputs from a 
group of SVMFs as optimum initial points, and then better results are achieved by 
training the neural network. It is shown in Fig.1 that the proposed hybrid filter is 
composed of two cascaded subunits. The first subunit is six SVMFs, and each of them 
has a different switching threshold, which aims at inputting different filtering results 
between VMF operation and identity operation. SVMF(n), n=0,…5, represents the n-th 
SVMF, which has a threshold of Tol(n). The second subunit is a simple Neuro-fuzzy 
system in order to further obtain an optimized output. 

SVMF

ySVMF
(0)

ySVMF
(2)

ySVMF
(1)

ySVMF
(3)

ySVMF
(5)

ySVMF
(4)

Neuro-fuzzy
Filter

Noisy Image Denoised Image

2tinubuS1tinubuS  

Fig. 1. Structure of the proposed hybrid filter 

2.1   Sigma Vector Median Filter 

ySVMF which the SVMF outputs is defined as follows: 

(1) c

SVMF

c

x L Tol
y

x otherwise
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(1) (1)
1

N
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L x x
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where N is the number of the samples in a filtering window, x(1) is the vector median, 
L(1) is the aggregated distance calculated by (2), and Lc denotes the distance measure 
associated with the central pixel xc. The switching concept depends on the threshold 
Tol. If Lc is larger or equal to the threshold Tol, then xc is replaced with x(1); otherwise xc 
is kept unchanged. The threshold Tol is given by 

(1)
(1)

*

1

L
Tol L

N

λ
= +

−  
(3) 

Where λ is the tuning parameter used to adjust the smoothing properties of the SVMF, 
and the value of λ ranges from 0 to (N-1)(N-2). A SVMF with a smallerλ is close to 
VMF operation; and a SVMF with a larger λ performs no filtering operation. As a 
consequence, the SVMF can be appropriately varied to trade off between noise sup-
pression and detail preservation. For a filtering window with the size of 3×3 pixels, 
N=9 and λ ∈[0,56]. ySVMF

(n), n=0,1,…,5, is defined as 
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where Tol(n) is the threshold of SVMF(n), ySVMF
(n) is the output of SVMF(n). 

Lc

Tol(0)

xc

x(1)Tol(5)

 

Fig. 2. The scheme of the sigma vector median filtering in the two-dimensional case 

Fig.2 indicates the radius of influence with each Tol(n) , which decide whether the 
central pixel xc is replaced by x(1). In fact, SVMF(0) is equivalent to a VMF, and SVMF(5) 
is much the same as no filtering. 
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Table 1. Dependence of theλ(n) on the parameter n 

n 0 1 2 3 4 5 

λ(n)
 0 2 5 12 28 50 

Tab.1 shows that theλ∈ [0, 56] is divided into six intervals, and of course other 
principles of dividing may also exit. The selection depends on it that the fine structure 
in filtering window should be better discriminated so as to make up the drawback of 
VMF. 

2.2   Sugeno-type Neuro-fuzzy System 

The second subunit is a classic sugeno-type neuro-fuzzy system with six inputs and 
one output. Let Xi denote the inputs of the neuro-fuzzy system and Y denote its output. 
Each input has two generalized bell-type membership functions (6), and it means that 
64 (26) rules constitute the whole rulebase. The Euclidean distance between each 
input and the central pixel is used as the input of fuzzy sets (7). The output has a linear 
membership function of the inputs (8). Respectively, Ok and wk are defined  
as (9) (10), 
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where i=1,2,…6, j=1,2, and k=1,2,…,64. The values of a, b, c, d are determined by 
training. 

Here, how the standard sugeno-type neural network works will be no longer re-
peated. Of course, the ability to remove noise can be improved by taking account more 
inputs. But the redundant inputs not only increase both the training time and the 
hardware overhead, but complicate the whole neural network.  
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2.3   Training Neuro-fuzzy System 

The internal parameters (a, b, c, d) of the neuro-fuzzy system are tuned by training, so 
that its outputs approach to the noise-free training image. The leaning method based on 
the genetic algorithm is adopted to achieve optimized results. The noise-free target 
image is a 128×128 pixel Lena color image, and the noisy training image is obtained by 
corrupting the target image by 10% probability impulse noise. The impulse noise can 
be defined as:   

, %

%
x  (11) 

where xik are the pixels of the noise image, oik represents the noise-free samples and 
vik represents the pixels corrupted by impulsive noise,. In the noise model, the value 
of vik can take on all integers from 0 to 255 with equal probability, and the  
contamination of three components (k=1, 2, 3) in the color image is  
uncorrelated. 

A genetic algorithm starts with a randomly generated population of individuals and 
produces the subsequent populations by mean of reproduction, crossover and mutation 
operators. The fitness of each individual corresponding neuro-fuzzy system perform-
ance is measured. The individuals having the best fitness have more chance to repro-
duce their descendants. The learning process stops when an expected value of fitness 
has been obtained. 

We have set the parameters of genetic learning as follows: individual population 
20, elite count 2, crossover fraction 0.8, mutation function is Gaussian, stall genera-
tion 50, and the fitness function is based on the mean-square error (MSE),  
given by 
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where yik is the outputs of the neuro-fuzzy system, oik are the pixels of the noise-free 
image and m=3 denotes 3 channels of color image, N=128×128 is the number of the 
training pixels. 

3   Experimental Results 

Two test images, Lena and Peppers (both of them 256×256), were employed to 
evaluate the performance of the proposed filter. A quantitative evaluation of the filter 
can be given by estimating the mean-square error (MSE) of the images processed 
with the proposed and some other filter. The output images of some operators for the 
Lena and Peppers color image corrupted by impulse noise with 10% probability are 
shown in Fig 3.  
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a)                                                        b) 

   
c) d) 

   
                          e)                                                             f) 

Fig. 3. a) Noisy image with impulses (10%), b) The output of the VMF, c) The output of the BVDF, 
d) The output of the DDF, e) The output of the ASVMF, f) The output of the proposed filter 

It is observed from Tab 2 and Tab 3 that the proposed technique largely outperforms 
other filters. The proposed method has also been compared with ASVMF. It is seen that 
the fuzzy method yields better results, especially for relatively low noise probability. 
Interestingly, the ASVMF performs worse than the VMF in highly corrupted images. 
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Table 2. Filtering results achieved using test image Lena 

Lena 5% 10% 15% 20% 

Noisy 444.36 891.29 1331.34 1782.44 

VMF 51.59 65.15 87.59 122.11 

BVDF 63.35 87.52 128.08 183.87 

DDF 56.59 74.24 104.33 145.42 

ASVMF 38.16 83.81 158.73 260.27 

proposed 15.45 28.91 51.58 73.62 

Table 3. Filtering results achieved using test image Peppers 

Peppers 5% 10% 15% 20% 

Noisy 513.47 1005.94 1490.73 2007.81 

VMF 37.76 55.50 80.72 130.88 

BVDF 77.70 129.84 182.05 288.87 

DDF 46.18 70.66 102.09 168.17 

ASVMF 32.36 86.68 164.95 295.09 

proposed 17.87 32.55 58.67 82.10 

4   Conclusions 

An adaptive hybrid filter for removing impulse noise in color images has been pre-
sented. By a GA learning method, the proposed filter is able to learn from training 
examples the reasonable rulebase, and the network maps the inputs variables to the 
optimized output variable. It is very effective to remove noise without degrading the 
image details. The experimental results show that the proposed filter provides better 
performance than other filters.  
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Abstract. The contemporary “Standard Model” for human color vision is a 
two-stage model: The first stage consists of three types of receptors at the retina 
of the eye, and the second stage consists of three opponent-color neural chan-
nels: Red-Green, Blue-Yellow, and Black-White.  In this paper I call upon the 
phenomena of complementary afterimages and of the “flight of colors” to show 
that this model is not an adequate explanation for these color phenomena in 
specific and for color vision in general.  To remedy the theoretical inadequacy 
of the “Standard Model”, I propose a neural stage for color complementarity  
directly corresponding to our color sensation. Mapping onto the anatomical  
organization of human visual system, I further suggest that layer 4C in the  
primary visual cortex is the neural substrate directly responsible for color com-
plementarity in particular and for color appearance (that is, color consciousness) 
in general. 

Keywords: Complementary colors, Opponent colors, Afterimages, Flight of 
colors, Layer 4C, Primary visual cortex, Color consciousness. 

1   Introduction 

Color vision is a fascinating subject matter of research in itself. Not only that, studying 
the color visual system can also be very illuminating – this is because its computational 
task is a generic computational problem: using three overlapping filters to construct 
perceptual categories as well as a continuum of sensations. What are the underlying 
neural circuitry and mechanisms for this marvelous accomplishment? Studying such a 
system would certainly shed light on understanding human perception and cognition in 
general. 

As Mollon relates, the period of AD 1850-1931 is a “golden age” of color research 
as quantitative data about human color perception were obtained and theories of color 
vision were proposed.  Two prominent theories for color vision coming out of this 
period are Young-Helmholtz's trichromatic theory and Hering's opponent-process 
theory.  The basic tenets of the trichromatic theory are that we humans are endowed 
with three types of color receptors and that all of our color sensations can be con-
ceived as additive outcomes of the responses from these receptors.  On the other hand, 
the opponent-process theory maintains that we have four unique hues (Red, Green, 
Yellow, and Blue) in our subjective experience of colors and that these unique hues, 
along with the achromatic colors Black and White, compose three opponent-color 
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channels: Red-Green, Blue-Yellow, and Black-White.  Originally, these two theories 
of color vision were thought completely incompatible with each other.  Nevertheless, 
subsequent to Helmholtz and Hering, many researchers had attempted to reconcile 
these two schools of thoughts – among them are von Kries, Mueller, and Ladd-
Franklin (see Mollon, 2003).  A very influential model coming out such attempts to 
reconcile the two color theories is the work performed by Hurvich and Jameson 
(1957) about a half-century ago – as a matter of fact, their model is so influential that 
it has now become the “Standard Model” in color vision research.  As illustrated in 
Figure 1, this model consists of two stages: The first stage is of three types of photo-
receptors responding to short-, medium-, and long-wavelengths (SW, MW, and LW) 
of the light; and the second stage is of three opponent-color neural channels for Red-
Green, Yellow-Blue, and Black-White.  As shown in Figure 1, Hurvich and Jameson 
also postulated the neural connectivity from the first stage to the second one in their 
model. 

 

 

Fig. 1. The contemporary “Standard Model” of human color vision 

 

In this paper, I will demonstrate that the above “Standard Model” is inadequate in 
explaining certain basic color phenomena – particularly the phenomena of comple-
mentary afterimages and of the flight of colors.  Following that, I will propose a 
multi-stage, neuroanatomically-based neural network model for human color vision – 
in this model, layer 4C of the primary visual cortex (V1) is identified as the neural 
stage or substrate directly corresponding to color complementarity, color mixing, and 
color appearance (that is, color consciousness).  The theoretical model presented here 
should be able to serve as a basis for large-scale, neurobiologically-based neural net-
work models that would attempt to relate human color subjective experience and rele-
vant psychophysical data directly with underlying neural mechanisms in our brain. 

2   Negative / Complementary Afterimages 

If one looks at a Red patch for 30 seconds and then looks at a white background, one 
will see a colored patch of Cyan – the complementary color of Red.  Figure 2 repre-
sents three pairs of complementary colors as opposite colors on a color circle:  
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Fig. 2. Complementary colors as opposite-site colors around a color circle 

 
Looking at any color patch around the color circle will produce an afterimage of its 
complementary color.  This phenomenon is known as “negative or complementary 
afterimage”. (The term “negative afterimage” is usually used only for achromatic im-
ages while the term “complementary afterimage” is used only for chromatic images. 
Nonetheless, as Ladd-Franklin (1929) pointed out, our ordinary word “color” can be 
used in two senses: In its narrow sense, it means only chromatic colors; whereas in its 
broad sense, it refers to both chromatic and achromatic colors. Following Ladd-
Franklin (1929), throughout the present paper, we will use the word “color” in its 
broad sense and therefore we will use the terms “complementary afterimage” and 
“negative afterimage” interchangeably.) 

Afterimage is a seemingly simple yet very intriguing visual phenomenon and is 
always mentioned in textbooks on perception and general psychology (as well as in 
many popular science books and on many Internet sites). Unfortunately, at the time 
being, many such books have been propagating an incorrect description about nega-
tive afterimages: “After looking at a RED color, you will experience a GREEN after-
image” (e.g., see Wolfe, Kluender, & Dennis, 2005).  This description is incorrect 
because the complementary afterimage of RED is not GREEN but CYAN.  Likewise, 
the complementary afterimage of GREEN is not RED but MAGENTA.  This incor-
rect description about negative afterimages has propagated to its current status partly 
because of a linguistic twist: The color Cyan is a binary color which many people 
would use the phrase “Greenish-Blue” (or “Royal Blue”,  “Sky Blue”, “Rain-drop 
Blue”) to describe. In this sense, the above description may just be said as “inaccu-
rate”.  However, more fundamentally, this description is incorrect because of its  
inherent misconception due to using Hering's opponent-process theory to explain 
complementary afterimages. We will discuss this issue in more detail below. At any 
rate, regardless of any theoretical orientation, we should be clear about the fact that 
the colors exhibited in negative afterimages are complementary colors: Red vs. Cyan, 
Green vs. Magenta, and Blue vs. Yellow. 

Besides this fact, we should also be aware of the following well-known facts about 
negative afterimages: They are retinotopic, monocular (that is, they usually do not 
show inter-ocular transfer from an adapted eye to the other eye), and based on visual 
surface representations. The last fact had been convincingly demonstrated by Shimojo 
et al. (2004). Their procedure for experimentally showing this aspect of afterimages is 
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somewhat complicated, but it can readily demonstrated with a simple visual stimulus 
as shown in Figure 3: After looking at the stimulus in Figure 3(a), one will experience 
a monocular rivalry sequence of three afterimages shown in Figure 3(b).  This is as if 
the visual system constructs three surface representations out of the original visual 
stimulus and then the three afterimages resulting from these surface representations 
compete with each other and generate the perceived monocular rivalry among them. 
There has been ample visual psychophysical evidence indicating that the visual  
system decomposes the 2-D visual stimulation into surfaces or layers in order to even-
tually construct a 3-D representation (see Nakajama and Shimojo, 1990).  Here in 
afterimages, it appears that each surface representation (or layer) is capable of elicit-
ing an afterimage and that the afterimages on different layers could engage in compe-
tition with each other and show off in the form of monocular rivalry. 

As noted by De Valois and De Valois (1997), two major theories have been of-
fered to explain complementary afterimages: one stemming from the trichromatic 
theory and the other from the opponent-process theory.  According to Mollon 
(2003), George Palmer (1786) was a pioneer in deriving the idea of human trichro-
macy and was first to propose a “fatigue” theory for negative afterimages: After 
staring at a certain color, the corresponding type of receptors in the retina becomes 
over-exerted and this creates an imbalance among the three types of receptors; on 
subsequent exposure to light simulation, the over-exerted (that is, fatigued) receptor 
type would become less-excited and therefore the color complementary to the origi-
nal color would be seen. (Formally, the fatigue theory can be expressed in this 
manner: Assume that the three receptors are R, G, and B; and assume that the R 
receptor becomes fatigued during the initial visual stimulation and is only partially-
excited on subsequent white stimulation; then the perceived afterimage is: αR + 
1.0G + 1.0B = White – βR =  βR', β = 1 – α, where R, G, and B are the responses in 
the three receptors; α is the rate of partial-excitation of the R receptor during the 
afterimage; and R' is the complementary color of R.) 

Almost two hundred years later after Palmer's original proposal, the “fatigue” part 
of his explanation for negative afterimages was given a particular physiological 
mechanism: photopigment bleaching in the retinal photoreceptors (Brindley, 1957).  
Even thought there seems ample psychophysical and physiological evidence suggest-
ing the existence of photopigment bleaching, the purported causal relation between 
bleaching and negative afterimages remains elusive. Note that the fatigue explanation 
depends on the ratios among the three receptor channels – according to it, negative 
afterimages would appear only with subsequent retinal stimulation.  However, nega-
tive afterimages also occur on dark backgrounds or when the eyes are closed; and as 
pointed out by De Valois and De Valois (1997), this is one of the prominent difficul-
ties with the fatigue theory of negative afterimages.  Besides, there are also many 
other aspects of negative afterimages that the fatigue theory does not seem to be able 
to explain (e.g., see Loomis, 1972 and Shimojo et al., 2001).  As we will see below, 
the fatigue / bleaching theory can not explain color reversals occurred in the “flight of 
colors” phenomenon and does not seem to hold true even when the stimulus is an in-
tense light. 

Hering's opponent-color explanation for negative afterimages is that the adaptation 
seen in such afterimages is due to mutual interaction within each of the opponent-
process channels. However, the problem with this explanation is that the colors  
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displayed in negative afterimages are not opponent colors at all, but complementary 
colors – This is what we have already emphasized above. This problem with Hering's 
explanation was recognized long before – for example, as Ladd-Franklin (1929) (an 
American woman psychologist who studied with both Helmholtz's and Hering's disci-
ples in Germany) pointed out, Red and Green are yellow-constituting colors, not white-
constituting colors. In other words, Red and Green do not cancel each other; and they 
do not show up in relationship in complementary afterimages. 

As pointed out by Pridmore (2008), a half-century ago, authors by and large used 
complementary colors to describe negative afterimages and there have been many 
detailed psychophysical studies of afterimages indicating the complementary nature 
of negative afterimages. The transition from complementary colors to opponent 
colors in describing negative afterimages happened thanks to Hurvich and 
Jameson's (1957) influential work. If one examines their experiments and the rele-
vant theoretical interpretations, one would see that their work is indeed built up the 
a priori assumption of four unique hues conceived by Hering. Therefore, though 
very influential indeed, their work does not change the nature that the opponent-
process theory is an inadequate explanation for complementary afterimages. Of 
course, the opponent-process theory may still be true and valuable for interpreting 
certain other color-related vision aspects, but for the complementary signature of 
negative afterimages the supposed opponent stage is certainly a sham.  Below I will 
call upon another color phenomenon to prove beyond doubt that the opponent-
process stage as speculated by Hering and further developed by Hurvich and 
Jameson can not possibly be the neural substrate for afterimages in particular and 
for many other color perceptual phenomena in general. 

 

Fig. 3. Visual surface representations in afterimages: The visual stimulus in (a) can elicit the 
various afterimages (which alternate among themselves in time) illustrated in (b) 

3   The Flight of Colors (FOC) 

If one looks at an intense white light (e.g., the bright sun in a clear sky) for a short dura-
tion and then closes his/her eyes, one will experience a sequence of colors. This phe-
nomenon is known as the “flight of colors (FOC)”. According to Barry and Housfield 
(1934), this phenomenon has been known since Aristotle and has been described by 
such inquisitive minds as Newton, Goethe, De Vinci, among many others.  What colors 
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do appear in FOC? Pondering over this question by itself may just be curiosity-
satisfying.  But once we think about this question with a theoretical interest, particularly 
in relation to the trichromatic theory versus the opponent-process theory controversy, 
we can realize that this phenomenon may serve as a critical test of these theories. 

 

Fig. 4. The spatial organization and the main colors in the flight of colors 

 
Many investigators had described the colors in FOC, but it appears that they had 

used color names rather inconsistently – for instance, some authors had used the 
term “Greenish-Blue” or just “Blue” for the color that we would now call “Cyan”.  
Therefore I have made many observations staring directly and briefly (< 1 second) 
at Northern California's bright sun and then closing or opening my eyes to experi-
ence FOC.  The main results of my observations can be summarized as follows: (1) 
As illustrated in Figure 4, the FOC afterimage usually consists of one or two rings 
surrounding an inner disk; (2) With closed eyes, the predominant colors occurring 
in FOC are Cyan, Magenta, and Yellow; (3) With open eyes and projecting FOC 
onto a white background, the colors would immediately change to their complemen-
tary ones – this is possibly the reason why Helmholtz described the colors in FOC 
as Red, Green, and Blue; (4) Other colors also occur in FOC but they mainly result 
from color filling-in and mixing in parts of the afterimage (e.g., Magenta from a 
surrounding ring would intrude into the central disk of Yellow to produce an orange 
color). 

As listed above, an important observation about FOC is that during FOC, opening 
eyes to look at a white background would immediately yield “hue reversal” – that is, 
the colors in FOC would instantly change to their complementary ones. This fact ren-
ders the fatigue explanation completely implausible for this phenomenon: “Fatigue” 
entails that there should be a refractory period to recover from an adapted state to the 
original, neutral point or to the opposite direction of adaptation, but the current fact 
about FOC indicates that this is not the case.  Hence, we need to abandon the hy-
pothesis of photoreceptor fatigue (or bleaching) altogether in explaining afterimages 
and the flight of colors. 

Now we see that FOC is more consistent with the trichromatic theory, yet the fa-
tigue explanation as originally offered by the trichromacy pioneer George Palmer is 
also inadequate. Therefore, we are left with the only possibility of tri-modal color 
cardinals corresponding to three primary colors (Red, Green, and Blue) and their 
complementary ones (Cyan, Magenta, and Yellow) at a neural level instead of at the 
photoreceptor level. Below I will go on to suggest that this happens in layer 4C of the 
primary visual cortex (that is, visual cortical area V1). 
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4   A Multi-Stage Model for Color Vision with a Cortical Stage for 
Complementary Colors 

Before going on to present a new multi-stage model for color vision, we will need to 
briefly review the relevant neuroanatomy.  Figure 5 depicts the first few stages of the 
primate (including the humankind) visual system: When visual stimulus falls upon the 
retina of the eye, the photoreceptors there catch photons and convert them into elec-
trical signals; and then the neural circuitry in the retina converges such signals and, 
through the LGN (lateral geniculate nucleus) of the thalamus, conveys these signals 
onto layer 4C in the primary visual cortex (which is also known as the striate cortex, 
visual cortical area V1, and Brodmann's area 17). 

 

Fig. 5. The anatomical organization of the early stages of the primate (including the human-
kind) visual system 

 

Fig. 6. A Nissl-stained section showing the laminar organization of the primary visual cortex 
(also known as, visual cortical area V1) 
 

An important anatomical, as well as physiological, feature concerning the early 
parts of the primate visual system is that layer 4C is the ONLY cortical stage where 
cells are predominantly monocular. However, unlike in one retina or one layer of one 
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LGN where all the neurons are completely monocular –  receiving their inputs solely 
from one eye – those monocular neurons receiving inputs from the left eye and others  
receiving inputs from the right eye co-exist in the same place in layer 4C, in the fash-
ion of the so-called “ocular dominance columns” (see Horton, 2006).  Because of this 
co-existence in layer 4C of both LE (left eye) monocular neurons and RE (right eye) 
counterparts, I suggest that this layer be more appropriately referred to as a “bi-
monocular” layer. 

Another prominent anatomical feature of layer 4C is that there is a gradient of 
cell density through the depth of this layer, as schematically illustrated in Figure 5 
(see Lund et al., 1995).  The neuroanatomical technique of Nissl stain can be used 
to show the cell bodies of neurons in a small tissue of the brain.  The above-
mentioned feature can be readily seen in a Nissl-stained section, cutting from the 
pia to the white matter of the cortical sheet, of V1 – as shown in Figure 6, careful 
examination of layer 4C there reveals that there is a gradual increase of cell density 
from the top of layer 4C to its bottom. Furthermore, this anatomical feature may be 
correlated with a continuum of neurons' contrast sensitivities through the depth of 
layer 4C (see Lund et al., 1995). 

We now know that the site for negative afterimages is neural, retinotopic, monocu-
lar, and capable of representing visual surfaces (layers). We also know that layer 4C 
in V1 is the only cortical substrate meeting these features / requirements. Therefore, I 
suggest that layer 4C is the neural substrate for negative afterimages and the flight of 
colors – and more importantly, for color complementarity. Negative afterimages and 
the flight of colors are just phenomenal revelations of color complementarity. The 
complementarity feature is a real signature of some underlying neural mechanism 
directly responsible for color consciousness.  Therefore, we now have a three-stage 
model for human color vision with layer 4C of V1 incorporated in the model as a neu-
ral stage for color complementarity and for color consciousness. 

Color complementarity implies that there must be some neural mechanism per-
forming “subtraction” in the sense of subtractive color mixing.  This is precisely be-
cause of the nature of complementary colors as expressed in the relation: C' = White – 
C, where C and C' are a pair of complementary colors.  The fact that subtractive color 
mixing occurs in layer 4C also suggests that additive color mixing, the other side of 
the same coin, must also be there in the same neural substrate. Then, what could be 
the possible neural mechanism for additive color mixing? 

In computational neuroscience, the problem of combining features along multiple 
dimensions to create a coherent representation over a distributed neural network is 
known as the “binding problem”.  It has long been suggested that the solution to the 
binding problem is neural synchronization (see von der Malsburg, 1994), and there 
has been a growing body of physiological evidence supporting this conclusion (e.g., 
see Engel and Singer, 2001). In color vision, we have exactly the same type of bind-
ing problem: How to bind the outputs from the three color cardinals to produce any 
color in the whole gamut of perceivable colors? In this regard, I suggest that neural 
synchronization is indeed the physiological mechanism for combining outputs from 
cardinal color cells to create a whole spectrum of color sensations.  In this conception, 
the numbers of cells firing together, instead of their firing rates averaged over certain 
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time windows, are physiological measures of color components and constitute the 
weights in the color mixing equation:  C = αR + βG + γB, α + β + γ = 1, where C is 
any color; R, G, and B are  the three cardinal colors; α, β, and γ are the weights for 
color C along the color cardinals. 

An important piece of evidence supporting human trichromacy is the color-
matching functions derived by Helmholtz and his colleagues (see Mollon, 2003). 
Such color-matching functions were originally thought to reflect the sensitivities of 
the three types of photoreceptors in the retina. Currently we already know that such 
functions do not directly correspond to the sensitivities of the three types of cones in 
the retina.  Here, as we can see, the color-matching functions are actually the meas-
ures of cortical neurons in layer 4C – rather than the photoreceptors in the retina.  
Similarly, the hue cancellation technique employed by Jameson and Hurvich (1957) 
also utilizes the nature of color mixing. Therefore, even though these investigators 
claimed their results as evidence supporting Hering's opponent-color theory, in reality 
they were conducing psychophysical measures corresponding to the neural stage of 
color complementarity in layer 4C of V1. 

A special case of color mixing is color transparency where two colors are not really 
mixed but one is seen in front of the other – that is, the two colors are seen in two 
separate depth planes. A variant of Metelli's relation for perceptual transparency is 
also a linear formula:  C = αC1 + βC2, α + β = 1, where C1 and C2 are two transpar-
ent colors and C is the color of their overlapping area.  From our perspective, we can 
assert that color transparency occurs as the result of two sub-layers of neurons in layer 
4C firing synchronously. Just like the situation of normal additive color mixing, the 
weights in the above Metelli's formula are the numbers of cells firing together at these 
sub-layers. Of course, color transparency depends on the spatial organizations (or 
patterns) of the two overlapping colors, and such spatial factors affect the segregation 
of neurons into sub-layers in layer 4C – corresponding to our perceptual “color scis-
sion” (Metelli, 1974). Of course, the direct correspondence between color scission 
and the underlying neural circuitry remains to be discovered through neuroanatomical 
and neurophysiological research. 

5   Conclusions 

(1) The opponent-process color theory as conceived by Hering and further developed 
by Jameson and Hurvich is not an adequate explanation for complementary afterim-
ages and the flight of colors; (2) Hue reversal in the flight of colors implies that color 
complementarity occurs at a neural level instead of as some retinal “fatigue” (pho-
topigment bleaching) process; (3) Mapping onto the anatomical organization of the 
primate visual system, it is evident that layer 4C in V1 is the neural substrate directly 
responsible for negative afterimages and for color complementarity; (4) The proposed 
neural substrate also holds the mechanism for color mixing, transparency, filling-in, 
and fading-out: These perceptual phenomena correspond to synchronization or dys-
synchronization of clusters of neurons along the color cardinals. In short, layer 4C of 
the primary visual cortex is the neural substrate for color consciousness. 
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Abstract. Magnetoencephalography and electroencephalography are
non-invasive instruments that can record magnetic fields and scalp po-
tentials, respectively, induced from neuronal activities. The recordings
are superimposed signals contributed from the whole brain. Independent
component analysis (ICA) can provide a way of decomposition by max-
imizing the mutual independence of separated components. Beyond the
temporal profile and topography provided by ICA, this work aims to
estimate and map the cortical source distribution for each component.
The proposed method first constructs a source space using lead field
vectors for vertices on the cortical surface. By projecting the specified
components to this source space, our method provides the corresponding
spatiotemporal maps for these independent brain activities. Experiments
using simulated brain activities clearly demonstrate the effectiveness and
accuracy of the proposed method.

1 Introduction

Independnet component analysis (ICA) is a blind source separation technique
that can decompose multi-channel signals into mutually independent compo-
nents (ICs) [1]. Recently, it has been widely used for analyzing magnetoen-
cephalographic (MEG) and electroencephalographic (EEG) signals [2,3],
particularly for removing artifacts based on its independence assumption [4,5,6].
Once the noisy components are removed, others can be mixed to reconstruct
the measurements with higher signal-to-noise ratio for further analysis. ICA has
two limitations. First, the number of ICs is less than or equal to the number
of sensors. Second, conventional ICA can only provide the topography for each
component, which is the weighting distribution at sensor level. Therefore, ICA
per se is insufficient for mapping cortical source distributions of brain activities.

One commonly-used way to obtain the cortical source distributions of sep-
arated ICs is to apply source imaging techniques to the reconstructed mea-
surements without the interference of artifact components [7,8]. There exist in
� Corresponding author.
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the literature a wide selection of source imaging techniques, including weighted
minimum norm (WMN), dipole fitting, MUSIC, and beamformer-based meth-
ods. Recently Tsai et al. [9] proposed another ICA method, called the elec-
tromagnetic spatiotemporal independent component analysis (EMSICA), that
can simultaneously obtain spatiotemporal ICs and their corresponding cortical
source distributions. This method utilizes the Bayesian statistical framework for
imaging independent brain activities under physiological source constraints. Un-
fortunately, the number of unknown parameters in EMSICA is much more than
that in conventional ICA and may thus cause higher difficulties and instability
when solving the unmixing matrix.

In this work we propose a new source imaging method that directly projects
independent components to cortical source space obtained from lead field vectors.
It provides an intuitive and efficient solution for analyzing specified independent
components. In the rest of this paper, we will describe the proposed algorithm
in detail, demonstrate its feasibility by three experiments using simulated brain
activities, and draw the conclusions of this work.

2 Methods

2.1 Forward Model

We construct the source space of independent components from the lead field
vectors located at all of the vertices on the cortical surface. The lead field vector
lθ ∈ IRN indicates how a unit dipole with parameters θ = {r,q} contributes to
the MEG/EEG sensor array:

lθ = Grq , (1)

where G ∈ IRN×3 is the gain matrix describing the sensibility of N MEG/EEG
sensors to the current dipole located at r ∈ IR3 with orientation q ∈ IR3 [10,11].
The MEG/EEG measurements m(t) ∈ IRN recorded at time t is composed of D
time-varying dipoles:

m(t) = Ls(t) + n(t) , (2)

where L = [lθ1 lθ2 . . . lθD ] is the lead field matrix, s(t) = [s1(t) s2(t) . . . sD(t)]T

is the time-varying source activities, and n(t) is the additive noise.

2.2 Source Imaging of Independent Components

ICA can separate the measurements m(t) into K statistically independent com-
ponents x(t):

m(t) = Ax(t) , (3)

where A = [a1 a2 . . . aK ] ∈ IRN×K is a mixing matrix that compounds the K
independent components x(t) = [x1(t)x2(t) . . . xK(t)]T ∈ IRK into the measure-
ments m(t)[1]. Each column vector ai in the mixing matrix A represents the
activity distribution on the device sensors corresponding to the i-th component
xi(t), i = 1, . . . , K. From another aspect, Eq. (3) can be written as

x(t) = WT m(t) , (4)
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where W = [w1 w2 . . .wK ] is an unmixing matrix. Each column vector wi is
a spatial filter for extracting the corresponding component xi(t) from the mea-
surements m(t).

Recently, Tsai et al. assume that the K spatiotemporal independent compo-
nents originate from brain activities at P locations and the matrix B ∈ IRP×K

describes this linear relationship [9]:

s(t) = Bx(t) , (5)

where B = [b1 b2 . . .bK ], each column vector bi in B represents the cortical
source distribution of the i-th component, xi(t), i = 1, . . . , K. By substituting
Eq. (5) into the forward model, Eq. (2) becomes

m(t) = Ls(t) = LBx(t) . (6)

Moreover, by substituting m(t) with Eq. (6), Eq. (4) becomes

x(t) = WT m(t) = WT LBx(t) . (7)

Without loss of generality, we assume that the set of x(t) during a long enough
period of time spans the whole space of IRK . Therefore, the K×K matrix WT LB
is the identity matrix:

WT LB = I . (8)

The cortical source distribution B can be derived from

B =
(
WT L

)+
, (9)

where the + mark denotes the pseudo-inverse operator and can be performed
through singular value decomposition. The W and L in Eq. (9) can be obtained
from the ICA and the forward model, respectively.

In summary, ICA separates the independent component xi(t) in sensor space.
The proposed method maps independent component xi(t) into the corresponding
source distribution bi(t) on the cortical surface through the unmixing matrix W
and the lead field matrix L.

3 Experiments

To evaluate the performance of the proposed method, three kinds of simulations
with a spherical head model and cortical surface constraint were conducted. The
measurements were simulated according to the configuration of a whole head
MEG system (Vectorview 306, Neuromag Ltd. , Finland). The T1-weighted MR
volume image used in this work was acquired from a normal subject on a 1.5
Tesla GE MR scanner by means of a three-dimensional sequence (TE = 1.828 ms,
TR = 8.54 ms, flip angle = 15◦, FOV = 26×26×10cm3, matrix size = 256×256,
voxel size = 1.02× 1.02× 1.50mm3). The cortical surface was reconstructed by
the software FreeSurfer [12] and consisted of 114,024 vertices. In addition to the
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specified dipole sources described in the following sessions, each simulation also
contained 3000 random dipoles which were evenly distributed within the sphere
with radius of 7 cm and with standard deviation of 0.1 nAm.

Location error (LE) and similarity of temporal activities were used as the
index of accuracy in this work. LE was estimated by calculating the distance
between the location of the peak on the reconstructed cortical source distribution
and the ground truth. Similarity between the temporal activity of the dipole
sources and that of the selected components was calculated as their correlation
coefficient.

3.1 Single Dipole Source

In the first simulation, the ground truth contained one single dipole, as shown
in Fig. 1. It was a 15 Hz sine wave modulated with a Gaussian kernel (the
blue dashed line in Fig. 1 (f)) and was placed at r1 with orientation q1 (the
green point and green arrow in Fig. 1 (a)). Fig. 1 (c) displays the corresponding
lead field vector with parameter θ1 = {r1,q1}. Fig. 1 (e) shows the simulated
measurement, whose topography at 250 ms is displayed in Fig. 1 (b).

(a)

(c)(b) (d)

(e) (f)

Topography (250 ms) Lead field },{ 111 qr=θ a1

Simulated measurement x1(t)

b1

θ1

corr=0.9954

Fig. 1. Ground truth and results of simulation 1: (a) the location (green point) and
orientation (green arrow) of the given dipole source, and the cortical source distribution
of the interested IC (highlighted region), (b) the topography of simulated measurement
at 250 ms, (c) the lead field vector with parameter θ1 = {r1, q1}, (d) the topography of
the interested IC, which is extracted by second-stage ICA, (e) the simulated measure-
ment, and (f) the comparison between the temporal profile of the given source (blue
line) and that of the interested component (red line)

There were 105 ICs extracted from simulated measurements by the first-stage
ICA, yet only one of these ICs was selected as a meaningful source and then
used for the second-stage ICA. The estimated IC and the corresponding cortical
source distribution are displayed in Figs. 1 (d) and (a). The LE and similarity
is shown in Table 1.
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Table 1. Location errors and similarities of the temporal profiles in the three
simulations

Simulation IC Waveform Frequency (Hz) Similarity LE (mm)
1 1 sine 15 -0.9954 4.67
2 1 tangent 11 0.9997 0.00

2 sine 15 0.9953 0.91
3 1 sine 7 0.9886 3.64

2 sine 17 -0.9851 3.62
3 sine 31 -0.9810 0.00a and 3.38b

a The distance between r31 and the peak on the left hemisphere.
b The distance between r33 and the peak on the right hemisphere.

3.2 Two Uncorrelated Dipole Sources

Two uncorrelated dipole sources with parameters θ21 and θ22 were placed as
shown in Fig. 2 (a). The temporal waveforms of these two sources were con-
structed from 11 Hz tangent and 15 Hz sine wave functions as shown in Fig. 2 (e),
green and blue curves, respectively.

Two of the 93 ICs, extracted from simulated measurement by the first-stage
ICA, were selected as the meaningful components and then reconstructed to be
the de-noised measurement followed by the second-stage ICA. The extracted two
interested ICs and the corresponding cortical source distributions are shown in
Fig. 3. In this simulation, the spatiotemporal imaging of the two ICs were almost
perfectly fit the ground truths with both of the LEs less than 1 mm (Table 1).

(d)

(a)

(b)

(e)

(c)

(f)
0 100 200 300 400 500

−1

−0.5

0

0.5

1

time (ms)

RA

Lead field Lead field Topography (250 ms)},{ 212121 qr= },{ 222222 qr=

Simulated measurementGiven source amplitudes
tan

11 Hz
sin

15 Hz

21

22

Fig. 2. Ground truth of simulation 2: (a) the locations and orientations of two simulated
dipole sources with parameters θ21 (green) and θ22 (blue), (b) the lead field vector lθ21

for the first dipole, (c) the lead field vector lθ22 for the second dipole, (d) the topography
of simulated measurement at 250 ms, (e) the given temporal profiles of two dipoles,
and (f) the time courses of the simulation
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Fig. 3. The two interested independent components and the respective cortical source
distributions in simulation 2
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Lead field

Lead field

Lead field
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Topography (250 ms)

(f)

31

32

33

Given source amplitudes

Fig. 4. Ground truth of simulation 3: (a) temporal waveforms of the four dipole sources
(two of them have the same waveforms), (b) the locations and orientations of four
dipoles labeled by different numbers and colors, (c) the lead field vector lθ31 and the
temporal activities of two given sources numbered as 1 and 3, (d) the lead field vector
lθ32 and the temporal activities of the second source, (e) the lead field vector lθ33

and the temporal activities of the forth source, (f) the time courses of the simulated
measurement, and (g) the topography of simulated measurement at 250 ms

3.3 Four Dipole Sources

In the third simulation, four dipole sources were placed at three distinct posi-
tions. Fig. 4 illustrates the temporal waveforms, locations, and orientations of
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Fig. 5. The three interested independent components and the respective cortical source
distributions in simulation 3

these dipoles. Two of the sources, the first and the third one, had the same lo-
cation and orientation with the parameter θ31 = {r31,q31}, but with different
time waveforms, 7 Hz and 31 Hz sine waves, respectively.

During the first-stage ICA, 105 ICs were extracted from simulated measure-
ment. Only three of the 105 components were chosen to reconstruct as the de-
noised measurement. Finally, three interested ICs were calculated in the second-
stage ICA and then used to map to the cortical surface as shown in Fig. 5. The
estimated LEs and the similarities are shown in Table 1.

According to the results of the three simulations, each simulation has at least
one estimated source located at the position near the ground truth. The spike-
like tangent wave in the second simulation has the highest similarity and the least
location error (Table 1). For the sources having the same waveform but placed
at two different positions, that is, the third and the fourth dipoles with 31 Hz
sine waves in simulation 3, the reconstructed cortical distribution is accurate.

4 Conclusions

We have presented a method of spatiotemporal source imaging for indepen-
dent components extracted from conventional ICA algorithms. Compared to
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EMSICA, the proposed method has the advantage of smaller amount of un-
known parameters. In our experiments, the location error is within 5 mm for
well-separated components. Besides, the proposed method can well map the cor-
tical source distribution for independent components originating from different
positions. Therefore, it might stand a chance for imaging distributed neural net-
works.
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2006. LNCS, vol. 4174, pp. 394–403. Springer, Heidelberg (2006)

9. Tsai, A.C., Liou, M., Jung, T.P., Onton, J.A., Cheng, P.E., Huang, C.C., Du-
ann, J.R., Makeig, S.: Mapping Single-Trial EEG Records on the Cortical Surface
through a Spatiotemporal Modality. NeuroImage 32(1), 195–207 (2006)

10. Mosher, J.C., Leahy, R.M., Lewis, P.S.: EEG and MEG: Forward Solutions for
Inverse Methods. IEEE Trans. Biomed. Eng. 46(3), 245–259 (1999)

11. Baillet, S., Mosher, J., Leahy, R.: Electromagnetic Brain Mapping. IEEE Signal
Processing Magazine 18(6), 14–30 (2001)

12. Dale, A.M., Fischl, B., Sereno, M.I.: Cortical Surface-Based Analysis: I. Segmen-
tation and Surface Reconstruction. NeuroImage 9(2), 179–194 (1999)



W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 520–529, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Morphological Hetero-Associative Memories Applied to 
Restore True-Color Patterns 

Roberto A. Vázquez and Humberto Sossa 

Centro de Investigación en Computación – IPN 
Av. Juan de Dios Batíz, esquina con Miguel Othón de Mendizábal 

Ciudad de México, 07738, México 
ravem@ipn.mx, hsossa@cic.ipn.mx  

Abstract. Morphological associative memories (MAMs) are a special type of 
associative memory which exhibit optimal absolute storage capacity and  
one-step convergence. This associative model substitutes the additions and mul-
tiplications by additions/subtractions and maximums/minimums. This type of 
associative model has been applied to different pattern recognition problems in-
cluding face localization and reconstruction of gray scale images. Despite of his 
power, it has not been applied to problems involving true-color patterns. In this 
paper we describe how a Morphological Hetero-associative Memory (MHAM) 
can be applied in problems that involve true-color patterns.  In addition, a study 
of the behavior of this associative model in the reconstruction of true-color im-
ages is performed using a benchmark of 14400 images altered by different type 
of noises.  

Keywords: Associative memory, True-color patterns. 

1   Introduction 

The concept of associative memory AM emerges from psychological theories of hu-
man and animals learning. These memories store information by learning correlations 
among different stimuli. When a stimulus is presented as a memory cue, the other is 
retrieval as a consequence; this means that the two stimuli have become associated 
each other in the memory. 

An AM can be seen as a particular type of neural network designed to recall output 
patterns in terms of input patterns that can appear altered by some kind of noise. Sev-
eral AMs have been proposed in the last years. Refer for example to [1], [2], [3], [4], 
[5], [6], [7], [8], [9], [10] and [11]). Most of these AMs have several constraints that 
limit their applicability in complex problems. Among these constraints we could men-
tion their capacity of storage (limited), the type of patterns (only binary, bipolar, inte-
ger or real patterns), robustness to noise (additive, subtractive, mixed, Gaussian noise, 
deformations, etc). 

A first attempt in formulating useful morphological neural networks was proposed 
by Davidson et al. [12]. Since then, only a few papers involving morphological neural 
networks have appeared. Refer for example to [13] and [14]. In 1998, Ritter et al. [8] 
proposed the concept of morphological associative memories (MAMs). Basically, the 
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authors substituted the outer product by max and min operations. One year later, the 
authors introduced their morphological bidirectional associative memories [15]. Their 
properties, compared with Hopfield Associative model are completely different. For 
example, they exhibit optimal absolute storage capacity and one-step convergence in 
the auto-associative case. The MAM has been applied to different pattern recognition 
problems including face localization and reconstruction of gray scale images [9] and 
[16-20]. Despite of his power, it has not been applied in problems that involve true-
color patterns neither a deep study of the Morphological Hetero-Associative Memory 
MHAM under true-color image patterns. 

In this paper, it is described how a MHAM can be applied in problems that involve 
true-color patterns.  Furthermore, a study of the behavior of the MHAM in the recon-
struction of true-color images is performed using a benchmark of 14400 images al-
tered by different type of noises.  

2   Basics on Morphological Associative Memories 

The basic computations occurring in the morphological network proposed by Ritter et 

al. are based on the algebraic lattice structure ( ), , ,R ∧ ∨ +  where the symbols ∧  

and ∨  denote the binary operations of minimum and maximum, respectively.  

Let n∈x  and m∈y  an input and output pattern, respectively. An association 

between input pattern x  and output pattern y  is denoted as ( ),ξ ξx y , where ξ  is 

the corresponding association. Associative memory W  is represented by a matrix 

whose components ijw  can be seen as the synapses of the neural network. If 

1, , pξ ξ ξ= ∀ =x y …  then W  is auto-associative, otherwise it is hetero-

associative. A distorted version of a pattern x  to be recuperated will be denoted as 

x . If an AM W  is fed with a distorted version of  ξx  and the output obtained is ex-

actly ky , we say that recalling is robust. 

Suppose we are given a couple of  n∈x  and m∈y . A morphological asso-

ciative memory that will recall the pattern y  when presented the pattern x  is given 

by: 

( )
1 1 1

1

n
t

m m n

y x y x

y x y x

− −⎛ ⎞
⎜ ⎟= ∨ − = ⎜ ⎟
⎜ ⎟− −⎝ ⎠

W y x  (1) 

since W  satisfies the equation ∨ =W x y  as can be verified by the simple  

computation 
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( )

( )

11

1

n

i i
i

n

m i i
i

y x x

y x x

=

=

⎛ ⎞∨ − +⎜ ⎟
⎜ ⎟∨ = =⎜ ⎟
⎜ ⎟
⎜ ⎟∨ − +
⎝ ⎠

W x y  (2) 

W  is called the max product of  y  and x . We can also denote the min product of 

y  and x  using operator ∧ . 

For a given set of pattern associations ( ){ }, : 1, ,kξ ξ ξ =x y …  a couple of pat-

tern matrices ( ),X Y  is defined, where ( )1, , k=X x x… , ( )1, , k=Y y y… . With 

each pair of matrices ( ),X Y , two natural morphological m n×  memories XYW  

and XYM  are defined by: 

( )
1

k
ξ ξ

ξ =
⎡ ⎤= ∧ ∧ −⎣ ⎦XYW y x  (3) 

and 

( )
1

k
ξ ξ

ξ =
⎡ ⎤= ∨ ∨ −⎣ ⎦XYM y x . (4) 

From this definition it follows that 

( ) ( )t tξ ξ ξ ξ∧ − = ∨ −y x y x  (5) 

which implies that 1, ,kξ∀ = …  

( ) ( )t tξ ξ ξ ξ≤ ∧ − = ∨ − ≤XY XYW y x y x M . (6) 

In terms of equations 2, 3 and 4, this last set of inequalities implies that 
1, ,kξ∀ = …  

( ) ( )t tξ ξ ξ ξ ξ ξ ξ ξ⎡ ⎤ ⎡ ⎤∨ ≤ ∧ − ∨ = = ∨ − ∧ ≤ ∧⎢ ⎥ ⎢ ⎥⎣ ⎦ ⎣ ⎦XY XYW x y x x y y x x M x (7) 

or equivalently, that 

∨ ≤ ≤ ∧XY XYW X Y M X  (8) 

The complete set of theorems which guarantee perfect recall and their correspond-
ing proofs are presented in [8]. Some important to mention is that this MAM is robust 
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to additive noise or subtractive noise, not both (mixed noise). While MAM XYW is 

robust to subtractive noise, MAM XYM  is robust to additive noise. 

3   Behavior of XYW  under True-Color Patterns  

In this section a study of the behavior of  MHAM XYW  under true-color noisy pat-

terns is presented. First to all, we verified if the MHAM was capable to recall the 
complete set of associations. Then we verified the behavior of MHAM using noisy 
versions of the images used to train the MHAM. After that, we performed a study of 
how the number of associations influenced the behavior of the MHAM. 

 
0 % of noise 

    

10 % of noise 

    

30 % of noise 

    

50 % of noise 

    

 Additive noise 
Subtractive 

noise 
Mixed noise 

Gaussian 
noise 

Fig. 1. Some images which compose the benchmark used to train and test the MAM 

The benchmark used in this set of experiments is composed by 14400 color images 
of  63 43×  pixels and 24 bits in a bmp format. This benchmark contains 40 classes 
of flowers and animals. Per each class, there are 90 images altered with additive noise 
(0% of the pixels to 90% of the pixels), 90 images altered with subtractive noise (0% 
of the pixels to 90% of the pixels), 90 images altered with mixed noise (0% of the 
pixels to 90% of the pixels) and 90 images altered with Gaussian noise (0% of the 
pixels to 90% of the pixels). In Fig. 1 some images which compose this benchmark 
are shown. 

Before the MHAM XYW was trained, each image was transformed into an image 
pattern. To build an image pattern from the bmp file, the image was read from left-
right and up-down; each RGB pixel (hexadecimal value) was transformed into a 
decimal value and finally, this information was stored into an array. Once trained the 
associative memory, we proceeded to evaluate the behavior of the MHAM. In order to 
measure the accuracy of the MHAM we counted the number of pixels correctly  
recalled. 

For the first set of experiments, we found that MHAM XYW  was not capable to 
recall the complete set of associations. Even when patterns were not altered with 
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noise, the MHAM correctly recalled only the 77.6% of the pixels. Studying the be-
havior of the MHAM under different type of noises and trained with 20 associations 
we found that, for the case of additive noise, if only the 2 % of the pixels are altered, 
the MHAM was capable of correctly recall only the 2.2% of the pixels. For the case 
of mixed and Gaussian noise, we observed that if only the 2 % of the pixels are al-
tered, the MHAM is capable of correctly recall only the 3.4% and 17.7 % of the pix-
els, respectively. These percentages decreased when the number of altered pixels was 
increased. For the case of subtractive noise, we observed that even when the 90% of 
the pixels are altered, the MHAM was capable of correctly recall the 73.8% of the 
pixels. In average, for the case of the image patterns altered with additive noise the 
MHAM recalled the 1% of the pixels. For the case of subtractive noise the MHAM in 
average recalled the 75.9% of the pixels. For the case of mixed and Gaussian noise, 
the MHAM recalled the 1.19 % and 2.7% respectively.   

By analyzing the behavior of the MHAM XYW  under different type of noises and 
trained with 10 associations we found that when patterns were not altered with noise, 
the MHAM correctly recalled only the 90% of the pixels.  For the case of additive, 
mixed and Gaussian noise, we observed that if only the 2 % of the pixels were altered 
with additive noise, the MHAM was capable of correctly recalling only the 5.4%, 
5.5% and 14.1% of the pixels, respectively.  For the case of subtractive noise, we ob-
served that even when the 90% of the pixels were altered, the MHAM was capable of 
correctly recalling the 87.8% of the pixels. In average, for the case of the image pat-
terns altered with additive noise the MHAM recalled the 1.4% of the pixels. For the 
case of subtractive noise the MHAM in average recalled the 88.9% of the pixels.  
For the case of mixed and Gaussian noise, the MHAM recalled the 1.6 % and 4.1% 
respectively. 

Finally, we studied the behavior of the MHAM XYW  under different type of 
noises and trained with 5 associations. When patterns were not altered with noise, 
the MHAM correctly recall only the 98.8% of the pixels. For the case of additive, 
mixed and Gaussian noise, we observed that if only the 2 % of the pixels are altered 
with additive noise, the MHAM was capable of correctly recalling only the 6.27%, 
3.14% and 17.2% of the pixels, respectively.  For the case of subtractive noise, we 
observed that even when the 90% of the pixels are altered, the MHAM was capable 
of correctly recalling the 98.8% of the pixels. In average, for the case of the image 
patterns altered with additive noise the MHAM recalled the 1.4% of the pixels. For 
the case of subtractive noise the MHAM in average recalled the 98.4% of the pix-
els. For the case of mixed and Gaussian noise, the MHAM recalled the 1.5 % and 
4.2% respectively. 

In short, we can say that the accuracy of the MHAM increased as the number of 
associations is decreased. This fact holds only for patterns altered with subtractive 
noise. For the other type of noises tested in this set of experiments, the accuracy  
decreased.  

The general behavior of the MHAM XYW  is shown in Fig. 2, where clearly we 
can observe the robustness of this memory with patterns altered with subtractive 
noise. 
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(a)     (b) 

    
(c)     (d) 

Fig. 2. General behavior of the MHAM XYW  under different type of noises 

4   Behavior of XYM  under True-Color Patterns  

In this section a study of the behavior of MHAM XYM  under true-color noisy pat-

terns is presented. First to all, we verified if the MHAM was capable to recall the 
complete set of associations. Then we verified the behavior of MHAM using noisy 
versions of the images used to train the MHAM. After that, we performed a study of 
how the number of associations influenced the behavior of the MHAM. 

The benchmark used in this set of experiments was the same used in section 3. Be-

fore each MHAM XYM  was trained, each image was transformed into an image pat-

tern. Once trained the associative memory, we proceed to evaluate the behavior of the 
MHAM. 

Through this set of experiments, we realized that MHAM XYM  was not capable to 

recall the complete set of associations. Even when the patterns were not altered with 
noise, the MHAM correctly recalled only the 43.1% of the pixels. By analyzing the be-
havior of the MHAM under different type of noises and trained with 20 associations we 
found that, for the case of subtractive, mixed and Gaussian noise, if only the 2 % of the 
pixels were altered, the MHAM was capable of correctly recalling only the 7.2%, 10% 
and 22.6% of the pixels, respectively. These percentages decreased when the number of 
altered pixels was increased. For the case of additive noise, we observed that even when 
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the 90% of the pixels are altered, the MHAM was capable of correctly recall the 39.5% 
of the pixels. In average, for the case of the image patterns altered with additive noise 
the MHAM recalled the 41.3% of the pixels. For the case of subtractive noise the 
MHAM recalled the 1.2% of the pixels. For the case of mixed and Gaussian noise, the 
MHAM recalled the 1.8 % and 6.7% respectively. 

By analyzing the behavior of the MHAM XYM  under different type of noises 

and trained with 10 associations we found that when patterns were not altered with 
noise, the MHAM correctly recalled only the 67.3% of the pixels. For the case of 
subtractive, mixed and Gaussian noise, we observed that if only the 2 % of the 
pixels are altered, the MHAM was capable of correctly recalling only the 11.5%, 
17.3% and 37% of the pixels, respectively. For the case of additive noise, we ob-
served that even when the 90% of the pixels are altered, the MHAM was capable 
of correctly recalling the 61.3% of the pixels. In average, for the case of the image 
patterns altered with additive noise the MHAM recalled the 65% of the pixels. For 
the case of subtractive noise the MHAM recalled the 1.7% of the pixels.  
For the case of mixed and Gaussian noise, the MHAM recalled the 2.6 % and 9.6% 
respectively. 

 
 

    

(a)     (b) 

    

(c)     (d) 

Fig. 3. General behavior of the MHAM under different type of noises 
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Finally, we studied the behavior of the MHAM XYM  under different type of 

noises and trained with 5 associations. When patterns were not altered with noise, the 
MHAM correctly recalled only the 96.1% of the pixels. For the case of subtractive, 
mixed and Gaussian noise, we observed that if only the 2 % of the pixels are altered, 
the MHAM was capable of correctly recalling only the 5.3%, 10.7% and 38.1% of  
the pixels, respectively.  For the case of additive noise, we observed that even when 
the 90% of the pixels were altered, the MHAM was capable of correctly recalling the 
93.5% of the pixels. In average, for the case of the image patterns altered with addi-
tive noise the MHAM recalled the 95% of the pixels. For the case of subtractive noise 
the MHAM in average recalled the 1.2% of the pixels. For the case of mixed and 
Gaussian noise, the MHAM recalled the 1.4 % and 4.8% respectively. 

In short, we can say that the accuracy of the MHAM XYM  increased as the number 

of associations decreased. This fact holds only for patterns altered with additive noise. 

For the other type of noises tested in this set of experiments, the accuracy decreased. 

The general behavior of the MHAM XYM  is shown in Fig. 3, where clearly we 

can observe the robustness of this memory with patterns altered with additive noise. 

5   Conclusions 

In this paper, a complete study of the behavior of the morphological hetero-
associative memory in the restoration of true-color images was performed using a 
benchmark of 14400 images altered by different type of noises. 

Due to this associative model had been only applied to binary and gray level patterns, 

this paper is useful to better understand the power and limitations of this model. Two 

types of experiments were performed. In the first case we studied the hetero-associative 

version of MHAM XYW . In the second case we studied the hetero-associative version 

XYM . For both cases we verified if the MAM was capable to recall the complete set of 

associations. Then we verified the behavior of the MAM using noisy versions of the im-

ages used to build the memory. After that, we performed a study of how the number of 

associations influences the behavior of the MAM. 
Through several experiments, we found some interesting properties of this associa-

tive model. MHAMs do not present perfect recall but are not sensitive to the amount of 
noises. In other words, MHAMs hold the accuracy even when the noise was increased.  

As we already knew, MHAM XYM  is more robust to additive noises than the 

other type of noises. However, MHAM XYM is more robust to Gaussian and mixed 

noise than subtractive noise. For the case of MHAM XYW , this memory is more ro-

bust to subtractive noises than the other type of noises. However, MHAM XYW is 

more robust to Gaussian and mixed noise than subtractive noise. 
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Regarding to the storage capacity, we found that the accuracy of the model is too 
sensitive to the number of associations stored in the MAM. In general we can say that 
when the number of association is increased, the accuracy of the memory decreases 
when patterns are altered with noise to which they are more robust. If patterns are al-
tered with noise to which they are not robust, the accuracy of the memory increases 
when the number of associations is increased. 

On the other hand, the accuracy of the hetero-associative memory decreases when 

the amount of additive noise is increased. The best accuracy is provided by XYW  

when patterns are altered by subtractive noise. In average, MHAM XYM  correctly 

recall 67.1% of the pixels when patters are altered by additive noise. MHAM XYW  

correctly recall 87.7% of the pixels when patterns are altered by additive noise. 
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Abstract. Symbolic entropy is proposed to measure the complexity of the elec-
troencephalogram (EEG) signal under different brain functional states. The 
EEG data recorded from different subjects were investigated and compared 
with both approximate entropy (ApEn) and Shannon entropy. The experimental 
results show that the proposed method can effectively distinguish the complexi-
ties of two groups. The experimental results provide preliminary support for the 
notion that the complex nonlinear nature of brain electrical activity may be the 
result of isolation or impairment of the neural information transmission within 
the brain. It is concluded that symbolic entropy serves a better measure for EEG 
signals and other medical signals. 

Keywords: Approximate Entropy, Shannon Entropy, EEG. 

1   Introduct Time Series Analysis 

Many evidences have been found that human brain is a complicated nonlinear spatial-
temporal neural system [1,2]. The highly complex nonlinear system of human brain 
shows the chaotic dynamics. Advanced approaches for studying EEG signal enable us 
to extract more useful information and understand the underlying inherent mechanism 
under different brain functional states. Nonlinear dynamics theory brought us some 
new sights. It is important in describing a large number of complex physiological 
systems and complex time series such as EEG, using adequate nonlinear dynamical 
analysis rather than linear time series analysis [3]. In principle, nonlinear dynamics 
can provide a more complete description of the EEG recordings and a better under-
standing of the underlying mechanism of brain, such as Lyapunov exponent and  
correlation dimensions [4-6]. However, these techniques were based on the low-
dimension nonlinear dynamics system. Many algorithms from nonlinear dynamics 
and theory of deterministic chaos were found chronically unreliable, often producing 
spurious dimension or Lyapunov exponent estimates and thus supporting false identi-
fication of chaotic dynamics existing in the observed data [7]. 

Based on the common information theory, the quantification of complexity meas-
urement is used as the nonlinear detection of  EEG time series is. Several entropies 
for identifying the complexity of medical signals have been introduced. Since the 
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pioneer work of Pincus, the approximate entropy (ApEn) has been widely used in 
measuring the regularity or complexity of biomedical signals [8-11]. Moreover, sev-
eral entropies based on symbolic dynamics for identifying the complexity of medical 
signals were also discussed and obtained a rapidly development, making it an essen-
tial part of the nonlinear data analysis such as weather forecast, neural network, and 
information processing, especially in biological systems [12-18]. In [12], ApEn was 
used to analyze the irregularities and nonlinearities in fetal heart period time series in 
the course of pregnancy. Another entropy approach employed for quantifying the 
regularity of a time series was Shannon entropy. The entropy of short binary se-
quences in heart period dynamics was also examined in [13]. Novel symbolic entropy 
was proposed recently [19,20]. The goal of this paper is to extend the dynamic en-
tropy approach to the EEG analysis. By setting the adequate threshold, the nonlinear 
dynamic time series are converted into symbolic system and a new kind of complexity 
analysis in terms of symbolic entropy is presented. Both simulated data and real EEG 
data are examined using the proposed algorithm and compared with the traditional 
entropy approaches.  

The paper is organized as follows: In section 2, both binary Shannon entropy and 
symbolic entropy are introduced. The symbolic entropy is applied to test the logistic 
map and the one-way coupled map lattice in section 3. Some useful results are also 
provided. In section 4, the symbolic entropy is used to deal with the EEG data and 
compare the traditional entropies with the presented method. The results and discus-
sions are also given. 

2   Symbolic Entropy 

We consider symbolic dynamics as a coarse grained description of trajectories of a 
general class of systems, which remains both robust and statistical properties of the 
system invariant. The basic principle of symbolic dynamics is to transform a time 
series into a symbol sequence, which provides a model for the orbits of the dynamical 
system via a space of sequences.  

For a given data set X, the symbol sequence is achieved by quantifying X into 
boxes labeled with a symbol. Calculating the attributes of the symbol sequence can 
reveal the nonlinear characteristics of the original time series and the underlying dy-
namical system. If symbolic dynamics is described in the right way, the ensemble of 
trajectories in a trajectory set has its common statistical properties. 

Let }1,...,2,1,0|{ −= LiHi be a family of L disjunctive subsets covering the whole 

state space X, i.e.∩ 1

0

−

=
Φ=

L

i iH ,∪ 1

0

−

=
=

L

i i XH . The index set }1,...,2,1,0{ −= LH of the 

partition can be interpreted as a finite alphabet of letters: iHi = . 

Symbolic entropy is based on quantity binary Shannon entropy (BinShan) [13]. 
One of the differences is that BinShan is based on the binary sequences, while the 
symbolic entropy is based on multiple integers. Another differences is that the  
partition rules.  

Considering a given symbol set composed of },...,,{ 110 −Ksss and a data set com-

posed of K+1 critical points },...,,{ 10 Kccc . The given chaotic sequences 
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},...,2,1|{ Nixi =  can be replaced by the symbol sequences },...,2,1|{ Nisi = , 

using the following partition rule [19, 20]:  

1,k i k i kif c x c then s s+< ≤ =    (1) 

The time series is converted into pseudo-random sequences such that 

2 2 ( 1)
( , sin sin 0,1, 2,... 1

2 2i i

j j
s x j if x j K

K K

π π+= < ≤ = −）  (2) 

 
K is the total number of different symbols. Then, the pseudo-random sequences 

},...,2,1|{ Nisi =  are segmented into a set of short sequences with length of L. 

Pseudo-random sequences of vectors )1(),...,1( +− LNuu  are formed by defin-

ing )]1(),...,1(),([)( −++= Lisisisiu . Consequently, it can be marked and 

identified as 

)(),(
1

ipsKiLl
L

p

pL
x += ∑

=

−  (3) 

where K denotes the number of different integers in },...,2,1|{ Nisi =  and L is the 

length of the short sequences. i represents the beginning point of the symbol set. By 

quantifying the time series derived from the practical system, the symbol ks  can be 

replaced with an integer K. The pseudo-random sequences can be easily identified 

with the data set }1,...,1,0{ −LK . Thus the symbolic entropy of the pseudo-random 

sequences can be defined to quantify the information involved in the symbolic se-
quences: 

x

x

x l
l

l PP
L

E ln
1 ∑−=    (4) 

where 
sum

l
l n

n
P x

x
=  denotes the probability of the pattern xl . 

xl
n is the number of 

occurrences of the pattern xl , whereas sumn  represents the total number of the  

patterns. 
Obviously, information contained in the symbolic entropy is related with the num-

ber of the critical points. If the number of ic is given, we can find the best critical 

values by optimizing the symbolic entropy E. The number of the critical points is 
proportional to the ability of coding the original time series. Furthermore, the more 
the critical points, the higher the symbolic entropy. Thus only few distinct patterns 
occur for a very regular binary sequence. The symbolic entropy is very small since the 
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probability of these patterns is very high and only little information is contained in the 
whole sequence.  

3   The Complexity of Chaotic Series 

The behaviors of symbolic entropy with two chaotic sequences is evaluated and com-
pared. Firstly, the complexity of simple chaotic sequences is investigated. Consider 
the well-known logistic map, which is defined as follows: 

( 1) ( )[1 ( )]x n rx n x n+ = −    (5) 

where ]4,0[∈r , ]1,0[∈x , 0≥n . 

The complexity of logistic map depends on the control parameter r , which displays 

chaotic property when ]0.4,5.3[∈r . Fig. 1 depicts the Lyapunov exponent λ  

within this region. Obviously, the maximum is obtained at 0.4=r . When r  lies in 

[3.80, 3.85], λ  decreases sharply and reaches to the minimum.  
Lyapunov exponent gives a better description of the system complexity. If the 

characterized complexity measure is similar to this criterion, the algorithm is avail-
able. In this study, we focus on the entropy-based complexity. Fig. 2 provides the 
result of the symbolic entropy and ApEn for the logistic map with the same r  as 
shown in Fig. 1, respectively. It is noticed that the curves of entropies are much 
smoother than the λ . The reason is that the computation of entropies is based on 
statistics. Hence, it is a coarse description of system dynamics.  

Generally speaking, both of two entropies show similar complexity, in accordance 
with the result from the Lyapunov exponent. However, for some special cases, such 
as in the interval [3.80, 3.85] and 5.3=r , ApEn cannot provide a better result. From 
Fig.1, we can see that the Lyapunov exponent of the former case is distinctly smaller 
than the latter one, but the ApEn of these two cases keep the same. On the contrary, 
the symbolic entropy can effectively differentiate these weak differences with less 
computation complexity. 

3.5 3.55 3.6 3.65 3.7 3.75 3.8 3.85 3.9 3.95 4
-1.5

-1

-0.5

0

0.5

1

 

Fig. 1. The Lyapunov exponent for the logistic map 
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Fig. 2. The symbolic entropy (a) and ApEn (b) for the logistic map 

 

As the second example, a pseudo-random sequence }{ ng  derived form one-way 

coupled map lattice is generated as: 

1(1) (1 ) [0 (1)]n n nx f x gε ε+ = − +  (6) 

1( ) (1 ) [ ( )] [ ( 1)]n n nx i f x i f x iε ε+ = − + +  (7) 

where i=2,…,6; n=0,1,2,…,N                

[ (2)]n ng f x=  (8) 

where n denotes the discrete-time step and i stands for the lattice point in the logistic 
map: )1()( xrxxf −=  in which both r  and ε  are the parameters of the system.  

Table.1 gives the experimental results with critical points K=23 and K=24, respec-
tively. The results show that symbolic entropy can efficiently measure the complexity 
of chaotic sequences when 2≥L . However, for K=23 or K=24 , only eight or sixteen 
different short sequences were found for 1=L . For this case, the symbolic sequences  
have the uniform distribution and provide poor performance. The results illustrate that 
the pseudo-random sequence generated from one-way coupled map lattice is more 
complex than that produced from the logistic map when 2≥L , which accords with 
the discussion above. With the increase of the critical points K, the increase of the 
symbolic entropy was homologous as shown in Table. 1. To compare the behaviors, 
we also estimate the BinShan and ApEn for the two sequences, as shown in Table.2 
and Table.3 from which it can be seen that the BinShan is consistent with the sym-
bolic entropy, but the difference between these two time series is not significant. The 
BinShan of the sequences from one-way coupled map lattice is larger than that from 
the logistic map. Table.3 indicates that the more complicated the chaotic series, the 
larger the ApEn. However, when the embedding dimensions get larger such as 

4>m , the results is not reliable since the proposed value by Pincus is 2=m . In 
conclusion, all the three approaches can evaluate the complexity of the time series, 
but both BinShan and ApEn are significantly inferior to the symbolic entropy.  
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Table 1. The symbolic entropies of different time series for different K 

K= 23 K=24 L 
Logistic map gn  Logistic map gn 

1 2.0793 2.0523 2.7720 2.7328 
2 1.3860 2.0492 1.7322 2.7197 
3 1.1548 2.0415 1.3854 2.6534 
4 1.0391 1.9931 1.2117 2.2705 
5 0.9693 1.7919 1.1066 1.8402 

 

Table 2. The BinShan for different time series with L=1, 2, 3, 4 

L L=1 L=2 L=3 L=4 
Logistic 
map 

0.9898 0.9898 0.9897 0.9429 

gn 0.9997 0.9997 0.9993 0.9517 

Table 3. The ApEn for different time series with L=5, K =1, 2,3,4,5 

N=5 K=1 K=2 K=3 K=4 K=5 
Logistic 
map 

0.6541 0.6539 0.6500 0.6430 0.6365 

gn 1.9939 1.9919 1.8125 0.9872 0.3620 

4   EEG Signal and Analysis 

4.1   Complexity Analysis of EEG 

It is important to consider the effect of coarse-grained processing according to the 
property of the real system [21,22].  Fig.3 demonstrates the simulation result with 
different numbers of the critical points for 16,8,4,2=K  for a segment of the EEG 
data. When 4,2=K , the symbolic entropy fluctuates at some points while the sym-
bolic entropy shows more reliable with similar changing trend when 8≥K . In addi-
tion, by increasing the numbers of the critical points, the computation complexity will 
obviously increase. Therefore, selection of 8=K is recommended and used in the 
following discussions.  

Based on the analysis above, the proposed symbolic entropy shows the good be-
haviours among these three algorithms and the results are heuristic. It shows that 
complexities of EEG data from the healthy group are similar. They are concentrated 
on a certain value with a smaller deviation by comparing the symbolic entropy of the 
schizophrenic EEG recordings.  
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Fig. 3.  The symbolic entropy with different critical points K 

4.2   Results and Discussion 

From the point of view with information theory, lower entropies indicate greater sig-
nal regularity corresponding to the situations in which communication pathways in a 
network are poorly developed or the system components operate in relative isolation. 
In contrast, entropies typically increase with greater system coupling and information 
exchanges among the systems [22]. The results of lower entropy value of EEG signals 
collected from the schizophrenic group may indicate a lower level of communication 
or information transmission among the different regions of the brain. Fig. 5 demon-
strates a temporal-spatial plot with symbolic entropy of the EEG on the cerebral scalp. 
It is clear that the symbolic entropies lies in the left brain decreased are larger than 
that in the right due to the disorder of the brain. This experimental result is in accor-
dance with the previous conclusion. Accordingly, it was hypothesized that the neural 
information transmission or communication for the schizophrenic patients between 
the main focus and other areas of the brain may be partly isolated or impaired. The 
low ability of communication would results in greater regularity of the brain's electri-
cal activity. This may be manifest as lower entropy values for EEG signals in schizo-
phrenic patients by comparing with the results for healthy subjects. 

5   Conclusions 

The primary aim of this study was to investigate the potential application of the sym-
bolic entropy for analyzing the short EEG data collected from both healthy and 
schizophrenic subjects, and to distinguish the differences of the nonlinearities of the 
underlying dynamical system. The symbolic entropy proposed in this paper provides a 
new approach for quantifying the inherent complexity of chaotic sequence of EEG 
signals. The symbolic dynamics was estimated to characterize the dynamical peculiar-
ity of the EEG data set of two kinds of subjects. Several sequences generated from 
different chaotic systems were also examined to evaluate and compare their perform-
ance of measuring the complexity. The experimental results with both simulated data 



 A Novel Method for Analyzing Dynamic Complexity of EEG Signals 537 

and real EEG data demonstrate that the symbolic entropy can effectively distinguish 
the complexity of difference chaotic series. Our results also indicated that the sym-
bolic entropy is superior to the traditional entropy methods such as BinShan and 
ApEn. The symbolic entropy may supply us with quantitative characteristics of the 
EEG signals, which extracts more useful information regarding the nonlinear dynam-
ics of the system than the traditional approaches. Finally, the presented algorithm can 
be easily performed and computationally simple. 
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Using Feedforward Neural Network for High-Order 

QAM Signals in Underwater Acoustic Channels 
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Abstract. Complex-valued and non-constant modulus signals are widely used in 
modern high-speed underwater acoustic communication systems. Based on this 
environment, a complex-valued blind equalization algorithm using feedforward 
neural network is brought forward. Aiming at the defects that traditional constant 
modulus equalization algorithm can’t rectify the phase deflection, the cost func-
tion is reformed and also a new modified constant modulus algorithm is given. 
Besides, the new algorithm is improved by introducing the square decision 
technique to achieve better convergence speed and less gurgitation. The results of 
simulation show that this new equalization algorithm not only has the ability of 
phase self-amending, but also performs better than traditional algorithm in the 
ability and speed of convergence in high order QAM communication systems. 

Keywords: Underwater acoustic communication, Feedforward neural network, 
Blind equalization, Multipath effect. 

1   Introduction 

Multipath effect is a big problem that needs to be solved in the underwater acoustic 
communication field, because it can produce serious inter-symbol interferences which 
will lead to great descent of the communication quality. In order to get over the bad 
influences caused by multipath effect, adaptive equalization algorithm depending on 
training sequences can be used to alleviate the inter-symbol interferences. But as shown 
in [1], using training sequences also brings the time delay of underwater acoustic 
communication system and the waste of frequency resource which result in low effi-
ciency in many practical situations. 

Blind equalization algorithm does not need the training sequences, so it has better 
channel utilization ratio and is more suitable for underwater acoustic channels whose 
frequency resource is limited. From the year 1975, different forms of blind equalization 
algorithms have been put forward and among these algorithms, the blind equalization 
algorithm using neural network can not only equalize the minimum phase channel but 
also equalize the non-minimum phase channel and the non-linear channel as shown  
in [2]. Just because of the wide applicability, applying the neural network technology to 
realize channel equalization has been a research emphasis of the underwater acoustic 
communication field in recent years. 
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Aiming at the situation that complex-valued and non-constant modulus signals are 
widely used in high-speed underwater acoustic communication systems, a blind 
equalization algorithm based on feedforward neural network which is suitable for 
complex-valued signals is given. In order to make the algorithm have the ability of 
phase self-amending and get over the problems of low convergence speed and big 
gurgitation when constant modulus equalization algorithm is used to equalize 
non-constant modulus signals as shown in [3], a modified constant modulus blind 
equalization algorithm combined with the square decision technique based on feed-
forward neural network is elaborated. Results of simulation show that compared with 
the traditional algorithm, this new algorithm has stronger ability of antimultipath in-
terference and faster convergence speed, besides it can rectify phase’s random rotate 
which makes the whole system more credible. 

2   Basic Theory of Complex-valued Blind Equalization Based on 
Feedforward Neural Network 

Equivalent baseband model of the blind equalization based on feedforward neural 
network is illuminated in Fig.1. 

 

 

Fig. 1. Equivalent baseband model of the blind equalization based on feedforward neural  
network 

( )x n  is the independently uniformly distributed signal sequence sent from source, 

( )h n  is the baseband impulse response of the underwater acoustic channel, and ( )n n  is 

the noise sequence. The signal ( )y n  gotten by the receiver is taken as the input of 

neural network where ( )y n is processed in order to get rid of multipath effects and the 

output of neural network ~ ( )x n  is sent into the decision device in order to get 
^ ( )x n which is the estimate of original signal ( )x n . During the whole process of 

communication, the weight coefficients of neural network are adjusted continually 
according to a certain blind equalization algorithm using the input ( )y n , the output 

~ ( )x n  and the decision value ^ ( )x n . By this way the equalizer can track the changes of 

underwater acoustic channel and get over the multipath effects which result in bad 
influences to the underwater acoustic communication system efficiently. 

Cybenco has proved in [4] that the feedforward neural network which contains just 
one hidden layer can approximate any continuous function within any precision. So the 
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neural network in Fig.1 can be a simple three levels feedforward neural network just as 
Fig.2 illuminates. ( )ijw n  is the connective coefficients between the input level and the 

hidden level, and ( )jw n  are the connective coefficients between the hidden level and the 

output level. i  represents the nerve cell of the input level whose values can be from 0 to 
m  and j  represents the nerve cell of the hidden level whose values can be from 0 to l . 

 

Fig. 2. Structure of three levels feedforward neural network 

The signal sent into the input level is a vector [ ( )y n ， ( 1)y n − … ( )y n m− ] whose 

dimension is 1m + . ( )ju n  is the input of the hidden layer and ( )js n  is its output, and 

also ( )v n  and ~ ( )x n  are the input and output of the output layer respectively. 

Because most of the underwater acoustic communication systems use com-
plex-valued signals to transmit information, traditional feedforward neural network 
algorithm needs to be improved in order to possess the ability to process com-
plex-valued signals. As we know, complex-valued signals are composed of the real part 
and the imaginary part, so when the complex-valued signals are sent to a nerve cell, its 
real part and imaginary part can be processed by the non-linear transfer function ( )f ⋅  

respectively and then be combined into a new complex-valued signal as the output of 
the nerve cell. State equation of the three levels feedforward neural network is repre-
sented in the form, 

, ,

~
, ,

( ) ( ) ( )

( ) [ ( )] [ ( )]

( ) ( ) ( )

( ) [ ( )] [ ( )]

j ij
i

j j R j I

j j
j

j R j I

u n w n y n i

s n f u n j f u n

v n w n s n

x n f v n j f v n

⎧ = −
⎪
⎪ = + ⋅⎪
⎨ =⎪
⎪
⎪ = + ⋅⎩

∑

∑
 (1) 

where subscripts R  and I  represent the real part and the imaginary part of a complex 
number. 
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3   Complex-valued Blind Equalization Algorithm Based on 
Feedforward Neural Network That Possesses the Ability of 
Phase Self-amending  

In [5], the cost function adopted by traditional constant modulus blind equalization 
algorithm based on feedforward neural network(FNN/CMA) is shown in (2), where 

CMR  is a constant lying on precognition features of the original signal ( )x n and can be 

written in the form of formula (3).  

~ 2 2[| ( ) | ] / 2CM CMJ x n R= −  (2) 

4 2[| ( ) | ] / [| ( ) | ]CMR E x n E x n=  (3) 

From formula (2), it is easy to notice that the constant modulus blind equalization 
algorithm just uses the amplitude information of signals but not embody the phase 
information. So random rotates of phase will appear at the output end of the equalizer 
which causes the phenomenon of phase ambiguity. This phase ambiguity will lead to 
some misjudgments in the decision device, or even make the whole communication 
process fail when the extent of ambiguity is serious. In order to solve this problem, 

CMJ , the cost function of constant modulus blind equalization algorithm, is divided 

into two parts: the real part and the imaginary part. Each part is processed by the con-
stant modulus algorithm respectively and then a new modified constant modulus 
equalization algorithm (FNN/MCMA) is brought forward whose cost function is rep-
resented in the form of (4) where RR  and IR  are constants lying on precognition fea-

tures of the real part and the imaginary part of original signal ( )x n . In this way, the cost 

function MCMJ  contains not only the amplitude information but also the phase infor-

mation of signals which makes the new blind equalization algorithm possess stronger 
ability of phase self-amending. 

~ 2 2 ~ 2 2

4 2

4 2

{[| ( ) | ] [| ( ) | ] } / 2

[| ( ) | ] / [| ( ) | ]

[| ( ) | ] / [| ( ) | ]

MCM R R I I

R R R

I I I

J x n R x n R

R E x n E x n

R E x n E x n

⎧ = − + −
⎪

=⎨
⎪ =⎩

 (4) 

In the complex-valued neural network system, the coefficients ( )w n  are also com-

plex. So according to the method of steepest descent, the formula of iteration for ( )w n  

can be represented in the form of formula (5). 

( 1) ( )
( )

MCMJ
w n w n

w n
μ ∂

+ = − ⋅
∂

( ) [ ]
( ) ( )

MCM MCM

R I

J J
w n j

w n w n
μ ∂ ∂

= − ⋅ + ⋅
∂ ∂

 
 

(5) 

Combined formula (5) with (1) and (4), the formula of iteration for coefficients 
( )jw n  in the modified constant modulus blind equalization algorithm based on feed-

forward neural network can be written in the form of formula (6), where ' ( )f x  
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represents the derivative of the transfer function ( )f x , μ  is the iterative step, ,j Re  and 

,j Ie  are error signals for adjusting ( )jw n , * means getting the conjugate value of a 

complex number. 

*
, ,

~ 2 '
,

~ 2 '
,

( 1) ( ) 2 ( )[ ]

(| ( ) | ) [ ( )] [ ( )]

(| ( ) | ) [ ( )] [ ( )]

j j j j R j I

j R R R R R

j I I I I I

w n w n s n e j e

e x n R f v n f v n

e x n R f v n f v n

μ⎧ + = − + ⋅
⎪⎪ = −⎨
⎪

= −⎪⎩

 (6) 

The formula of iteration for ( )ijw n , connection weights between the input layer and 

the hidden layer, can be written in the form of formula (7), where ,ij Re  and ,ij Ie  are the 

error signals for adjusting ( )ijw n . 
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 (7) 

The new algorithm (5)~(7) can not only realize blind equalization for the underwater 
acoustic channels, but also rectify phase deflection automatically for the new cost 
function MCMJ , which gets over the problem of decision misjudgments caused by the 

phenomenon of phase ambiguity. 
From the error signals in formula (6) and (7), it can be noticed that no error signal 

will approximate 0 at any signal point when the constant modulus equalization al-
gorithm is used to equalize non-constant modulus signals, such as 16QAM and so on. 
This character makes the whole algorithm have low convergence speed and big 
gurgitation which can be validated in the fourth part. In order to overcome the 
problem, the new blind equalization algorithm elaborated above is improved by 
introducing the square decision technique. The square decision technique divides the 
signal constellations of 16QAM into two foursquare regions which are equidistant in 
both synchronized and orthogonal directions, just as Fig.3 illuminates. Before each 
iteration, ~ ( )x n , the output of equalizer, is firstly checked to make sure the square 

region i  it belongs to and then use formula (8) to replace RR  and IR  in the original 

algorithm, where IiS  and QiS  are respectively the synchronized component and the 

orthogonal component of the signal point who has the biggest amplitude in square 
region i . By this way, the error signals of the blind equalization algorithm do not 
equal 0 only at a few signal points which quickens convergence speed and reduces 
gurgitation of the whole algorithm. 

4 2 2

4 2 2

/

/
R Ii Ii Ii

I Qi Qi Qi

R S S S

R S S S

⎧ = =⎪
⎨

= =⎪⎩
   1, 2i =  (8) 
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Fig. 3. Constellations of the 16QAM communication system 

4   Simulation and Results Analysis  

The performance of the modified constant modulus blind equalization algorithm 
combined with the square decision technique based on complex-valued neural network 
(FDD/MCMA/SD) is validated by computer simulation and compared with the algo-
rithms FDD/CMA and FDD/MCMA. The mean square error as shown in [6] can be 
calculated in the form of formula (9), 

( )MSE k = * * 2 2[ ( )] [ ( )] ( ) ( )H H
s nh CW k h CW k W k W kδ δ σ σ− − +  (9) 

where 2
sσ  is the variance of signals sent from source, 2

nσ  is the common noise spectral 

density when the noises are assumed to be white, C  is the underwater acoustic channel 
correlation matrix, ( )W n  is the equivalent filter coefficient of the neural network when 

the time is n , and [0,...0,1,0...,0]Thδ =  is the idea joint impulse response of under-

water acoustic channel and equalization filter where the nonzero coefficient is only in 
the δ th position.  

16QAM which is a non-constant modulus signal is used to check the performances 
of each algorithm and a deep-sea channel model in [7] is cited. The baseband impulse 
response of underwater acoustic channel h  is [0.3122, 0.104,0.8908−  ,0.3134] , 

which is a mixed-phase system. The structure of feedforward neural network adopted 
for equalization is [7, 3, 1] and its coefficients ijw  and jw  are initialized by random 

numbers whose absolute values are less than 0.5. The step size μ  equals 0.0001 and 

the transfer function can be represented in the form of formula (10), which accords with 
the characteristic demands elaborated in [8]. 

( ) 0.001 sin( )f x x xπ= + ⋅  (10) 

Fig.4 shows the constellations of 16QAM signals after equalization using 
FDD/CMA and FDD/MCMA respectively when SNR equals 20dB. It is obvious that 
constellations of the algorithm FDD/MCMA is clearer than that of FDD/CMA. So the 
algorithm FDD/MCMA not only equalizes the underwater acoustic channel better than 
FDD/CMA, but also rectifies the phase deflection that exists when using the algorithm 
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FDD/CMA, just as Fig.4(b) illuminates. So FDD/MCMA can track the random rotate 
of phase and keep signals at its original position, which avoids the bad influences 
caused by decision misjudgments. 

(a) before equalization           (b) using FDD/CMA           (c) using FDD/MCMA  

Fig. 4. Constellations of the 16QAM communication system 

Fig.5 shows the MSE curves of each algorithm when SNR equals 20dB. It is clear 
that FDD/MCMA and FDD/MCMA/SD achieve better in the ability of MSE conver-
gence than FDD/CMA which means that modified constant blind equalization algo-
rithm possesses stronger ability of antimultipath interference. Then compared with 
FDD/MCMA/SD, the algorithm FDD/MCMA has slower convergence speed and 
bigger gurgitation, that is because its error signals do not equal 0 at any expected signal 
point which makes the algorithm adjust its coefficients continuously. While 
FDD/MCMA/SD introduces the square decision technique that makes its error signal 
equal 0 at most signal points, so it can keep the adjustments more precious and reach 
the steady state more quickly. 

 

Fig. 5. MSE curves for FDD/CMA, FDD/MCMA and FDD/MCMA/SD (SNR=20dB) 
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5   Conclusion 

Neural network technology has its unique superiority to equalize underwater acoustic 
channel. Based on the traditional constant modulus blind equalization algorithm, this 
paper gives a phase self-amending blind equalization algorithm using feedforward 
neural network for complex high-order 16QAM signals. Aiming at the defects of slow 
convergence speed and big gurgitation when constant modulus blind equalization 
algorithm is applied to non-constant modulus signals, this algorithm is improved by 
introducing the square decision technique which forms a new blind equalization algo-
rithm, namely FDD/MCMA/SD. The results of simulation show that FDD/MCMA/SD 
not only possesses the ability of phase self-amending, but also performs better than 
traditional algorithm in the ability and speed of convergence which equalizes under-
water acoustic channels more efficiently and keeps the whole communication system 
steady and credible. 
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Abstract. In the cognitive wireless networks, the channel handoff strat-
egy which controls the communication in a channel to migrate to another
channel when primary users hope to access directly affects the quality-of-
service of cognitive users and primary users. In this paper, we propose a
Cognitive Global Control Plane (CGCP) which embraces the controlling
of spectrum sensing, channel handoff and node mobility. With the CGCP
architecture, an adaptive channel handoff strategy is given out. We ana-
lyze the handoff algorithm with Markov chain theory and some tradeoffs
between performance and overhead. The results of performance evalua-
tion show that the channel handoff strategy can adaptively and flexibly
perform channel handoff.

Keywords: Cognitive networks, Channel handoff, Strategy, Adaptive,
Control.

1 Introduction

For the past decades, with the unprecedented proliferation of wireless mobile
devices, it is believed that spectrum is getting acute shortage in the near future.
The spectrum regulatory bodies have to start rethinking if their static spectrum
strategy is suitable. And they racked their brains to explore how to solve this
crisis. In traditionally the regulators of the spectrum granted licenses for spec-
trum utilization with compulsory and detailed transmission guidelines on the one
hand, and on the other hand sliced appropriate guardbands between neighbor
frequency bands to guarantee elimination of mutual interference. It is very true
that this method makes interference mitigation very easy, but the growth of the
number of wireless communications and technologies has caused this frequency
allocation strategy difficult to continue. However, extensive measurements re-
ported indicate that the static frequency allocation results in a low utilization
(only 6%) of the licensed radio spectrum in most of the time [1].
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This kind of technology is called Cognitive Radio (CR), which is proposed
by J. Mitola in [2]. CR technology promises tremendous advantages over exist-
ing wireless spectrum utilizing methods. A paramount feature of the cognitive
radio is that it learns from its surroundings and adapts its configurations to
better serve the application. It enables the flexible and efficient use of spec-
trum bands by adapting physical and link layer working characteristics to the
real-time conditions of the environment. Though attractive, this immature and
plastic technology has its share of challenges. One of the most basically and im-
portant is spectrum sensing which can search for white space of spectrum. There
are several methods for white space detecting [3] includes pilot detection, energy
detection, cyclostationary detection and wavelet based edge detection. Another
is cooperative spectrum sensing and beamforming which are distributed sensing
different from the techniques described previously. No matter how to get the
white spectrum space, we have to utilize them efficient and effective.

Researching for cognitive radio networks are full of challenges for both wireless
and networks communications society. While the development of cognitive radio
spectrum sensing [4] and MAC protocol[5], especially white space detection, has
received considerable attention, the question of how to use these spectrum and
how to handoff between multiple separated bands and keep the normal commu-
nication is much less well understood, and there is lacks of research on protocols
and strategies to control the handoff in separated frequency band. Furthermore,
this question attracted even less attention in cognitive radio networks.

I. Budiarjo et al. review all the dynamic spectrum accessing techniques in
details [3] and provide some insights on important design considerations and re-
quirements when developing spectrum management schemes to realize real-time
spectrum usage. In [6], the authors main works focus on negotiated or oppor-
tunistic access strategy to implement real-time secondary spectrum accessing.
However, they all do not give out the specific spectrum accessing management
architecture in mobile cognitive radio networks. Balamuralidhar P. et al. [7]
present a generic architecture for a cognitive node with a context driven ap-
proach. The idea is hiding the complex management process from users, but the
implicit complexity of itself can not be subtracted. And it does not consider the
protocols or algorithm which can be used for cognitive radio networks. X. Jing
and Dipankar R. propose a Global Control Plane (GCP) [8,9] architecture for
cognitive radio network and utilizing the concepts of ”global control plane” and
data plane. They evaluate three key components of this architecture while they
do not take into account the question of how to process channel handoff when
the incumbent users come back. There are some works about QoS based channel
handoff in heterogeneous wireless multi-hop networks [10,11,12] but they do not
solve this problem in cognitive radio networks with spectrum management.

To improve the aforementioned schemes and enable the CR network more
adaptive and flexible, in this paper we propose an adaptive channel handoff
strategy for Cognitive Radio networks based on the Cognitive GCP (CGCP)
architecture improved from GCP. Based on this architecture, we design a chan-
nel handoff algorithm integrated with spectrum sensing. The handoff also can
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be performed efficiently in mobile scenario as it can adapt to the changing of
networks and channels.

The rest of this paper is organized as following. First of all in section 2, we
present the CGCP. Following in section 3, proposed adaptive handoff strategy
and the algorithm process for channel handoff. Section 4 analyze how the algo-
rithm working and some tradeoffs in generic network scenarios. Section 5 gives
the simulation results of evaluating our algorithm. The paper concluded with
section 6.

2 Model and Assumption

2.1 The Spectrum Sensing Cognitive Global Control Plane
Architecture

The architecture we used here is come from the GCP architecture and is shown
in Fig. 1. Enlightened by[8], we also divide the network into separated cognitive
and data plane logically. The main difference of our CGCP with GCP is in con-
trol plane which also have three important components: initialization, routing
management and spectrum management. Among them, the responsibility of ini-
tialization is to identify the value of all the prearranged protocol parameters and
thresholds at the beginning of appeared in networks. Of course, it also collect-
ing some basic physical and data link layer parameters which are transparent
to our handoff because of the existing of Control MAC and Control PHY. The
routing management mainly focuses on how to change the route information and
which path changed during its working. It can get a path to a specific target
through route request, and also can know which path changed by periodically
route change reporting. However, the globe route information is gotten through
one-hop route request broadcast.

We mostly consider the Spectrum Management (SM) which not only sense
idle spectrum but also control utilizing the spectrum (or channels) and channel
handoff in the CGCP. Actually, spectrum hole is sensed by PHY/MAC with
the controlling of Spectrum Management, which will decide when and how to
sense with different methods, parameters and thresholds. During the procedure
of handoff, Spectrum Management plays an important role in interacting with

Fig. 1. Cognitive GCP architecture for CR networks. This shows the architecture con-
sisting of data plane and cognitive plane.
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Fig. 2. Channel state transit diagram. It is assumed that at the beginning of each
sensing interval,the probability of a channel chi changes from busy to idle is α and the
probability from idle to busy is β.

control MAC, control PHY and the layers in data plane. In fact, the execution of
routing, channel accessing and channel detecting is finished by the related layers
in data plane. The network and MAC, PHY has the direct interaction which we
call the lower cross-layer interaction. As to the detail of data plane, we will not
go further here and you can get more in [8,9] if any interest.

2.2 System Model

We consider a network of NCR Cognitive Users (CUs) opportunistically sharing
K(K is a plus integer and K > 0)channels, we called data channels, which has
been licensed to Primary Users (PUs). Each CU cuT , 1 ≤ T, R ≤ NCR, can access
channel chi when all the PUs are not using that channel and can communicate
with its target CU cuR, here 1 ≤ i ≤ K. We assume that cuT is transmitter and
cuR is the receiver here. CUs sense the channel which they want to access in
a prearranged periodical interval, namely � t. A channel is busy when there is
a PU using it and is idle if no PU using it. We think that each of the channel
changes their state (busy or idle) obeying independent identification distribution
(i.i.d). Hence, we can model the channel state as a two states first-order Markov
chain, as shown in Fig. 2. We suppose that we have a separated channel which
is used as Control cHannel (CH) specially. Naturally, CH will not interfere PU
and it will be accessed through competing by CUs.

The periodical interval, t also can be called frame, for channel sensing is
defined as a Time Division Multiplex Access (TDMA) channel frame. As in
Fig.3, the length of frame t is fixed once you set, but it can be adaptively
adjusted with different network situations (In order to adopt different network

Fig. 3. The components of channel frame. The period �t can be divided into two parts
which are Sensing Phase (SP) and Negotiating Phase (NP).



550 Z. Xu et al.

MAC protocols). In sensing phase, the receiver scans the spectrum to find idle
channels that can be utilized. The control channel CH starts to negotiate and
setting up data link through IEEE802.11 DCF on CH in the negotiation phase.
Once the link is established, CUs use the data channels to transmit application
data. As a matter of fact, it only scans spectrum for discovering idle channels by
itself during initializing sense phase. After that, CUs cooperatively sense through
exchanging their channel state periodically.

Assume that We use energy detection here when we check if PU comes back
on the specific channel. During the detection, all the channel transmitting or not
is judged by means of received energy on that. It is thought PU comes back if CU
finds the received energy is higher than a threshold value (the maximum power
during normal communication), and then CU will send this alarm to itself and its
neighbors. Obviously, handoff (in section 3) needs to be performed if CU received
alarm or interfering and we call the threshold value threhandoff . Another, let
Pfalse be the probability of sending alarm but there is no PU comes back and
Pmiss be the probability of missing send alarm when PU comes back and leads
to collision. Hereafter, we think the neighbor is one hop CU if there is no special
emphasis.

3 Adaptive Channel Handoff Strategy

We assume that CU can use Nusing channels transmitting data simultaneously
and need to sense Nidle channels put into its idle channel queue in order to
assure successful handoff with the probability Psucc. We define the Psucc as:
Psucc = nq

nhf
, here nq is the number of channels need to queue in a buffer q for

handoff and nq = !(1−β)Nidle",nhf is the total handoff probability for all using
channels and nhf = !βNusing". So we can get the relation between Nusing and
Nidle

Nidle = ! β

1− β
Psucc ×Nusing". (1)

Our solutions to adaptive channel handoff in mobile wireless networks and
with a control channel CH includes three phrases: initializing, cooperative sens-
ing and information exchanging, handoff. It is shown in Fig. 4. The first phase
is to initialize some parameters and the original states of network and chan-
nels. Here the � t is the handoff delay which is the time of SP+NP in Fig. 3.
Get the communication links through the negotiation of CH with other network
nodes. After that, the changing of neighbor nodes and used channels need to
be update in periodic. So the information is collected through the respective
reports in sensing phase. Another task during this phase is keeping the balance
of equation (1) so that we can get expected successful handoff when primary
users come back. As to spectrum sensing, we have two kinds of sensing which
are idle channel sensing and interfering sensing. Channel is idle if we found that
the energy is not thermal noise and white noise in the channel. We can know a
using channel which is interfered when we found the bit error rate (BER) over
the degree which can be put up with for a normal communicating. How to sense
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channel state is not described because the main target is how to control but to
sense.

Algorithm1. Adaptive channel handoff algorithm

Initializing
01: Initialize nq, nhf , Nusing , n, N = 0 and Δt = 0
//Δt is a counter which will be zero in every initialization, increase with

the time spent automatically.
02: Network broadcasts neighbor discover requests on CH
03: Sensing and choose Nusing idle channels for communication, nq chan-

nels for q
// 03 is finished by the cooperation of PHY and SM.
04: If nq ≤ nhf

05: Return 02
Periodic sensing phase
06: If PHY received any routing and channel state reports
07: Network updates route table and SM updates channel state in q
08: If nq ≤ nhf // if the idle channel is not enough.
09: Control PHY and MAC choose idle channel
10: If PHY gets any idle channel
11: SM puts it into q
12: Else turn to 08
13: Else turn 14
Handoff phase // the chi may be a channel set.
14: If received alarm from PHY on chi

15: nhf = ‖chi‖, N = N + 1 //‖chi‖ is the channel number in chi.
16: If ‖q‖ = 0 and all Nusing channels are interfered
17: n = n + 1, nhf = !nhf ×GF (n)" and turn to 01
18: Else if ‖q‖ = 0 and nhf > 0
19: n = n + 1, nhf = !nhf ×GF (n)" and turn to 02
20: Else if nhf = 0
21: Turn to 30
For each interfered channel in chi

22: Notify the TCP handoff avoiding Congestion Mechanism
23: Choose chj from q, nq = nq − 1
24: If CH is successful in negotiating, set link instead of chi

25: If Network finds route for current CU
26: nhf = nhf − 1
27: start to transmit data on chj and close chi

28: Network pushes route and channel to PHY and reports it to neighbors
29: Turn to 14
30: If Δt ≥ tmax // tmax is the sensing and Negotiating phase.
31: Turn to 06
End.
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When there is any alarm which means some channels are interfered and PUs
come back, the algorithm will check q for any alternative channel. We can use
a specific metric to sort and choose the channels in q. Next the CH will start to
set up new link for current node if the alternative channel is chosen successfully.
It is also possible that failing to negotiate with neighbor or get a right route for
the current nodes. Or else it will try to do that again until q is empty. We also
define a Gain Function (GF)

GF (n) = δ
n

1− β
× n

N
(2)

Here, δ is a accommodating factor and usually equals to 1 (in order to increase
or decrease the channel in q, we can adjust it accordingly), n is the times of
fail to handoff, N is the total handoff times. In the right of (2), the ratio of n
and N denotes the frequency of failing to perform handoff. This function is a
greedy punishing function which can adjust nhf so that changes the number of
idle channel need to sense.

4 Analysis and Discussion

Cross-layer interaction. There are several aspects of cross-layer interaction
in our handoff strategy. Firstly, the spectrum sensing in PHY and spectrum
management based on MAC interacting with each other for two goals which
embrace monitor the using channel and seize enough idle channels that can be
used for handoff. This mechanism can shorten the delay between two layers
and the handover spent in communication. Secondly, the interaction of PHY,
MAC and network layer can guarantee that any changes on link or route can be
updated as soon as possible and report any local route changes to neighbors. So
the stale route and link in all nodes can be gotten rid of in time and efficiently.
Finally, transport protocols interact with MAC and PHY for controlling the
data stream in high-level according to the parameters changes in PHY and MAC.
Hence, the handoff can bridge the performance gaps between handoff and normal
communication.

Supports for mobility and QoS. In the mobile network scenario, the route
and available channel set changes with the moving of nodes. Our algorithm
can tackle with this change through periodic route and channel information
exchanging. At least they can sense the available channel in its coverage if miss
the channel reports. Although Qos for handoff can be provided with different
delay time and successful probability, our CGCP can add new QoS managements
paralleling with the spectrum management very easily. For example, the supports
to real-time data and multimedia stream in heterogeneous networks.

Delay of handoff and performance degrade. Once a channel which is trans-
mitting data is interfered, system has to move to an alternative channel as soon
as possible. During this process which is the period from interfered state to
successful handoff and we call it handoff delay, data rate will decrease due to
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interference. Naturally, the shorter time spend on handoff, the better perfor-
mance can be obtained. So we must maximize the Psucc, and it is an optimizing
problem in (3)

argmax
∑

0≤i≤k

P i
succ = argmax

1− β

β
· Nidle

Nusing
(3)

Here the pi
succ is the probability of chi successful handoff.

We also consider punishing the idle channel sensing when it failing to perform
handoff by using the GF(n) in (2). In other words, we can compute nq, the
number of idle channels in q, generally satisfying the requirement of (1). Once
we can not find idle channel for handoff that is meaning handoff failing, then we
have to adjust the nhf ,using GF(n) multiply the original nhf ,before we compute
nq satisfy (1).

Available channel set and handoff frequency. From (3), we also can know
that the more channels in idle state, the bigger of psucc. So that more idle
channels can be sensed if system has a bigger available channel set and they
are i.i.d. There is another special situation that is PHY alarming the handoff
while there is no idle channel though network has a lot of candidate channels. In
this situation, the handoff frequency may be very high because none of them are
successful. This happens when the networks are very busy especially the primary
users. Once it happens, the cognitive users should stop their communicating with
any nodes.

5 Simulation Results

5.1 Simulation

We consider a network with 5 primary users and the number of cognitive users
ranges from 2 to 10 in the 500m x 500m simulation area using NS2 and Matlab.
Only a transceiver is used in a CU which has a control channel, several data
channels which are licensed to primary users and with different channel utiliza-
tion. We just simulate the PUs’ transmitting by a busy signal and without real
data. Accessing control channel need not negotiation but control channel has
to negotiate the using of data channel with the IEEE802.11 DCF. The avail-
able channel set has 10 channels can be disable or enable for comparison. In
order to simply, we think 2 nodes are neighbors when there are no others or
they can communicate directly. We choose a CU in random moving at the speed
of 5m per second during the simulation. The tracks of moving are chosen in
random too.

It is evaluated in terms of handoff delay, handoff frequency and successful
handoff rate in different available channel set. For comparisons, we let them
run in different channel utilizations and all the numerical results in 5.2 are the
processed data.
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5.2 Results

The relations of the number of available channel and handoff delay which is the
time spent on handoff are given in Fig. 4(a), and we compare that in differ-
ent channel utilizations. The y-axis indicates handoff delay which is the ratio of
handoff time spent and tmax. Obviously, the handoff delay is increasing with the
channel utilization (ϕ) get high while changes very little in different available
channels. We compared our algorithm with LSA [8] in our simulating configu-
ration about successful accessing rate (SAR), and the results are in Fig. 4(d).
Obviously, our algorithm performs better than LSA, which just considering the
link state changes without specific handoff handling measure.

(a)handoff delay with different
channels

(b)handoff frequency of mobile nodes

(c)Psucc with different available
channel

(d)comparison of SAR (Pm=0.2)

Fig. 4. Results on the simulation:n (a) handoff delay with different channels. (b) hand-
off frequency of mobile nodes. (c) Psucc with different available channel. (d) comparison
of successful accessing rate (SAR) (Pm=0.2).

As is shown in Fig. 4(b), handoff frequency gets lower with the increasing
of available channel. Handoff frequency is computed using the handoff number
divides the total periodic sensing number. The handoff frequency fluctuates ob-
viously under different mobility a probability (Pm), due to not only channel gets
invalid but also the route gets invalid. It is also shown that the handoff fre-
quency gets high with the increasing of available channel that is because there
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is no channels can perform handoff when available channel set is very small. So
handoff frequency gets same when the available channel is 4, but the handoff
frequency get lower when Pm = 0.5 and available channel is 8 because there are
enough channels can be used.

In Fig. 4(c), the probability of successful handoff in different available channel
number is depicted. Because the more channel the more opportunity we can use
in the same channel utilization. So the bigger successful handoff probability
can be gained. However, the successful handoff probability is decreasing when
channel utilization increasing because the available channel opportunity gets
lower.

6 Conclusions

We proposed a CGCP which integrates with spectrum sensing, routing manage-
ment and channel handoff for cognitive wireless networks. Based on the CGCP
architecture, we give out an adaptive channel handoff strategy in detail. In or-
der to maximize successful handoff rate which means smooth the QoS differ-
ence during channel handoff, we sense specific idle channels in queue which
will substitute the interfered channel. The number of idle channels in queue is
determined with the expected successful handoff rate. Finally, the simulations
results confirm the effectiveness of our proposed strategy in efficient channel
handoff. Though it performs well enough in our simulation, the handoff only
can be implemented in deteriorated channel environment with graceful perfor-
mance degradation. Hence in the future, we will seek better handoff or roaming
management scheme, and extend the handoff algorithm in multi-transceivers
cognitive radio networks based our CGCP architecture, analyze and verify the
performance.
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Abstract. The construction method of bent-function sequences is gen-
eralized to construct sequences with low correlation from functions with
low maximal Walsh transform. In detail, for any nonlinear function from
F k

2e to F2 with maximum magnitude spectra A, a family of sequences
with period 22ek − 1 can be constructed. There are 2ek sequences within
a family and the maximum nontrival auto and cross-correlation val-
ues equals A2 + 1. The linear span of these proposed sequences is dis-

cussed and the lower bound can be greater than
(

ek
d

)
2d + 2ek, where

2 ≤ d < ek.

Keywords: bent-function sequences, correlation, nonlinear function,
Walsh transform.

1 Introduction

Families of sequences with low cross correlation have a wide range of applications
in CDMA communications and cryptography. Using bent function over over Fm

2 ,
J.D.Olsen, R.A.Scholtz and L.R.Welch [1] introduced bent-function sequence
with optimal correlation and balance property. Later, No [2] generalized the
construction method presented in [1] and obtained a family of generalized binary
bent sequences with optimal correlation and balance property. However, up to
now only a few kinds of bent functions are known and there exists a lot of
nonlinear functions with low Walsh transform. In this paper, the construction
method of bent-function sequences is generalized to construct sequences with
low correlation from functions with low maximal Walsh transform. The new
proposed families of sequences also have low correlation and balance property.
The linear spans of these proposed sequences are also discussed.
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The remaining part of this paper is organized as follows. Section 2 introduces
preliminaries that are used in this paper. Section 3 gives the sequence construc-
tion method, which includes the bent sequences construction as a special case
and section 4 discusses their linear span. Concluding remarks are in Section 5.

2 Preliminaries

Let F2m be the finite field with 2m elements, and we always assume that m = ek
for some positive integers e and k. The trace function trm

e (·) from F2m to its
subfield F2e is defined by

trm
e (x) =

k−1∑
i=0

x2ei

, x ∈ F2m .

The properties of trace function can be found in [3].
Let F k

2e be the k-dimensional vector space over F2e and f(x) be a function
from F k

2e to F2. The Walsh transform is defined as follows

f̂(λ) =
∑

x∈F k
2e

(−1)f(x)+tre
1(λ·x), (1)

where λ · x = λ1x1 + λ2x2 + · · · + λkxk means the inner product of λ and x
in F k

2e . Let g(x) be also a function from F k
2e to F2, the following properties of

Walsh transform can be easily derived.
(i) Inversion:

(−1)f(x) =
1

2m

∑
λ∈F k

2e

f̂(λ)(−1)tre
1(λ·x). (2)

(ii) Parseval’s Relation:∑
x∈F k

2e

(−1)f(x)+g(x) = 2−m
∑

λ∈F k
2e

f̂(λ)ĝ(λ). (3)

For every function f(x) from F k
2e to F2, max

λ∈F k
2e

|f̂(λ)| is called its maximum

magnitude spectra and the value

Nf = 2m−1 − 2−1 · max
λ∈F k

2e

|f̂(λ)|

is used to measure the nonlinearity of f . Because of Parseval’s relation (3), Nf

is upper bounded by 2m−1 − 2m/2−1. This bound is tight for the every even m
and the following function can achieve it.

Definition 1. [4,5] Let m be even. The function f(x) : F k
2e → F2 is bent if

|f̂(λ)| = 2
m
2 for all λ ∈ F k

2e .
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Definition 2. [6,7] Let m be odd. The function f(x) : F k
2e → F2 is r-plateaued

function if |f̂(λ)| ∈ {0, 2
2m−r

2 } for all λ ∈ F k
2e .

The plateaued functions includes partially-Bent functions; see [6,7,8,9,10].

Let S be a family of M binary sequences of period N

S = {{si(t)}N−1
t=0 | 0 ≤ i < M }.

Then, the correlation function between {si(t)}N−1
t=0 and {sj(t)}N−1

t=0 is

Ri,j(τ) =
N−1∑
t=0

(−1)si(t)+sj(t+τ), 0 ≤ i, j < M, 0 ≤ τ < N. (4)

The maximum correlation of S is defined by

Cmax = max
i=j or τ =0

{ |Ri,j(τ)|}.

If there exist a constant c such Cmax ≤ c
√

N , we say that S has low cross
correlation.

3 A Generalized Method of Sequence Construction

In this section, we will give a basic method of sequence construction and analyze
its properties on cross correlation.

From now on, we will use the following notations frequently:
• n = 2m = 2ek;
• α: a primitive element of F2n ;
• σ ∈ F2n \ F2m : a fixed element in F2n but not in F2m ;
• {β1, β2, · · · , βk}: a basis of F2m over F2e ;
• θ, μ ∈ F ∗

2m : two nonzero elements in F2m .

Let f(x) be a function from F k
2e to F2 with the maximum magnitude spectra

equal to max
λ∈F k

2e

{|f̂(λ)| | } = A. Define a family of binary sequences as in the follows

Sθ = {{sη, θ(t)}2
n−2

t=0 | η ∈ F2m },
sη, θ(t) = f(L(αt)) + trn

1 ((η + θσ)αt),
(5)

where L(x) = (trn
e (β1x), · · · , trn

e (βkx)) is the linear mapping from F2n to F k
2e .

The following two propositions are critical for determining the correlation of
sequences in Sθ.

Proposition 1. Let σ be a fixed element in F2n \ F2m and Hμ = {μσ + δ | δ ∈
F2m}. Then, for any given θ, μ ∈ F ∗

2m and any τ ∈ {0 ≤ τ < 2n−1 |ατ 	= μθ−1},

|Hθ ∩ ατHμ | =
{

0, if and only if ατ ∈ F2m ,
1, if and only if ατ /∈ F2m .
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Proof. First, Since {1, σ} is a basis of F2n over F2m , then ϕ(x1, x2) = σ+x1
σ+x2

is a
one-to-one mapping from G = { (x1, x2) | (x1, x2) ∈ F 2

2m , x1 	= x2} to F2n \ F2m .
Then, it can be verified that Hθ = θμ−1Hμ and thus

Hμ ∩ ατHθ = Hμ ∩ θμ−1ατHμ.

Let λ ∈ Hμ ∩ατHθ = Hμ ∩ θμ−1ατHμ. Then there exist β1, β2 ∈ F2m such that{
λ = μσ + β1,
λα−τμθ−1 = μσ + β2.

Therefore, {
λ = θσ + β1,

ατθμ−1 = θμ+β1
θμ+β2

.

Since τ ∈ {0 ≤ τ < 2n − 1 |ατ 	= μθ−1}, by the fact ϕ(x1, x2) is a bijective
from G to F2n \ F2m , we know (β1, β1) is uniquely determined by τ . Thus, λ
is uniquely determined by τ . If ατ ∈ F2m , there is no (β1, β1) for the above
equations holding. Accordingly, |Hθ ∩ ατHμ | = 0. If ατ /∈ F2m , there is exactly
one (β1, β1) for the above equations holding. Accordingly, |Hθ ∩ ατHμ | = 1.
When τ range over {0 ≤ τ < 2n − 1 |ατ 	= μθ−1}, there are 2m − 2 τ such that
ατ ∈ F2m and 2n − 2m τ such that ατ /∈ F2m . This completes the proof.

Proposition 2. Let Fη(x) = f(L(x)) + trn
1 ((η + θσ)x) with η ∈ F2m and Hθ =

{θσ + δ | δ ∈ F2m}, then

F̂η(λ) =
{

2mf̂(γ), if λ ∈ Hθ,
0, if λ /∈ Hθ,

for some γ = (γ1, . . . , γk) ∈ F k
2e which satisfies

k∑
i=1

γiβi + η + θσ = λ.

Proof
F̂η(λ) =

∑
x∈F2n

(−1)f(L(x))+trn
1 ((η+θσ+λ)x)

=
∑

x∈F2n

1
2m

∑
γ∈F k

2e

f̂(γ)(−1)
trn

1 (
k∑

i=1
γiβix)

(−1)trn
1 ((η+θσ+λ)x)

= 1
2m

∑
γ∈F k

2e

f̂(γ)
∑

x∈F2n

(−1)
trn

1 ((η+θσ+λ+
k∑

i=1
γiβi)x)

with γ = (γ1, . . . , γk) ∈ F k
2e . Note that { θσ + η +

k∑
i=1

γiβi | γ ∈ F k
2e} = Hθ and

∑
x∈F2n

(−1)
trn

1 ((η+θσ+λ+
k∑

i=1
γiβi)x)

= 0 if and only if λ /∈ Hθ. Thus, the proof is

finished.

Theorem 1. The sequence set Sθ constructed in Eq. (5) is a family of 2m

binary sequences of period 22m − 1 with maximum correlation equaling A2 + 1
and balance property.
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Proof. Let sη,θ(t), sη′,θ(t) ∈ Sθ. First, we prove the balance property of the
sequences in the family Sθ. The imbalance of the sequence sη,θ(t), denoted by
I(sη,θ(t)), is calculated as follows

I(sη,θ(t)) =
2n−2∑
t=0

(−1)f(L(αt))+trn
1 ((η+σ)αt)

= F̂η(0)− 1,

where Fη(x) = f(L(x)) + trn
1 ((η + θσ)x). Since 0 /∈ Hθ, by proposition 2, we

have F̂η(0) = 0. Thus, I(sη,θ(t)) = −1. Hence, every sequence in in the family
Sθ is balanced.

We consider the cross correlation in the following two cases.
(i) If 1 ≤ τ ≤ 2n − 2, then by the properties (2) and (3) of Walsh transfor-

mation, the cross correlation between the sequences sη,θ(t) and sη′,θ(t) can be
written as

Rη, η′(τ) = −1 +
∑

x∈F2n

(−1)Fη(x)+Fη′(ατ x)

= −1 + 2−n
∑

λ∈F2n

F̂η(λ)F̂η′ (α−τλ)

= −1 +
∑

λ∈Hθ∩ατ Hθ

f̂(β1)f̂(β2)

≤ 1 + |Hθ ∩ ατHθ|A2

≤ 1 + A2.

(ii) If τ = 0 and η 	= η′, it is easily derived that Rη, η′(0) = −1. The proof is
finished.

Remarks. (i) Theorem 1 generalizes the construction method of bent-function
sequences. For any given nonlinear function f(x), Theorem 1 shows that the
maximal correlation of Sθ is only dependent on the maximum magnitude spectra
of f(x).

(ii) If n = 0 (mod 4), there exist bent functions f(x) from F k
2e to F2, i.e.,

A = 2m/2. Then, the sequences constructed in Eq. (5) are the Bent-function
sequences presented in [6,7,10], which have optimal correlation property and
large linear span.

(iii) If n = 2 (mod 4), there exist many nonlinear functions from F k
2e to F2

with maximum magnitude spectra A ≤ 2(m+1)/2. Thus, using the method pro-
viding in Theorem 1, we can also construct families of sequences with low cor-
relation.

For n = 2 (mod 4), the following examples present some nonlinear functions
from F k

2e to F2 with maximum magnitude spectra equal to A = 2(m+1)/2.

Example 1. Let m = ek be odd and k = 2t + 1. Suppose p(x) is a (e − 1)-
plateaued function over F2e [11] and πi(x1, · · · , xt) is a permutation of x1, · · · , xt

for i = 1, · · · , t. Let f(x) be a function from F k
2e to F2 given by

f(x) = tre
1(π1(x1, · · · , xt)xt+1 + π2(x1, · · · , xt)xt+2+

· · ·+ πt(x1, · · · , xt)x2t + g(x1, · · · , xt)) + p(xk).
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Then, by a direct calculation, f(x) is a (m−1)-plateaued function over F k
2e , i.e.,

the maximum magnitude spectra of f(x) is 2(m+1)/2.

Example 2. [12] Assume that m is odd. Let f0(x) be a bent function from Fm−1
2

to F2, a ∈ Fm−1
2 and M be an (m− 1)× (m− 1) nonsingular matrix. Define

g(x∗) = f0(x)⊕ xmf0(x)⊕ xm ⊕ xmf0(Mx⊕ a),

where x∗ ∈ Fm
2 . Then, g(x∗) is (m− 1)-plateaued function. When M is identity

matrix and a = 0, then g(x∗) = f0(x) ⊕ xm is a particular plateaued function,
which is called partially-bent function [10].

Example 3. [13] For odd m ≥ 3, there exists Boolean function f(x) on Fm
2 with

the form f(x) = g(x) +
m−1∏
i=1

xi and Walsh spectra belonging to

{±2(m+1)/2, 0, (2(m+1)/2 − 4), ±4},

where deg(g(x)) ≤ m− 2.

4 The Linear Span

In this subsection, we discuss the linear span of the sequences constructed from
nonlinear functions over Fm

2 . First, we recall some notations and results from
[14]. Let n = 2m and

Qr = {q ∈ Z2n | 0 < w(q) ≤ r},

where w(q) denotes the hamming weight of the base-2 representation of q. It is
easy to see that Qr is the union of all the cyclotomic cosets mod 2n − 1 with
hamming weight belonging to [1, r]. Let

Q̃r = {q ∈ Qr | q ≤ 2jq( mod 2n − 1), j = 1, · · · , n− 1}

be the cyclotomic coset leaders of Qr. Similarly, we define

Er = {q ∈ Qr |w(q) = r, q =
r∑

i=1
2vi with vi0 − vj0 = m

for some i0, j0, 1 ≤ i0, j0 ≤ r},

and
Ẽr = {q ∈ Er | q ≤ 2jq( mod 2n − 1), j = 1, · · · , n− 1}.

Assume that H is the nonlinear function of degree d in m variables given by

H(x1, · · · , xd) =
d∏

i=1

xi.



A Generalization of the Bent-Function Sequence Construction 563

Let {β, β2, · · · , β2m−1} is a normal basis for F2m over F2. Set xi = trn
1 (β2(i−1)

αt),
i = 1, · · · , d. Then, the trace expansion of H{trn

1 (β2(i−1)
αt), i = 1, · · · , d} has the

following form

H{trn
1 (β2(i−1)

αt), i = 1, · · · , d} =
∑

q∈Q̃d

tr
pq

1 (aqα
qt).

Let w(q0) = d and q0 =
d∑

i=1
2vi , where the integers vi are all distinct. Then

aq0 = det

⎡⎢⎢⎢⎣
βe1 βe2 · · · βed

β2e1 β2e2 · · · β2ed

...
...

β2d−1e1 β2d−1e2 · · · β2d−1ed

⎤⎥⎥⎥⎦ ,

where ei = 2vi , i = 1, 2, · · · , d. Setting ηi = βei , then

aq0 = det

⎡⎢⎢⎢⎣
η1 η2 · · · ηd

η2
1 η2

2 · · · η2
d

...
...

η2d−1

1 η2d−1

2 · · · η2d−1

d

⎤⎥⎥⎥⎦ . (6)

Lemma 1. [3] Let η1, η2, · · · , ηd be elements of Fqm , where q is a power of a
prime. Then,

det

⎡⎢⎢⎢⎣
η1 η2 · · · ηd

ηq
1 ηq

2 · · · ηq
d

...
...

ηqd−1

1 ηqd−1

2 · · · ηqd−1

d

⎤⎥⎥⎥⎦
= η1

d−1∏
j=1

∏
c1,···,cj∈Fq

(
ηj+1 −

j∑
k=1

ckηk

)
,

and so the determinant is 	= 0 if and only if η1, η2, · · · , ηd are linearly independent
over Fq.

Applying Lemma 1 to Eq. (6), we have the following proposition 3, which plays
an important role in determining the linear span of bent-function sequences
in [14].

Proposition 3. [14] Let H be the nonlinear function of degree d in m variables
given by

H(x1, x2, · · · , xd) =
d∏

i=1

xi

Let α be a primitive element of F2n and the set {β, β2, · · · , β2m−1} a normal basis
for F2m over F2. Set xt = trn

1 (β2i−1
), i = 1, 2, · · · , d. In the trace expansion

H(xi(t), i = 1, 2, · · · , m) =
∑

q∈Q̃d

tr
pq

1 (bqα
qt), (7)
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if w(q0) = d and q0 /∈ Ẽd, then bq0 	= 0. Thus, there are at least

|(Qd \Qd−1) \ Ed| =
(

m
d

)
2d

different terms with nonzero coefficient in the polynomial representation
of Eq. (7).

Similar as Kumar’s discussion before Theorem 3 in [14], using proposition 3 we
can prove the following theorem which is the generalization of Theorem 3 in [14].

Theorem 2. For any integer m ≥ 2, there exists nonlinear function from Fm
2 to

F2 of degree d such that the sequences sη,θ(t) constructed in Eq. (5) satisfying
the following properties:

(i) The maximal correlation ≤ 2m+1 + 1;
(ii) Each sequence within Sθ and the linear span l(sη,θ(t)) of the sequences

sη,θ(t) satisfies the lower bound

l(sη,θ(t)) ≥

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

(
m
d

)
2d + 1

2

d−1∑
i=2

(
m
d

)
2i + n, for m > 4, 2 < d ≤ �m/2�;(

m
2

)
2d−1 + n, for m ≥ 4, d = 2;(

m
d

)
2d + n, for 4 > m ≥ 2, d = 2.

The lower bound given in Theorem 2 can only be applied to special nonlinear
functions with degree less than �m/2�. Next, we give a lower bound with no
restriction on the degree.

Theorem 3. For any integer m ≥ 2, let D is subset of {1, 2, · · · , m} with
|D| = d. f(x) = g(x) +

∏
i∈D

xi is a Boolean function with g(x) on Fm
2 satis-

fying deg(g(x)) < d, then the linear span of the sequence sη,θ(t) constructed in

Eq. (5) is at least
(

m
d

)
2d + n.

Proof. Since the algebraic degree of f(x) is d, thus the sequence sη,θ(t) has the
following expression

sη,θ(t) =
∑

q∈Q̃d

tr
pq

1 (aqα
qt) + trn

1 [(η + θσ)αt], (8)

where the coefficients aq belong to the subfield F2m as they are purely the func-
tions of the elements βi, i = 1, 2, · · · , m [15]. Since aq ∈ F2m and η + θσ ∈
F2n \ F2m , thus the term trn

1 (θσαt) can not disappear in Eq. (8) and each se-
quence in the family Sθ has the same linear span. Considering the trace expansion
of sη,θ(t), the terms tr

pq

1 (aqα
qt) with w(q) = d only come from the sole degree d

term in the function f(x). Without loss of generality, we assume that∏
i∈D

xi = H(x1, · · · , xd) =
d∏

i=1

xi.
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By proposition 3, we know that in the trace expansion of sη,θ(t), there are at

least |(Qd \Qd−1) \ Ed| =
(

m
d

)
2d + n different terms. Thus, the lower bound

of the linear span of sη,θ(t) is
(

m
d

)
2d + n. The proof is finished.

Remark. Using the nonlinear function in Example 3, the constructed sequences
have linear span larger than n(2n/2−2 + 1) and maximal correlation 2m+1 + 1.
Although this lower bound is not so tight as that in Theorem 2, it has no
restriction on degree less than �m/2�.

5 Conclusion

The construction method of bent-function sequences is generalized. Using this
generalized method, we can construct families of sequences with low correlation
and balance property from any nonlinear functions with low Walsh transfor-
mation. We proved an interesting result that the maximal correlation of the
constructed sequence family Sθ is only dependent on the maximum magnitude
spectra of the nonlinear function. Some examples are also given to illustrate
our general construction method. The linear span of these sequences is also
determined.
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An Efficient Large-Scale Volume Data Compression 
Algorithm  

Degui Xiao1, Liping Zhao1,2, Lei Yang1, Zhiyong Li1, and Kenli Li1 

1 School of Computer and Communication, Hunan University, Changsha 410082, China 
2 School of Information Engineering, Jiaxing University, Jiaxing 314000, China 

Abstract. Considering empty region in the volumetric data occupying a certain 
percentage, an efficient large-scale data compression algorithm based on VQ is 
presented. Firstly, the entire volume data are divided into many smaller regular 
blocks, and the blocks are classified into two groups according to their average 
gradient values: one consists of those blocks with zero average gradient value, 
and the other consists of those with non-zero average gradient values. Secondly, 
only those blocks with non-zero average gradient values are decomposed into a 
three hierarchical representation and vector quantized. Finally, block data in 
different groups are reconstructed with different ways. When applying this al-
gorithm to the volume data, all experimental results demonstrate the proposed 
algorithm is more efficient than most existing large-scale volume data compres-
sion algorithms. 

Keywords: Vector quantization, Classifying, Volume data, Volume compression. 

1   Introduction 

Direct volume rendering of large volumetric data sets on programmable graphics 
hardware is often limited by the amount of available graphics memory and the band-
width from main memory to graphics memory. Compressed Volume Rendering 
(CVR)[1] has been shown to be an effective solution to this problem. CVR is a gen-
eral approach for combining volumetric compression and volume rendering such that 
the decompression is coupled to rendering. Vector quantization(VQ),with its rela-
tively complex encoding and simple decoding that is essentially a single table look-up 
procedure, is an ideal choice for an asymmetric coding for CVR [1,2,3,4,5].Vector 
quantization has first been applied in volume rendering applications for compression 
purposed by [2]. [3] has developed a hierarchical VQ scheme (short for HVQ), which 
can reach good fidelity and however, about 3 times lower compression rate than the 
simple VQ (short for SVQ). [1] presented a novel volume compression method based 
on transform coding using the KLT and partitioned vector quantization. However, the 
compression algorithm is too complex and much more time consumed. To overcome 
the shortcomings of the relatively low compression rate of [3], this paper presents a 
new efficient large-scale data compression algorithm based on VQ, also called 
FCHVQ (Flag based Classical hierarchical VQ). The key to our approach are a subtle 
classification and flags set for each block during the data pre-process stage. Under the 
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premise of the good quality of image reconstruction, our proposed scheme can im-
prove the compression rate significantly. Volume data have the same characteristic 
that they are not chaotic and usually empty region in the volumetric data occupies a 
certain percentage. Especially, when the block size is not too large, data in one  
block usually are highly related. Applying FCHVQ to the volume data obtains good 
performance. 

2   Related Works 

Vector quantization (VQ) maps every k-dimensional input vector X to some repro-
duction vector ix selected from a finite codebook of M candidate vectors (code 

words), and encodes X by the index i of ix . If M is small, then each index requires 

few bits ( M2log ) and compression is achieved. In this paper, data compression rate 

can be evaluated by (1). 

DataSizeCompressed

taSizeOriginalDa
Ratecomp =

 
(1)

2.1   Simple VQ 

Simple VQ uses a conventional vector quantizer. Comparing to other VQ algorithms, it 
can achieve higher compression rate, however, with bad image reconstruction quality. 
Consider a volume of size KMN ××  each of whose point holds B bytes, and suppose 
the block size is nnn ××  and the capacity of the codebook is

codebookN , then compression 

rate of SVQ is defined by (2). 

nnnNnnnKMN

BKMN
RateSVQ

codebook
comp ×××+××××

×××=
)(

_   (2)

For simplicity, we assume that the data bits after compression is 8, and the number of 
code words in the codebook is 256, so the bits of each index is also 8 ( 8256log2 = ). On 

the other hand, for volume rendering, data should be usually normalized between 0 to 
255 which can also be presented within 8 bits before applying the transform function.  

2.2   Hierarchical VQ  

Hierarchical VQ was described by [3] to get better image reconstruction quality. Each 
block is decomposed into a multi-resolution representation similar to wavelet manner. 
Specifically, starting with the original scalar field, the data is initially partitioned into 
disjoint blocks of size 34 . Each block is decomposed into a multi-resolution represen-
tation, which essentially splits the data into three different triadic frequency bands. 
Therefore, each block is down-sampled by a factor of two by averaging disjoint sets 
of 32  voxels each. The difference between the original data samples and the respec-
tive down-sampled value is stored in a 64-component vector. The same process is 
applied to the down-sampled version, producing one single value that represents the 
mean value of the entire block. The 32  difference values carrying the information that 
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is lost when going from 32  mean values to the final one are stored in an 8-component 
vector. Finally, a 1-component vector stores the mean of the entire block. In perform-
ing this task, the data is decomposed into three vectors of length 64, 8, and 1, respec-
tively, which hierarchically encode the data samples in one block. In this way, HVQ 
can reach good fidelity, however, much lower compression rate because each block 
should store the mean value of the block and two indices in order to reconstruct the 
whole block value. Also, consider a volume with size KMN ××  each of whose point 
holds B bytes, and the block size is nnn ××  and the down-sample block size 
is 2/)2/()2/( nnn ×× , then compression rate of SVQ can be computed by (3).  

8/)/(3
_

21 nnnCnnnCnnnKMN

BKMN
RateHVQ comp ×××+×××+×××××

×××= (3)

Lemma 1. When the block size used in HVQ is same as that used in SVQ, 
3_/_ ≈compcomp RateHVQRateSVQ . 

Proof. Just as mentioned before, the main impact of the compression rate is the stor-
age of index value. When the volume data size is big enough, the codebook capacity 
can be ignored, then 

)(
_

nnnKMN

BKMN
RateSVQ comp ××××

×××≈  

And, 
)/(3

_
nnnKMN

BKMN
RateHVQ comp ×××××

×××=  

So, 3_/_ ≈compcomp RateHVQRateSVQ
 

3   Flag Based Classical Hierarchical VQ 

The study of VQ is mainly about how to improve the compression rate and reduce 
distortion and algorithm complexity [2]. However, in most existing algorithms, the 
increment of the compression rates tends to lead to lower quality of image reconstruc-
tion (such as SVQ), and improvement of the quality of image reconstruction leads to 
lower compression rate (such as HVQ).  

In order to not only obtain a good reconstruction quality but also improve the com-
pression rate, this paper presents a new efficient large-scale data compression algo-
rithm based on VQ, also called FCHVQ. The overall algorithm is illustrated in Fig.1. 
During the data pre-process stage, classify the blocks which divided from total vol-
ume data according to average gradient values into two groups: one containing blocks 
with zero average gradient values and the other containing blocks with non-zero aver-
age gradient values, and then set up a flag for each block. Only those blocks with non-
zero average gradient values are decomposed into a three hierarchical representation 
and vector quantized similar to [3]. Blocks with zero average gradient values just 
store the mean value of each block. In the decode stage, reconstruct each block in 
different way as the flag varies. 
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Fig. 1. FCHVQ algorithm is illustrated 

3.1   Data Pre-Process of FCHVQ 

FCHVQ, fully considering the volume itself characteristics, firstly computes the gra-
dient similarly with the way of forward-difference, secondly classifies the blocks 
according to their average gradient values. Suppose ),,( zyxH  is the gradient value of 

X, and ),,( zyxf is the original data point value at position (x, y, z), then 

    (4) 

)( iBAvH  is the average gradient value of each block, it can be defined by (5): 

∑ ∑ ∑
+

=
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=
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=××
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i

zyxH
nnn

BAvH ),,(
1

)(

 
 (5) 

From (4) and (5), we can clearly see that if the data in one block have the same 
value, )( iBAvH  equals zero. And if the data in one block varies little, the value of 

)( iBAvH is relatively very small. Taking into account that the volume data is not cha-

otic, the data in the block are possibly same. Many experiments show that the gradient 
values of non-zero blocks always occupy a certain proportion of the total blocks. By 
applying a simple threshold, if )( iBAvH  of a block is less than the threshold, the block 

is classified into a group containing blocks with zero average gradient value, other-
wise into another group containing blocks with the non-zero average gradient values. 
Fig.2 illustrates the FCHVQ data pre-process algorithm. 

Considering a volume has KMN ×× data points and each point holds B bytes, the 
block size is nnn ××  and the down-sample block size is 2/)2/()2/( nnn ×× , the compression 

rate of FCHVQ can be computed by (6). 

8/2)222/(9
_

210! nnnCnnnCBnnnKMN

BKMN
RateFCHVQ

g
comp ×××+×××+×+×××××

×××=
=

 

(6) 

Where, 0!=gB  is the number of blocks holding non-zero gradient values, 

nnnC ×××1 represents the capacity of the codebook in the highest hierarchical level, 

),,()1,,(),,(),1,(),,(),,1(),,( zyxfzyxfzyxfzyxfzyxfzyxfzyxH
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and the 8/2 nnnC ×××  represents the capacity of the codebook in the second hierarchi-

cal level. Because we only save the indices of non-zero blocks, so 0!2 =× gB  would be 

occupied. Finally the mean value and the flag of each block are 
)/( nnnKMN ×××× and )8/( ××××× nnnKMN , respectively. And their summation is 

)222/(9 nnnKMN ××××× . 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. FCHVQ data pre-process algorithm 

Lemma 2. Suppose 0=gB is the number of blocks with zero gradient values and when 

0=gB  is more than 6.25 percent of the total number of blocks, in other words, 

16/1)/( 0!00 >+ === ggg BBB , then 
compcomp RateHVQRateFCHVQ __ > . 

 

encode(raw_data,rx,ry,rz,compression_data)  
Begin 

rx4=(rx>>2),ry4=(ry>>2),rz4=(rz>>2); 
totalBlocks = rx4* ry4* rz4; 
BlockVolData(raw_data,4,rx4,ry4,rz4); 
for i=0 to totalBlocks do 
begin 

getAverage( block[i] );  
getGradient( block[i] ); 

end; 
for i=0 to totalBlocks do  

begin 
if( block[i].gradient <= threshold) then 

begin 
        block[i].group=0; 

compression_data->flag[i]=0; 
        class0++;    

end;  
else 

begin 
        block[i].group =1; 

compression_data->flag[i]=1; 
class1++;  

end; 
end; 

/*Gradient value of non-zero blocks are decomposed into 

a three hierarchical representation manner  like [3];*/ 
...... 

end; 
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Proof. If 
compcomp RateHVQRateFCHVQ __ > , then 

0!2)222/(9 =+××××× gBnnnKMN  should be less than )/(3 nnnKMN ××××× . 

Then 16/)(150! KMNBg ×××<= , 

add 0=gB on both sides of the equation, get: 

16/1500!0 KMNBBB ggg ×××+<+ === , 

Because nnnKMNBB gg ××××=+ == /)( 0!0 , 

So )16/(0 nnnKMNBg ×××××>= ,  

divided by 0!0 == + gg BB on both sides of the equation, get: 

16/1)/( 0!00 >+ === ggg BBB .  

So, if 16/1)/( 0!00 >+ === ggg BBB ,  

then 
compcomp RateHVQRateFCHVQ __ < .  

Considering empty region in the volumetric data occupies a certain percentage, many 
experiments show that the number of blocks whose average gradient values are zero is 
much more than 6.25 percent of the total number of blocks, that’s the key point why 
our algorithm can be efficient. On the other hand, when the number of blocks whose 
average gradient values are zero is less than 6.25 percent of the total number of 
blocks, we can study how to divide the data into blocks in order to get more number 
of blocks whose average gradient values are zero. 

3.2   Encoding of FCHVQ 

Blocks with non-zero average gradient values are decomposed into a three hierarchi-
cal representation and should be vector quantized. The process of VQ can be divided 
into three aspects: code book design, encoding and decoding [6]. Code book design 
plays an important role in the performance of the algorithm. [10] developed one of the 
earliest vector quantization algorithms suitable for practical applications, the LBG-
algorithm. Because of the sensitivity to the initial codebook in LBG, so far many 
optimized algorithms [7][8][9][11] have been proposed. Similar to [3], we use  
splitting scheme based on a principal component analysis (PCA) to find an initial 
codebook which is then refined by LBG algorithm, and restrict the search to the k-
neighborhood of the initial cell in the quantization stage. Not like method in [3], in 
our method, only those blocks with non-zero average gradient values are trained. 
Thus, we do not only save a large amount of computation, but also leave the whole 
code words to the blocks whose average gradient values are non-zero. 

3.3   Decoding of FCHVQ 

The main idea of decoding algorithm of FCHVQ is to reconstruct the whole data in 
each block according to the saved information. Firstly, we obtain the beginning and 
the ending indices in all three directions to determine the position of the block in the 
volume data. Then look into the flag of each block. If the flag is zero, we can recon-
struct the whole block with its mean value. Otherwise, we should first get its mean 
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value meanV , then get the difference 1DV  between meanV  and value in the second 

down-sample block according to the second level index, finally get the difference 

2DV between the first down-sample block and that in the second down-sample block 

according to the highest level index. At last we use the sum of meanV , 1DV  and 2DV  as 

the reconstruction value of the block. 
Different from the decoding algorithm of HVQ, for those blocks with average zero 

gradient values, we just replace their whole block data with their mean values. Evi-
dently, our method is faster than HVQ. Experiment shows that, for all the testing data, 
FCHVQ algorithm decodes faster than HVQ algorithm. 

3.4   Results and Comparison  

In order to provide a context for the evaluation of our work, we compare our approach 
(FCHVQ) with analogous implementations of SVQ and HVQ. 

The performance of VQ is measured by the compression rate and the reconstructed 
image quality. The reconstructed image quality is evaluated by the peak signal to 
noise ratio (PSNR) [6]. Here, the number of codeword in the codebook is 256. The 
size of volume data bonsai, aneurism and foot is 256×256×256×8 bits. We also extend 
our method to the seismic volume data compression [12][13][14]. The size of seismic 
data is 1024×256×256×16 bits. The block size is 64. 

Table 1. Comparison between SVQ、HVQ and FCHVQ 

HVQ FCHVQ SVQ Volume 
 

data 
PSNR 
(db) 

Compression 
rate 

PSNR 
(db) 

Compression 
rate 

PSNR 
(db) 

Compression 
rate 

bonsai 
aneurism 
foot 
seismic 

36.27 
36.21 
32.28 
30.40 

20.84 
20.84 
20.84 
42.42 

36.36 
36.26 
32.39 
30.79 

36.16 
51.08 
35.16 
53.00 

26.63 
29.45 
21.73 
23.80 

60.24 
60.24 
60.24 
126.0 

From table 1, we can see that FCHVQ can get higher compression rate than HVQ 
in the premise of better reconstruction image quality than SVQ.  

For the volume data aneurism, table 2 shows the comparison between SVQ、HVQ、
FCHVQ when different codebook sizes, 64, 128 and 256 are used, from which we can 
see that FCHVQ is more efficient than others even in different codebook size. 

Table 2. Comparison between different codebook sizes of the HVQ、FCHVQ、SVQ 

HVQ FCHVQ SVQ Code 
-

book 
size 

PSNR 
(db) 

Compression 
rate 

PSNR 
(db) 

Compression 
rate 

PSNR 
(db) 

Compression 
rate 

64 
128 
256 

34.55 
35.34 
36.21 

21.21 
21.09 
20.84 

34.58 
35.36 
36.26 

53.33 
52.56 
51.08 

28.30 
29.13 
29.45 

63.02 
62.06 
60.24 
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In the CVR domain, decompression is coupled to rendering. Compression can be 
slow since it is performed only once offline. But the decompression should be ex-
tremely fast since it is performed many times per second during rendering. FCHVQ, 
which needs compute the average gradient of each block, really consumes a little 
more time during compression than HVQ. However, when decoding, because 
FCHVQ can replace the whole block data with the mean value of the block if the 
average gradient is zero, it runs faster than HVQ. Take Aneurism for example, HVQ 
needs 6.17 seconds while FCHVQ only needs 3.31s to decompress.  

Fig.3 is a comparison of the original volume data and the reconstruction of com-
pressed volume data by FCHVQ (visualized by Open Inventor). These following 
sequences demonstrate the effectiveness of FCHVQ. 

  

             

      (a)                       (b)                              (c)                           (d)      

             

              (e)                           (f)                                 (g)                        (h) 

Fig.3. Comparison of visualization results between the original and the compressed volume 
data. (a) is the original “bonsai” and (b) is the compressed “bonsai”. (c) is the original 
“aneurism” and (d) is the compressed “aneurism”. (e) is the original “foot” and (f) is the com-
pressed “foot”. (e) is the original “seismic” and (f) is the compressed “seismic”. 

4    Conclusion and Future Work 

In order to relieve the conflict between the compression rate and reconstructed image 
quality, this paper presents an efficient large-scale data compression algorithm based 
on VQ. The key to our algorithm is to give full consideration of the characteristics of 
the volume data itself. Noticing that the data in a block may has the same value when 
the block size is not too big, we present a subtle classification scheme before VQ. 
While applying proposed algorithm, FCHVQ, to the seismic data and other testing 
data sets, the experimental results show that this algorithm can not only obtain a better 
image reconstruction quality, but also increase the compression rate significantly. In 
the future, we will investigate how to use our scheme to decompress and do rendering 
on GPU.  
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Abstract. In this paper, we present our initial effort in automatic gen-
eration of subtitle for live broadcast news programs, utilizing the fact
that nearly perfect transcriptions are available. Instead of using the for-
mer error-prone automatic-speech-recognition (ASR)-based method, we
propose to formulate the subtitling problem as synchronization of text
and speech, which is further simplified into an anchor points estimation
problem. The Viterbi algorithm for hidden Markov model (HMM) is
augmented with new criterions for the online anchor points estimation.
Experiments indicate that our proposed methods show satisfying perfor-
mance for the simultaneous subtitling application. We also present a brief
introduction into our whole subtitling system under further development.

Keywords: Live broadcast news subtitling, Text and speech synchro-
nization, Hidden Markov model.

1 Introduction

There is a generic request from society and governments that are pushing the TV
broadcasters to increase the amount and diversity of programs subtitled. While
TV programs with subtitles become increasingly available in US, Canada, Japan,
French and Portugal [1,2], the ratio of subtitled TV programs in China is still
low. For the live programs, such as broadcast news, the ratio is even lower.

Most of the programs with subtitles are prerecorded, where the subtitles are
created by manual transcription of the speech and align them to the spoken
contents manually or automatically [3,4,5]. Typically, in automatic alignment
approaches, to deal with the erroneous transcriptions and varied acoustic con-
dition, the alignment is actually converted to an automatic speech recognition
(ASR) problem. Time-marked transcriptions are first produced by an ASR sys-
tem, then they are aligned to the reference text to yield segmentation points of
sentences. Because these approaches essentially work in an offline mode, which
require the whole speech content before processing, only programs produced
prior to its broadcasting day can be subtitled.

In order to implement simultaneous subtitling for live programs, particularly
news programs, simultaneous captions are created manually by skilled people
called Stenographer [1] in US and Canada. However, according to [2] the manual

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 576–585, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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captioning of live speech in Chinese/Japanese is much more difficult become they
contains many characters of homonyms, and the stenographer have to select from
multiple alternatives. Therefore, automatic methods are developed [1,2,6]. To my
knowledge, the developed automatic techniques for live programs are essentially
all based automatic speech recognition (ASR). Although the typical word error
rate (WER) is about 5% exploiting the prior information about the transcriptions,
instant manual error correction are still needed. This causes a lag of 5 seconds or
more in subtitle display compared to corresponding speech contents [2].

This paper constraints to the subtitling of live TV programs with nearly per-
fect electronic transcriptions available. This assumption is true for the most of
news broadcasting, where the reported contents are carefully checked and edited
before the announcers finally read them on-air. In this scenario, the subtitling
of live programs is formulated as a problem of automatic simultaneous synchro-
nization (online alignment) between speech and text. Specifically, given a nearly
perfect transcription of a news item as a set of textual sentences, we seek the
begin time of each sentence and the display the sentence when the announcer
begin to read it out; we seek the end time when the announcer finish reading it
and erase the text from the TV screen.

Although automatic aligning speech to corresponding text might seem a triv-
ial problem [7,8] within the hidden Markov model (HMM)-based framework, few
work are reported to be used for subtitling for live program. The major reason
may lie in the subtitling operation for live programs implies, besides real-time,
an online operation Transforming existing algorithms to online operation present
several problems. For instance, the first problem is the previous work via Viterbi
algorithm with HMM essentially run in an offline mode, which requires traceback
to make the alignment decision. In addition, although we constraint ourselves to
cases where nearly perfect transcriptions are available, align errors are still un-
avoidable in case of speech segments with significant background noise, casually
spoken speech and even field reports without corresponding transcriptions. Any
error may be fatal. Because the synchronization between online speech and text
proceed in a sequential manner and any error may make the subsequent speech
loose synchronization with its text. Therefore we try to overcome these difficul-
ties and build a realistic subtitling system. In this paper, we give an overview of
our system under development and focus on our achievement on solution of the
first problem.

This paper is organized as follows. We briefly introduce our subtitling system
under development in Section 2. Then we detail our approach to synchronize the
text and speech in Section 3. The system’s performance are evaluated in Section
4. Section 5 conclude the comments on current and future work.

2 System Overview

Our simultaneous broadcast news subtitling system consist of following modules:
the text processor, the text-speech synchronizer, the error detector and error
corrector. Fig.1 present the system architecture on a conceptual level.
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Fig. 1. Overall architecture of simultaneous broadcast news subtitling system

The text processor preprocesses the transcription of news items before the
announcers read them out on-air. It has two mains roles: 1) It normalizes the
text and converts the out-of-vocabulary words (especially numbers) into in-
vocabulary words. 2) It segments the text stream into a set of sentences that are
appropriate for display on TV screen. Since its implementation is trivial, it will
be ignored in the following of this paper.

The text-speech synchronizer is the key module. It explores methods devised in
this work to detect the sentence start time and sentence end time (anchor points)
in real time so that the texts can be displayed simultaneously with announcers’
speech. It is in essence an extension of conventional Viterbi-based aligner module.
The workings of this component will be further detailed in the following sections.

The error detector module detects failure of text-speech synchronizer, which
may be caused by missing transcription, adverse acoustic condition, etc. When-
ever some error occurs, the error corrector, which consists of a speech recognizer
followed by a text aligner, wait until speech segments which matches correspond-
ing text well, and give feedback to the text-speech synchronizer, forcing it to work
again. This module of is still under development.

3 Text-Speech Synchronization

As stated in last section, the key of the text-speech synchronization is the gener-
ation of the anchor points (sentence start and sentence end time corresponding
to the speech). We formally formulate this problem by first defining the following
notations.

– WN
1 : The transcription for a news item represented in a word sequence

– XT
1 : The speech corresponding to WN

1 represented in a feature vector
– SM

1 : A set of M sentences by segmenting WN
1 into SM

i = {Wne1
ns1

· · ·Wnei
nsi

· · ·
W

neM
nsM

}. We denote the ith sentence as Si = {Wnei
nsi
}, which is a subsequence

of the WN
1 .

– {tsi , tei , Si}: Triple of start time, end time, sentence of the ith sentence Si.
– τ(Wn): Word end time of the nth word Wn.
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If some approximation are allowed, we can use the end time of the first word in
the sentence as the sentence start time and use the time of the last word in the
sentence as the sentence end time. Formally, we have

tsi ≈ τ(Wns1
) (1)

tei ≈ τ(Wne1
) (2)

Although this approximation will introduce a lag of about a character long
in display at the begin of a sentence, it’s still feasible for the subtitling applica-
tion because a lag of character is perceptually negligible. Therefore the problem
are simplified to the problem of estimation the optimal word end time given
τ(Wn) an anchor word Wn and all the speech input XT

1 . The optimality of the
estimation for word end depends a specific criterion function J(τ |Wn, XT

1 ) used:

τ̂(Wn) = arg
τ

maxJ(τ |Wn, XT
1 ) , 1 < τ < T (3)

where J(τ |Wn, XT
1 ) is the criterion function. In this paper, we denote this prob-

lem specified by (3), that is, to estimate the word end time of a anchor word an
anchor points estimation problem.

3.1 Anchor Points Estimation Using Viterbi Criterion

We briefly overview the traditional speech-text alignment problem using HMM
in an anchor point estimation perspective. Speech-text alignment via HMM is
a simplified speech recognition problem. Given a word sequence WN

1 and pre-
trained HMMs φ, a state-level search space is constructed by concatenating
HMM models of the phoneme sequence corresponding to WN

1 specified by a
pronunciation lexicon. The a state sequence sK

1 corresponding to WN
1 is ob-

tained. The search space is essentially a state T-by-K trellis, as shown in Fig.21.
And the alignment is to find the best path (state sequence) q̂T

1 in the search
space which maximize the joint probability of state sequence and the acoustic
observation Xt

1 :

q̂T
1 = max

qT
1

Pr(XT
1 , qT

1 |WN
1 ), q ∈ {s1, · · · , sm} (4)

which can be efficiently solved by the Viterbi algorithm [8,9,10]. When the whole
alignment is finished, end time of each state sk, can be obtained by the backtrace
of the optimal Viterbi path. Optimal estimation of end time of a word (Wn) in
Viterbi sense τ̂v(Wn) can be obtained as the end time of its word end state swe

τ̂v(Wn) = arg
τ

max JV (τ |Wn, XT
1 ) (5)

1 This is a conceptual simplification, where the search space may be more complicated
considering optional inter-word silences and multiple pronunciations of each word in
practice.
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Fig. 2. Search space in the text-speech alignment

where JV (t|Wn, XT
1 ) is the Viterbi criterion function specified by (4). Note that

the Viterbi criterion function is globally optimal function and relies on all the
speech data XT

1 , definitely including the data after time instant τ(Wn). There-
fore, Viterbi alignment for anchor points estimation work in an offline mode and
show good performance if no online operation is desired, that is when all XT

1 is
known beforehand.

However, in the subtitling problem for live program, speech in input online.
Therefore, estimation the anchor points must be made locally around its the
real value so that the text can display simultaneously with the speech, which
requires alternative estimation criterion functions.

3.2 Proposed Anchor Points Estimation Criterions

In practice, the full search is computationally very expensive when the state
sequence is too long and only the most promising hypotheses are retained. In
our system, the alignment is performed with a state-of-the-art LVCSR decoder,
in which time-synchronous beam search is adopted [11]. Due to effective pruning,
only part of the search space is probed, which contains the Viterbi-Optimal path,
as shown in Fig.2. A side effect of beam pruning is that it actually constrains
the estimation the anchor point ˆτ(Wn) within a range [τ̂start(Wn),τ̂end(Wn)], as
shown in Fig.2, which provide the basis for our proposed estimation criterions.

τ̂ (Wn) = arg
τ

maxJ(τ |Wn, XT
1 ) τ̂start(Wn) < τ < τ̂end(Wn) (6)

Therefore some heuristic driven criterion function are defined and deployed
in the Viterbi alignment framework, inspired by the confidence estimation in
keyword spotting domain [12].
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Fig. 3. Proposed likelihood/likelihood-ratio criterion around the true anchor point

– Top-Likelihood Criterion (TLC) The criterion function is the duration nor-
malized likelihood of the ending word;

JTL(τ) =
h(τ, swe, Wn)

te − ts
; (7)

where swe is the word end state of Wn; h(τ, swe, Wn) is the likelihood of
the top-score word hypothesis of Wn given by the path hypothesis at time
instant τ end on swe; ts and te is the start time and the end time of the
word hypothesis respectively.

– Top-Likelihood-Ratio Criterion (TLRC)

JTLR(τ) =
δ(τ, swe)∑
δ(τ, sother)

; (8)

where δ(τ, swe) the path hypothesis landing on the word end state swe of
Wn at time instant τ ; δ(τ, sother) the path hypothesis landing on the other
state τ .

Fig.3 plots likelihood/likelihood-ratio around the ground-truth anchor point
(word end time) as it changes over the time span constrained by the beam search.
It shows the likelihood/likelihood-ratio reach a local peak around the ground-
truth anchor point. We thus use the global maximum in likelihood/likelihood-
ratio curve as the estimation of the anchor points. We have to remark that
although location of the global optimal of likelihood/likelihood-ratio curve may
require few frames of speech after the time instant of the maximum, it is still a
local criterion compared to the Viterbi criterion reviewed in last section. Another
point need to be pointed out is the proposed criterion functions only have to be
calculated when with in the range contrained by the beam search, specifically
when some path hypothesis end on the last state of the word. The are well suited
for an online operation.
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Once we can determine the anchor time points of the first word and last word
of a sentence, the synchronization problem is solved as stated in (1)-(2). The
text can be displayed simultaneously with the speech of the announcer.

4 Evaluation

In this section, we obtain objective measurement of the performance of our
simultaneous subtitling system.

4.1 Data Corpora

News programs from Beijing Television Station (BTV) are used to evaluate our
system. 24 news items and 430 sentences in total are randomly chosen as the
evaluation speech. The ground-true anchor points are obtained via a two stage-
procedure.First manual segmentation on news item are performed to segment
the whole long audio into sentences; then text are aligned within each segment
to obtain the ground-true of the word end. These news items consist of 430
sentences in total, which are further divided into three categories according to
different acoustic conditions. 313 sentences are spoken by announcers with studio
quality; 103 are by announcers, but with background noise. The rest 14 are
sentences spoken by the reporters in the field reports or by the interviewees.
They are summarized on Table 1.

Table 1. Categorization of the speech for evaluation

Categories Acoustic Condition # of sentences
Clean Speech Announcers, studio quality 313
Noisy Speech Announcers, background noise 103

Interview Field reports, interviews 14

4.2 Results

We follow an evaluation metric in the past audio alignment work [13], i.e. the
means and deviation of the error in estimating the sentence start points and
sentence end points, given in seconds. We show the alignment error in Fig.4, for
the both proposed criterion TLC and TLRC.

In analyzing the results from Fig.4, we see that the the proposed TLC and
TLRC criterion show comparable performances and the TLRC is slightly better.
Another point easily observed is that the starting points estimation are harder
than the ending points (bigger mean in error and high standard derivation). This
can be explained by the fact that the sentence ending points are constrained
by the search process while the sentence begin is subjected to more variation.
However, the system shows satisfying performance for simultaneous broadcast
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Fig. 5. System performance under different conditions

new subtitling, an average boundary error less than 0.2 seconds is perceptually
negligible for a news audience.

In order to gain insight into performance our system, we reanalyze our sys-
tems’ performance under different conditions specified in Table 1, as shown in
Fig.5. As expected, the performance degrades as the acoustic condition gets
worse. The error in the interview part contributes to system error most and may
affect the performance of clean speech around them. This necessitates develop-
ment of the error detection/correction module as stated in Section 2.

5 Conclusion and Future Work

In this paper, we present our initial effort in automatic generation of subtitle
for broadcast news programs where transcription are available. Instead of us-
ing the former computationally expensive and error-prone ASR-based method,
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we propose to formulate the subtitling problem as synchronization of text and
speech, which is further simplified into an anchor points estimation problem. New
method based on likelihood/likehood ratio are proposed for the online anchor
points estimation. Experiments indicate our proposed method show satisfying
performance for the simultaneous subtitling application. For future work, we will
continue with our effort in system development, especially development of the
error detection/correction module.
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Abstract. Wideband speech codec with bandwidth 50—7000Hz provides a sig-
nificant improvement of codec speech in naturalness and intelligibility.But the 
spectral tilt is more pronounced in wideband speech signals due to the wide dy-
namic range between low and high frequencies. For solving this problem, a 
novel perceptual weighting filter is proposed based on the cepstral difference of 
Immittance Spectral Pairs (ISP) pseudo-cepstrum and linear prediction cepstral 
coefficients.The filter significantly compensates the spectral tilt of wideband 
signals that codec does not require an additional tilt compensation.The fre-
quency response of proposed filter is consistent with the auditory masking the-
ory.The effect of the filter to compensate the spectral tilt of wideband speech 
signals is much better than the perceptual weighting filter based on the cepstral 
difference of ISP multiplied-polynomial cepstrum and linear prediction cepstral 
coefficients.The effective application of the proposed filter to the adaptive 
multi-rate wideband (AMR-WB) speech codec indicates that the proposed filter 
not only efficiently compensates the spectral tilt, but also improves the objec-
tive evaluation quality values of wideband speech signals. 

Keywords:  ISP, ISP pseudo-cepstrum coefficients, Perceptual weighting filter, 
AMR-WB (Adaptive Multi-Rate Wideband) speech codec. 

1   Introduction 

Wideband speech codec with bandwidth 50-7000Hz provides a significant improve-
ment in naturalness and intelligibility compared with 300-3400Hz narrowband speech 
codec. By lowering the low frequency cut-off from 300-50Hz, the naturalness and 
fullness of the speech can be improved, while extending the high frequency cut-off 
from 3400 to 7000Hz, the distinguishing of fricative sounds can be improved. This 
extended range of 50-7000Hz of wideband speech roughly corresponds to the band-
width of speech sampled at 16kHz.Wideband speech codec can be used in video con-
ferences, multimedia communications, and VoIP. 

Algebraic Code Excited Linear Prediction (ACELP) model is used in wideband 
and narrowband speech codecs. It is good fit for the speech mechanism, but the cod-
ing noise should be reduced. Perceptual weighting is an important method to reduce 
the coding noise. It is used to shape the coding error.The basic idea behind the percep-
tual weighting filter is the auditory masking theory.According to the masking theory, 
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the coding noise in speech signal spectral peak regions would be partially or totally 
masked by the speech signals. However, the spectral tilt is more pronounced in wide-
band signals due to the wide dynamic range between low and high frequencies. The 
traditional perceptual weighting filter )(zW ′  has  inherent limitations in modeling  

the formant structure and required spectral tilt concurrently. Where filter )(zW ′  is as 

follows 

.)(/)(A)( 21 γγ zAzzW =′  (1) 

In (1), 1γ 、 2γ are perceptual weighting coefficients.  A (z) is a Mth inverse filter, 

which is defined as ∑
=

−+=
M

i

i
i zazA

1

1)( , where },,1,{ Miai = are the Linear 

Prediction (LP) coefficients of order M. 

As a wideband speech coding standard, adaptive multi-rate wideband (AMR-WB) 
speech codec is based on ACELP model. Its perceptual weighting filter also exploits 
masking properties of the human auditory system. The solution to spectral tilt prob-
lem is to introduce the pre-emphasis filter at the input, compute the LP filter A(z) 
based on the pre-emphasised  speech, and use a modified filter )(zW by fixing its 

denominator. This structure substantially decouples the formant weighting from the 
tilt. The perceptual weighting filter )(zW  in AMR-WB [1] is as follows 

).68.01/()92.0(A)( 1−−= zzzW  (2) 

But the perceptual processing is not enough for quantization noise reduction and 
restrain the spectral tilt phenomenon in wideband speech codec. In this paper a novel 
perceptual weighting filter is proposed based on Immittance Spectral Pairs (ISP) 
pseudo-cepstrum representation. The experiment results indicate that the proposed 
filter efficiently compensates the spectral tilt of wideband speech signals.The mean 
values of wideband-Perceptual Evaluation of Speech Quality (w-PESQ) of 9 modes in 
AMR-WB are improved significantly using the proposed method.Pseudo-cepstrum 
was introduced by H. K. Kim,K.C.Kim and H.S.Lee [2].In [2], authors given the 
Linear Spectral Pairs  (LSP) pseudo-cepstrum and its quefrency-weighted version 
weighted pseudo–cepstrum for improving the performance of speech recognition 
systems. The recognition results on a set of 10 confusable syllables showed that the 
performance was better than that based on the LSP. In [3], authors addressed the sta-
tistical properties of the LSP pseudo–cepstrum coefficients and showed their useful 
application to speech recognition.In [4], an adaptive short-term postfilter based on 
pseudo-cepstral representation of line spectral frequencies was proposed. By applying 
the postfilter to several international speech coding standards, authors had reduced the 
complexity while obtaining a comparable performance to conventional approaches.In 
[5], authors morever derived the recursive relations between LSP pseudo-cepstral 
representation and linear prediction polynomial cepstral coefficients. 
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2   The Representation of ISP Pseudo-cepstrum Coefficients 

The ISP was introduced by Bistritz and Peller [6]. For a Mth order LP filter, the ISPs 
were defined as the roots of the following polynomials (2) and (3), as well as the Mth 

reflection coefficient Mk [7].  

)()()( 1−−+= zAzzAzP M  (3) 

)()()( 1−−−= zAzzAzQ M  (4) 

In AMR-WB, the coefficients of LP filter were converted to ISP for quantization 
and interpolation purposes. Here M is even. Thus, (3) and (4) can be expressed as  
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Where }{ iω  is the ith Immittance Spectral Frequencies (ISF) of order M. Take the 

natural logarithm to (5) and (6), we can get  
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Immittance function at the glottis can be expressed as  
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ISP pseudo-cepstrum coefficients }ˆ{ nIc  were defined as the inverse z-transform of 

)](ln[
2

1
zIM in [8]. That is 
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At first, we take the natural logarithm to (9) and get 
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).(ln)(ln))(ln( zPzQzI M −=  (11) 

To substitute (7) and (8) for )(ln zQ  and )(ln zP , then divided by 2 on both sides 

of  (11) and take inverse z-transform, we have 
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In (12), the first term is a constant. If we do not use the crosscorrelation of each 
coefficient, we can ignore the constant.Therefore, we define ISP pseudo-cepstrum 

coefficients }ˆ{ nIc  by only using the second term on the right-hand side of   (12) as 
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From above, we know that the ISP pseudo-cepstrum }ˆ{ nIc  essentially is the cep-
strum of a polynomial, which is gotten through polynomial (4) divided by (3), so we 
call }ˆ{ nIc  is an ISP divided-polynomial cepstrum. Similarly, Let polynomial (4) 
multiply polynomial (3), we can get the ISP multiplied-polynomial cepstrum { }multiplenc ,ˆ . Here, we also ignore the constant term and get the following ISP multi-
plied-polynomial cepstrum 
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3   The New Perceptual Weighting Filter Based on Cepstrum 
Domain 

Let { }nc  expresses Linear Prediction Cepstral Coefficient (LPCC), we have 
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Here the cepstral difference of { }nc  and { }nIĉ  is defined as  

.
(z)P(z)A

)(
ln

2

1
)](ln[)](ln[

2

1
)ˆ(

2M
1

zQ
zAzIzcc n

nI
n

n =−=− −
∞

=
∑  (16) 



590 F. Li and X. Zhang 

To avoid (16) becomes zero as 1±=z , we move the roots of  the P(z)、Q(z) and 
A(z) inside the unit circle. Now we can get a filter as follows 

.
)z(A)(

)(
)(

2
2

1
1 βα

α
zP

zQ
zW =′  (17) 

Where 1,,0 21 << βαα . (17) has the property of perceptual weighting. It is help-

ful to compensate spectral tilt. When β  is less than 0.5, )z(A2 β  can be approxi-

mated as )2zA( β  [4]. That is 
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The role of βαα ,, 21  are to control the de-emphasis of formant domain. They 
should be determined empirically based on subjective listening results. In this paper, 
the optimal values are 05.0,1.0,95.0 21 === βαα .In [8], the proposed percep-

tual weighting filter, which was based on the cepstral difference of { }nc  and 

{ }multiplenc ,ˆ  , had the following form 

.
)2zA(
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)( 21
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αα

′
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Where 35.0,15.0,95.0 21 =′=′=′ βαα . 

Fig. 1 gives the 16th-order LPC spectral envelopes of wideband speech signals, the 
frequency responses of W(z), W1(z) and W2(z), respectively. Where, the above thick 
solid curves is the original speech signals LPC spectral envelopes.The thin solid 
curves is the frequency responses of W(z). The dash curves is the frequency responses 
of W1(z). The dash-dot curves is the frequency responses of W2(z).We can find that the 
spectral tilt phenomenon of wideband speech signals is obvious.W1(z) and W2(z) have 
spectral valleys in speech signal formant domains and have spectral formants in 
speech signal valley domains.It is consistent with the masking effect of human hear-
ing system. Compared with W2(z), the frequency response of W1(z) has bigger spectral 
formants.The spectral formants of high frequency domain are improved moreover. 
The effect to compensate spectral tilt is more enough. 

Fig. 2 shows the magnitude spectra and LPC spectral envelopes of original, 
W1(z) and W2(z) weighted speech signals, respectively. The above three curves are 
the magnitude spectra. The under three curves are the 16th-order LPC spectral 
envelopes. In Fig.2, two thick solid curves express original speech signals magni-
tude spectra and its LPC spectral envelope, respectively. Two thin solid curves 
express W1(z) weighted speech signals magnitude spectra and its LPC spectral 
envelope, respectively. Two x curves express W2(z) weighted speech signals  
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magnitude spectra and its LPC spectral envelope, respectively. It is obvious that 
the proposed filter W1(z) can more effectively compensate spectral tilt of wideband 
speech signals than  W2(z) do. 

 

Fig. 1. Comparison of original speech signals LPC spectral envelope (thick solid curves) and 
the frequency responses of W(z) (thin solid  curves)、W1(z) (dash curves)  and W2(z) (dash--dot  
curves) 

 

Fig. 2. Comparison of magnitude spectra (above three curves) and LPC spectral envelopes 
(under three curves) of original speech signals (thick solid curves) 、W1(z) (thin solid curves ) 
and W2(z) (x marked curves) 
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4   Simulations 

Simulations are based on 20 male speech sentences and 20 female speech sentences 
from the TIMIT database. The objective scores are evaluated using the w-PESQ (wide-
band Perceptual Evaluation of Speech Quality) from ITU-T P.862.2.Simulations are 
carried out with the ITU-T G.722.2 AMR-WB speech codec. Table 1 and table 2 re-
spectively give male and female speech sentences average w-PESQ of 9 modes in 
AMR-WB. They include w-PESQ of unweighted decoding speech signals, W(z) and 
W1(z) weighted decoding speech signals. Table 3 and table 4 respectively give male and 
female speech sentences average w-PESQ improvements of W(z) and W1(z) weighted 
decoding speech signals. Compared to unweighted signals, the results in Table 1 to table 
4 show that W(z) and W1(z) weighted signals w-PESQ greatly increase.  

To male sentences, the unweighted decoding speech signals average w-PESQ of 9 
modes is only 3.439, whereas W(z) and W1(z) weighted signals average w-PESQ  
increase to 4.153 and 4.187, respectively. The improvements are 0.714 and 0.748, 
respectively. To female sentences, the unweighted decoding speech signals average 
w-PESQ of 9 modes is only 3.143, whereas W(z) and W1(z) weighted signals average 
w-PESQ increase to 4.047 and 4.085, respectively. The improvements are 0.904 and 
0.942, respectively. Compared to W(z) weighted signals, W1(z) weighted signals aver-
age w-PESQ improvements of male and  female sentences are 0.034 and 0.038, re-
spectively. These indicate that the proposed perceptual weighting filter W1(z) is good 
fit for perceptual weighting in AMR-WB. 

Table 1. The mean w-PESQ scores of unweighted, )(zW  and )(1 zW  weighted 20 male 

speech  sentences 

w-PESQ 
Mode 

Unweighted Speech )(zW weighted )(1 zW  weighted  

0 

1 

2 

3 

4 

5 

6 

7 

8 

2.841 

3.096 

3.382 

3.476 

3.509 

3.601 

3.656 

3.705 

3.693 

3.744 

3.967 

4.165 

4.192 

4.221 

4.269 

4.257 

4.284 

4.278 

3.794 

4.012 

4.189 

4.227 

4.265 

4.282 

4.294 

4.319 

4.304 

Average 3.439 4.153 4.187 
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Table 2. The mean w-PESQ scores of unweighted, )(zW  and )(1 zW  weighted 20 female 

speech sentences 

w-PESQ 
Mode Unweighted Speech )(zW  weighted )(1 zW  weighted  

0 

1 

2 

3 

4 

5 

6 

7 

8 

2.528 

2.776 

3.071 

3.138 

3.195 

3.313 

3.352 

3.469 

3.441 

3.557 

3.803 

4.065 

4.107 

4.124 

4.168 

4.177 

4.209 

4.218 

3.616 

3.857 

4.100 

4.139 

4.164 

4.198 

4.201 

4.246 

4.241 

Average 3.143 4.047 4.085 

Table 3. )(zW  and )(1 zW  weighted 20 male speech sentences mean w-PESQ improve-

ments 

Improved w-PESQ 
Mode 

)(zW  weighted )(1 zW  weighted )(1 zW  exceeding )(zW  

0 

1 

2 

3 

4 

5 

6 

7 

8 

0.903 

0.871 

0.783 

0.716 

0.712 

0.668 

0.601 

0.579 

0.585 

0.953 

0.916 

0.807 

0.751 

0.756 

0.681 

0.638 

0.614 

0.611 

0.050 

0.045 

0.024 

0.035 

0.044 

0.013 

0.037 

0.035 

0.026 

Average 0.714 0.748 0.034 
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Table 4. )(zW  and )(1 zW   weighted 20 female speech sentences mean w-PESQ  

improvements 

Improved  w-PESQ 
Mode 

)(zW  weighted )(1 zW  weighted )(1 zW  exceeding 

)(zW  

0 

1 

2 

3 

4 

5 

6 

7 

8 

1.029 

1.027 

0.994 

0.969 

0.929 

0.855 

0.825 

0.740 

0.777 

1.088 

1.081 

1.029 

1.001 

0.969 

0.885 

0.849 

0.777 

0.800 

0.059 

0.054 

0.035 

0.032 

0.040 

0.030 

0.024 

0.037 

0.023 

Average 0.904 0.942 0.038 

5   Conclusions 

In this paper, the concept of ISP pseudo-cepstrum and the equation of ISP pseudo-
cepstrum coefficients are introduced at first.Then a new perceptual weighting filter is 
designed based on ISP pseudo-cepstrum domain.Simulation results indicate that the 
designed filter is helpful to compensate the spectral tilt and improve wideband speech 
signal perceptual weighting quality.The objective assessment scores obtained using 
w-PESQ can be improved significantly by proposed method.  
 
Acknowledgments. The work was supported by Shanxi Province Natural Science 
Foundation of China under the grant No.20051039. 

References 

1. ITU-T Recommendation G.722.2.: Wideband Coding of Speech at Around 16kbit/s Using 
Adaptive Multi-rate Wideband (2003)  

2. Kim, H.K., Kim, K.C., Lee, H.S.: Enhanced Distance Measure for LSP-based Speech Rec-
ognition. Electronics Letters 29(16), 1463–1465 (1993) 



 A Perceptual Weighting Filter Based on ISP Pseudo-cepstrum and Its Application 595 

3. Kim, H.K., Choi, S.H., Lee, H.S.: On Approximating Line Spectral Frequencies to LPC 
Cepstral Coefficients. IEEE Transactions on Speech and Audio Processing 8(2), 195–199 
(2000) 

4. Kim, H.K., Kang, H.G.: An Adaptive Short-term Postfilter based on Pseudo-cepstral Repre-
sentation of Line Spectral Frequencies. J. Speech Communication 37, 335–348 (2002) 

5. Kim, H.K., Choi, S.H.: Cepstral Domain Interpretations of Line Spectral Frequencies. J. 
Signal Processing 88, 756–760 (2008) 

6. Bistritz, Y., Peller, S.: Immittance Spectral Pairs (ISP) for Speech Encoding. In: Proc. IEEE 
Int. Conf. Acoust., Speech Signal Processing, pp. II-9–II-12 (1993) 

7. Stephen, S., Kuldip, K., Paliwal: A Comparative Study of LPC Parameter Representations 
and Quantization Scheme for Wideband Speech Coding. J. Digital Signal Processing 17, 
114–137 (2007) 

8. Li, F.L., Zhang, X.Y.: A Perceptual Weighting Filter on Cepstrum Domain for Wideband 
Speech Codecs. In: 2008 11th IEEE International Conference on Communication Technol-
ogy Proceedings, pp. 688–691. IEEE Press, Hangzhou (2008) 



Video Fingerprinting by Using Boosted Features

Huicheng Lian1 and Jing Xu2

1 School of Computer Engineering and Science, Shanghai University,
P. Box 147, No. 149 Yanchang Road, Shanghai, 200072, China

2 Shanghai Jiao Tong University Library, Shanghai, 200240, China
lianhc@shu.edu.cn, xujing@lib.sjtu.edu.cn

Abstract. In this paper, we present a novel approach for video finger-
printing by using boosted Harr-like features and direct hashing. Through
employing a pairwise boosting method on a large set of features, our
system can learn the top-M discriminative filters that are enable to effi-
cient extracting video fingerprints. During query phase, we retrieve video
clips by using a fast and accurate direct hashing, which minimizes per-
ceptual Hamming distance between queries and a large database of pre-
computed fingerprints. To demonstrate the superiority of our method, we
also implement four other fingerprinting methods for comparisons. The
experimental results indicate that our proposed method can significantly
outperform those four methods in video retrieval.

1 Introduction

Fingerprints are defined as perceptual features or short summaries of a multime-
dia object, and the goal of fingerprinting is to provide fast and reliable methods
for content identification [1][2]. Specifically, video fingerprints are feature vectors
that uniquely characterize one video clip from another, and the goal of video fin-
gerprinting is to identify a given video query in a database by measuring the
distance between the query fingerprint and the fingerprints in the database [2].
Promising applications of video fingerprinting are filtering file-sharing services,
broadcast monitoring, automated indexing of large-scale video archives, etc[2].

In these recently years, many video fingerprinting methods have been pro-
posed. For example, Oosteevn et al proposed a differential block luminance al-
gorithm for video fingerprints extraction [1]. They also introduced a structure for
very efficient searching in a large fingerprinting database, which belongs to per-
ceptual hash methods [1]. Lee and Yoo proposed a video fingerprinting method
based on the centroid of gradient orientations [2][3]. The centroid of gradient
orientations was used due to its pairwise independence and robustness against
common video processing steps [2][3]. Kim et al calculated a binary image sig-
nature for each key frame by averaging Y component in YCbCr color layout for
each macro blocks. Extreme quantization then was applied to obtain a binary
image signature of a given frame [4]. Ramachandra et al proposed a 3D video
fingerprinting by using scale invariant feature descriptor (SIFT) descriptors [5].
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Sarkar et al presented a Compact Fourier-Mellin Transform (CFMT) for fin-
gerprints extraction and compared it with SIFT and YCbCr histogram-based
feature methods [6].

Another technique called audio fingerprinting was proposed for audio’s re-
trieval early. In 2002, Oosteevn et al proposed an approach to convert audio
signal into 2D time-frequency image (spectrogram), using the short-term Fourier
transform (STFT) for audio fingerprints extraction [7]. Based on this method,
Ke et al proposed to employ a pairwise boosting on a large set of Viola-Jones
features or called Harr-like features [10], to learn compact, discriminative, local
descriptors for spectrogram [8]. Ke’s computer vision techniques for audio fin-
gerprint made a significant contribution to audio retrieval. Following their line,
Kim and Yoo proposed a boosted audio fingerprint method based on spectral
subband moments [9]. Baluja and Covella proposed a audio fingerprinting called
waveprint [11][12]. A difference between Ke’s method and Baluja’s method is
that, Ke used a boosting method to choose top-M filters while Baluja extracted
the top-M Haar-wavelets according to their magnitudes in a spectrogram.

Motivated by thinking of Ke [8], we propose a modified pairwise boosting to
learn top-M discriminative filters for video fingerprinting. Specifically, a large
set of Viola-Jones features [10] are generated from frames of matching and non-
matching video clips firstly, then a pairwise boosting is employed to choose
the top-M features by iteratively constructing and finding weak classifiers with
minimal error. After obtaining the top-M filters, we can process all videos by
using these filters in the same way. During retrieval, the query fingerprints are
input into a direct hashing retrieval system for fast searching.

2 Preprocessing

To reduce the noises produced from video encoding (such as bit rate, format)
or editing (such as resize, frame rate), a preprocessing is much necessary. We
preprocess all videos as following steps: (1) resize them to W × L pixels, for
example W = 160 and L = 120 in this paper. (2) change the frame rate to a
fixed frame rate, for example, 6 frames per second in this paper. (3) bit rate of
encoding is fixed to a solid value. After these procedures, videos are conducted
into video fingerprinting encoding module, which will be detailed in next sections.

3 Pairwise Boosting for Filter Selection

In 2001, Viola and Jones introduced Haar wavelet-like features for face detection
[10]. The simple features used are differences among convolutions of Haar basis
functions on rectangular regions of images. Within any image sub-window the to-
tal number of Harr-like features is very large. In order to ensure fast classifica-
tion, a small set of critical features should be focused on. A feature selection was
achieved through a AdaBoost procedure. The weak learner was constrained so
that each weak classifier returned can depend on only a single feature [10]. As a
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result, each stage of the boosting process, which selects a new weak classifier, can
be viewed as a feature selection processing.

Ke et al [8] proposed to employ a pairwise boosting on a large set of Viola-
Jones features [10], to learn compact, discriminative, local descriptors on spec-
trograms [8]. The top-M learned features, which are distinctive while resistant
to expected distortions, were chosen to be filters for audio fingerprinting extrac-
tion. Similarly, there is a very large set of Harr-like features within every video
frame. As we can imagine, different features (as filters) have different distinctive
abilities. Filters with large width and length can more robust to certain video
distortions, while filters with short width and length can capture discriminative
information that the former filters cannot. The learned filter family should be

Fig. 1. Candidate Harr-like features

– Pairwise Boosting
– Input: sequence of n samples 〈(x11, x12)〉, 〈(x21, x22)〉, ..., 〈(xn1, xn2)〉, each with

label yi ∈ {−1, 1}
– Initialize wi = 1

n
, i = 1, ..., n

– For m=1,...,M

1 find the hypothesis hm(x1, x2) that minimizes weighted error over distribution
w, where

hm(x1, x2) = sgn[(fm(x1) − tm)(fm(x2) − tm)]
for filter fm and threshold tm

2 calculate weighted error:
errm =

∑n
i=1 wi · δ(hm(xi1, xi2) 
= yi)

3 assign confidence to hm:
cm = 1

2
· log( 1−errm

errm
)

4 update weights for matching pairs:

wi = wi ×
{

ecm if hm(xi1, xi2) 
= yi

e−cm if hm(xi1, xi2) = yi

5 normalize weights such that∑n
i:yi=−1 wi=

∑n
i:yi=1 wi = 1

2

– Finally hypothesis:

H(x1, x2) = sgn(
∑M

m=1 cm · hm(x1, x2))

Fig. 2. Pairwise Boosting Algorithm
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able to capture characteristics that can be distinctive. This is what we want to
do by using a pairwise boosting algorithm.

One way to learn a small set of critical filters from a large set of candidate
filters is pairwise boosting method described in [8]. A small-modified version is
proposed in our method, which is shown in Figure 2. Notice that, as analyzed by
Ke et al [8], non-matching examples would be incorrectly classified as matching
at least half of the time for a sufficient large sample size. So, the pairwise boosting
method is actually an asymmetric algorithm, in which only the matching pairs
(y=1) are re-weighted. The weights of matching pairs and non-matching pairs
are normalized such that the sum of each is equal to one-half [8].

Five Harr-like features employed are shown in Fig. 1. The width and height
of a frame were divided into 16 and 12 units, respectively, with every 10 pixels
being one unit. Each filter type can vary in x-axis from 1 to 15 and in y-axis
from 1 to 11. The width varies from 1 to 16 and height varies from 1 to 12.
This results in a set of 53,040 candidate filters for selection. We random selected
10000 pairs from 60 videos for pairwise boosting. The procure took us 18 hours
to finish the iterations. The top M = 32 discriminative filters were selected for
fingerprinting extraction. The first four Haar-like features selected are shown
in Figure 3. From this figure, we can see that features with large width and
length are firstly selected. They are considered to be more robust to certain
distortions.

(a) (b)

(c) (d)

Fig. 3. The top four Harr features selected
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4 Retrieval

Fast retrieval is another important task for fingerprinting system. In Oostveen’s
papers [1][7], they proposed a structure for very efficient searching in a large
fingerprint database. The fingerprint database contains a lookup table (LUT)
with all possible 32 bit sub-fingerprints as an entry. Every entry points to a list
with pointers to the positions in the real fingerprint lists. In practical systems,
with limited memory, a lookup table containing 232 entries is often not feasible.
Therefore, in practice, a hash table is used instead of a lookup table. Ke et al
called this direct hashing method [8].

Another hash method named Local Sensitive Hashing (LSH) proposed in [14].
However, in Ke’s paper [8], he found that his audio descriptors are so robust that
direct hashing, using a classical hash table, greatly reduced running time without
significantly impacting accuracy. Actually, as described in [14][11], LSH performs
a series of hashes, each of which examines only a portion of the sub-fingerprints,
so it must be more slow and space-consumed than direct hashing. In our system,
we employed direct hashing as our retrieval method.

The direct hashing [8] can be summarized as following three steps: (1) Match-
ing all the nearly similar neighbors of every sub-fingerprints in one query, from
the whole LUT pre-built, (2) filtering those matched sub-fingerprints who do
not have a same file ID of most, (3) verifying all filtered query by using a Ham-
ming distance metric [8], where a smaller distance means a more perceptual
similarity.

5 Evaluation

To obtain an evaluation, we choose following methods for comparison: Oost-
veen’s method [1], Kim’ method [4], Lee and Yoo’s method [2], manual Harr-like
features method and Harr-like features’ boosting method proposed in this paper.
Experimental setup and performance analysis are detailed in next sub-sections.

5.1 Experimental Setup

To Oostveen’s method [1], we use R = 4, C = 9 and α = 0. The reason why we do
not use α = 0.95 will be analyzed in the later. To Kim’s method [4], we employ a
4 columns and 8 rows dividing method to make sure a sub-fingerprint we obtain
is 32 bits. To Lee and Yoo’s method [2], we also employ a 4 columns and 8 rows
dividing method. A little difference is that we normalize centroid of gradient
orientation to 0 or 1 but not [−π/2, π/2). The reason is that, we can not obtain 32
bits for a frame if using continuous values. To manual Harr-like features method,
we select six proportional spacing blocks and perform five Harr-like features on
them respectively. Then we perform the first two Harr-like features on the whole
frame. Totally, we obtain 32 bits for one frame. Other than these methods,
actually, we also consider many methods, such as color histogram extraction
methods, optical flow extraction methods and SIFT methods. However, their
performances are too bad that we do not show them in our experimental results.
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We downloaded 245 video files (FLV format) from Internet, which totally oc-
cupied 5.36 Gigabytes, for experiments. In these video files, there are 11 video
groups downloaded from 11 different content channels from Tudou.com1. Each
group contains 10 videos, and these videos are perceptually same to each other
in one group. However, they are various in many aspects, such as, bit rate, cap-
tion, logo, resolution and other distortions or noises, generated when videos are
transferred from one to another. The other 135 videos were validated manually
to be different from any videos in the 11 groups. We randomly selected one
videos from every group. The total 11 videos from the 11 groups were used as
a referred database for retrieval. The rest 99 videos from 11 groups were used
as a positive query set, and the other 135 videos were used as a negative query
set. Totally, 15,418 small clips were generated from positive and negative query
sets for query, with each clip containing 6 × 60 = 360 sub-fingerprints. The five
video fingerprinting methods are compared and shown in next subsection, with
the same experimental setups described above.

5.2 Performance Analysis

The performances of the fingerprinting methods are plotted using a receiver
operating characteristics (ROC) curve. This is a plot of the false negative rate
(FNR) versus the false positive rate (FPR). Let Np be the total number of
positive clips, and Nn the total number of negative clips. With FN the number
of false negatives and FP the number of false positives, we have FNR and FPR
as follows:

FNR =
FN

Np
× 100%, and FPR =

FP

Nn
× 100%

We plot points representing these rates on a two dimensional graph with changing
threshold value from minimum value to maximum value. The curves of five
fingerprinting methods are shown in Figure 4.

From this figure, we can see that, Lee and Yoo’s method [3] performs worst
among these methods. It is possible caused by our discrete normalization on it.
But if not, continuous centroid of gradient orientation values will cause a saving
space 32 times to discrete normalization. A more serious thing is, the fast direct
hashing retrieval would not works on such continuous values, since it computes
Hamming distance on bits but not values. Manual Harr-like features method
has a little better performance than Lee and Yoo’s method. However it does
not be a very good performance in this experiment. This means that we can
select Harr-like features by other methods, such as boosting, but not only by
a manual manner. Oosteen’s method [1] performs better than the former two
methods in our experiment. Notice that here α is set to 0 but not 0.95. Actually,
we also try α = 0.95, but find it is very bad in the experiment. The reason we
considered it is, if using 0.95, the threshold will not be zero statistically when
calculating fingerprinting bits, however in [1] 0.95 is used. This will bring a bias

1 http://www.tudou.com
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Fig. 4. ROC of four fingerprinting methods

for calculating fingerprinting bits and therefore result in a bad discrimination.
Kim’s method [4] looks very simply but it is efficient in our experiment. The
average Y component in YCbCr color layout of the divided blocks can roughly
catch distributing information in each frame. And when one video clip is repre-
sented as a ”group” of frame, time-domain information among frames actually
be included inside sub-fingerprints.

From Figure 4, we can see that, our proposed method performs a best per-
formance among all five methods. For a more clear display, we output the FNR
and FPR pairs who have minimum distances between themselves. The FNR
of former four methods are 2.78%, 1.34%, 0.94%, 0.42%, when FPR values of
them are 2.37%, 1.37%, 0.86%, and 0.43%. While the FNR and FPR of our
proposed method are only 0.03% and 0.04%, respectively. This demonstrates
that our proposed method take a significant improvement to others methods.
We consider the reasons as follows: (1) Harr-like features can capture video ob-
ject’s features, in a form of calculating various differential values in frame blocks,
(2) Filters with large width and height are more robust to certain distortions,
but filters with short width and height can capture discriminative information
that the former cannot, (3) Pairwise boosting helps to select M filters who have
most distinctive abilities, or whose combination can have a most distinctive
ability.

Figure 5 presents the retrieval rates of proposed methods with various query-
ing lengthes of 10, 20, 40, and 60 seconds, corresponding to 60, 120, 240, and 360
sub-fingerprints, respectively. From this figure we can see that, the longer query
largely improves the retrieval results. However, users usually wish to achieve the
desired accuracy using as short as a query as possible. So, there is trade-off we
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need to decide between query length and accuracy. In practical applications, we
proposed using 360 sub-fingerprints for retrieval.

6 Conclusions

We have proposed a fast and accurate fingerprinting approach for video identi-
fication. Firstly, a preprocessing was proposed to reduce video noises that may
introduced from various transformations. This preprocessing includes scaling to
an uniform size, fixing to a solid frame rate and fixing to a solid bit rate. Then, a
pairwise boosting method was employed to finish feature selecting for fingerprint-
ing on the preprocessed videos. The small set of filters (i.e. features), selected
by boosting, were demonstrated to be efficient at capturing video frame’s object
information in a very compact way. As a result, a video frame can be presented
only by a 32 bits number. This compact and discriminative representing way
allows a very fast retrieval for querying of video clips. From experimental re-
sults, we can see that the proposed method significantly outperforms Oostveen’s
method, Kim’ method, Lee and Yoo’s method, and a manual Harr-like features
method. In future work, we plan to study a larger scale indexing method and
more accurate extraction methods for our video retrieval.
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Reference Signal Impact on EEG Energy
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Abstract. A reference is required to record electroencephalography (EEG) sig-
nals, and therefore the reference signal can effect any quantitative EEG analysis.
In this study, we investigate the impact of reference signal amplitude on a com-
monly used quantitative measure of the EEG, the signal energy. We show that: (i)
when the reference signal and the non-referential signal have negative correlation,
the energy of the referential signal will monotonically increase as the amplitude
of the reference signal increases from 0 to ∞. (ii) When the reference signal and
the non-referential signal have positive correlation, energy of the referential sig-
nal first decreases to some nonnegative value and then increases as the amplitude
of the reference signal increases from 0 to ∞. In general, the reference signal
may decrease or increase energy values. But a reference signal with higher rela-
tive amplitude will surely increase energy values. In [1], we developed a method
to identify and extract the reference signal contribution to EEG recordings. Here
we apply this approach to referential EEG recorded from human subjects and di-
rectly investigate the contribution of recording reference on energy and show that
the reference signal may have a significant effect on energy values.

Keywords: Scalp reference signal, Referential EEG, Corrected EEG, Bipolar
EEG, Energy.

1 Introduction

It is estimated that 50 million people world-wide have epilepsy. For patients the unpre-
dictability of seizure occurrence remains on of the most devastating aspects of epilepsy.
The possibility of predicting the onset of seizures is clinically very attractive. If predic-
tion were possible patients could be given a warning of impending seizures and take
evasive actions to limit the chance of injury or therapy could be given. During the last
decade numerous methods have been proposed to predict epileptic seizures, extracting
quantitative features from EEG recordings, based concepts including nonlinear dynam-
ics and chaos, signal energy, phase synchronization, and wavelet transform, etc (see [2]
and the references therein). A major advantage of energy-based measures [3]–[6] is that
they are computationally efficient, easy to relate to raw data, and are easily implemented
in implantable devices [3]. However, unfortunately, the results to date using quantitative
EEG are not sufficient for clinical usable devices. One possible confound is EEG signal
itself. In fact, since the EEG reflects the difference between electrical potentials mea-
sured at two different electrodes the signals are always confounded by the contribution

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 605–611, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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from two recording locations, the electrode of interest and the reference electrode. The
vast majority of clinical and research EEG recordings, both scalp and intracranial, are
obtained using a common cephalic reference. As a result, the reference signal generally
has an effect on the EEG.

In the literature, almost all EEG analysis are based on either common referential
EEG recordings or common reference-free EEG recordings such as bipolar EEG, av-
erage common reference EEG and Laplacian EEG. Recently the potential pitfalls of
using common referential EEG recordings for correlation, coherence and phase syn-
chrony analysis have been established [7]. The potential pitfalls associated with the use
of bipolar EEG for coherence analysis are also recognized [8]. Although the average
reference EEG and Laplacian EEG are reference-free, problems with their use for syn-
chronization analysis is also recognized [7].

In our recent work [1] we proposed two methods to extract the scalp reference signal
from clinical multi-channel iEEG recordings based on independent component analysis
[9], and stated why the obtained signal is a “good” estimation of the real reference sig-
nal. The corrected EEG, or true reference-free EEG, can now be obtained by removing
the reference signal. In this study, we focus on reference effect on EEG energy.

2 Methods and Material

Given one time-series x(t), energy of x(t) is defined as

Ex = E[x2], (1)

that is, the variance of x where E[·] is the expected value of one random variable.
Now we investigate the effect of recording reference on energy of EEG signal. Let

R(t) = Ar(t) denote the potential signal at the reference electrode where coefficient
A > 0, and b be the potential signal at the intracranial or scalp electrode. Now let x(t)
denote b(t) referenced to R(t), that is, x(t) = R(t) − b(t) = Ar(t) − b(t). Now we
aim to discuss the effect of R(t) on energy of non-referential signal b(t) as measured
from referential signal x(t).

Putting x(t) = R(t)− b(t) into (1), we obtain

Ex = E[x2] = E[(R− b)2] = E[(Ar − b)2] = E[r2]A2 − 2E[rb]A + E[b2]
Δ= Ex(A). (2)

Thus, Ex(A) is a function of coefficient A where A > 0. When E[rb] ≤ 0 which
means r and b have negative correlation, it is easy to see that Ex(A) is a monotonically
increasing function as A varies in [0, +∞). So, the reference signal always increases
energy value in this case. Figure 1–(a) shows examples of the function Ex(A) according
to negative correlations of r and b. When E[rb] > 0 which means r and b have positive
correlation, based on (2) one can get that Ex(A) has the minimum value of

E[r2]× E[b2]− (E[rb])2

E[r2]
≥ 0
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Fig. 1. (a) Energy of referential signal as a function of coefficient A where the reference signal
and non-referential signals have negative correlation. (b) Energy of referential signal as a function
of coefficient A where the reference signal and non-referential signals have positive correlation.
In (a) and (b) r and b are randomly generated with some correlation coefficient.

at the critical point A∗ = E[rb]/E[r2]. So, Ex(A) is a monotonically decreasing func-
tion in (0, A∗] and then starts to monotonically increase in (A∗, +∞). Figure 1–(b)
shows examples of the function Ex(A) according to positive correlations of r and b.
From Figure 1–(b) one can see that the reference signal with high relative amplitude
will always increase energy value of non-referential signal.

Intracranial EEGs and scalp EEGs were recorded from one patient being monitored
for epilepsy surgery by using a stainless steel suture placed in the vertex region of
the scalp, midline between the Cz and Fz electrode positions (international 10–20) as
a common reference. The data were acquired on an XLTekTM EEG 128 system that
digitizes each channel at 500 Hz using a pre-digitization analog high-pass filter at 0.01
Hz and low pass filter at 125 Hz. We calculate energy for every sliding window of 1
second without overlap.
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3 Results

The patient underwent iEEG monitoring using 16 contact depth electrodes
(LTD1∼LTD8 and RTD1∼RTD8) placed within the right and left medial temporal
lobes and 20 surface electrodes at F7, T7, P7, Fp1, F3, C3, P3, O1, Fpz, Fz, Cz, Pz,
Oz, Fp2, F4, C4, P4, F8, T8, P8 (international 10–20) recorded from the same vertex
reference electrode all sampled at 500Hz. Each data segment analyzed contains 50000
samples (100 seconds) and was obtained in the quiet awake resting state. See patient 2
in [1] for detail. The reference signal (R2) in Figure 2–(a) was calculated based on the
second method in [1] by using the entire time period (100 seconds) and all 16 iEEG
channels. In [1] we explained why R2 is a “good” estimation of the real reference. In
Figure 2–(a), iEEG (RTD5 and RTD6) and scalp EEG (Cz and Pz) are plotted where
only 10 seconds of 100 seconds are shown representatively. cRTD5, cRTD6, cCz and
cPz are corrected EEGs obtained by subtracting R2 from the corresponding raw EEGs.
It can be observed that raw RTD5 and RTD6 were contaminated by muscle artifacts that
are removed in the corrected iEEG. This shows that i) muscle artifacts in the referential
iEEG come from the reference signal in this case, and ii) the reference signal was mostly
removed using the approach described in [1]. Bipolar montage iEEG (RTD5−RTD6) is
also plotted in Figure 2–(a) and is all muscle artifact-free. This further verifies that in
this example the artifacts are from the common reference signal, and therefore removed
in the bipolar montage. It is notable that (i) electrodes Cz and Pz are close to the scalp
reference electrode so that the recordings from Cz (or Pz) reflecting the difference be-
tween two electrical potentials measured at the scalp reference electrode and Cz (or Pz)
are rather small at most time points. (ii) the brain activity in the corrected Cz and Pz
can be seen. (iii) Muscle artifacts in the referential Cz and Pz were reduced compared
to that in the corrected Cz and Pz. The reference signal is the same as that in Figure
2A. We also note that considerable muscle artifacts can still be seen in bipolar Cz-Pz,
illustrating that these artifacts are not from the reference signal. More importantly, we
note that the amplitude of the reference signal R2 is larger than that of the corrected
RTD5 and RTD6 and that of the raw Cz and Pz.

Figure 2–(b) shows energy change of raw and corrected RTD5, bipolar RTD5-RTD6,
and R2. One can clearly see all energy values of the raw RTD5 are much greater than
that of the corrected RTD5. The reason lies in the fact that the reference signal R2 has
larger amplitude than the corrected RTD5. Hence, the reference signal with high rela-
tive amplitude will increase energy values, and higher energy value of referential EEG
cannot reflect smaller energy value of the corrected EEG and leads to misinterpretation
of EEG.

Figure 2–(c) shows energy change of raw and corrected Pz, bipolar Cz-Pz, and R2.
One can clearly see energy values of the corrected Pz are much greater than that of the
referential Pz at most time points. The reason lies in the fact that the reference signal R2
has larger amplitude than the referential Pz. We note that the amplitude of the reference
signal R2 is a little smaller than that of the corrected Pz. In this case, the reference signal
with small relative amplitude may decrease energy values. As a result, smaller energy
value of referential EEG cannot reflect higher energy value of the corrected EEG and
leads to misinterpretation of EEG.
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Fig. 2. (a) 10 seconds sample of EEGs (RTD5, RTD6, Cz, Pz, bipolar RTD5-RTD6, Cz-Pz) and
the reference signal R2 where cRTD5, cRTD6, cCz and cPz are corrected RTD5, RTD6, Cz and
Pz respectively after removing the reference signal R2. (b) Energy of raw and corrected RTD5,
R2, and the bipolar RTD5-RTD6. (c) Energy of raw and corrected Pz, R2, and the bipolar Cz-Pz.
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4 Discussion

In this study, we examined energy change of common referential, corrected, and bipolar
EEG recorded from intracranial and scalp electrodes. We first obtained analytical ex-
pression for how energy of EEG depends on recording reference signal, and then using
analytical and simulation approaches investigated the effect of the reference. We were
able to show that (i) energy of the referential signal always monotonically increases as
the amplitude of the reference signal increases from 0 to ∞ when the reference signal
and the non-referential signal have negative correlation. (ii) Energy of the referential
signal first decreases to some nonnegative value and then increases as the amplitude
of the reference signal increases from 0 to ∞ when the reference signal and the non-
referential signal have positive correlation. In general, the reference signal may decrease
or increase energy values. But the reference signal with higher relative amplitude will
surely increase energy values.

We investigated one patient undergoing evaluation for epilepsy surgery. In [1] we
obtained the reference signal R2 by using the second method in [1] and explained why
R2 is a “good” estimation of the real reference signal. After subtracting R2 from the
referential signal we got corrected EEGs. Simulation results based on referential, cor-
rected and bipolar EEGs showed that the reference signal may have a significant effect
on energy values. For this particular patient, we found that the reference signal with
smaller amplitude compared with scalp EEG may decrease energy values (see, the ref-
erential Pz of smaller values and corrected Pz of larger values in Figure 2–(c)). On the
contrary, the reference signal with larger amplitude compared with iEEG may increase
energy values (see, the referential RTD5 of larger values and corrected RTD5 of smaller
values in Figure 2–(b)).

The commonly used bipolar EEG can remove the common reference. However, one
should note that bipolar EEG will also remove all signals common to the two chan-
nels and not all signals common to the two electrodes are from the reference. Hence,
a given bipolar montage will completely miss dipoles with certain locations and tan-
gential orientations. Our simulation results from this patient demonstrated that bipolar
EEG usually leads to small energy values and as a result cannot reflect real large energy
values (see Figures 2–(b) and 2–(c)).

Acknowledgements. The work was supported by NIH 5K23NS047495, Epilepsy
Therapy Development Program, and Mayo Clinic Discovery Translation Program.
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Abstract. In this paper, we propose a conjugate gradient based algorithm for
blind deconvolution. In general, blind deconvolution algorithms suffer from the
speed of convergence. We make a further study of the geometrical structures on
the manifold of finite impulse response (FIR) filters using lie group method. We
derive the expressions of geodesic and parallel translation on the manifold of FIR
filters. Using mutual information criteria, a feasible cost function is derived for
blind deconvolution problem. Then we develop a conjugate gradient algorithm
for multichannel blind deconvolution problem in finite impulse response (FIR)
manifold. Computer simulations show the validity and effectiveness of this ap-
proach.

Keywords: Blind deconvolution, Natural gradient, Conjugate gradient.

1 Introduction

Blind deconvolution is to retrieve the independent source signals from sensor outputs by
only using the sensor signals and certain knowledge on statistics of the source signals. A
number of methods have been developed to deal with the blind deconvolution problem.
These methods include the Bussgang algorithms [1,2], higher order statistical approach
(HOS) [3,4] and the second-order statistics approach (SOS) [5,6].

The natural gradient, developed by Amari et al [7], and the relative gradient de-
veloped by Cardoso et al [8], improve learning efficiency in blind deconvolution [9].
Zhang et al [10,11] derived the natural gradient algorithm for training FIR filter in blind
deconvolution problems. The natural gradient algorithms adjust the parameters of the
demixing model in negative of the natural gradient direction. The cost function is de-
creasing most rapidly in this direction. But in practice, the cost function can not obtain
the fastest convergence performance in the direction of the negative natural gradient.
Zhang [12] analyzed the geometrical structure on manifold of nonsingular matrices and
developed conjugate gradient algorithm for training the parameter on the nonsingular
matrix manifold. In this paper, we investigate the geometrical structures on the FIR
manifold. After introduced the geodesic and parallel translation, we develop conjugate
gradient algorithm, which produces generally faster convergence than steepest descent
direction, for blind deconvolution problem on FIR manifold.
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2 Problem Formulation

Consider a convolutive multichannel mixing model, linear time-invariant (LTI) and non-
causal systems of form

x(k) = H(z)s(z), (1)

where H(z) =
∑∞

p=−∞ Hpz
−p, z is the delay operator, Hp is a n × n-dimensional

matrix of mixing coefficients at time-lag p, which is called the impulse response at
time p, s(k) = [s1(k), · · · , sn(k)]T is an n-dimensional vector of source signals with
mutually independent components and x(k) = [x1(k), · · · , xn(k)]T is the vector of
the sensor signals. The objective of multichannel blind deconvolution is to retrieve the
source signals using only the sensor signals x(k) and certain knowledge of the source
signal distributions and statistics. We introduce a multichannel LTI systems as a demix-
ing model

y(k) = W(z)x(k), (2)

where W(z) =
∑∞

p=−∞ Wpz
−p, y(k) = [y1(k), · · · , yn(k)]T is an n-dimensional

vector of the outputs and Wp is an n × n-dimensional coefficient matrix at time-lag p.
In blind deconvolution problem, there exist scaling ambiguity and permutation am-

biguity because some prior knowledge of source signals are unknown. We can rewrite
(2) as

y(k) = W(z)x(k) = W(z)H(z)s(k) = PΛD(z)s(k), (3)

where P ∈ Rn×n is a permutation matrix, Λ ∈ Rn×n is a nonsingular diagonal scaling
matrix. Then the global transfer function is defined by G(z) = W(z)H(z). The blind
deconvolution task is to find a demixing filter W(z) such that

G(z) = W(z)H(z) = PΛD(z), (4)

where D(z) = diag{z−d1, . . . , z−dn}.
In order to study the geometrical structure of FIR manifold, we first introduce some

Lie group properties and then derive two important concepts in the next section.

3 Geometrical Structures

3.1 Lie Group

We introduce a Lie group to the manifold of FIR filters in order to define self-closed
multiplication and inverse operations. In the manifoldM(N), the operations of multi−
plication ∗ and inverse † are defined as

A(z) ∗ B(z) = [A(z)B(z)]N (5)

where []N is the truncating operator that any terms with orders higher than N are omit-
ted.

B†(z) =
N∑

p=0

B†
pz

−p (6)
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where B†
p(p = 0, 1, . . . , N) are recurrently defined by B†

0 = B−1
0 , B†

1 = −B†
0B†

1B†
0,

B†
p = −∑p

q=1 B†
p−qBqB†

0, p = 1, . . . , N .
For the sake of simplicity, we only give some properties of Lie Group here. The

reader can directly refer [13] for more detail information.
Property 1:

A(z) ∗ (B(z) ∗ C(z)) = (A(z) ∗ B(z)) ∗ C(z), (7)

Property 2:
B(z) ∗ B†(z) = B†(z) ∗ B(z) = E(z) (8)

Where E(z) is the identity filter. After introducing multiplication ∗ and inverse †,
it is obviously that both B(z) ∗C(z) and B†(z) still remain in the manifold M(N) and
the manifold M(N) forms a Lie group with the above operations.

Lie group has an important property that admits an invariant Riemannian metric. Let
TW (M(N)) be the tangent space of M(N) at W(z), and P(z), Q(z) ∈ TW (M(N))
be the tangent filters. We introduce the inner product with respect to W(z) as < P(z),
Q(z) >w(z) in the following way. Since M(N) is a Lie group, any B(z) ∈ M(N)
defines an onto-mapping: W(z) −→ W(z) ∗ B(z). The multiplication transformation
maps a tangent filter P(z) at W(z) to a tangent filter P(z)∗B(z) at W(z)∗B(z). There-
fore we can define a Riemannian metric on M(N), such that the right multiplication
transformation is isometric, that is , it preserves the Riemannian metric on M(N),

< P(z), Q(z) >W(z)=< P(z) ∗ B(z), Q(z) ∗ B(z) >W(z)∗B(z) (9)

for any P(z), Q(z) ∈ TW (M(N)). If we define the inner product at the identity E(z)
by

< P(z), Q(z) >E(z)=
N∑

p=0

tr(PpQT
p ), (10)

then < P(z), Q(z) >W(z) is automatically induced by

< P(z), Q(z) >W(z)=< P(z) ∗ W(z)†, Q(z) ∗ W(z)† >E(z) (11)

From (11), we can calculate the Riemannian metric G(W). It is not necessary to
derive the complexity expression of G(W) because the (11) already provides sufficient
information to derive the natural gradient using geometrical approach.

3.2 Geodesics

Here we use the notation of W(z)

W(z) =
N∑

p=0

Wpz
−p; (12)

The geodesic could be obtained from the following calculus of variational problem

dist(W1(z), W2(z)) = min
Wt(z)

∫ 1

0
< W

′
t(z), W

′
t(z) >

1/2
Wt(z) dt, (13)
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subject to

Wt(z) =
{

W1(z) : t = 0
W2(z) : t = 1

where ′ is the notation for the derivative with respect to t. From the definition of the
inner product of the tangent space of manifold M(n), we know that

< W
′
t(z), W

′
t(z) >Wt(z)=< W

′
t(z) ∗ W†

t (z), W
′
t(z) ∗ W†

t (z) >Et(z) (14)

We introduce a new differential variable,

dXt(z) = [dWt(z) ∗ W†
t (z)]N (15)

Substituting (14) and (15) into 13, we can derive

X
′
t(z) = C(z), (16)

where C(z) is a constant filter. From the relation in (15) and (16), we obtain the follow-
ing equation

dW(t)
dt

= C(z) ∗ Wt(z), (17)

subject to Wt(z) = W1(z)|t=0, Wt(z) = W2(z)|t=1. Solving the equation, we obtain
the definition of geodesic

Wt(z) = (W2(z) ∗ W†
1(z))t ∗ W1(z). (18)

If we change the condition in (17)

dW(t)
dt

= C(z) ∗ W(t), (19)

subject to Wt(z) = W1(z)|t=0, Wt(z) = W2(z)|t=1. The expression of geodesic is
given by

Wt(z) = [exp(tX1(z) ∗ W1(z)†)]N ∗ W1(z). (20)

where [.]N is the truncating operator such that any terms with orders higher than N are
omitted.

3.3 Parallel Translation

In FIR manifold, if we move tangent filter along to another point like the moving in
Euclidean space, it is impossible to get the tangent filter at the end. As shown in Fig. 1,
X1 is the tangent filter at W1 and X2 is the tangent vector at W2 on the geodesic. If we
simply move X1 to W2 along geodesic, we get the X̄1 at W2. It is obviously, the X̄1 is
not the tangent filter at W2. In order to let the tangent filter to move along the geodesic,
we introduce the concept of parallel translation. From the expression of geodesic (20),
the tangent filter at Wt(z) on the geodesic is expressed by

Ẇt(z) = X1(z) ∗ W†
1(z) ∗ [exp(tX1(z) ∗ W1(z)†)]N ∗ W1(z)

= X1(z) ∗ W†
1(z) ∗ Wt(z) (21)
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Fig. 1. Illustration of parallel translation

The tangent filter X1 ∈ TW1M(n) is translated into the tangent filter X2 ∈ TW2M(n)
using Eq. (21)

X2 = X1 ∗ W†
1(z) ∗ W2(z). (22)

3.4 Natural Gradient

The gradient direction is not the steepest ascent direction for a cost function l(W(z))
defined on Riemannian FIR manifold. We introduce the natural gradient on FIR mani-
fold using a geometric approach. The ordinary gradient is denoted by

∇l(W(z)) =
∂l(W(z))
∂W(z)

=
N∑

p=0

∂l(W(z))
∂Wp

z−p, (23)

where
∂l(W(z))

∂Wp
=
(

∂l(W(z))
∂Wp,ij

)
n×n

, p = 0, 1, . . . , N. (24)

In order to derive the natural gradient on the manifold M(N), we introduce the
following notations. The operator vec transforms a matrix A = [a1, a2, . . . , an] to a
vector vec(A),defined by

vec(A) = [aT
1 , aT

2 , . . . , aT
n ]T . (25)

We further define the vec operator for a filter P(z) in T (M)(N) as

vec(P(z)) = vec([P0, P1, . . . , PN ]). (26)

According to the definition of the natural gradient [9], we have

vec∇̃l(W(z)) = G(W)−1vec(∇l(W(z))). (27)
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We take the inner product with P(z) on the both sides of the above equation

< P(z),∇l(W(z)) >E(z)

= < vec(P(z)), G(W)vec(∇̃l(W(z))) >

= < P(z), ∇̃l(W(z)) >W(z) (28)

There exists an geometrical interpretation: if we consider the filter P(z) as an element
in TW (M(N)), then the inner product of P(z) and ∇̃l(W(z)) at W(z) is independent
of W(z).

Combining (11) and (28), we can derive the natural gradient in the following way,

< vec(P(z)), vec(∇l(W(z))) >

= < vec(P(z)), vec(∇̃l(W(z))) ∗ W−1(z) . . .

∗W−T (z−1) >, (29)

for any P(z) in M(N). Comparing the two sides of the above equation, we obtain

∇̃l(W(z)) = ∇l(W(z)) ∗ WT (z−1) ∗ W(z). (30)

Consider the differential dl(W(z)) with respect to X(z) and W(z), respectively,

dl(W(z)) =
〈

∂l(W(z))
∂X(z)

, dX(z)
〉

=
〈

∂l(W(z))
∂W(z)

, dW(z)
〉

=
〈

∂l(W(z))
∂W(z)

∗ WT (z−1), dX(z)
〉

(31)

So we can obtain
∂l(W(z))

∂X(z)
=

∂l(W(z))
∂W(z)

∗ WT (z−1). (32)

Substituting (32) into (30), we obtain the natural gradient

∇̃l(W(z)) =
∂l(W(z))

∂X(z)
∗ W(z). (33)

3.5 Conjugate Gradient

In general, conjugate gradient algorithm can be described as follow: Given a initializa-
tion condition, we calculate the current search direction based on gradient method. The
geodesic should be computed in current search direction and we take a line search to
determine the optimal point by moving along the geodesic. The next search direction
is combined with both current search direction and the natural gradient of the opti-
mal point. In order to develop conjugate gradient for blind deconvolution problem, we
should develop the natural gradient algorithm at first. The Kullback-Leibler Divergence
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Fig. 2. Conjugate gradient in FIR manifold

has been used as a cost function for blind deconvolution [13] to measure the mutual
independence of the output signals. They introduced the following simple cost function
for blind deconvolution

l(y,W(z)) = − log |det(W0)| −
n∑

i=1

log pi(yi). (34)

where the output signals yi = {yi(k), k = 1, 2 · · · }, i = 1, · · · , n as stochastic pro-
cesses and pi(yi(k)) is the marginal probability density function of yi(k) for i =
1, · · · , n and k = 1, · · · , T . The first term in the cost function is introduced to pre-
vent the matrix W0 from being singular. The natural gradient of the cost function (34)
is given by

∇̃l(y, Wp) =
p∑

q=0

(−δ0,qI + ϕ(y(k))yT (k − q))Wp−q (35)

where ϕ(y(k)) = (ϕ1(y1)), ϕ2(y2)), . . . , ϕn(yn))T , and ϕi(yi)) = −q
′
i(yi)/qi(yi) is

the activation function of yi. Using the natural gradient descent learning rule we present
a novel learning algorithm as follows

�Wp = η

p∑
q=0

(δ0,qI− ϕ(y(k))yT (k − q))Wp−q (36)

In Fig. 2, we suppose that Wk−1(z) is the (k − 1)-th approximate solution and
Hk−1(z) is the current search direction. The geodesic can be calculated as

Wk,t(z) =
[
exp(tHk−1(z) ∗ W†

k−1(z))
]

N
∗ Wk−1(z), (37)

A line search is then performed to determine the Wk alone the geodesic.

Wk = arg min
t

{l(Wk−1,t(z))} . (38)
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The new search direction Hk(z) is a combination of the old search direction Hk(z) and
the new natural gradient Gk(z) = ∇̃l(y, W(z))

Hk(z) = Gk(z) + γkτHk−1(z). (39)

where γk is chosen such that the new direction is conjugate to the previous search
direction and the τHk−1(z) is the parallel translation of Hk−1(z). γk can be computed
by [12]

γk =
< Gk(z) − τGk−1(z), Gk(z) >

τGk−1(z), τGk−1(z)
. (40)

The conjugate gradient algorithm search the minimum point along the geodesic in
each iteration step, which is usually using less iteration times than the natural gradient
algorithm.

4 Simulation

In this section, we propose simulation to illustrate the performance of proposed con-
jugate gradient based blind deconvolution algorithm. We compare proposed algorithm
with natural gradient based algorithm to verify the convergence performance. We build
a minimum phase mixing model using state-space method. The source signals are three
independent i.i.d. signals uniformly distributed in range (-1, 1).

To remove the effect of a single numerical trial, we use the ensemble average of
50 trails. Fig. 3 illustrates the comparison results. It shows the proposed algorithm’s
convergence speed is faster than natural gradient algorithm’s.
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Fig. 3. Illustration of the performance of convergence, CG is Conjugate Gradient algorithm and
NG is Natural Gradient algorithm
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5 Conclusion

In this paper, we have investigated the geometrical structure of the FIR manifold and
developed the conjugate gradient algorithm for blind deconvolution problem. Although
the cost function decrease most rapidly along the negative of the natural gradient, this
does not obtain the fastest convergence. Using the conjugate gradient algorithms, one-
dimensional search for minimum point is along the geodesic, which produces generally
faster convergence than steepest descent direction. The simulation shows the proposed
algorithm obtain good performance of convergence.
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Abstract. In this paper, we propose an improvement of hidden semi- Markov 
model (HSMM) based speech synthesis system by duration- dependent state 
transition probabilities. In traditional HMM algorithm, the probability of the du-
ration of a state decreases exponentially with time, which does not provide an 
adequate representation of the temporal structure of speech. To overcome this 
limitation, HSMM, which models explicitly the state duration distribution, was 
proposed. However, there is still an inconsistency. Although HSMM has ex-
plicit state duration probability distributions, the state transition probabilities 
are duration-invariant. In this paper, we introduce duration-dependent state 
transition probabilities, which are able to characterize the timescale distortion at 
particular instant of an utterance more effectively, into HSMM based speech 
synthesis system. Correspondingly we improve forward-backward algorithm 
and re-derive parameter re-estimation formulae. Experimental results show that 
the proposed method improves the naturalness of the synthesized speech. 

Keywords: Speech Synthesis, Duration-Dependent State Transition Probabili-
ties, Forward-Backward Algorithm. 

1   Introduction 

A statistical parametric speech synthesis system based on hidden Markov models 
(HMMs) has made significant progress during the past decade. In this system, the spec-
trum, F0 and duration are modeled simultaneously in a unified HMM framework [1]. 
This method is able to synthesize highly intelligible and smooth speech. The most at-
tractive part of this system is that its voice characteristics, speaking styles, or emotions 
can easily be modified by transforming HMM parameters using various techniques such 
as adaptation [2]. 

Although the HMM-based speech synthesis system has many advantages, the syn-
thesized speech is still less natural compared with concatenation-based system. One 
of major drawback of the traditional use of HMM for speech synthesis is that the 
traditional HMM algorithms do not provide an adequate representation of the tempo-
ral structure of speech. This is because the probability of state occupancy decreases 
exponentially with time. To overcome this drawback, HSMM, which models explic-
itly the state duration probability distributions, was proposed [3]. However, there is 



622 J. Tao and W. Liu 

still an inconsistency. Although HSMM has explicit state duration probability distri-
butions, the state transition probabilities are duration-invariant. In the present paper, 
we introduce duration-dependent state transition probabilities [4] into the  
hidden semi-Markov model based speech synthesis system. It describes the HMM is 
inhomogeneous as state transition probabilities are not irrelevant with time, and the 
transition probability from one state to another depend on the duration in the state. We 
call this new model a DDHSMM. This time varying transition probabilities which are 
able to characterize the timescale distortion at particular instant of an utterance more 
effectively and more in line with the characteristics of the time-domain of speech 
signal. 

The rest of this paper is organized as follows. Section 2 briefly introduces the 
HMM-based speech synthesis system and the likelihood computation of HSMM. 
Section 3 describes the duration-dependent state transition probability, the likelihood 
computation of DDHSMM and derives its re-estimation formulae to construct a 
DDHSMM-based speech synthesis system. Experimental results are given in Section 
4 and Section 5 concludes this paper. 

2   HMM-Based Speech Synthesis System 

2.1   HMM-Based Speech Synthesis System  

Fig. 1 shows the overview of the current HMM-based speech synthesis system (HTS). 
It consists of training and synthesis parts. In the training part, both spectrum (mel-
cepstral coefficients, their delta and delta-delta coefficients) and excitation (logarith-
mic fundamental frequencies (logF0) and its delta and delta-delta coefficients)  
parameters are extracted from a speech database. To model variable dimensional  
 

 

Fig. 1. An overview of the HMM-based speech synthesis system 
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parameter sequences such as logF0 with unvoiced regions properly, multi-space prob-
ability distributions (MSD) [5] are used. Each HMM has state duration probability 
density functions (PDFs) to model the temporal structure of speech [3], [6]. As a 
result, the system models spectrum, excitation, and durations simultaneously in a 
unified HMM framework [1]. 

In the synthesis part, an arbitrarily given text to be synthesized is converted to a 
context-dependent label sequence. Then a sentence HMM is constructed by concate-
nating context-dependent HMMs according to the label sequence. State durations of 
the sentence HMM are determined from the total length of speech and the state dura-
tion densities. According to the obtained state durations, a sequence of mel-cepstral 
coefficients is generated from the sentence HMM by using a speech parameter gen-
eration algorithm [7]. Finally, speech waveform is synthesized directly from the gen-
erated speech parameter vector sequence. 
 

 

Fig. 2. An hidden semi-Markov model (HSMM) with 3-state left-to-right structures 

 

Fig. 3. DDHSMM topology 

2.2   Likelihood Computation of the HSMM 

HSMM can be considered as an HMM with explicit state duration probability distri-
butions. We can compute the model likelihood of an HSMM λ’ illustrated in Fig. 2 for 
an observation vector sequence

1 2( , ,..., )TO o o o= by the forward-backward algorithm [8]. 

We can compute partial forward likelihood (.)tα′ and partial backward likeli-

hood (.)
t

β ′ recursively as follows: 

1

1
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0                otherwise 
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where , , ( ), , ,ij i t i id a b o N Dπ′ ′ ′ ′ ′ ,and ( )jp d′ are a state duration, a state transition prob-

ability form state i to state j, an output probability of observation vector ot from j, a 
total number of HSMM states, an initial state probability of state j, the maximum 
duration for state i, and a state duration probability of state j, respectively.      From 
above equations, ( / )p o λ′ is computed as: 

1 1

( / ) ( , ) ( , )
iDN

t t
i d

p o i d i dλ α β
′

= =

′ ′ ′= ∑∑  . (5) 

3   Using Duration-Dependent State Transition Probabilities for 
HSMM-Based Speech Synthesis 

From Eq. (2) and (4), we can see that, although HSMM has explicit state duration 
probability distribution  ( )jp d′ , the state transition probabilities

ij
a′ are duration-

invariant. In this paper, we replace duration-invariant state transition probabilities 
with duration-dependent state transition probabilities. 

3.1   Duration-Dependent State Transition Probability 

The topology and state transitions of DDHSMM are illustrated in Fig. 3. We define 
duration-dependent state transition probabilities as follows: 

1
( ) ( | , ( ) ),    1 , , 0

ij t t t
a d P q j q i d i d i j N d D

+
= = = = ≤ ≤ ≤ ≤  . (6) 

where N and D are the number of states and the maximum duration in any states, 
respectively. Eq. (6) represents the transition from state i to state j, given that the 
duration in state i at time t is ( )td i d= . 

3.2   Likelihood Computation of the DDHSMM Using an Improved Forward-
Backward Algorithm 

In order to introduce DDHSMM into speech synthesis, we use an improved forward-
backward algorithm to calculate the probability of the observation se-
quence

1 2( , ,..., )TO o o o=  given the DDHSMM λ. In HTK [9], since the entry 1 and exit 
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states N of a HMM are non-emitting, we can set their duration as zero, that is 

1 0Nd d= = .For the forward probability, the initial conditions are established at time 

t=1 as follows 

11 (1, ) 1dα =  , (7) 
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All unspecified α values are zero. For time1 t T< ≤ , 
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where ( )ija d is the state transition probability form state i to state j, given that the 

duration in state i is d. ( )j tb o is the output probability of observation vector ot from j 

and ( )ip d is the state duration probability of state i. N is the number of states in 

DDHSMM and Di is the maximum duration in state i. For the backward probability, 
the initial conditions are set at time t=T as follows 

( , ) 1
NT N dβ =  , (13) 

( , ) ( ) ( )T i iNi d p d a dβ =  , (14) 

1

1

2

1 1 ( ) ( ) ( ,1)(1, )
N

T

j

T j j Ta d b o jd ββ
−

=

= ∑  , (15) 

Where once again, all unspecified β values are zero. For time t<T, 
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The total probability can be computed by 
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3.3   Parameter Re-estimation Formulae 

In this section, we derive the parameter re-estimation formulae to construct a 
DDHSMM-based speech synthesis system. 

Using above forward and backward probabilities formulae, we can obtain the fol-
lowing variables for re-estimation of DDHSMM parameters: 
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where ( , )t i dγ is the probability in state i at time t with a duration of d and ( , , )t i j dξ  is 

the probability of state transition from i to j at time t+1 after being in state i for a 
duration of d, given the model λ and observation O. The re-estimation formula of 
duration-dependent state transition probability ( )ija d  is derived as follows: 

1

1

( , , )

( )

( , )

T

t

T

t

t

ij

t

i j d

a d

i d

ξ

γ

=

=

=
∑

∑
 . (22) 

In the DDHSMM-based speech synthesis system, we still use single Gaussian dis-
tributions to model state duration probabilities. The re-estimation formulae of mean 
v(i) and variance σ(i) are derived as follows: 
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where ( , )t i dχ  is the probability of state i at time t with a duration of d.  

We use multi-stream structure with multi-space Gaussian distributions to model 
state output probability distributions [5]. Assuming that the g-th sub-space in the s-th 
stream is modeled by an nsg-dimensional Gaussian distribution, the re-estimation 
formulae of the space weight ˆ jgω , mean vector ˆ jgμ and covariance matrix ˆ

jg∑ are derived 

as follows:  
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where ( , )
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o X x= , 
st

X  is a set of space indexes, stx  is a continuous random variable, 
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V o  is functions to extract stx from
st

o . 



628 J. Tao and W. Liu 

4   Experimental 

4.1   Experimental Conditions 

We use phonetically balance 3694 sentences from a speech database with a female 
speaker. Speech signals are sampled at 16 kHz and windowed by a 25ms Blackman 
window with a 10ms shift. Feature vector consists of 24-order mel-cepstral coeffi-
cients and pitch parameter vectors, including the zeroth coefficient, their delta and 
delta-delta coefficients. We use 5-state left-to-right HMMs with single diagonal 
Gaussian output distributions. 

4.2   Experimental Results and Analysis 

To evaluate the effectiveness of the proposed DDHSMM training, we use the spectral 
distortion distance: 

2

1 1

1 1
( , ) ( )

N M
nm nm

A B
n m

E A B S S
N M= =

= −∑ ∑  , (30) 

where N is the total number of frames, M is the dimensions of mel-cepstral coeffi-
cients, and Snm

A
is the value of m-th dimension in n-th frame. We generate 20 test sen-

tences including in the training data using the DDHSMM-based system and HSMM-
based system, respectively. Then we calculate the spectral distortion distance between 
generated spectra and natural spectra. Table 1 shows the results. We can see that the 
proposed method has lower spectral distortion distance. This is because DDHSMM 
contains more information of state transition, which is able to characterize the time-
scale distortion at particular instant of an utterance more effectively. 

Table 1. Spectral distortion distance compares 

 HSMM-based DDHSMM-based 

SDD       0.0336 0.0320 

 

Fig. 4. The MOS results 
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We also use a mean opinion score (MOS) test to evaluate the quality of synthetic 
speech. We generate 40 test sentences which are not included in the training data, 
using the HMM-based, HSMM-based and DDHSMM-based system, respectively. 
Subjects are 10 persons, all of them are asked to provide a rating for the speech qual-
ity from 1.0 to 5.0. Fig. 4 shows the preference scores for the three systems. As we 
can see, the score of our system is higher than others. 

5   Conclusion  

In the present paper, we introduce duration-dependent state transition probabilities 
into the hidden semi-Markov model based speech synthesis system. Our method 
makes the HSMM more consistent and is able to characterize the timescale distortion 
at particular instant of an utterance more effectively. Experiment results show that our 
system can improve the quality of synthetic speech. 
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Abstract. In this paper, we present a novel biometric technology—handprint 
recognition. Handprint is obtained from the inner surface of a hand between the 
wrist and the top of the fingers, which contains the principal lines, wrinkles and 
ridges on the palm, finger and fingerprint. This paper discusses the advantages 
of this novel biometric: simple preprocessing and more distinctive features de-
ployed. Furthermore, we make some elementary experiments on some essential 
aspects of this technology including preprocessing, feature representation and 
classifier design. The preliminary experimental results on the dataset sized of 
50 persons are very encouraging, which suggests that more research work 
should be carried on this novel biometric. 

Keywords: Pattern Recognition, Novel biometric, Handprint Recognition. 

1   Introduction 

System and information security is becoming increasingly important with the devel-
opment of our human society. Personal identification is critical in many occasions 
such as e-commence and access control. It is widely acknowledged that only biomet-
ric identifiers come close to actually identifying the persons rather than their posses-
sion or their exclusive knowledge [1].  

Many researchers have carried research on various biometrics including  
fingerprint, voice, face and iris. Iris recognition can gain the highest recognition  
accuracy [2], however, the acquisition devices are expensive and may discomfort the 
users. In recent years, personal identification based on face and voice has been getting 
hot, but their performances are far from satisfactory [3]. As is well known that three 
biometrics can be extracted from the hand, i.e., fingerprint, hand geometry and palm-
print. Fingerprint-based personal identification drew considerable attention and has 
become a relatively ready solution to many end needs [4], however, workers and the 
elderly may not provide clear fingerprints because their problematic skins or physical 
work. Hand geometrical features such as finger width, length, and the thickness are 
adopted to represent extracted features, but these features frequently vary due to the 
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wearing of rings in fingers, besides, the width of some fingers may vary during preg-
nancy or illness, in addition, these features are no distinctive enough. The palmprint 
contains much more distinctive features than fingerprint and is protected by the hand, 
furthermore, the palmprint images are much easily to obtain, which attracted much 
research work on it [5-8, 10-13]. However, only the central part of the inner surface of 
the hand is considered to discriminate different persons, which does not take into 
account the information from other parts of the hand images.  

In this paper, handprint recognition, as a novel biometric technology, is proposed. 
Handprint is obtained from the inner surface of a hand between the wrist and the top of 
the fingers, which contains the principal lines, wrinkles and ridges on the palm, finger 
and fingerprint. Hand features for identity verification gain the popularity from its user 
friendliness, environment flexibility and discriminating ability. People will not feel 
uneasy to have their hand images and prints taken for security purposes. More  
importantly, these hand features are stable and can uniquely represent each individual’s 
identity. In addition, the handprint feature contains the traditional palmprint feature, 
fingerprint feature and at the same time, the hand geometry feature, which makes con-
tribution to multi-modal biometrics fusion. Consequently, it is natural to develop a 
novel biometric technology using handprint features for security considerations. 

Any biometric system can be divided into two modes: identification and verifica-
tion. Our system can work in both modes. There are three key issues to be considered 
in developing a novel handprint biometric system: 

(1) Handprint Acquisition: How to obtain a good quality handprint image is the first 
important step. Through our experiments, it is found that an optical scanner is 
suitable for handprint data acquisition. 

(2) Handprint Feature Representation: Feature extraction attracted most efforts from 
biometrics researchers. We tempt to use PCA for handprint feature representation. 

(3) Classifier Design: After feature representation method is decided, the following 
important step should be classifier design. In the newly proposed handprint rec-
ognition system, a relatively simple nearest neighbor classifier is adopted, which 
is in L2 norm sense. 

The rest of this paper is organized as follows: Section 2 provides a description of the 
handprint images acquisition device and the preprocessing of handprint images. A 
handprint feature extraction scheme and nearest neighbor classifier are detailed in 
Section 3. Section 4 reports the experimental results. Finally, the conclusion and fu-
ture work are presented in Section 5. 

2   Handprint Image Acquisition and Preprocessing 

2.1   Handprint Images Acquisition 

In our experimental environment, an optical scanner is used to capture the hand im-
ages. Here, the scanner that we use in our system is a color scanner which is a com-
mercial product of AGFA Co. Volunteers are asked to put their right hands on the 
platform of scanner around the corner of a fixed object as shown in Figure 1. In this 
paper, we capture handprint images with 100 dpi resolutions. Handprint images are 
obtained with size of 650*813 in BMP format. 
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     a                                                         b 

Fig. 1. The Preprocessing of Hand Images (a. Original image. b. The coordinate system.) 

 

Fig. 2. Three handprint images from one subject 

2.2   Preprocessing  

Image preprocessing is usually the first and essential step in pattern recognition. It is 
necessary to define a coordinate system that is used to align different handprint im-
ages for further processing. To extract the nearly common part of a handprint for 
reliable feature measurements, a coordinate system is determined as shown in  
Fig. 1.b, firstly, the corner of the object, which is located manually and labeled as a in 
Fig. 1.b. Supposed the location of a is (x, y), then o is decided as (x, y-140), regard o 
as the new origin, the coordinate system parallel to the original one is defined. Fig. 2 
shows three examples of the extracted handprint images.   
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3   Handprint Feature Representation and Classifier Design 

Like palmprint, there are many approaches for handprint feature extraction, which 
could be based on structural features, statistical features or algebraic features [7]. How-
ever, structural features such as principal lines, wrinkles, delta points, minutiae, feature 
points and interesting points are difficult to be extracted, statistical features such as 
texture analysis tend to be not distinctive enough, PCA optimizes the transformation 
matrix by finding the largest variations in the original feature space, which is used as a 
typical algebraic feature and gains great success in both face recognition [9] and palm-
print recognition [5], therefore, PCA is adopted for handprint feature analysis in our 
experiment.  

3.1   Handprint Feature Representation Using PCA  

Let the training samples of the handprints be Mxxx ,......, 21 , where M is the number of 

images in the training set. The average image of the training set is defined by 

∑
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1μ . The difference between each image and the average image is given by 

μϕ −= ii x . Then, we can obtain the covariance matrix of }{ ix  as follows: 
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where the matrix }...,{ 21 MX ϕϕϕ= . It is evident that the matrix C  can span an alge-

braic eigenspace and provide an optimal approximation for those training samples in 
terms of the mean-square error. It is well known that the following formula is satisfied 
for the matrix C :  

                                            )...2,1( MkC kk == λμμ                                                  (2) 

where kμ refers to the eigenvector of matrix C , and kλ is the correlative eigenvalue 

of matrix C . The significant eigenvectors kμ with the largest associated eigenvalues 

are then selected to be the component of the eigenhands }...2,1,{ 'MkU k == μ , 

which can span 'M  dimensional subspace of all possible images. A new image is 
transformed into its eigenspace by the following operation:  

)...2,1)(( MixUp i
T

i =−= μ                                              (3) 

3.2   Classifier Design 

After feature representation method is decided, the following important step should be 
classifier design; the well known nearest neighbor classifier in L2 norm sense is used 
to give the final identity decision. Suppose there are K persons in the database, and 

)2,1( Kipi L=  is the corresponding person’s feature template, then for identification 

case: 
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x  is person i  if 
22

min j
Kj

i xppx −=−
∈

                             (4) 

for verification case: 

 x  is person i  if thresholdpx i <=−
2

                   

x  is not person i , otherwise.                                                 (5) 

4   Experimental Results and Analysis 

4.1   Handprint Database 

We collected handprint images from 50 persons using the capture device described in 
Section 2.1, and the session intervals were from one week to two months. The sub-
jects consisted of volunteers from the students and teachers at the lab of NUDT. In 
this database, 47 people are male, and the age distribution of the subjects is from 20 to 
40, every subject was asked to provide 3 images with the right hand at either of the 
two sessions, therefore, there are totally 300 handprint images, for some examples 
after preprocessing, see Fig. 2.  

4.2   Experiment Results and Analysis 

In the experiment, all the handprint images are divided into two parts, three images of 
each hand from the first session are regarded as the training set, and the left comprise 
the test set. 

 

Fig. 3. Three eigenhands with largest eigenvalues 

After histogram equalization on the handprint images, PCA is used to extract the 
features, the eigenvectors are called eigenhands, for visualization, see Fig.3, then the 
nearest neighbor strategy is adopted to give the final decision. Figure 4 gives the iden-
tification performance results. From Fig. 4, we can find that the recognition accuracy 
rate could be as high as 94.67%, from which we can see that the handprint images 
contain enough distinctive features to distinguish from each other. In Figure 5, the 
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verification performance indicator—ROC curve is given; the Equal Error Rate (EER) 
could be as low as 4.66%. Concerning the relatively simple preprocessing step and the 
feature representation method, it is certain that there is still much space for the per-
formance of this biometric system to improve. The findings are not surprising because 
the handprint contains the palmprint, finger and as well as fingerprint. It should also 
be pointed out that the image resolution is only 100dpi, which is acceptable and will 
not make the storage space unavailable. If we increase the image resolution and make 
the preprocessing more precise, the performance should be more significant, and then 
we can safely draw the conclusion that handprint recognition, as a novel biometric 
solution strategy, should be paid more attention. We tentatively give a comparison of 
the four biometric technologies based on hand in Table 1, from which we can see the 
advantages of our newly proposed handprint biometric.  

 

Fig. 4. The identification performance results of the handprint system 

Table 1. Comparison of four biometric technologies based on hand 

 Hand  
geometry 

Fingerprint  Palmprint  Handprint  

Performance  Low High High High 
Features  Inadequate   Adequate Adequate Most 
Application Authentication  Identification/ 

Authentication 
Identification/ 
Authentication 

Identification/ 
Authentication 

 



636 G. Feng et al. 

 

Fig. 5. The ROC curves of the handprint system 

5   Conclusions and Future Work 

In this paper, handprint recognition, as a novel biometric technology, is proposed. 
Compared with other biometrics, firstly, the preprocessing, i.e., the handprint images 
are quite easy to extract, secondly, handprint includes three parts: palmprint, finger 
and fingerprint, which contains more features than sole palmprint or fingerprint. 
Through experiments, it is found that with as low as 100 dpi resolutions, distinctive 
features can still be extracted from handprint images, which makes the storage space 
acceptable. The performance results of the proposed handprint system on the dataset 
sized of 50 persons are encouraging. As far as the relatively simple preprocessing step 
and the feature representation method are concerned, it is certain that there is still 
much room for the performance to improve. In addition, the handprint feature con-
tains the traditional palmprint feature, fingerprint feature and at the same time, the 
hand geometry feature, which makes contribution to multi-modal biometrics fusion 
like [9]. In conclusion, our work suggests that more research work should be carried 
on this novel biometric. Our future work would include a more efficient handprint 
image acquisition device, which can capture handprint images with good quality and 
be processed by computers in real time; we would also enlarge the size of our hand-
print database. Handprint representation such as structural features and statistical 
features would be another research direction. Furthermore, other potential problems 
such as wearing of rings; width change of fingers during pregnancy or illness should 
also be investigated. Finally the handprint consists of the palm and the finger part, the 
relative role of these two parts is to be determined. Our ultimate goal is to develop a 
real time friendly handprint recognition system with good performance for access 
control purposes. 
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Abstract. In this paper we present a new wavelet denoising (WD) enhanced 
principal component analysis (PCA) method (wPCA) to reduce the number of 
trials required for the efficient extraction of brain event related potentials 
(ERPs). First, the ERPs are extracted with wavelet transform, giving us an en-
hanced version of the raw data. Next, the principal components (PCs) with most 
of the total variance are considered to be part of the ERP subspace. Lastly, the 
ERPs are reconstructed from the selected PCs. Simulation and experimental re-
sults show that the wPCA method provides better performance than either WD 
or PCA method. 

Keywords: Event related potentials, Wavelet transform, Principal component 
analysis, Single-trial extraction. 

1   Introduction 

In recent years, event related potentials (ERPs) analysis has become very useful for 
neuropsychological studies and clinical procedures [1-3]. The most common way to 
visualize ERPs has been to take an average over time locked single-trial measure-
ments. The implicit assumption in the averaging is that the task-related cognitive 
process does not vary much in timing from trial to trial. However, it has been evident 
for a few decades that in many cases this assumption is not valid. The observation of 
variation in the parameters of ERPs permit the dynamic assessment of changes in 
cognitive state. Thus, the goal in the analysis of ERPs currently is the estimation of 
single potentials, which is called single-trial extraction. Several techniques have been 
proposed to improve the visualization of ERPs from the background electroencepha-
logram (EEG) with various successes [2-4]. 

Among these techniques, the wavelet transform (WT) method is especially promis-
ing for its optimal resolution both in the time and in the frequency domain. WT is an 
efficient tool for multiresolution analysis of non-stationary and fast transient signals. 
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These properties make it especially suitable to the study of neurophysiologic signals. 
Numerous WT applications in biosignal analysis have been proposed, including for 
the attempt of single-trial-ERP analysis [2, 5-7]. 

Principal component analysis (PCA) has been extensively used in feature extrac-
tion to reduce the dimensionality of the original data by a linear transformation. PCA 
extracts dominant features (principal components, PCs) from a set of multivariate 
data. The dominant features retain most of the information, both in the sense of 
maximum variance of the features and in the sense of minimum reconstruction error. 
PCA has been widely used in medical applications [8-10].   

In this paper, we propose a new method to reduce the number of trials required for 
the efficient extraction of brain event related potentials (ERPs): wavelet denoising 
(WD) enhanced principal component analysis (PCA) method (wPCA). We first obtain 
an enhanced version of the raw data by WT denoising, then the principal components 
(PCs) with most (80%) of the total variance are considered to be part of the ERP  
subspace. Lastly, the ERPs are reconstructed from the selected PCs. Simulation and 
experimental results show that the wPCA method provided better capability than 
either WD or PCA method.  

2   Methods 

Multiple trials of observed ERPs can be modeled as  

10;,,2,1)()()()( −≤≤=++= NnLinznvnsnx iii K  (1) 

Where s (n) are ERP components. The background neural activity is simulated as a 
mixture of colored noise vi (n) and Gaussian noise zi (n), which varies over trials. The 
objective is to extract the ERP signals s (n) from the given L trials.  

2.1   Wavelet Denoising (WD)    

A classical solution for noise removal from non-stationary signals is WD. The basic 
principle is: the decomposition of a noisy signal on a wavelet basis (discrete wavelet 
transform, DWT) has the property to “concentrate” the informative signal in few 
wavelet coefficients having large absolute values without modifying the noise random 
distribution. After transformation the noise coefficients have small values, in contrast 
to the informative signal (normal or pathologic neural activity and artifacts). There-
fore, denoising can be achieved by thresholding the wavelet coefficients.  

Consider the i-th noisy mixture observation from (1), 

)()()()()()( nmnsnznvnsnx iii +=++=  (2) 

Let W and W-1 be the forward and inverse DWT operators. WD can be performed 
for a given mixed signal xi according to the following process: 

)( ii xWw =  (3) 

( )λ,iwTwi =
∧

 
(4) 
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(5) 

Where wi is the wavelet coefficient vector, ( )λ,iwT  is the thresholding operator with 

thresholdλ, iw
∧

 is the wavelet coefficients after thresholding and ic
∧

is the denoised 
signal. 

The main problem is computing the threshold. There are four classical threshold 
deviation methods, including universal threshold, SURE threshold, hybrid threshold, 
and minimax threshold. In the ERPs study, not losing information that is potentially 
useful for medical diagnosis is of great importance. Moreover, because in ERPs the 
signal to noise ratio is low, the wavelet coefficients of neuronal signals can have small 
values compared to noise. Therefore low thresholding would be more appropriate. 
The hybrid thresholding method is used to determine the threshold value in the pre-
sent study. After threshold selection, the thresholding process is accomplished by 
transforming the preserved data into a noise-reduced signal by the hard or soft trans-
formation expressed. The soft-thresholding rule is used in the present study because 
the soft-thresholding method has a better mathematical characteristic over the hard 
thresholding. The choice of the wavelet type is also a practical issue in WD. In this 
study, we choose the Daubechies wavelets as the basic wavelet functions for their 
simplicity and general purpose applicability in a variety of time-frequency representa-
tion problems [11].   

2.2   Principal Component Analysis (PCA) 

Principal Component Analysis is one of the best known techniques in multivariate 
analysis. It is widely used in signal processing, statistical analysis, neural computing, 
financial prediction, etc. The main idea of PCA is to transform the data set to a new 
set of variables, which is called the principal components (PCs), which is arranged 
from the most variant basis to the least variant basis. Therefore, the first few principal 
components will retain most of the variation present in the original data set [12].  

The PCA method is as follows.  

Step 1: the ERP data X is arranged into an L×N matrix, where L is the number of the 
trials and N is the number of data samples in each trial. 

[ ]T

LxxxX L21=  (6) 

x1, x2,…,xn are the measurement vectors which represent the data from the respective 
trial. 

Step 2: the covariance of matrix R is computed using  

[ ]TXXER =  (7) 

Step 3; compute V and D, where V is the orthogonal matrix of eigenvectors of R and 
D is the diagonal matrix of its eigenvalues,  
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),,( 1 LdddiagD K=  (8) 

Step 4: the principal components (PCs) are computed using  

XVY T=  (9) 

Step 5: the nth diagonal value of D is the variance of X along the nth PC, and the PCs 
with most (for instance 80-90%) of the total variance are selected to be part of the 
signal subspace, while the rest are considered to be part of the noise.   

Step 6: the signal (without noise) is reconstructed from the selected PCs using 

YVX
∧∧∧

=  (10) 

WhereV
∧

andY
∧

are the eigenvectors and PCs with most of the total variance.  

2.3   Wavelet Enhanced PCA (wPCA) Method 

Among the several techniques that have been used to obtain enhanced single-trial 
ERPs, the wavelet technique has recently received more and more attention. How-
ever, this methodology is effective only in filtering white noise while the background 
EEG is the main noise in the measurements of ERP and the EEG is highly colored. 
Therefore it is difficult to extract ERP components from EEG records by the wavelet 
denoising technique alone. It should be pointed out that the PCA method provides 
better performance in the case of relatively high SNR. However, the SNR in experi-
mental measurements is relatively low, and the conventional PCA method alone 
would not provide satisfied results. 

Wavelets can be used to pre-process data in order to better locate and identify sig-
nificant events [13]. PCA is a statistical process for feature extraction by reducing the 
data dimensionality using orthogonal bases. Combining this type of data pre-
processing with multivariate statistics can generate useful insights into the problem of 
data analysis and data interpretation. 

For the above reasons, we introduce the wavelet enhanced PCA (wPCA) method to 
reduce the number of trials required for the efficient extraction of brain ERPs. The 
method is illustrated as follows: 

First, the ERPs are extracted by WD and we obtain an enhanced version XWT of the 
raw data X. For a single-trial signal x[n] we use Daubechies-6 wavelets, 5-level de-
composition, universal thresholding and soft transformation. The WD method is ap-
plied to all the trials and we get the pre-denoised signal XWT.   

[ ]T

WTLWTWTWT xxxX L21=  (11) 

Next, the PCA method is applied to the data XWT and the PCs with 80% of the total 
variance are considered to be part of the ERPs subspace. Then the ERPs are recon-
structed from the selected PCs.  
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3   Results 

In this section, we provide simulated and experimental examples to compare the sin-
gle-trial evoked potential estimation performance of the WD, PCA and the wPCA 
approaches.  

3.1   Simulation Results 

In this simulation, one simulated model for s (n) [14] is used with sampling frequency 
500Hz (N=1024), as shown in Fig. 1(a). The following autoregressive model is used 
for the colored noise vi (n) [15]: 

)()4(0510.0)3(3109.0)2(1587.0)1(5080.1)( nunvnvnvnvnv +−−−−−−−=  (12) 

Where u (n) is zero-mean white Gaussian noise. We generate 15 trials of simulated 
data. Each trial contains 1024 data samples. 

In the example, we have single channel with 15 trials, the latency of the ERP signal 
in the synthetic single trials is uniformly distributed within a predefined minimum and 
maximum value arbitrarily set to 100 to 400 ms, respectively. Thus, the corresponding 
latency range (jitter) could vary between 0 and 300ms. 

Several merit measures are employed to assess the performance of different ap-
proaches. The first measure is the RMSE between the true ERP s (n), and the esti-

mated ERP )(ns
∧

. The RMSE is computed as 
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The second measure is the SNR, which is computed as   
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In the simulation study, the 15 trials contain the same ERP. Fig. 1(b) corresponds 
to a single trial of the noisy raw signal. Fig.1(c)-(e) show the ERP estimates for the 
single trial obtained via the WD, PCA and wPCA approaches, respectively. The total 
SNR in the noisy raw signal is –2.531db, while the total SNR in the estimated ERP is 
6.796db with WD, 1.88db with PCA and 11.447db with the wPCA method. From  
the figure we can see that the wPCA method has much more smooth estimates than 
the other methods. Smoothness is an expected property of the ERPs based on the 
reliable evoked potential estimation results obtained by ensemble averaging over a 
large number of trials. Table 1 compares the WD, PCA and the wPCA methods in 
terms of the mean and standard deviation (SD) of the RMSEs and SNRs of the ERP 
estimates for all trials. It is obvious from looking at the table that the wPCA approach 
obtains the most accurate estimates among all approaches. In addition, the WD 
method outperforms the conventional PCA method.  
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Fig. 1. Simulated results for a single trial from 15 trials in the presence of ERP variation: (a) 
simulated evoked potential; (b) noisy signal; (c) wavelet denoised signal; (d) PCA denoised 
signal; (e) the enhanced ERP signal using the wPCA approach 

Table 1. Comparison of the different approaches for 15 trials in the presence of ERP variation 

Approach WD PCA wPCA 
Mean of RMSEs 0.0620 0.1438 0.0386 
SD of RMSEs 0.0065 0.0291 0.0069 
Mean of SNRs (dB)  6.0370 -1.1547 10.2355 
SD of SNRs (dB) 0.8982 1.7525 1.5258 

3.2   Experimental Results 

All experimental signals used in this paper are obtained from the emotion cognitive 
experiment at Beijing Normal University as we reported before [16]. Our previous 
studies have demonstrated that all the subjects show significantly greater P300 and 
slow waves amplitudes at medial-inferior and posterior electrode sites for pleasant 
and unpleasant pictures than for neural pictures [16]. Here, we test the wPCA method 
by using the signals at the PO8 electrode of one subject. The performance of the WD, 
PCA and wPCA approaches on actual data is shown in Fig. 2. Fig. 2(a) corresponds to 



644 L. Zou et al. 

a single trial of the “noisy” VEP signal from a subject under unpleasant pictures stim-
uli at the PO8 electrode site. Fig. 2(b)-(d) show the evoked potential estimates for the 
single trial obtained via the WD, PCA and wPCA methods, respectively. We see that 
the wavelet-based method has much more smooth estimates than the PCA method, 
and the wPCA method performs best. 

 

Fig. 2. Experimental results for a single trial of VEP: (a) a noisy signal; (b) wavelet denoised 
signal; (c) PCA denoised signal; (d) the enhanced ERP signal using the wPCA approach 

Fig. 3 shows the time-frequency distributions for the above sample VEP and its 
wavelet-based VEP estimate, respectively. Fig. 3(a) corresponds to the original signal. 
Fig.3 (b) corresponds to the reconstructed single-trial signal by the combined method. 
The unpleasant stimuli appeared at 0 s. The same axis range for the amplitude is used 
here. Visual-related activity was clearly noticeable in the time-frequency distribution 
of the wavelet-based VEP estimate, whereas such activity could hardly be seen from 
the raw signal. Therefore, we concluded that the wavelet-based combined method 
could recover the evoked potential. 

The mean VEPs of the 15 single trials under the three types of stimuli for the above 
subject are obtained for the PO8 site. Mean voltages in this region are assessed in the 
P300 (300-500 ms) and in the slow wave window (550-900 ms) [17-19]. Fig. 4 (a) 
shows the mean VEPs of the original single-trial responses at the PO8 site. Fig. 4(b)  
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Fig. 3. Sample results for the time-frequency plot of a single trial of VEP: (a) corresponding to 
the original signal; (b) corresponding to the reconstructed single-trial signal by the combined 
method 

 

Fig. 4. Average VEPs at the electrode PO8 in response to three types of emotional stimuli for a 
subject: (a) Original single-trial responses; (b) the estimated VEPs by using the wPCA  
approach 

shows the average VEP estimates obtained by the wPCA method. We can see that the 
VEP was composed of five components: a N100, a P200, a N200, a P300 component 
and a late positive slow wave. Here, we focus on the P300 and slow wave time window 
which indicates the sustained and high-level processing of salient visual stimuli [18].  
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4   Discussion 

In this paper, a new wPCA approach is compared to WD, PCA and classical ensemble 
averaging using simulated data and actual recordings of emotion VEPs.Our objective 
is to investigate the effectiveness of these methods in estimating the overall morphol-
ogy and, in particular, the P300 and the slow wave components in the experimental 
single-trial emotion VEPs. The results show that the VEPs obtained by the wPCA 
method could be used as a reliable, sensitive, and high-resolution indicator for clinical 
cognitive studies after only 15 trials of ensemble averaging.     

With simulated data, we compare the wPCA method and the other two methods 
and demonstrate that the former has higher SNR and lower RMSE than the latter. The 
wPCA method has much more smooth estimates than the other methods. In addition, 
wavelet-based approaches are immune to the effect of trial-by-trial evoked potential 
variations.  

When actual data are used, the wPCA method also improves the visualization of 
the single-trial ERPs compared with the other two methods. The results show greater 
P300 and slow wave amplitudes for unpleasant and pleasant pictures compared to 
neutral stimuli, indicating that motivationally relevant stimuli automatically directed 
attention resources, are processed more deeply and thus provoked an arousal-related 
enhancement of VEPs, which further supports the view that emotional stimuli are 
processed more intensely [16,18,19].   

Characteristics ERPs can be captured by means of wavelet-based analysis, which 
can be further used for the detection and recognition of abnormalities in the human 
brain. ERP extraction results can be improved by the proposed wavelet-based combi-
nation method in this paper.   

 
Acknowledgments. This work was supported by the open project of the State Key 
Laboratory of Cognitive Neuroscience and Learning and the open project of the  
Beijing Key Lab of Applied Experimental Psychology at the Beijing Normal Univer-
sity. The authors would like to thank Professor Senqi Hu in the Department of Psy-
chology at the Humboldt State University, Arcata California for useful discussions. 

References 

1. Bradleya, A.P., Wilson, W.J.: On wavelet analysis of auditory evoked potentials. Clin. 
Neurophysiol. 115, 1114–1128 (2004) 

2. Iyer, D., Zouridakis, G.: Single-trial evoked potential estimation: Comparison between in-
dependent component analysis and wavelet denoising. Clin. Neurophysiol. 118, 495–504 
(2007) 

3. Kook, H., Gupta, L., Kota, S., Molfese, D., Lyytinen, H.: An offine/real-time artifact rejec-
tion strategy to improve the classification of multi-channel evoked potentials. Pattern Rec-
ognition 41, 1985–1996 (2008) 

4. Dien, J., Beal, D.J., Berg, P.: Optimizing principal components analysis of event-related 
potentials matrix type, factor loading weighting, extraction, and rotations. Clin. Neuro-
physiol. 116, 1808–1825 (2005) 

5. Quian-Quiroga, R., Garcia, H.: Single-trial event-related potentials with wavelet denoising. 
Clin. Neurophysiol. 114, 376–390 (2003) 



 Single Trial Evoked Potentials Estimation 647 

6. Demiralp, T., Ademoglu, A., Istefanopulos, Y., Basar-Eroglu, C., Basar, E.: Wavelet 
analysis of oddball P300. Int. J. Psychophysiology 39, 221–227 (2001) 

7. Demiralp, T., Ademoglu, A., Schurmann, M., Basar-Eroglu, C., Basar, E.: Detection of 
P300 waves in single trials by the Wavelet transform (WT). Brain and language 66, 108–
128 (1999) 

8. Kobayashi, T., Kuriki, S.: Principal Component Elimination Method for the Improvement 
of S/N in Evoked Neuromagnetic Field Measurements. IEEE Trans. Biomed. Eng. 46, 
951–958 (1999) 

9. Thireou, T., Strauss, L.G., Dimitrakopoulou-Strauss, A., Kontaxakis, G., Pavlopoulos, S., 
Santos, A.: Performance evaluation of principal component analysis in dynamic FDG-PET 
studies of recurrent colorectal cancer. Comput. Med. Imaging Graph 27, 43–51 (2003) 

10. Palaniappan, R., Ravi, K.V.R.: Improving visual evoked potential feature classification for 
person recognition using PCA and normalization. Pattern Recognition Letters 27, 726–733 
(2006) 

11. Polikar, R., Topalis, A., Green, D., Kounios, J., Clark, C.M.: Comparative Multiresolution 
Wavelet Analysis of ERP Spectral Bands Using an Ensemble of Classifiers Approach for 
Early Diagnosis of Alzheimer’s Disease. Comput. Biol. Med. 37, 542–556 (2007) 

12. Jolliffe, I.T.: Principal Component Analysis, 2nd edn. Springer, New York (2002) 
13. Turner, S., Picton, P., Campbell, J.: Extraction of short-latency evoked potentials using a 

combination of wavelets and evolutionary algorithms. Med. Eng. Phys. 25, 407–412 
(2003) 

14. Masahiko, N.: Waveform Estimation from Noisy Signals with Variable Signal Delay Us-
ing Bispectrum Averaging. IEEE Trans. Biomed. Eng. 40, 118–127 (1993) 

15. Yu, X.H., He, Z.Y., Zhang, Y.S.: Time-varing adaptive filters for evoked potential estima-
tion. IEEE Trans. Biomed. Eng. 41, 1062–1071 (1994) 

16. Zou, L., Zhou, R.L., Hu, S.Q., Zhang, J., Li, Y.S.: Single Trial Evoked Potentials Study 
during an Emotional Processing Based on Wavelet Transform. In: Sun, F., Zhang, J., Tan, 
Y., Cao, J., Yu, W. (eds.) ISNN 2008, Part I. LNCS, vol. 5263, pp. 1–10. Springer, Hei-
delberg (2008) 

17. Keil, A., Müller, M.M., Gruber, T., Stolarova, M., Wienbruch, C., Elbert, T.: Effects of 
emotional arousal in the cerebral hemispheres: a study of oscillatory brain activity and 
event-related potentials. Clin. Neurophysiol. 112, 2057–2068 (2001) 

18. Cuthberg, B., Schupp, H., Bradley, M., Birbaumer, N., Lang, P.: Brain Potentials in Affec-
tive Picture Processing: Covariation with Autonomic Arousal and Affective Report. Biol. 
Psychol. 52, 95–111 (2000) 

19. Herbert, B.M., Pollatos, O., Schandre, R.: Interoceptive Sensitivity and Emotion Process-
ing: An EEG study. Int. J. Psychophysiology 65, 214–227 (2007) 



W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 648–656, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Fourier Volume Rendering on GPGPU 
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Abstract. Fourier Volume Rendering (FVR) is a volume rendering technique 
with lower computational complexity of O(N2logN) for an N3 data array. A new 
FVR algorithm is proposed through expanding Fourier Projection-Slice Theorem 
into High-Dimension and mapping the pipeline totally on GPU. A win-
dowed-sinc function is used as reconstruction filter to implement higher-order 
interpolation and reduction of samples is executed on GPU in parallel, which 
meets the architecture of Heterogeneous multi-core. The rendering is accelerated 
by a factor of 7 when rendering image’s resolution is larger than 512×512. 

Keywords: Volume rendering, Fourier transform, Higher-order interpolation, 
GPGPU. 

1   Introduction 

GPGPU means General Purpose Graphic Process Unit, which focuses on the float-
ing-point operation and parallel processing of GPU to deal with the general computation 
rather than three-dimension graphics applications. To speed up the volume rendering 
with GPGPU, especially for large-scale volume data scientific visualization, has 
far-reaching meaning. 

At present, volume rendering can be divided into two categories: 
The method based on screen space or image space: a ray is cast for each pixel on the 

screen, with uniform sampling and composition of the volumetric data along the ray, 
such as Ray-casting [1] and Shear-Warp [2]. 

The method based on object space: the volume is traversed either back-to-front or 
front-to-back, blending each scalar into the projection plane, e.g. three-dimension 
texture mapping [3] and Splatting [4]. 

Algorithms in both categories operate in the spatial domain and have to travel every 
sample in the data set with the complexity of O(N3). Although some adaptive tech-
niques can avoid accessing every sample of the data set, for example, in Ray-casting 
one can terminate rays when the ray opacity values are close to unity, or  hierarchical 
data structures can be used to avoid visiting volumes of empty space,  they relies greatly 
on the structure of the data set. Different from the methods above, Fourier Volume 
Rendering, firstly proposed by [5], operates in frequency domain to compute project 
slices of three-dimension discrete data and reduces the complexity to O(N2logN). 

We present mapping FVR algorithm to GPGPU to significantly accelerate the ren-
dering performance. An overall pipeline of hardware accelerated frequency domain 
volume rendering is presented. The paper is organized as follows. Section 2 is a simple 
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introduction of relative works. Section 3 introduces Fourier Slice Theorem and expands 
it into high-dimension. Section 4 shows the implementation of this algorithm on 
GPGPU in detail and the experimental results. Conclusion is in section 5. 

2   Related Works 

Fourier volume rendering has been further improved in both rendering speed and image 
quality since it’s first presented. 

[6] extended this work with depth cues and shading performing calculations in the 
frequency domain during slice extraction. Illumination models for FVR were studied in 
the work of [7]. They describe methods to integrate diffusion lighting into FVR. One 
approach is based on gamma corrected hemispherical shading and is suitable for interac-
tive rendering of fix light sources. Another technique uses spherical harmonic functions 
and allows lighting using varying light sources. [8] proposed frequency volume rendering 
based on wavelet transform. The Fast Hartley Transform (FHT), proposed by [9] as an 
alternative to FFT, produces real output for a real input, and is its own inverse. Therefore 
for FVR, the FHT is more efficient in terms of memory consumption. 

All the algorithms above are implemented on CPU, compared to the majority of the 
volume rendering in spatial domain which have used one of the current GPU features, 
programmability. As a result, even the computational complexity of traditional method 
is higher than the FVR, the rendering speed is much faster. The mathematical structure 
of FVR algorithm, especially the Fast Fourier Transform prevents its use on the GPU. 
The core of Fast Fourier Transform is butterfly computation, in order to implement it 
on GPU, [10] proposed “Stream-FFT”. Before each butterfly computation, an internal 
exchange should be executed during the input data, therefore the two values which do 
the butterfly computation would be adjacent, to meet the requirements of GPU com-
puting. [11] used the four channels of the texture to store the filter, to execute the high 
order interpolation. 

3   Method 

Volume rendering can be seen loosely as the inverse process of tomographic recon-
struction. In tomographic reconstruction, the goal is to compute the unknown distri-
bution of the three-dimension data set from the projections which are generated by the 
scan of the X-ray in different angles. In contrast, the volume rendering is to generate the 
projection in any desired angle with the given distribution of the volume data. 

One way to achieve this reconstruction is through the use of the Fourier Projec-
tion-Slice Theorem, which means the 1D Fourier transform of a projection of an object 
at some angle is a slice of the 2D Fourier Transform of the object at the same angle. 
Graphically, this is illustrated in Fig. 1. 

Expanding the theorem into High-Dimension, we get a new theorem as follow: 

Theorem 1. After transform the N dimensional function f(x1,x2,…xN) into frequency 
domain with Fourier Transform, we get F(U1,U2…UN). If we fix one dimension Uk in F, 
then get an N-1 dimension function F’ through the origin point. After an inverse Fourier 
Transform, a N-1 dimension function f’ in spatial domain can be generated from F’. So 
f’ should be the integral of f(x1,x2,…xN) along the xk direction. 
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Fig. 1. The Fourier projection-slice 

 
Proof. Suppose g(x1,x2,…xN) to be a N dimensional function, the projection of g along 
xN direction can be illustrated as integral: 

1 2 1 1 2( , , ... ) ( , , ... )N N Nf x x x g x x x dx
∞

− −∞
= ∫ . 

(1) 

N-1 dimensional Fourier Transform is defined as follow： 
1 1 1 12 ( .. . )

1 2 1 1 1 1 1( , , . . . ) . . . ( . . . ) . . .N Ni U x U x
N N NF U U U f x x e d x d xπ − −

∞ × + + ×
− − −− ∞

= ∫ ∫
. 

(2) 

We can get (3) from (1) and (2):    
1 1 1 12 ( ... )

1 2 1 1 1 1( , , ... ) ... ( ... ) ...N Ni U x U x
N N N NF U U U g x x e dx dx dxπ − −

∞ × + + ×
− −− ∞

= ∫ ∫
  

(3) 

Then we add one dimension xN, but xN should be fixed, which means xN equals to 0:  
1 12 ( ... )

1 2 1 1 1 1 0( , , ... ) ... ( ... ) ... |N N

N

i U x U x
N N N N xF U U U g x x e dx dx dxπ∞ × + + ×

− − =−∞
= ∫ ∫ . (4)

And the N dimension Fourier Transform is: 
1 12 ( ... )

1 2 1 1 1( , , ... , ) . .. ( ... ) ...N Ni U x U x
N N N NF U U U U f x x e d x d xπ∞ × + + ×

− − ∞
= ∫ ∫ . (5)

So (4) is a representation of N dimensional Fourier Transform: 

1 1 1 1( . . . ) { ( . . . )} ( .. . , 0 )N N N NF U U F T f x x G U U −= = . (6)

At last, the theorem has been proved: 

1 1 1 1( . . . ) { ( . . . , 0 ) }N N Nf x x IF T G U U− −= . (7)

Where FTN is N dimensional Fourier Transform, IFTN-1 is N-1 dimensional inverse 
Fourier Transform. 
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4   The Implementation on GPGPU 

Because of the hardware limitations, previous algorithm achieved by Fourier Volume 
Rendering is implemented totally on CPU, or partly on GPU. With the development of 
modern GPU, the floating-point operations capability and bandwidth of GPU has been 
far beyond the CPU, also it provides three-dimension texture and double precision 
floating-point which build the foundation of FVR on GPGPU. 

Based on NVIDIA CUDA architecture, we propose a new Fourier Volume Ren-
dering algorithm: only the operation of reading data and some simple condition 
judgment are handle by CPU, all the computation for the large amounts of data is totally 
finished on GPU, which meets the architecture of Heterogeneous multi-core. 

CUDA (Compute Unified Device Architecture) is a new computing architecture 
proposed by NVIDIA, which provide a new computing ability on data-intensive ap-
plication with the powerful ability of the GPU. Through the standard C language, 
CUDA provides a large number of high-performance as well as concise instructions of 
the development process, thus allowing developers to create a solution that would 
consume less time for data-intensive processing to provide a precise enough result. In 
CUDA, GPU is viewed as a computing device which could execute many “Thread” in 
parallel. The Threads which share data and synchronize memory access are organized 
as “Block”. Because the limitation of the Thread number in a Block, the Blocks which 
have the same dimension and can execute the same program are called “Grid” [12]. 
Based on the parallel execution of each Thread, this paper distributes the operations 
between the samples to every Thread, which takes full advantage of SIMD (Single 
Instruction Multiple Data) computation on GPGPU. 

  With several steps, Fourier Volume Rendering is implemented on GPU, only the 
first step we need to transfer the data from CPU to GPU, the left steps are all finished on 
GPU, which avoids the transferring samples between CPU and GPU. The main steps 
are: 

1. Pre-process: samples are transformed from spatial domain to frequency domain. 
2. High order interpolation: high order interpolation is executed on projection slice to 

avoid aliasing and ghosting artifacts. 
3. Inverse Fourier Transform: samples after resample are transformed back to spatial 

domain 
4. Rendering: slice is normalized and rendered to frame buffer. 

And the algorithm flow is illustrated in Fig. 2. 

4.1   Pre-process 

With three-dimension Fourier Transform, discrete samples are transformed from spa-
tial domain into frequency domain. As previous GPU lacks of support on 
three-dimension texture, this step is usually completed on CPU. With the development 
of GPU, three-dimension is supported by the latest GPU of NVIDIA. So during the 
pre-process step, the samples in memory are transferred into “global memory” which 
can be accessed by CUDA, then with FFT library in CUDA, a three-dimension Fast 
Fourier Transform is executed on GPU in parallel. Some results of execution time on 
GPU compared with that on CPU with FFTW are shown in table 1. 
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Fig. 2. Flow of FVR on GPGPU 

Table 1. Fourier Transfer between CPU and GPGPU 

Time(ms) 
Data size 

FFTW GPGPU 
32768 (323) 0.66 3.86 
262144 (643) 9.66 5.33 
2097152 (1283) 200.68 23.95 
16777216 (2563) 1122.49 114.88 

 
FFTW is developed by M.I.T computer science to compute Fast Fourier Transform 

with different dimension. When the data size is small, the time consumed on GPGPU is 
a litter more than CPU, but with the increase of data size, GPGPU can attain nearly 10 
times speedup. 

4.2   High-Order Interpolation 

The samples after pre-process step should be interpolated on the projection slice which 
is oriented perpendicular to the viewing direction. This step is finished by a recon-
struction filter in frequency domain. Resample in frequency domain has to follow 
Nyquist Theorem. Here we use windowed-sinc function as our reconstruction filter and 
the interpolation is carried on by the convolution of filter and samples on GPU. Be-
cause the sinc function is an unacceptable reconstruction filter due to its infinite extent 
and needs to be replaced by some finite-extent approximation. A better choice for a 
clipping function in the frequency domain is the Blackman-Window. With Cut-off 
frequency f and the length of the filter M, we get the expression of the filter as follow: 

sin(2 ( / 2))
( ) [0.42 0.5cos(2 / ) 0.8cos(4 / )]

/ 2

f i M
K i i M i M

i M

π π π−= − +
−

 

According to Convolution Theorem, convolution in frequency domain equals to 
product in spatial domain. So the convolution between samples and filter in frequency 
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domain can be obtained by the product in spatial domain. Samples and the filter are 
transformed via Inverse Fourier Transform then they are loaded by Block. Each product 
operation is handled by one Thread in a Block, and after producing product of each 
point, the result is sent back to frequency domain. The interpolation step is finished 
after Fourier Transform which transforms the result back to frequency domain. 

The code fragment of high order interpolation is as follow: 
 
high_order_interpolation(indata ,M, data_size,outdata) 
begin 
for i=0 to M do 
if( i-M/2 == 0 ) then 
begin 

        kernel[i].x=2*PI*f; 
      end 

else 
begin 
 kernel[i].x=sin(2*PI*f(i-M/2))/(i-M/2) 
 kernel[i].x=kernel[i].x*(0.42-0.5*cos(2*PI*i/M)+0.  

 8*cos(4*PI*i/M)) 
 kernel[i].y=0; 
end; 
endif; 
for i=0 to data_size do 
begin 

 out-
data[i]=kernel[i].x*indata[i].x-kernel[i].y*ind
 ata[i].y,kernel[i].x*indata[i].x+kernel[i].y*kerne
 l[i].y 

      end; 
CUFFT_SAFE_CALL(cufftExecC2C(FFTplan,(cufftComplex*

)outdata,(cufftComplex*)outdata,CUFFT_INVERSE) ); 
end; 

4.3   Inverse Fourier Transform 

After second step, the slice in frequency domain is generated. In order to transform the 
slice back to spatial domain, an Inverse Fourier Transform in CUDA FFT library is 
executed. To generate an image with size N×N, the input of this step is an array of N2, 
the computing complexity of the transform is O(N2logN). During the pre-process step, 
the Fourier Transform has to deal with the three-dimension data with the computing 
complexity of O(N3logN). But for each data set the pre-process step only needs to be 
executed once, all the following steps only deal with the two-dimension data. That 
means the interpolation and inverse transform step work on one slice of the volume 
data, which ensures the computing complexity of the algorithm to be O(N2logN). 

From the theorem which has been proved above, the slice after inverse Fourier 
Transform equals to the project of the original volume data in spatial domain.  
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4.4   Rendering 

The last step of this algorithm is going to render the image. All the samples in a slice 
should be normalized before rendering. The key of normalization is to find the 
maximum value and minimal value of the samples, what we have done is to get the 
values through a reduction operation which looks like an inverted tree, as shown in 
Fig. 3. 

In the tree-based approach, we use multiple thread blocks, each thread block re-
duces a portion of the array. The problem is how to synchronize across all thread 
blocks when CUDA provides no global synchronization. Our solution is to decom-
pose reduction operation into multiple kernels, so the computation is decomposed 
into different levels and codes in every level are totally same. And the kernel is in-
vocated recursively until we get the extremum. Then the samples are normalized 
between [0,255]. 

Finally, the samples are assigned corresponding gray-scale values. Images are di-
rectly rendered by sending the results to Pixel Buffer Object that registered before, 
which avoids transferring data back to CPU. 

 

Fig. 3. The operation to get extremum on GPGPU 

4.5   Results 

The algorithm is running on Intel Core2Duo with NVIDIA Geforce 8800GTS, the 
data set we use is a medical data set of size 2563. The performance of FVR relies on 
the size of the project slice, so the images are rendered in different resolutions: 
256×256, 512×512 and 1024×1024. Some results are listed in Table 2 and shown in 
Fig. 4. 
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Table 2. Experimental results 

 CPU GPGPU 
Resolution 2562 5122 10242 2562 5122 10242 

Interpolation (ms) 9.58 29.71 104.35 7.26 15.24 24.26 
IFFT (ms) 4.76 19.99 93.82 0.43 0.88 2.12 
Normalization (ms)  2.12 5.33 22.26 0.79 1.60 4.79 
Total (ms) 16.46 55.04 220.43 8.48 17.72 31.17 

 
From the results we can see that the interpolation consumes most of the rendering 

time, but with the algorithm mapped on the GPGPU, a speed-up factor of approxi-
mately 7 is achieved. 

 

Fig. 4. Medical data set 

5   Conclusion 

With the programmability and parallelism of modern graphic hardware, a new Fourier 
Volume Rendering based on GPGPU is proposed to accelerate the rendering speed of 
three-dimension volume data. The samples are transformed into frequency domain 
during the pre-process and store in GPU as three-dimension texture. Adopting the 
parallel computing ability of GPU, high order interpolation is finished rapidly in fre-
quency domain, and further enhancement is gained by normalization with thread 
blocks. The performance of Fourier Volume Rendering is not dependent on the size of 
the data set but the size of the slice resolution, which can make it be widely used for 
large volume data visualization. 
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This algorithm only works on NVIDIA CUDA architecture, so NVIDIA graphics 
hardware is necessary. Future work includes mapping to other platforms, e.g. some 
high level shading implementation using shader language. Also quality of the resulting 
images should be improved by integrating lighting. 
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for the Prediction of Protein Folding
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Abstract. This paper discusses the calculating problem about protein-
folding lattice model and bings up the Improved Population Migration
Algorithm. The algorithm adds the idea of the Genetic Algorithm and
the Immune Algorithm into the framework of the Population Migration
Algorithm. The experiment results show that the Improved Population
Migration Algorithm has strong global search capability and stability
and can be obtained better solution than the existing algorithm.

Keywords: Protein-folding lattice model, Improved population migra-
tion algorithm, Stability.

1 Introduction

The problem of protein folding is also the problem of protein structure prediction.
It is one of the core issues in the field of bioinformatics and the center issues
of molecular biology , it is also an important task to solve the problem in after
the era of gene protein engineering. In the early 1960s, Anfinsen introduce the
famous thesis: natural protein conformation is the lowest energy conformation.
Since then, it is a reasonable assumption of thermodynamics to use of energy
minimization method to predict the protein structure.

At present, the problem of protein structure prediction that is still a problem
to be resolved, the main difficulty is the folding space growth in exponential as
the length of protein sequence growth. People do effort form two sapects to slove
the problem: (1) Physical models and mathematical models are simplied in the
conditon of maintaining the accuracy of the conditions, such as lattice model
[1], off-lattice model [2], etc. (2) It look for predicting the protein structure
of global optimization methods, for example Immune Algorithm(IA), Genetic
Algorithm(GA) , Simulated Annealing (SAand so on [3] . This article makes
some improvement about the Population Migration Algorithm and apply the
Improved Population Migration Algorithm in off-lattice model.

The Population Migration Algorithm(referred to PMA) [4][5] introduced by
Yonghua Zhou and Zongyuan Mao the scholar of china is global optimization
algorithm by simulating population migration mechanism.The algorithm mainly
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simulates the mechanism which the population shift fallow the economic cen-
ter and increasing pressure of population, the former make the algorithm to
choose a better search area and the latter can be avoid the algorithm into a
local optimization, therefore, the process of search show the features alternating
centralized and distributed search.

2 Off-Lattice Model of Protein Folding

20 varieties of amino acids are divided into two types according to the hy-
drophilicity or hydrophobicity: A(hydrophobicity) and B (hydrophilicity), so
useing A and B to represent protein sequence. The two adjacent amino acid
are linked with a unit bond. The protein sequence P = p1p2 · · · pn represent
length of n − 1 and arbitrary folding line, so the sequence form n − 2 angles
between bond and bond. The distance is about the function of the bond angle,
as the bond length is the length of unit. The function of distance rij is:

rij = ((1 +
j−1∑

k=i+1

cos(
k∑

l=i+1

θl))2 + (
j−i∑

k=i+1

sin(
k∑

l=i+1

θl))2)1/2 (1)

Energy E of a sequence of length n is defined as follow :

E =
n−1∑
i=2

V1(θi) +
n−2∑
i=1

(
n∑

j=i+2

V2(rij , ξi, ξj)) (2)

V1(θi) =
1
4
(1 − cosθi), V2(rij , ξi, ξj) = 4(r−12

ij − C(ξi, ξj)r−6
ij ),

For

C(ξi, ξj) =
1
8
(1 + ξi + ξj + 5ξiξj), ξi =

{
1 , pi = a;
−1 , pi = b.

(i = 1, 2, · · · , n) (3)

Forming equation (3), we can know that for the time correlation coefficient
C(ξi, ξj) is 1 when non-adjacent residues are AA , when AB for the correlation
coefficient C(ξi, ξj) is −1/2 when non-adjacent residues are AB and the correla-
tion coefficient C(ξi, ξj) is 1/2 when non-adjacent residues are BB, therefore , two
hydrophobic residues have a very strong gravity , the two hydrophilic residues
have slight gravity , between hydrophobic residue and hydrophilic residue has a
slight repulsion , this reflects the true property of the protein in some extent.

3 Application of the Population Migration Algorithm in
Protein Off-Lattice Model of Folding

3.1 The Idea of the Population Migration Algorithm

The framework of the Population Migration Algorithm as fallow:
1) People migrate in local area;
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2) The preferential region attract people immigrate to there;
3) People immigrate into preferential region until the population pressure reach
an certain limit;
4) People move out form preferential region and look for new opportunities.

In this process, on the one hand people get together in preferential region,
on the other hand people move away form preferential region as the population
pressure. The migration of the population is the process which people look for
preferential region in constant accumulation and proliferation of contradiction.

3.2 Application of the Population Migration Algorithm in Protein
Off-Lattice Model of Folding

According to compare with the migration algorithm results (local optimal value),
we found their configuration of corresponding are very similary,we do 9 times
continual calculation using the sequence of BBABBABB ,Although the energy
values are not equal in the 9 times iteration, each bond angle of BAB always in
a certain range. We belive the part configuration that have roughly equal vaule
except the direction (sign) have a good property , for exemple each configuration
of the bond angle 3 and 6. Therefore , using the idea of immune algorithm and
introduction of antibody memory mechanism, m local optimal points that are
prdouced m times iteration of population migration algorithm as initial structure
population , the small part of the configuration ( the part of good characters)
are retained to conduct genetic opreation, so the convergence rate of solution is
faster and more stable.

3.3 A Mixed Population Migration Algorithm (Immune-Genetic-
Migration Algorithm)

Step 1 : In the search space prdouce N points of uniform random (protein con-
figuration),let the i-th regional center centeri = xi , for each i; identify the
upper and lower bounds (centeri ± δi ) of the ith regional ,for i = 1, 2, · · · , N ;
computing energy E of every points, and initializing the best record value and
the best record point.

Step 2 : The population migrate in each regional; moving each points in uni-
form random: xi = 2δ · rand(∗) + (centeri − δ) ,rand(∗) is the random function.
If xi

j > bj, let xi
j = 2π − xi

j ; If xi
j < aj , then let xi

j = 2π + xi
j ; If xi

j = bj or
xi

j = aj , then give up it. Computing energy E for each points, recording the best
value and point.

Step 3 : If The number of population movement l is less than the number of
pre-specified then switch to step 2.

Step 4 : The population migration : It is the lowest energy point (That is the
best record point) as central to identify the preference region. There are N points
be produced in random and uniform to replace the original points in this region,
then computing energy E of each point, and recording the best value and point.

Step 5 : Shrinking the preference region:δ = (1−Δ)δ (Δ: shrinkage coefficient,
0 < Δ < 1), population migrate in preference region: It is the lowest energy
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point(That is the best record point) as central to identify the preference re-
gion, and there are N points be produced in random and uniform to replace the
original points in this region, then computing energy E of each point, and record-
ing the best value and point.

Step 6 : If δ > α( α is the parameter of population pressure, and it is a positive
small number pre-given ), then swith to step 5.

Step 7 : Reporting result.
Step 8 : Population extend: Producing N points x1, x2, · · · , xN to replace

original points in search region.
Step 9 : Times of iteration is m + 1,if times of iteration less than the number

of pre-designated, then switch to step 2.
Step 10: The configuration memory bank that are produced by m times iter-

ation make the initial structure of the population.
Step 11: Adjustment of adaptive value :

f(k) = (α + 0.5)sign(c−γ)sign( f(k)
fmax

−α)f(k)

sign(x) =
{

0 , x < 0;
1 , x ≥ 0.

fmax is the minimum adaptive value in population, and α is the threshold value
of ratio which adaptive value of better antibody defined divides by fmax,γ is the
concentration of threshold value of better antibody, c is the total concentration
of better antibody,fk is the adaptive value of NO.k antibody.

Step 12: Genetic operation.

(1) select : compared with the adaptive value(ene. rgy) of initial antibody
uesing sorting selection, and the smaller m/20 individuals directly into next
generation.

(2) cross : P1 and P2 are randomly selected from population as parent, and
according to the probability Pc(= 0.5) to cross operation ( Randomly select
2 individuals, and comparing same part of the energy, then selecting a better
random to generate cross i; P1 and P2 are divided into two parts form cross i,
and then changing the correspond part.)

(3) variation: Selecting one individual form population in random,and then
carring out mutation in the probability Pm(= 0.03).( Selecting one individual P1
in random , then generating variant i in random; if variant i of P1 is 1 replacing
it with 0 ,and if it is 0 replacing with 1.)

Step 13: Repeating step 11 and 12 until the number of cycle M > 20 of the
best individual not change.

Step 14: Producing the size of a m/10 antibody memory bank,selecting the
best of m/20 antibody into the antibody bank and replacing the worst of m/20
antibody. The antibody in antibody bank is a part of initial population and
others produced in random.

Step 15: Repeat steps 11-14 until Antibody memory bank to update the num-
ber of L > 5.
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4 Numerical Experiment Results

We use the software of VC++6.0 to achive the Population Migration Algo-
rithm (PMA) and the Improved Population Migration Algorithm (IPMA),and
numerical experiments are carrie out in the microcomputer of the pentium (R)
4 3.06GHz and 1 G memory, we chose the following sequence of the protein as
example, and comparing with the results of Genetic Algorithm and Simulated
Annealing[3], and showing results.

♣1(12) BAABBBBBABAB
♣2(13) BABBABBABBABB
♣3(15) BBABBAABBBBAABB
♣4(17) BBBAABBAABBBBBBBB
♣5(18) BBABBABABABABBBABB
♣6(20) BBABBABABABABBABBABB

Energy E is the minimum energy in 10 serial calculation,

Algorithm GA SA PMA IPMA
Sequence Emin Emin Emin Emin

♣1 − 5.91804 − 6.21719 − 6.3616 − 6.6342
♣2 − 8.08493 − 6.72458 − 7.26548 − 8.1733
♣3 − 16.3377 − 15.8845 − 16.6732 − 17.3329
♣4 − 15.3119 − 14.9615 − 15.3120 − 15.4988
♣5 − 17.1135 − 18.6404 − 18.0993 − 18.8488
♣6 − 13.6780 − 17.5107 − 17.6233 − 18.5177

The results of experiment are more satisfactory. The PMA is better than GA
and SA for the sequence ♣1♣3♣4♣6; The result of sequence ♣2 is worse than
GA , but it is better than SA. The result of sequence ♣5 is worse than SA ,
but it is better than GA . The rusults of IPMA is significantly better and more
stable than GA and SA.We belive the PMA and IPMA are applied to predict
the protein space structure.

5 parameters are set in PMA and IPMA,N : Population size, l: time of popula-
tion migration , Δ: shrinkage factor,a: population pressure parameters ,m: time of
iterations. Numerical experiments show that the rusult is better if the population
size N set larger, usually seting N = 1000. It can search much fully and increase
probability of finding global optimum , If we increase l and m and reduce Δ and
a, and at the same time good Precision is prduced by reducing Δ and a .

5 Conclusions

The IPMA,a probability-based search algorithm, well slove the phenomenon of
degradation that exit in the existing algorithm, and the convergence rate has
improved significantly. At the same time, the algorithm have better global search
capability and stability than Genetic Algorithm and Simulated Annealing in of
optimization off-lattice model, and convergence rate and the stability of the
solution are better than Polulation Migration Algorithm.
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Acknowledgments. Bond of off-lattice model can rotate in every dirtection ,so
the model is similar to the real protein compared with the lattice model. Further
research on PMA and IPMA can focus on the following:

(1) Using the simplified model that is better reflect real characteristics of pro-
tein,for example,recently an improved off-lattice model is put forword by Chen
Mao and Huang Wen-qi [6];
(2) Extending PMA in IPMA Algorithm to solute problem of protein of three-
dimensional lattic model and off-lattice model.
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Abstract. Gene sorting is a method proposed in this article that consists of or-
dering trial vector’s component in differential evolution (DE). This method 
tends to significantly increase the convergence speed of DE with just a little 
modification on the original algorithm. A benchmark set of 18 functions is used 
for comparing both algorithms. Most importantly, the proposed methods can be 
incorporated in other variants of DE to further increase their respective speeds; 
Iterated Function System Based Adaptive Differential Evolution (IFDE) is used 
in this paper as a variant example and it is about 5 times faster for 30-dimension 
problems. 

Keywords: Differential evolution, Global optimization, Convergence speed, 
Gene sorting. 

1   Introduction 

The purpose of global optimization is to find the point x* minimizing a function ( )f x , 

generally called objective or cost function, defined from a set R nΩ ⊆ to R . A priori, 
there is no restriction on ( )f ⋅ , it can be continuous or not, differentiable or not, convex 
or not and with multiple local minima. In certain engineering fields, the function to be 
optimized might even be seen as a black box that does not have an explicit expres-
sion. Hence, classic optimization techniques such as linear programming (LP), the 
method of steepest-descent (SD) or least mean-squares (LMS) cannot be applied. 

In contrast, genetic algorithms (GA) are a special group of optimization methods 
that depend less on the objective function properties. Hence, they have gain an in-
creasing attention in the past few decades by their effectiveness and robustness in 
solving complex optimization problems in various research fields. 

Differential Evolution (DE) [1] is a special case of these GAs, which has been 
proved to solve a broader range of optimization problems, thus, attracting even more 
interests in the last few years. Another important advantage of DE besides its robust-
ness is its simplicity. In fact, the original DE was just about 20 lines of code, consid-
erably smaller compared to other GAs. 

The algorithm proposed in this paper is a modification to DE that helps enhancing 
its search speed without influencing the final result’s accuracy. The main idea is 
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based on a geometrical concept in which 2 vectors with components sorted the same 
way always have a smaller difference (norm of the difference), further details are 
provided in section 3. 

The rest of the article is organized as follows: Section 2 gives a brief description of 
DE; the proposed method is detailed in section 3. Simulation settings and experimental 
results are presented in section 4 and the conclusion is drawn in section 5. 

2   DE Description 

Differential Evolution (DE) is a population-based stochastic search algorithm that 
encodes its elements during each generation towards a global optimum. The popula-
tion size is generally denoted by NP and each individual in the population is a vector 

1 2
, , , ,( , ,..., )D

i G i G i G i Gx x x=X  of dimensio D . As in biological evolution, DE’s algorithm is 

mainly divided into three parts: Mutation, crossover and selection. Several variants of 
DE exist and are mainly different in the way mutation and crossover is performed. 
However, the variant considered in this paper is the most used and is called 
DE/rand/1/bin [1]. Since global optima are usually unknown before applying the 
algorithm, therefore the population should be initialized in the search space in a uni-
formly random manner. 

Mutation 

For each target vector ,i GX in the current generation, a mutant vector ,i GV is obtained 

by randomly choosing a vector 1,r GX and adding it to the scaled difference of two ran-

domly chosen vector 2,GrX and 3,r GX such that 1 2 3, , ,i r r r are all mutually different. The 

resulting mutant vector can be expressed as follows: 

, 1, 2, 3,( )i G r G r G r GF= + × −V X X X  (1) 

F is the scaling factor and is generally chosen between 0 and 1. 

Crossover 

Given a target vector Xi,G and the corresponding mutant vector Vi,G, a trial vector Ui,G 
is obtained by combining the elements (genes) of the former two vectors as follows: 

, rand
,

,

 , if rand (0,1)  or 

otherwise

j
i G j rj

i G j
i G

v C j j
u

x

⎧ ≤ =⎪= ⎨
⎪⎩

 (2) 

The constant [ ]0,1rC ∈ is the crossover rate, [ ]rand 0,1j ∈ is the jth evaluation of an uni-

form random number generator in the interval [0,1], rand {1, 2,..., }j D∈  is a random pa-
rameter index chosen once for each i. 

Selection 

At this stage a natural selection has to be performed to choose the individual yielding 
lower objective (cost) between the target and trial vectors, i.e.: 
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, , ,
, 1

,

if  ( ) ( ) 

Otherwise
i G i G i G

i G
i G

f f
+

<⎧⎪= ⎨
⎪⎩

U U X
X

X
 (3) 

The same procedure is usually repeated for a given amount of generations or until a 
certain cost has been reached. Various stopping criteria might be implemented de-
pending on the optimization problem at stake. 

3   Proposed Method: Gene Sorting 

During the past few years, various variants of DE have been proposed to increase its 
robustness and convergence speed [2-4]. These variants mainly aim at (self-) adapting 
the scaling factor, crossover rate, the population size and/or the mutation scheme to the 
problem at stake instead of manually tuning them. In fact, the trial-and-error method can 
be very time consuming since the parameter selection is problem-dependent. 

However, the method proposed in this article takes a different prospective and does 
not attempt to adapt the algorithm parameters, but simply suggests to sort or order the 
genes in trial vectors. Therefore, this method can be combined with other DE variants 
to further increase their respective search speeds. 

3.1   Theoretical Justification 

A definition and two theorems have to be enounced before presenting the proposed 
method. 

Definition 1. Given two vectors X=(x1,x2,..,xn), Y=(y1,y2,…,yn) and a permutation 
(interleaver) π such that 1 2 1( , ,..., ) π( ),  with   n i ix x x x x i+′ ′ ′ ′ ′ ′= = ≤ ∀X X . Then X and Y are 

said to be ordered in the same way iff 1 1 2  with ( , ,..., ) π( )   i i ny y i y y y+′ ′ ′ ′ ′ ′≤ ∀ = =Y Y  

Y

x

y

||X-Y||

||X-Y ||

||X-Y|| ||X-Y ||

y1
y2

x1 x2

x1

y1 y2

 

Fig. 1. Norm of the difference vector with and without sorted components in 2-dimension space 
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Theorem 1. Given any vector X=(x1,x2,..,xn) with sorted components, .i.e. xi≤xi+1 ∀i 
and another vector Y=(y1,y2,…,yn), then there is always less distance between X and 
Y if the components of Y are also sorted in an ascending order as illustrated on Fig.1 
(2-dimension case). 

 
Proof. The proof is divided into two parts and we supposed that vector 

( )1 2, ,.., nx x x=X is sorted in an ascending order i.e. i 1ix x i+≤ ∀ . 

a) Given a vector ( )1 2, , , ny y y= …Y with at least two ordered elements 

k ly y≤ with k l≤ and a third vector ′Y with the same elements as Y in the same 

order but with these two elements at interchanged position, i.e.:  

( )1 2 1 1 1 1, , , , , , , , , ,  ,k l k l k l ny y y y y y y y y− + − +′ = … … …Y . (4) 

Then  
||X−Y||2 − ||X−Y´||2 = (yk−xk)

2+(yl−xl)
2 − (yl−xk)

2 − (yk−xl)
2 

       =−2(yl−yk)( xl− xk) ≤ 0 . 
(5) 

So   

| || || ||′− ≤ −X Y X Y . (6) 

b) We consider a random vector ( )1 2, , , ny y y= …Y then using a sorting algorithm 

as bubble sort [5] and because of a) the obtained vector at each iteration step of the 
algorithm is always closer to X than the previous one, i.e.: ( 1) ( )|| || || ||i i+− ≤ −X Y X Y , 

the superscript denoting the iteration index. At the final step, we call sortedY the ob-

tained sorted version of Y and we conclude that  

| || || ||− ≤ −sortedX Y X Y . (7) 

                                                                                                                                   ■ 
 

Theorem 2. The distance between two vectors (points) is always smaller if their co-
ordinates are ordered in the same way. 

Proof. Given a vector ( )1 2, ,.., nx x x=X with its elements in a random order and a 

permutation (interleaver) π such that: 

1 2 1( , ,..., ) π( ),  with   n i ix x x x x i+′ ′ ′ ′ ′ ′= = ≤ ∀X X  

The permutation is bijective and therefore the inverse operation π-1 exists. For any 
random vector Y and its image ´Y with respect to π. 

-1 -1

-1

|| || || π ( ) π ( ) ||

              = || π ( ) ||

              = || ||

′ ′− = −

′ ′−
′ ′−

X Y X Y

X Y

X Y

 . (8) 
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It can be deduced that when the elements of Y  are given, then distance between 
X´ and ´Y  is minimum when the elements of ´Y are ordered in an ascending order 
according to theorem 1, equivalently, the elements of Y  should be ordered in the 
same way as those of X to yield a minimum difference. 

3.2   Description of DE with Gene Sorting (DE_GS) 

Following the previous observations, let the optimum solution be * * *
1 2* ( , ,..., )nx x x=X , 

therefore any trial vector ,Ui G is closer to X * if its components are ordered the same 

way as X * . In particular if the objective function is insensitive to the order of the 
vector’s component, then for simplicity purpose, an ascending order might be as-
sumed by default. Notice that the rest of the DE algorithm is kept unchanged and left 
as is and the only modifications are done on the trial vector just after the mutation 
procedure. Therefore, the modifications proposed in this article are minor but the 
convergence speed is at least doubled in most of the cases. 

The justification for the appellation “gene sorting” is because a trial vector is 
equivalent to a chromosome and therefore its components are genes. Sorting them is 
equivalent to “sorting genes”, hence this procedure can also be seen in a biological 
aspect as gene specialization or specification. Hereafter, DE with Gene sorting will 
then be called DE_GS. 

However, DE_GS should not be applied when there is absolutely no information or 
statistics on the optimum solution. In this case, the default DE algorithm (or the corre-
sponding variants) should be used instead. 

The proposed algorithm can be further optimized in the case the cost function is in-
sensitive to component ordering. In this specific case, trial vectors can me ordered 
only if they have successfully passed the natural selection step. This can help avoid-
ing unnecessary ordering for unsuccessful trial vectors. 

4   Experimental Results 

The experiments have been conducted on a benchmark set of 18 functions selected from 
[3, 4] and all of dimension equal or greater than 10 defined as in Table 1. The choice of 
higher dimensional problems is because they are more challenging as far as speed is 
concerned. The stopping criteria are when the best individual in the population reaches a 
certain minimum called the Value-To-Reach (VTR) or when the maximum number of 
function evaluation, MAXnfe, is reached. During the experiments, VTR is set to 

( )*   1E 8f x + − for all functions except for 14f , 16f and 18f where it is set to 

( )14 *  - 1E 8f x − (This is a maximization problem), ( )16 *   0.1f x + and 

( )18 *   6.7E 4f x + − respectively. In order to reduce the effect of stochastic hazard, each 

experiment in this section is run 50 times and only the average result is presented. 
The benchmark functions are listed in Table 1, their respective dimension, search 

range and minima are also given: 
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Table 1. Benchmark functions: Sphere(f1), Axis parallel hyperellipsoid(f2), Schwefel’s problem 
1.2(f3), Rosenbrock(f4), Rastrigin(f5), Griewank(f6), Sum of different power(f7), Ackley(f8), 
Levy(f9), Zakharov(f10), Schwefel’s problem 2.22(f11), Step(f12), Alpine(f13), Exponential(f14), 
Paviani(f15), Salomon(f16), De jong’s function 4(no noise) (f17), Schwefel(f18). 

Test Function D S x* fmin 
2

1 1( ) D
ii

f x x==∑  30 [-5.12, 5.12]D (0,0,…,0) 0 
2

2 1( ) D
ii

f x ix==∑  30 [-5.12, 5.12]D (0,0,…,0) 0 
2

3 1 1( ) ( )D i
ji j

f x x= == ∑ ∑  
20 [-65, 65]D (0,0,…,0) 0 

1 2 2 2
4 11( ) [100( ) (1 ) ]D

i i ii
f x x x x−

+== − + −∑  30 [-2, 2]D (1,1,…,1) 0 
2

5 1( ) 10 ( 10cos(2 ))D
i ii

f x D x xπ== + −∑  10 [-5.12, 5.12]D (0,0,…,0) 0 
2

6 1 1
( ) 4000 cos( ) 1DD

i ii i
f x x x i= == − +∑ ∏  30 [-600, 600]D (0,0,…,0) 0 

( 1)
7 1( ) | |D i

ii
f x x +

== ∑  30 [-1, 1]D (0,0,…,0) 0 

2
8 1

1

( ) 20 exp( 0.2 )

            exp( cos(2 ) ) 20

D
ii

D
ii

f x x D

x D eπ
=

=

= − −

− + +

∑

∑  

30 [-32, 32]D (0,0,…,0) 0 

12 2 2
9 1 11

2 2

( ) sin (3π ) ( 1) (1 sin (3π ))

            +( 1) (1+sin (2π ))

D
i ii

D n

f x x x x

x x

−
+== + − × +

−

∑

 
30 [-10, 10]D (1,1,…,1) 0 

2 2 4
10 1 1 1( ) ( 0.5 ) ( 0.5 )D D D

i i ii i i
f x x ix ix= = == + +∑ ∑ ∑  30 [-5, 10]D (0,0,…,0) 0 

11 1 1
( ) | | | |DD

i ii i
f x x x= == +∑ ∏  30 [-10, 10]D (0,0,…,0) 0 

2

12 1( ) 0.5D
ii

f x x== +⎢ ⎥⎣ ⎦∑  
30 [-100, 100]D 0.5≤xi≤0.5 0 

13 1( ) sin( ) 0.1D
i i ii

f x x x x== +∑  30 [-10, 10]D (0,0,…,0) 0 
2

14 1( ) exp( 0.5 )D
ii

f x x== − ∑  10 [-1, 1]D (0,0,…,0) 1 
2 2 0.2

15 1 1
( ) [(ln( 2)) (ln(10 )) ] ( )DD

i i ii i
f x x x x= == − + − −∑ ∏  10 [2, 10]D xi=9.351 -45.778 

16 ( ) 1 cos(2π || ||) 0.1 || ||f x x x= − +  10 [-100, 100]D (0,0,…,0) 0 
4

17 1( ) D
ii

f x ix==∑  30 [-1.28, 1.28]D (0,0,…,0) 0 
1 2

18 1( ) 418.9829 sin(| | )D
i ii

f x D x x== × −∑  30 [-500, 500]D 420.969 0 
 

4.1   Experiment Series 1: Comparison between DE and DE_GS with Settings 
from [4] 

An attempt is made to empirically compared DE to DE_GS based on their average 
success performance (SP). For sake of comparability, most of the settings used here 
are the same as those in [4]. SP is a metric that takes into account the average  
number of function evaluations (nfe) and the average success rate (SR) defined as 
follows: 

number of times VTR was reached mean(nfe for successful runs)
SR ,      SP

total number of trials SR
= =

 
(9) 
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The acceleration rate is also defined as: 

DE

DE_GS

SP
AR

SP
=  (10) 

AR is a metric that shows how fast DE_GS is, compared to DE. If AR ≥ 1 then 
DE_GS is faster, otherwise it is slower. 

Parameter settings [4] 

 Population size, NP = 100 
 Scaling factor F = 0.5 
 Crossover rate Cr = 0.9 
 Maximum number of function evaluations MAXnfe=1E+6 

The comparison result is shown in table 2. 

Table 2. Comparison between DE and DE_GS for 18 test functions 

 D DE DE_GS AR 
f1 30 85692 58128 1.474195 
f2 30 94838 45950 2.063939 
f3 20 168066 22598 7.437207 
f4 30 412508 239608 1.721595 
f5 10 329762 22718 14.51545 
f6 30 111414 - - 
f7 30 28496 7581 3.758871 
f8 30 177960 104173 1.708312 
f9 30 95042 - - 
f10 30 389580 50904 7.65323 
f11 30 184670 34408 5.367066 
f12 30 34600 23907 1.447275 
f13 30 372468 39458 9.439607 
f14 10 19590 9875 1.983797 
f15 10 15638 8171 1.913842 
f16 10 36930 8990 4.107898 
f17 30 50021 48662 1.027927 
f18 30 - 28400 - 

Average  160055  48342  4.374681

 
According to Table 4, DE_GS is in average more than 4 times faster than DE and 

can get 7 to 9 times faster for some functions. Hence, gene sorting can clearly in-
crease the convergence speed of DE. However, similarly to DE, DE_GS also seems to 
be influenced by the parameter settings (F and Cr). In fact, DE did not find the opti-
mum for f18, the same happened to DE_GS for f16 and f19 (it is shown by the dashes 
in the table). 

Therefore, the comparison shown in Table 2 could not be considered complete if not 
tested for values of F and Cr with which each algorithm performs the best, respectively. 
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4.2   Experiment Series 2: Comparison of DE and DE_GS with Their Respective 
Best Control Parameters 

The purpose of this experiment is to perform a “fair” comparison between DE and 
DE_GS. Therefore, only their best performances are compared in this subsection. The 
parameters for which DE and DE_GS respectively perform the best are found by 
keeping the dimension and the population size intact as in the previous experiment, 
but varying Cr between 0 and 1, F between 0 and 1.5 with a precision of 0.1. Since, 
each simulation is run for 50 trials, the best settings are found after running 
50*11*16= 8800 trials for each function. Hence, this operation is extremely time-
consuming; therefore, only 7 functions were chosen for the procedure (including 
those for which DE or DE_GS did not convergence in the previous experiment): f1, f6, 
f7, f9, f10, f13 and f18. Similar results should be obtained for the other functions. The 
settings for which they perform the best and the corresponding acceleration rates are 
shown in Table 3. 

Table 3. The best parameter settings and AR for f1, f6, f7, f9, f10, f13 and f18 

DE DE_GS Test 
function Cr  F min(SP) Cr F min(SP) 

AR 

f1 0.6 0.2 29390 1.0 0.6 10788 2.72 
f6 0.5 0.2 37651 1.0 0.7 17530 2.15 
f7 0.6 0.1 8149 1.0 0.5 3438 2.37 
f9 0.6 0.2 31352 1.0 0.6 13349 2.35 
f10 0.9 0.4 224638 0.9 0.6 36002 6.24 
f13 0.9 0.3 93530 1.0 0.6 27418 3.41 
f18 0.1 0.1 44248 1.0 0.8 17820 2.48 

 
It is clear from these results that DE_GS is in average 3 times faster than classic 

DE (Note that NP is kept to 100) for their respective best control parameters. 
In the meantime, from Table 3 and other results not shown here, it seems that 1.0 

and 0.6 could be good initial choices for Cr and F respectively, for DE_GS, regardless 
of the function to be minimized. But further investigations need to be conducted in 
this regard. However, the integration of gene sorting should also be easy and straight-
forward in variants of DE with adaptive or self-adaptive schemes. 

The last experiment of these series is the comparison between DE and DE_GS 
while the population size varies between 5×D and 10×D (Population range proposed 
in [1]) for their best settings (as shown in Table 3). The results are shown in Table 4 
for D=10, D=30 and D=60 respectively. 

Table 4 shows that DE_GS is in average always faster compared to DE and it gets 
faster as the problem dimension increases. The average acceleration rates are 2.0, 4.7 
and 11.4 for 10-dimension, 30-dimension and 60-dimension (VTR=1e-3 for f18) prob-
lems, respectively. Hence, DE’s speed could be considerably increased for high di-
mensional problems. 
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Table 4. Acceleration rates for f1, f6, f7, f9, f10, f13 and f18 with the best settings for DE and 
DE_GS. D = 10, 30, 60; NP = 5xD, 6xD, 7xD, 8xD, 9xD, 10xD 

 f1 f6 f7 f9 f10 f13 f18 

NP D=10 

5xD 1.76 2.82 4.29 1.50 5.06 0.70 1.29 

6xD 0.43 2.99 3.43 1.29 2.11 2.03 1.13 

7xD 1.69 2.12 3.06 1.46 1.92 2.35 1.08 

8xD 1.67 2.07 2.10 1.43 1.94 2.67 1.13 

9xD 1.71 1.98 1.63 1.43 1.97 2.85 1.15 

10xD 1.69 2.32 1.67 1.47 2.05 3.31 1.13 

 Mean AR = 2.00  

NP D = 30 

5xD 2.89 2.18 2.55 2.47 6.83 4.96 2.38 

6xD 2.92 2.30 2.41 2.49 7.48 7.07 2.42 

7xD 2.89 2.35 2.43 2.55 7.87 9.04 2.43 

8xD 2.93 2.26 2.40 2.53 8.17 14.63 2.41 

9xD 2.97 2.30 2.50 2.54 8.66 17.49 2.44 

10xD 2.99 2.34 2.44 2.58 9.07 21.90 2.42 

Mean Mean AR = 4.73  

NP D = 60 

5xD 4.23 3.23 3.42 3.69 22.17 7.65 3.63 

6xD 4.30 3.27 3.54 3.78 24.88 13.22 3.66 

7xD 4.27 3.28 3.52 3.76 26.85 17.51 3.66 

8xD 4.36 3.26 3.41 3.78 28.83 36.35 3.68 

9xD 4.41 3.30 3.71 3.79 30.52 46.80 3.66 

10xD 4.46 3.29 3.64 3.82 31.92 81.76 3.66 

Mean Mean AR = 11.43  

 

4.3   Experiment Series 3: Application of Gene Sorting on a Variant of DE Called 
Iterated Function System Based Adaptive Differential Evolution (IFDE) 

A detailed presentation of IFDE can be found in [6] and IFDE with gene sorting is 
called IFDE_GS hereafter. The comparison results are shown in Fig.2, Fig.3, Fig.4 
and Fig.5 (not all the functions could be shown here due to space limitation). Mean 
Value represents the average minimum value (over 50 trials) obtained at each stage of 
the generation. 
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Fig. 2. IFDE and IFDE_GS comparison on the sphere function 
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Fig. 3. IFDE and IFDE_GS comparison on the Rastrigin’s function 
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Fig. 4. IFDE and IFDE_GS comparison on the Schwefel’s problem 1.2 
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Fig. 5. IFDE and IFDE_GS comparison on the De jong’s function with noise 

 

From these figures, it can be seen that with gene sorting, IFDE is 5 times faster for 
the sphere’s function and the De jong’s function with noise, 6 times faster for Schwe-
fel’s problem 1.2 and 10 times faster for Rastrigin’s problem. 

In view of these results, we can conclude that the combination of gene sorting to other 
variants of DE could bring promising outcomes and it is worth further investigations. 

5   Conclusion 

Differential evolution is a simple, yet efficient genetic algorithm for global optimiza-
tion problems that has gained an increased attention over the past few years in a broad 
range of research fields. In this paper, we show from a geometric point of view that 
ordering the components of trial vectors (gene sorting) in the same order as the opti-
mum solution can very much increase the convergence speed of the algorithm. Even 
though optimum solutions are unknown prior to search, the component’s order of the 
optimum point for various objective functions can be deduced prior to search. A spe-
cial case is when the objective function is insensitive to component’s ordering; in this 
particular case, these components can be sorted in an ascending order by default. We 
also suggest the application of gene sorting in other variants of different evolution 
including those with adaptive and/or self-adaptive schemes to further increase their 
respective convergence speeds. 
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Abstract. The effect of anatomical noise is one of the major challenges for the 
early detection of pulmonary nodules in chest radiograph. A method aimed at 
eliminating these anatomical noises while enhancing contrast of anatomical fea-
ture is presented. The method is based on local modification of gradient magni-
tude values provided by the redundant dyadic wavelet transform. It includes 
two key steps. The first one is to threshold wavelet coefficients, which is ac-
complished by using a threshold strategy. The purpose of this operation is to re-
duce the effect of background and anatomical noise on the region of interesting 
in the chest radiograph. The second one is to do a normalization operation for 
all retained wavelet coefficients at a same scale. The purpose of this operation 
is to ensure that the enhanced image is not sensitive to the variance of radio-
graph acquirement environment. Experimental results (performed under differ-
ent conditions.) indicate the efficiency and the effectiveness of the proposed 
method in radiography enhancement. 

Keywords: Radiography enhancement, Anatomical noise, Wavelet transformation. 

1   Introduction 

Lung cancer is one of the most frequently occurring cancers of all cancer diagnoses, 
and detecting the disease in its early stages is the most promising strategy to enhance 
the survival chances of patients [1]. Chest radiography is currently the most common 
tool for the initial detection and diagnosis of lung cancer [2]. However, the early de-
tection of pulmonary nodules in chest radiography images can be one of the most 
challenging in clinical practice [3]. The main reason is that a chest radiograph is a 
projection image which contains noise-like components because of the overlapping of 
fine anatomical structures. These components can not be distinguished as anatomical 
structures and thus referred as anatomical noises [4].  

Our purpose in this study is to develop a technique that can be used to remove the 
anatomical noise from a chest radiograph. We employed wavelet transformation (WT) 
in our work. The advantage of this multi-scale technique is that the structures of dif-
ferent size appear at different scales and can be processed independently. Since we 
can express the original image as a combination of its approximations and different 
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levels of details, we can build an enhancement algorithm in WT domain. Special 
attention was paid when designing the enhancement function and the processing strat-
egy for the finest scales. Experimental results (performed under different conditions.) 
indicate that the proposed method is capable of considerably improve the subjective 
image quality without providing any noticeable artifact. 

The remainder of this paper is organized as follows: Section 2 describes the data-
base used for this study. A simple description of wavelet transformation is given in 
Section 3 firstly, and then the method used in this study is depicted in detail. Section 4 
shows the experimental results. Conclusions of this paper are shown in Section 5. 

2   Database 

The database used for this study included 91 chest radiographs containing 75 solitary 
pulmonary nodules and 410 non-nodules, selected from the Japanese Standard Digital 
Image (JSRT) Database developed by the Japanese Society of Radiological Technol-
ogy, which is available publicly. The JSRT Database includes 154 abnormal chest 
radiographs, each with a solitary pulmonary nodule, and 93 non-nodule chest radio-
graphs. These original screen-film images were digitized with a 0.175 mm pixel size, 
matrix size of 2048×2048 pixels, and 12 bits of gray scale. For increasing computa-
tional efficiency, the size of the chest radiographs was reduced to 500 by 500 pixels 
with a 10 bit gray scale level through the use of averaging from that of 2048 by 2048 
with a 12 bit gray scale level. 

3   Method 

3.1   Wavelet Transformation [5]  

In medical image processing, we usually deal with discrete data. We will therefore 
focus our discussion on discrete wavelet transform rather than continuous ones here. 

Let 

))()((),( , ttfkjC kjψ•=                                             (1) 

be the discrete wavelet transform (DWT) coefficients of signal ( )f t  and let , ( )j k tψ  

be an orthogonal wavelet function. Given the details D (high-frequency information) 
and approximations A (low-frequency information) of the signal ( )f t  at level j , 

reconstruction of the signal f (t) from its WT coefficients at different scales is defined 
as 
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Then the wavelet decomposition can be done by using iterated two-channel filter 
banks (as shown in figure 1). 

 

 

Fig. 1. Illustration of wavelet transforms. Wavelet transformation can be done by using iterated 
two-channel filter banks: high-pass filters and low-pass filters. The high-pass filters are detail 
coefficients, and the low-pass filter are approximation coefficients. 

The down-sampled outputs of the high-pass filter are detail coefficients, and the 
down-sampled outputs of the low-pass filter are approximation coefficients. The de-
tail and approximation coefficients provide an exact representation of the signal. De-
composing the approximation coefficients perform a further level of the detail and 
approximation coefficients. 

The reconstruction process is done by inverse iterative two-channel filter bank, 
consisting of up-sampling from each channel, performing a synthesis low-pass and 
high-pass filtering, and summing up the results from both channels. 

3.2   Radiography Enhancement by Wavelet Transformation 

The mainly cause which leads to variance of pixel in chest radiograph is that the dif-
ferences of attenuation coefficients between signals and background substance are 
subtle in some cases [6]-[8]. In these cases, small wavelet coefficients often appear in 
the slowly varying places, whereas large wavelet coefficients often appear in rapidly 
varying regions. Most structures of our interest often lie in slowly varying regions and 
have small wavelet coefficients since their attenuation coefficients differ slightly from 
those of the background [8].  
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Under this consideration, to enhance radiograph, we suggest that a non-linear map-
ping should be performed on wavelet coefficients. Our ideas are illustrated in figure 2, 
which consists of the following three operations: 

Firstly, the original image is decomposed by WT.  
Then contrast enhancement is done by modifying the coefficients obtained from the 

decomposed image. Small coefficient values represent subtle details and are amplified 
to improve the information of the corresponding details. The stronger image density 
variations make a major contribution to the overall dynamic range, and have large 
coefficient values. These values can be reduced without much information loss. 

Finally, the inverse WT is done to obtain the enhanced image. To compute each lower 
level of approximation coefficients using the modified detail and approximation coeffi-
cients of the previous level of reconstruction until the final enhanced image is computed. 

 

Fig. 2. Image enhancement based on wavelet transformation. Contrast enhancement is done by 
modifying the coefficients obtained from the decomposed image. Small coefficients are ampli-
fied to improve the information of the corresponding details. Large coefficient values are re-
duced without much information loss. 

To modify the WT coefficients for obtaining a right enhanced image, the following 
basic constraints [9] should be considered and followed: 

(1) An area of low contrast should be enhanced more than an area of high contrast. 
This is equivalent to say that smaller values of wavelet coefficients should be 
assigned larger gains. 

(2) The radiograph enhancement must not cause misleading information, making a 
structure looking more or less significant than it is must be avoided. 

(3) Monotonically increasing: Monotonicity ensures the preservation of the relative 
strength of signal variations, and avoids changing location of local extremer, or 
creating new extremer. 

Based on what mentioned above, the method for modification of WT coefficients 
and computation of the enhanced images from the modified transform coefficients is 
described in the following. 

 
(1). To modify the detail coefficients 

A simple piecewise power transform [8] can be used here: 

( , ) sgn( ( , )) | ( , ) | ,0 1y i j x i j x i j γ γ= < <                                     (3) 
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where ( , )x i j  is detail coefficients after first wavelet decompose), γ is a tunable pa-

rameter for controlling the enhancement level. Small γ provides higher enhancement 
and the enhanced image converges to the original image when γ approaches one. 

Such enhancement is simple to implement, and was used successfully for contrast 
enhancement on mammograms [9]. However Further researches indicate that such 
simple enhancement operator is limited to contrast enhancement of data with very low 
noise level for the reason that this transform may also amplify noise components 
which related to wavelet coefficients with small magnitude [10]. 

Aim at this problem, in our study, a method proposed by Xu [10] is employed, 
where the correlation degree of wavelet coefficient between different neighborhood 

scales is computed first, where  nW  is the wavelet coefficient of scale n, and 1+nW  is 

the wavelet coefficient of scale n+1. 
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then who (noise or detail) produces the wavelet coefficients is determined according 
with the correlation degree values. If the absolute value of the wavelet correlation 
degree of a pixel is larger than that of the wavelet coefficient value in this pixel, then 
the wavelet coefficient of the pixel is produced by detail image signal. Otherwise the 
wavelet coefficient is produced by noise. 

Next different processing is done to the wavelet coefficients produce by noise or 
details respectively. To avoid loss of weakly contrasting detail information, we refrain 
from integrating genuine delousing into our approach just by wavelet coefficient 
shrinkage. Instead, we seek to prevent unacceptable noise amplification, also to avoid 
creating any new discontinuities, during image enhancement. As a result, the follow-
ing sigmoid function [11] is adopted to modify the detail wavelet coefficients in our 
study: 

))]),((())),((([)),(( bjixcsigmbjixcsigmajixE +−−−=           (5) 
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))1(())1((

1

bcsigmbcsigm
a

+−−−
=                                 (6) 

te
tsigm −+

=
1

1
)(                                                   (7) 

the parameters b (0<b<1) and c respectively control the threshold and rate of en-
hancement. It can be easily seen that E(x) in Equation (7) is continuous and mono-
tonically increasing within the interval [1, 1]. Furthermore, any order of derivatives of 
E(x) is existent and continuous. This property avoids creating any new discontinuities 
after enhancement. 
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(2). To attenuate the approximation coefficients 

The human visual system is sensitive to the different spatial frequencies in an im-
age. In particular, the plots for human visual frequency indicate that some frequencies 
are more visible than the others, and some are not important at all. Removing certain 
frequencies can help emphasize the others (keeping the total image energy the same), 
and improving the quality of the image [12].  

For image wavelet transform, because the stronger image density variations make a 
major contribution to the overall dynamic range, so its have large coefficient values. 
Based on the principle of human visual system mentioned above, these values can be 
reduced without much information loss. For this purpose, here the following equation 
is adopted. 

10),,(),(' <<= αα jiAjiA                                               (8) 

(3). To normalize wavelet coefficients 
In fact, with the variance of wavelet coefficients, the absolute pixel values of a ra-

diograph have also been changed. In order keep the image information energy scale 
invariance, when all operations mentioned above are finished, we will do a normaliza-
tion operation for all different wavelet coefficients at a same scale, as show in Equa-
tion (9). This operation ensures the enhanced image has a same energy scale with its 
corresponding original image. The normalized image may be not sensitive to the vari-
ance of radiograph acquirement environment and may be better for further used in a 
computer aided diagnosis system. 
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4   Experiments 

In this section an experimental validation of the proposed method is provided. In our 
experiment, the performance of the proposed method is evaluated via its effect on 
ROI images and its corresponding output ROI images by our current CAD system 
(4.1) and by its influence on the performance of our CAD in the false positive reduc-
tion of nodule detection in chest radiograph (4.2). 

4.1   Effect of the Proposed Method on ROI Images and Its Output ROI Images 

The anatomical noise removing method based on wavelet transform was applied to 
our database of 91 original chest radiographs which contains 75 nodules and 410 non-
nodules. Figure 3 illustrates the processed ROI images without and with wavelet 
transform and their corresponding output ROI images by our CAD system, respec-
tively. From Figure 3, it can be seen that the boundary of ROI images without wavelet 
transformation are a little blur in visual because of the anatomical noise, while the 
ones with wavelet transformation are very clearly. The output ROI images by our 
CAD system with wavelet transformation are lighter than that of ones without wavelet 
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transformation. Compared with Fig.3 (a), Fig.3 (b) reveals fine details. This indexes 
that the wavelet anatomical noise removing method is helpful for improve the per-
formance of our current computer aided nodules detection scheme. 

 

   
 

    

(a)                                            (b) 

Fig. 3. ROI images without and with wavelet enhancement. (a) ROI images without wavelet 
enhancement and its corresponding output ROI images by our CAD. (b) ROI images with 
wavelet enhancement and its corresponding output ROI images by our CAD. 

4.2   Influence of Proposed Method on Our Current CAD in False Positive 
Reduction of Nodule Detection in Chest Radiograph 

In order to investigate the influence of the proposed method on the performance of 
our CAD system in false positive reduction of nodule detection in chest radiograph, 
we applied our CAD system to the 75 true positives (nodules) and 410 false positives 
(non-nodules) under two conditions: (1) without anatomical noise remove with wave-
let transformation, (2) removing anatomical noises by wavelet transformation. The 
performance of our CAD system was evaluated by FROC (Free Response Receiver 
Operating Characteristic) curve. The FROC curve expresses the sensitivity as a func-
tion of the number of false positives per image at a specific operating point on the 
curve. Figure 4 shows the FROC curves for our CAD under the two conditions. With 
the anatomical noise elimination, the number of false positives of our current CAD 



682 Z. Shi et al. 

was reduced from 4.8 to 3.2 false positive per image, at an overall sensitivity of 86%. 
The results indexes that the proposed method is helpful for the improvement of per-
formance of our CAD system in lung nodule detection in chest radiograph. 
 

 

Fig. 4. FROC curve of (thick solid curve) of our CAD for 75 true positives (nodules) and 410 
false positive (non-nodules) with wavelet transformation enhancement preprocessing, and 
FROC curve (dotted curve) of our CAD for the same database without wavelet transformation 
enhancement preprocessing 

5   Conclusions 

A novel method used for removing anatomical noise of chest radiograph is proposed, 
which is based on local modification of gradient magnitude values provided by the 
redundant dyadic wavelet transform. The advantage of this technique is that structures 
of different size appear separately in different scales, at each scale, weakly contrasting 
structures can be enhanced by suitable nonlinear processing independently. Experi-
mental results demonstrate the efficiency and the effectiveness of the proposed 
method in the lung nodule detection in chest radiograph based on our current CAD. 
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Abstract. Computation by self-assembly of DNA is an efficient method of exe-
cuting parallel DNA computing where information is encoded in DNA tiles and 
a large number of tiles can be self-assembled via sticky-end associations. It pre-
sents clear evidence of the ability of molecular computing to perform compli-
cated mathematical operations. We investigate how basic ideas on tiling can be 
applied to solving knapsack problem. It suggests that these procedures can be 
realized on the molecular scale through the medium of self-assembled DNA 
tiles. The potential of DNA computing by self-assembly for the knapsack prob-
lem is promising given the operational time complexity of Θ(n). 

Keywords: DNA computing, Self-assembly, Knapsack problem, DNA tile. 

1   Introduction 

Since the seminal work of Adleman on the HPP [1], the field of DNA based comput-
ing has experienced a flowering growth and leaves us with a rich legacy. Given its 
vast parallelism and high-density storage, DNA computing approaches have been 
employed to solve many combinatorial optimization problems. However, most of 
these proposals implement the computation by performing a series of biochemical 
reactions on a set of DNA molecules, which require human intervention at each step. 
Thus, one difficulty with such methods for DNA computing is the number of labora-
tory procedures. 

Winfree et al. first proposed the idea of computation by self-assembled tiles. Compu-
tation and self-assembly are connected by the theory of tiling, of which Wang tiles [2] 
are a prime example. Because that DNA tiles can be more easily “programmed” to 
incorporate the constraints of a given problem, it is possible to exercise some degree of 
controlling over the appearance of considerable waste of material that belongs to the 
traditional approach, and therefore parallel computation can be enhanced by self-
assembling process, where information is encoded in DNA tiles. The relation of DNA 
computation to self-assembling structures was developed in the mid-1990s, largely 
through the theoretical and experimental work of Winfree et al [3], [4], Seeman [5]  
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Reif [6] and Rozenberg et al. [7] Computational systems based on self-assembly have 
been demonstrated in both 1-D arrangements called “string tiles” [3], [8] and 2-D lat-
tices of DNA [4]. Other stable forms of nucleic acids include Z-DNA, non-migrating 
Holliday junctions, and duplexes with triple crossovers or “pseudoknots” [5], [9], [10]. 
For 2-D self-assembly, Winfree has proposed the Tile Assembly Model (TAM)[4] and 
demonstrated that it is Turing- universal by showing that a tile system can simulate 
Wang tiles [2], which Robinson has shown to be universal [11]. 

The first experimental demonstrations of computation using DNA tile assembly 
was in Ref. [12]. It demonstrated a two-layer, linear assembly of triple-crossover (TX) 
tiles that executed a bit-wise cumulative XOR computation. Barish et al. demon-
strated a DNA implementation of a tile system that copies an input and counts in 
binary [12]. Cook et al. used the TAM to implement arbitrary circuits [13]. Similarly, 
Rothemund et al. demonstrated a DNA implementation of a tile system that computes 
the XOR function, resulting in a Sierpinski triangle [14]. Brun proposed and studied 
some systems that compute the sums and products of two numbers using the  
TAM [15]. He then combined these systems to create systems with more complex 
behavior, and designed two systems that factors numbers and decides subset sum 
problems [16], [17]. We proposed two systems that compute the differences and quo-
tients of two numbers [18]. 

2   DNA Self-assembly 

DNA nanostructures provide a programmable methodology for bottom-up nanoscale 
construction of patterned structures, utilizing macromolecular building blocks called 
DNA tiles based on branched DNA. These tiles have sticky ends that match the sticky 
ends of other DNA tiles, facilitating further assembly into larger structures known as 
DNA tiling lattices. 

2.1   DNA Tile 

Branched DNA molecules provide a direct physical motivation for the TAM. There is 
also a logical equivalence between DNA sticky ends and Wang tile edges. These 
DNA tiles have unpaired ends of DNA strands sticking out and through these sticky 
ends, they can attach themselves with other tiles having the Watson-Crick comple-
mentary sticky end. Thus, these tiles can stick with one-another to assemble into 
complex superstructures and through this process they can compute in a way similar 
to Wang tiles. 

The most relevant constructions for DNA computing by self-assembly of DNA 
tilings include the double-crossover (DX) [19] and triple- crossover (TX) [20] com-
plexes. These tiles can be constructed using a variety of possible nucleotide se-
quences. We can use different sequences to denote different symbols or values. For 
example, we can have one sequence denoting the value 0 and another sequence denot-
ing the value 1. We can also use the sticky ends of a tile to encode certain values or 
symbols. The tile that attaches to this tile would have the complementary sticky end 
encoding the same value or symbol. In this way, we can pass information from one 
tile to its adjoining tile. 
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2.2   Molecular Self-assembly Processes 

Molecular Self-assembly is the ubiquitous process by which simple objects autono-
mously assemble into intricate complexes. It has been suggested that intricate self-
assembly processes will ultimately be used in circuit fabrication, nanorobotics, DNA 
computation, and amorphous computing [21]. 

There are three basic steps that define a process of molecular self-assembly [22].  
1. Molecular recognition: elementary molecules selectively bind to others; 2. Growth: 
elementary molecules or intermediate assemblies are the building blocks that bind to 
each other following a sequential or hierarchical assembly. Cooperativity and non-
linear behavior often characterize this process; 3. Termination: a built-in halting fea-
ture is required to specify the completion of the assembly. Without it, assemblies can 
potentially grow infinitely; in practice, their growth is interrupted by physical and/or 
environmental constraints. 

It has the following three characteristics [22]: 1. Molecular self-assembly is a time-
dependent process and because of this, temporal information and kinetic control may 
play a role in the process before thermodynamic stability is reached. 2. Molecular 
self-assembly is also a highly parallel process, where many copies of different mole-
cules bind simultaneously to form intermediate complexes. 3. Another characteristic 
of a molecular self-assembly is that the hierarchical build-up of complex assemblies 
allows one to intervene at each step, either to suppress the following one, or to orient 
the system towards a different pathway. 

2.3   Programming Self-assembly of DNA Tiling 

A tiling is an arrangement of a few tiles that fit together perfectly in the infinite plane. 
Programming DNA self-assembly of tilings amounts to the design of the pads of 
DNA tiles, ensuring that only the adjacent pads of neighboring tiles are complemen-
tary so that tiles assemble together as intended. The use of pads with complementary 
base sequences allows the neighbor relations of tiles in the final assembly to be inti-
mately controlled; thus the only large-scale superstructures formed during assembly 
are those that encode valid mappings of input to output. The progress of self-assembly 
of DNA Tilings can be carried out by the following four steps: 1. mixing the input 
oligonucleotides to form the DNA tiles, 2. allowing the tiles to self-assemble into 
superstructures, 3. ligating strands that have been co-localized, 4. then performing a 
single separation to identify the correct output. 

3   0-1 Knapsack Problem 

0-1 knapsack problem is a special kind of 0-1 integer programming problem, This 
section will introduce 0-1 knapsack problem which displayed as formula (1). 0-1 
knapsack problem is a typical NP-hard in the operation research field. Problems in 
cargo loading, cutting stock, budget control and financial management may be formu-
lated as knapsack problems. So the research of an efficient algorithm will be signifi-
cant both in theory and practice. Generally speaking, all the algorithms can be classed 
into two kinds. One can be called the exact algorithms, such as the dynamic pro-
gramming and branch-and-bound method. The others are approximate ones, such as 
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the ant algorithm. Although most approaches for solving 0-1 knapsack problem were 
developed in recent years, no method can solve large instances owing to computa-
tional inefficiency. 

1

i i

n
i i

i

Max a v

a w b
=

≤

∑
∑

   ai∈{0, 1} (1)

3.1   DNA Self-assembly for 0-1 Knapsack Problem 

The aim of 0-1 knapsack problem is to search for a group of truth assignments of all 
the variables ai (i=1, 2, …, n) which must satisfy the constraint inequalities of 0-1 
knapsack problem, and then to evaluate the result of object function. To achieve this 
goal, Our idea is to exploit the massive parallelism possible in DNA self-assembly in 
order to solve the 0-1 knapsack problem in polynomial time. It is described at the 
algorithmic level. 

We abstract each DNA tile as a square with labels at the edges. Each label indicates 
a particular kind of a sticky end. Two sticky ends that can match and ligate corre-
spond to identical labels. Each tile can have any from 1 to 4 labels. Non-labeled edges 
indicate non-sticky ends. It is taken for granted here that a tile would not occupy a slot 
unless both labels match. 

3.2   The Model of DNA Self-assembly for 0-1 Knapsack Problem  

It is also possible that a set of tiles do not deterministically produce a unique tiling. In 
this case, there are many possible valid tilings, any or all of which may be produced. 
When tiles are implemented by real molecules, one would expect a set of nondetermin-
istic tiles to generate a combinatorial library. This is exactly what is necessary to per-
form a massively parallel computation. As sketched in Fig.4 and Fig 7(b), the orange 
tiles, attaches nondeterministically, determining which tiles attach to its east in addition 
system (west in subtraction system), and then a deterministic set of rule tiles could 
evaluate each input assembly to determine whether it represents the desired answer. 

Here, use the massive parallelism of DNA to check whether constraint inequalities 
is satisfied with all the possible inputs. Reading of the operation result is done by the 
reporter strand method [10]. We designed the following algorithm to solve 0–1 knap-
sack problem corresponding to formula (1): 

Step 1: Generate all possible variables in the given 
problem; 
Step 2: According to the rules for dealing with  
constraint in section 3.3 and 3.4, using the massive 
parallelism of DNA to check whether constraint  
inequality is satisfied with all the possible inputs.  
Step 3: Reject all infeasible solutions according to 
constraint inequality (reserved feasible solution) and 
obtain feasible solutions of the problem; 
Step 4: By comparing to value of object function  
corresponding to every feasible solution, we can obtain 
optimum solution. 
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3.3   L-Configuration Subtraction 

First, we analyze the form of 0-1 knapsack problem. Given a vector W
uur =(w1, w2, …, 

wn), we need to calculate 1
n
i i ia w b= ≤∑ and it equal to 1 0n

i i ib a w=− ≥∑ . Here we con-

sider using b subtract 1
n

i ii a w=∑  to judge the restriction condition. It similar to the 
method which has been described by Brun in Ref. [17]. Here we briefly introduce it, 
which contains 4 subsystems:1. subtract computations. Its a system that subtracts 
positive integers and contains 16 tiles, it will subtract one bit per row of computation. 
Fig. 1 shows the 16 tiles of T−. The value in the middle of each tile t represents that 
tile’s v(t) value. Intuitively, the system will subtract the ith bit on the ith row. The tiles 
to the right of the ith location will be yellow; the tile in the ith location will be blue; 
the next tile, the one in the (i+1)th location, will be magenta and the rest of the tiles 
will be green. The purpose of the yellow and magenta tiles is to compute the diagonal 
line, marking the ith position on the ith row. Fig. 8 (its right part) shows one sample 
executions of the subtracting system. 2. Identity. It describes a system that ignores the 
input on the rightmost column, and simply copies upwards the input from the bottom 
row. This is a fairly straightforward system that will not need much explanation.  
Fig. 2 shows the 4 tiles of Tx. 3. Nondeterministic guess. It describes a system that 
nondeterministically decides whether or not the next wi should be subtracted from b, 
Fig. 3 shows the 20 tiles of T?. 4. Deciding Subsystem. Intuitively, we plan to write 
out the elements of W

uur  on a column and b on a row, and the system will nondetermin-
istically choose some of the elements from W

uur  to subtract from b. Then the system 
will check, to make sure that no subtracted element was larger than the number it was 
being subtracted from, and whether i=1 0n

i ib a w− ≥∑ . If it is, then a special identifier 
tile will attach to signify that this vector is a possible solution to the problem. Fig. 4 
shows the 9 tiles of T√ and Fig. 5 shows 7 tiles of TL. 

3.4   L-Configuration Constant-Tile Adder 

In Ref. [15], Brun described two addition methods, now we modify his later scheme 
and the adder acts on a true L-configurations to only use Θ(1) tiles to compute by 
invoking an idea of sandwiching tiles, this addition system that uses Θ(n) tile types to 
compute, but builds on L-shape seed configuration. This adder will use the two sides 
of the L-configuration to encode inputs, and produce its output on the top row of an 
almost complete rectangle. Therefore, systems could chain computations together, 
using the output of this computation as an input to another computation. Fig. 6 shows 
this system’s input tiles and nondeterministic tiles. 

 

Fig. 1. There are 16 tiles in T−. The value in the middle of each tile t represents that tile’s v(t) 
value. (For interpretation of the references to color in this figure legend, the reader is referred to 
the web version of this article). 
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Fig. 2. There are 4 tiles in Tx. The value in the middle of each tile t represents that tile’s v(t) 
value. 

 

Fig. 3. The are 20 tiles in T?. The value in the middle of each tile t represents that tile’s v(t) 
value. Unlike the red tiles, the orange tiles do not have unique east–south binding domain pairs, 
and thus will attach nondeterministically. 

 

Fig. 4. There are 9 tiles in T√. The tile with a √ in its middle will serve as the identifier tile. 

 

Fig. 5. There are 7 tiles in TL. The value in the middle of each tile t represents that tile’s v(t) 
value. 

In our addition system, in order to keep together with the nondeterministic tiles of 
the right part (see Fig. 8) and easy to calculate, we define this system’s left is lower 
bit and right is higher bit, which shown in Fig. 8. Leftmost is a set of vi which corre-
spond to wi. Fig. 7. shows the 16 tiles of T+. In our example, all addends and subtra-
hends are n bits which is the length of the largest number, if L(vi) <n, the number vi 
needs to be padded to be n bits long with extra 0 in its high bit, this situation also exist 
in subtraction system. In addition, we make the number which memory the result of 
addition longer than augends to ensure it can contain all the bits. In our instance, we 
make all addends are 6 bits while result is 8 bits (see Fig. 8). In a word, the subtrac-
tion subsystem and addition subsystem can calculate respectively except that nonde-
terministic step, T? must make the same choice: calculate or copy, in other words, we 
should guarantee ai have the same value in formula (1) in the same self-assemble 
body. We can see clearly the sub- top row of the left part is the result of i ia v∑  and  
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the top row of the right part is the result of the constraint, if 1 0n
i i ib a w=− ≥∑ , there 

will be a sign tile which has a √ in its middle, which indicates it is a possible solution 
to the question. 

 

                (a)                                                               (b) 

Fig. 6. (a) The input tiles of the addition system; (b) The nondeterministic tiles of the addition 
system 

 

Fig. 7. Tile system S+ computes the function f(a, b)=a+b and uses 16 distinct tile types. The 
tiles have two input sides (west and south) and two output sides (east and north). The north side 
is the value of the bit, and the west side is the carry bit. 

Under certain biological operations, we can obtain all the result strands which 
run through all the results of the 0-1 knapsack problem’s variables and the operation 
results tiles. Each report strand record the result of one feasible input. The strands 
can be amplified by polymerase chain reaction (PCR), using the primers to ligate 
each end of the long reporter strand. Then through gel electrophoresis and DNA 
sequencing, we can read out computational results. Finally, we can easily get the 
result of 0-1 knapsack problem. The actual implementation detail is not discussed 
here since they fall outside of the scope of this paper. However, we believe that we 
make no arbitrary hypotheses. In fact, our work is based on the assumptions and 
achievements that come with DNA tiling computation in general. We have de-

scribed configurations that code for the correct A
ur

=<1,1,0,1> to allow the √ tile to 
attach and i ia v∑ =010110102=90. 

Complexity analysis. The complexity of the design is considered in terms of compu-
tation time, computation space and number of distinct tiles required. It is obvious 
from the examples given that the computation time T is: T=(m+2)*(n+1)*2=Θ(n). It 
follows directly from the assembly time corollary [15].The space S taken for each 
assembly is the area of the assembly. S=(n+2)*[(m*(n+1) +1)]*2=Θ(n2), which is 
upper-bounded polynomial to the number of variables. Finally, the library of fixed 
titles which type should contain the above mentioned tiles in Fig. 1 to Fig. 7: 
16+4+20+9+7+16+7+4=83. 
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Fig. 8. An example of solving a 0-1 knapsack problem. Here, b=75=10010112, and w1=11=10112, 
w2=25=110012, w3=37=001012, w4=39=1001112. v1=26=110102, v2=33=1000012, v3=48=1100002, 
v4=31=0111112.The configuration encodes b on the bottom row and W

uur
on the rightmost column, 

V
ur

on the leftmost column. The fact that 75-(11+25+39)≥0, 26+33+31=90=10110102, thus the 
final configuration contains the √ tile. 
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4   Conclusions 

The tile assembly model is a formal model of self-assembly and crystal growth. As 
the massive parallelism of DNA computing, it has the unexampled dominance in 
solving difficult problem, especially for NP complete problem. DNA self-assembly is 
expected to be useful in various applications. In this study, a completely different 
DNA computing approach for solving optimization of 0-1 knapsack problem is de-
rived. Here, we noticed what it means for a tile system to decide a set and explored 
these measures for a system that decides a NP-complete problem Subset [10] which is 
the security foundation of knapsack public-key cryptosystem. So we can break this 
kind of cryptosystem with DNA self –assembly. 

This method mapping variables of the problem to DNA tiles, through encoding the 
stick ends of the tiles properly, molecule can hybridize in term of Watson-Crick com-
plement that can generate all the possible solutions of the problem at the same time. 
The advantage of our method is that once the initial strands are constructed, each 
operation can compute fast parallel through the process of DNA self-assembly with-
out any participation of manpower and the output of one computation can be directly 
passed as input to another computation. The time complexity of the proposed algo-
rithm is Θ(n). The completeness and soundness of the algorithm were confirmed.  

The field of DNA self-assembly holds tremendous promise. Our ultimate goal is to 
test the design(s) experimentally. However, there are still many technical hurdles to 
overcome before self-assembly can be developed into a reality. If the molecular and 
supramolecular word can be controlled at will, then it may be possible to achieve 
vastly better performance for computers and memories. We hope that this paper helps 
to demonstrate that molecular computing is a technology worth pursuing. 
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Abstract. During the last few years, Kernel methods have gained con-
siderable attention for analyzing biological data for protein function pre-
diction. Based on biological processes annotation of Yeast and GO(gene
ontology), we constructed a kernel matrix to predict protein functions. We
used measurement method about semantic similarity on GO and adap-
tive Hausdorff distance to successfully obtain protein similarity matrix,
and furthermore, transformed protein similarity matrix to a undirected
graph. Then, We developed a novel method that can learn optimal dif-
fusion kernel from graph by maximizing kernel-target alignment. Experi-
mental results illustrate that the kernel matrix generated by our formula
has larger AUC value than ordinary diffusion kernel and those proposed
before. Our method can even learn a common optimal kernel matrix for
multiple predict tasks at one run. Furthermore, it can also be directly used
to learn from various biolobical networks.

Keywords: Gene ontology, Diffusion kernel, Protein function prediction.

1 Introduction

Recently, predicting protein function has been becoming popular by using com-
putational methods[1,2].For single function class, it can be formulated as a bi-
nary classification problem. Thus, multiple function classes prediction can be
transformed to a multi-class classification task.

As a popular and effective classification technology, SVM(support vector ma-
chine) is suitable for protein function prediction. Generally, this method can be
divided into two steps: constructing kernel function or kernel matrix and learning
SVM model. In practice, kernel matrix, which can capture essential relationship
between input elements,has important influence on classification performance
of SVM[3]. Selecting a suitable kernel matrix is a key step of learning a good
classification model.
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Many kernel matrices are defined for predicting protein function. In the
paper[2],for Yeast protein datasets, Lanckriet et.al calculated eight kernel matri-
ces based on protein sequence, expression profiles and protein-protein interaction
respectively. 3,588 known proteins were labelled for 13 function categories.

GO(Gene Ontology)[4] is controlled structure vocabularies from biological re-
search and forms a DAG(Directed Acyclic Graph) according to is a and part of
relationship between two terms. It contains molecular function ontology, biolog-
ical process ontology and cellular component ontology. A GO annotation repre-
sents a link between a gene product type and a molecular function, biological
process, or cellular component type. In this work, we develope a novel kernel
matrix for protein function prediction based on the idea that two proteins may
have similar function if they have similar biological process or cellular component
annotation.

2 Optimized Diffusion Kernel Based on GO and
Annotation Data

In this section, an optimized diffusion kernel is constructed in four steps: 1,
GO term similarity matrix is computed using GO DAG and biological process
annotation. 2, protein similarity matrix is generated based on biological process
annotation and GO term similarity matrix. 3, a undirected graph is formed
by linking proteins based on protein similarity. 4, an optimized diffusion kernel
matrix is obtained by using our creative method.

2.1 The Semantic Similarity between GO Terms

On GO, several measurement methods about term similarity have been
proposed[5,6], they all rely on GO structure and GO term probability.

Definition 1. The frequency of GO term is defined as number occurring in the
annotation database and given by

freq(c) = anno(c) +
∑

h∈children(c)

freq(h) (1)

anno(c) is the number of gene products annotated with this term, children(c) is
the set of child nodes of term c.

Definition 2. The probability of term c is defined as

p(c) = freq(c)/freq(root) (2)

where freq(root) is the frequency of the root term.

we prefer to use the Lin’s similarity measurement. This definition equation is
given by

SimLin(c1, c2) = max
c∈S(c1,c2)

(
2 log p(c)

log p(c1) + log p(c2)

)
(3)
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S(c1, c2) is the set of common ancestors of terms c1 and c2. Obviously, the
similarity value are symmetric about terms c1 and c2 and assuming n GO terms,
we measure the similarity between them and can obtain a n×n symmetric square
matrix T = (tij)n×n.

2.2 Protein Similarity Matrix

Considering two gene products A and B, their annotations about the same GO
are GOA and GOB , where GOA and GOB are term sets with |GOA| = m and
|GOB | = n term elements respectively. Thus, a m × n matrix S = (sij)m×nis
generated in which rows represent elements in GOA, columns represent elements
in GOB and sij = tlikj where li is number of the i − th element of GOA in GO
term set and kj is number of j − th element of GOB in GO term set.

We use variant of Hausdorff Distance to measure the similarity between two
proteins. The distances from A to B and from B to A is defined as

DA→B
hausdorff =

1
m

m∑
i=1

max
1<=j<=n

sij

DB→A
hausdorff =

1
n

n∑
j=1

max
1<=i<=m

sij (4)

As the Hausdorff Distance is not symmetrical, a symmetrical measure was for-
mulated as:

DA↔B
hausdorff = max{DA→B

hausdorff , DB→A
hausdorff} (5)

Thus, for n proteins, we obtain a matrix P = (pij)n×n, where pij = Di↔j
hausdorff .

It is real and symmetric matrix and called protein similarity matrix.

2.3 Diffusion Kernel of Protein Similarity Graph

According toMercer theorem [3],kernel function and result kernelmatrix shouldbe
symmetric and semi-positive definite. Although above matrix P is symmetric, it is
notnecessary tobe semi-positivedefinition.Toderive akernelmatrix,we transform
the protein similarity matrix to a graph that is called protein similarity graph.

Definition 3. Given a similarity matrix M for dataset T , a similarity graph
for a dataset T is a graph G = (S, E), whose vertices are the data items in T ,
while the undirected links between them are labeled with some similarity measure
τ(x, z) = Mxz.

When transforming protein similarity matrix to protein similarity graph, we
used a threshold value parameter γ to decide whether a link exists between
two proteins. Two proteins are linked when similarity measure is larger than γ,
otherwise not. In our experiments, we made γ = 0.5.
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The diffusion kernel is a typical kernel defined on graph and can be described
as[7]:

K = lim
s→∞(I +

βL

s
)s = eβL (6)

where β is a parameter for controlling the extent of diffusion and L ∈ Rn×n is the
graph Laplacian matrix defined as L = diag(Ae) − A where A is the adjacency
matrix, e is the vector of all ones. It is obvious that for any symmetric matrix
L, eβL is always positive definite and then can be used as kernel matrix.

However, selecting a optimal parameter β becomes a challenging task. If β
is too small, the local information can not be diffused effectively, resulting in a
kernel matrix that only captures local similarity. On the other hand, if it is too
large, the neighborhood information will be lost. Furthermore, the optimal value
of β is data-dependent and it is highly desirable to tune the β value adaptively
from the data.

2.4 Optimized Diffusion kernel of Protein Similarity Graph

Definition 4. The alignment A(K1, K2) between two kernel matrices K1 and
K2 is given by

A(K1, K2) =
< K1, K2 >F√

< K1, K1 >F < K2, K2 >F
(7)

where < K1, K2 >F is Frobenius inner production

< K1, K2 >F = K1·K2 =
l∑

i,j=1

K1ijK2ij = trace(K ′
1K2)

[8] shows that if the value of alignment between kernel matrix and target matrix
yy′ is high, then there exist prediction functions that generalize well, y is a label
column vector. We choose a sequence of values for β as β1...βp and learn an op-
timal kernel as a linear combination of corresponding diffusion kernels, requiring
that the sum of combinational coefficients is equal to 1, which is motivated from
the work in[9]. Thus, the optimal kernel matrix can be represented as

Kopt =
p∑

i=1

αi
eβiL

trace(eβiL)
αi ≥ 0,

p∑
i=1

αi = 1. (8)

Recall that the graph Laplacian matrix L is symmetric, so its eigen-
decomposition can be expressed as

L = PDPT . (9)

where D = diag(d1, d2, ..., dn) is the diagonal matrix of eigenvalues and P ∈
Rn×n is the orthogonal matrix of corresponding eigenvectors. According to prop-
erties of matrix function and the formula (9), we have

eβiL = PDiP
T (10)
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where Di = diag(eβid1 , ..., eβidn). and

trace(eβiL) = trace(Di) (11)

For single function prediction task, following theorem illustrates that optimal
parameter α can be obtained by solving convex optimization problem.

Theorem 1. For n training examples and single classification task, given p dif-
fusion kernel Ki = eβiL, i = 1, ...p. and a label column vector y, the combina-
tional coefficients of optimal diffusion kernel can be obtained by solving following
optimization problem:

max
α

cα

αT Bα

s.t.

p∑
i=1

αi = 1, α ≥ 0 (12)

where α=(α1, ..., αp)T , ci =(yT P ) Di

trace(Di)
(yT P )T , and Bij = trace(DiDj)

trace(Di)trace(Dj)
.

Proof. According to (8),(10) and (11), we have:

< Kopt, yyT >F=
p∑

i=1

yT Kopty=
p∑

i=1

αi(yT P )
Di

trace(Di)
(yT P )T =

p∑
i=1

αici =cα.

where ci = (yT P ) Di

trace(Di)
(yT P )T , c = (c1, c2, ...cp)

< Kopt, Kopt >F =
p∑

i,j=1

αiαj
trace(PDjP

T PDiP
T )

trace(Dj)trace(Di)
=

p∑
i,j=1

αiαjBij = αT Bα.

where Bij = trace(DiDj)
trace(Di)trace(Dj)

According to Eq(7) and < yyT , yyT >= n2, we have:

max
α

cα

n
√

αT Bα

Which is equivalent to:
max

α

cα

αT Bα

For multiple function prediction tasks, we think that the graph Laplacian ma-
trices are the same for all tasks. By assuming all tasks to share a common linear
combination of kernel, we can easily obtain following joint optimization problem:

Theorem 2. For n training examples and t classification tasks, given p diffusion
kernels Ki = eβiL, i = 1, ...p. and t label column vectors yk k = 1, 2, ..., t, the
combination coefficients of optimal diffusion kernel can be obtained by solving
following optimization problem:

max
α

∑t
k=1 ckα

αT Bα
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s.t.

p∑
i=1

αi = 1

α ≥ 0 (13)

where α=(α1, ...,αp), cki =(yk
T P ) Di

trace(Di)
(yk

T P )T, and Bij=
trace(DiDj)

trace(Di)trace(Dj)
.

Optimization problem (12) and (13) are typical convex optimization
problems[10]. The unique solution can be obtained by using some mature solving
technologies.

3 Experiments

Each kernel matrix’s performance is measured by performing 10-fold
cross-validation using SVM classifier. For a given split, we evaluate kernel ma-
trices by drawing the ROC(receiver operating characteristic) curve, or comput-
ing the AUC(area under curve) that is the area under ROC curve. All of the
optimization formulations proposed in this paper are solved using the Mat-
lab function fmincon which employs the sequential quadratic programming
method[11]. SVM Classifier is trained and tested using SHOGUN machine learn-
ing toolkit[12]. All of the experiments are performed on a PC with Intel(R)
Pentium(R) M processor 1.60GHz and 2G RAM.

3.1 Data Sources

We download the gene ontology file formatted as OBO1.2(Open Biological Ob-
ject) and corresponding Yeast annotation file released in June 2008. For biolog-
ical process, genes annotation involve 1,685 biological processes and 6,340 genes
or gene products. All of the biological processes terms form a directed acyclic
graph according to is a or part of relationship. Meanwhile, We used Lanckriet
et.al’s data, it contains 6,351 genes or gene products in which 3,588 genes or
genes products is known and 13 function classification tasks[2].

3.2 The ROC Comparison of Optimal Diffusion Kernel with
Ordinary Diffusion Kernel

To compare the ROC performance of optimal diffusion kernel with other diffusion
kernels, we compute five ordinary diffusion kernels when diffusion constants β =
−0.1,−0.5,−1,−1.5,−2 respectively and two composite diffusion kernels, one
is linear combinational of 20 diffusion kernels with same weights, the other is
optimal diffusion kernel on 20 diffusion kernels generated by our formula. Four
function classes , these are metabolism, energy, cell cycle and transcription, are
randomly selected for plotting ROC curves by using 10-fold cross-validation.
These ROC curves are shown in Fig.1.

It can be observed that the ROC performance of the optimal diffusion kernel
is consistently better than that of other diffusion kernels, although composite
diffusion kernel with same weight 0.05 is better than ordinary those in most
cases.



700 Y. Chen, Z. Li, and J. Liu

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

T
ru

e 
P

os
iti

ve
 r

at
e

False Positive rate

β=-0.1
β=-0.5

β=-1
β=-1.5

β=-2
OPT
AVG

(a) metabolism class

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

T
ru

e 
P

os
iti

ve
 r

at
e

False Positive rate

β=-0.1
β=-0.5

β=-1
β=-1.5

β=-2
OPT
AVG

(b) energy class

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

T
ru

e 
P

os
iti

ve
 r

at
e

False Positive rate

β=-0.1
β=-0.5

β=-1
β=-1.5

β=-2
OPT
AVG

(c) cell cycle class

 0

 0.2

 0.4

 0.6

 0.8

 1

 0  0.2  0.4  0.6  0.8  1

T
ru

e 
P

os
iti

ve
 r

at
e

False Positive rate

β=-0.1
β=-0.5

β=-1
β=-1.5

β=-2
OPT
AVG

(d) transcription class

Fig. 1. Comparing the ROCs about five ordinary diffusion kernels and two composite
diffusion kernel for four function classes. One is composite with same weight, the other
is optimal diffusion kernel.The ROC performance of the optimal diffusion kernels are
better than other kernels.

3.3 The ROC Comparison of Optimal Diffusion Kernel with
Lanckriet’s Kernels

We select four kernel matrices that are representative and have best ROC per-
formance in homogeneous kernels out of [2]. They are KEG(kernel matrix of
expression data with Gaussian kernel), KPI(kernel matrix of physical protein-
protein interactions data with diffusion kernel), PFD(kernel matrix of protein
structure domain sequence data with inner product kernel) and KSW(kernel ma-
trix of sequence data with Smith Waterman alignment). Similarly, we compare
the ROC performance of optimal diffusion kernel generated by our formula with
selected those above on four function classes same as the section 3.3. The results
are shown in Fig.2.

For selected four function classes, KSW has the best ROC performance in
Lanckriet’s kernels. However, the ROC performance of the OPT is better than
those of Lanckriet’s kernel matrices though, for metabolism class, the ROC
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Fig. 2. The ROC performance comparison of OPT(optimal diffusion kernel) with
Lanckriet’s kernels, that is KEG(kernel matrix of expression data with Gaussian ker-
nel), KPI(kernel matrix of physical protein-protein interactions data with diffusion ker-
nel), PFD(kernel matrix of protein structure domain sequence data with inner product
kernel) and KSW(kernel matrix of sequence data with Smith Waterman alignment)

performance of the OPT is little better than that of KSW. The AUC of the
OPT is 0.8601 while that of the KSW is 0.8528.

3.4 The Optimal Diffusion Kernel in Multi-task Case

Theorem 2 indicates that we can obtain a common optimal diffusion kernel for
13 function classes by solving a convex programming problem, which is called
multi-task learning. We compute the common optimal diffusion kernel and 13
optimal diffusion kernels for single function class. In Fig.3., the bar graph shows
AUCs pair for 13 function classes.

Fig.3. shows that, in multi-task learning case, we can learn a common optimal
diffusion kernel at one run because its AUC is only little less than that of single
task learning. In some cases, its AUC is even larger than that of single task
learning.
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Fig. 3. The AUC comparison of diffusion kernels between multi-task and single task
learning for 13 function classes

4 Conclusions

We learn a kernel matrix from biological process ontology and corresponding
annotation data. The experimental results show that the kernel matrix generated
by our formulas is better than typical those. Furthermore, our method can learn
a common optimal kernel matrix for several function prediction task at one run.
Lastly, our method can also be directly applied to learn optimal diffusion kernel
from biological networks for protein function prediction.

5 Future Works

Since it has been theoretically proven that the kernel matrix with larger kernel-
target alignment value certainly has a good generalization performance when
predicting[8], we do not currently validate it by predicting the function of un-
known protein. It should be our next work. Using our method, another optimal
kernel matrix can be computed by using cellular component ontology and cor-
responding annotation data. If we combine these two kernel matrices by using
MKL(multiple kernel learning) proposed by Lanckriet et.al[9], more better pre-
diction performance may be obtained.
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Abstract. Quantum evolutionary algorithm (QEA) has been developed
rapidly and has been applied widely during the past decade. In this pa-
per, an improved quantum evolutionary algorithm (IQEA) is presented
based on particle swarm optimization (PSO) and chaos. The simula-
tion results in solving DNA encoding demonstrate that the improved
quantum evolutionary algorithm is valid and outperforms the quantum
chaotic swarm evolutionary algorithm and conventional evolutionary al-
gorithm. abstract environment.

Keywords: Quantum evolutionary algorithm, Particle swarm optimiza-
tion, Chaos Optimization, DNA encoding problem.

1 Introduction

Since quantum computing was proposed by Benioff and Eeynman [1] [2] in the
early 1980s, it has developed rapidly and has shown significant potential in
solving various difficult problems. In 1996, Narayanan and Moore [3] first in-
troduced quantum evolutionary algorithm, which was inspired by the concept
of quantum computing. Han et al. [4] gave its practical form. In recent years,
quantum evolutionary computing was also used to solve various optimization
hard problems. Jiang et al. [5] applied quantum evolutionary algorithm to solve
face verification. Yang et al. [6] proposed a new blind source separation method
based on quantum genetic algorithm, and the simulation result showed that
the effect of the new method is greater than that of conventional genetic algo-
rithm (CGA). Li et al. [7] proposed a hybrid quantum-inspired genetic algorithm
for a multi-objective flow shop scheduling problem. Feng et al. [8] developed a
novel quantum coding mechanism to solve the traveling salesman problem (TSP)
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based on the quantum-inspired evolutionary algorithm. Wang et al. [9] designed
a quantum ant colony optimization algorithm (QACOA) to solve the discrete
optimization. Wang et al. [10] proposed a novel quantum swarm evolutionary
algorithm (QSEA) to solve the 0-1 knapsack problem.

In this paper, an improved quantum evolutionary algorithm is proposed, which
is based on QEA. The proposed algorithm adopts the improved PSO combined
with chaos to update the Q-bit automatically. The simulation results in solving
DNA encoding demonstrate that IQEA is valid and outperforms the quantum
chaotic swarm evolutionary algorithm (QCSEA)and conventional evolutionary
algorithm.

The rest of the paper is organized as follows. The conventional quantum evolu-
tionary algorithm is introduced in section 2. The improved quantum evolutionary
algorithm combined with chaos is proposed in section 3. The simulation results
in solving DNA encoding are shown and discussed in section 3. The conclusion
and further remarks are given in section 4.

2 Quantum Evolutionary Algorithm

Quantum computing is a new computing based on the concepts and principles of
quantum theory, such as superposition of quantum states, entanglement and in-
tervention. Quantum evolutionary algorithm is inspired by concepts of quantum
computing such as quantum bits and quantum gate.

In QEA, the smallest information unit is called Q-bit, which is defined by a
pair of numbers (α, β) as [

α
β

]
(1)

where α and β are complex numbers that specify the probability amplitudes
of the Q-bit states. The modulus |α|2 and |β|2 give the probabilities that the
Q-bit will be the state“0” and the state“1”, respectively, which satisfy that
|α|2 + |β|2 = 1. For an m-Q-bit individual xi, it is defined as:

xi =
[

α1
β1

∣∣∣∣ α2
β2

∣∣∣∣ · · · ∣∣∣∣αm

βm

]
, (2)

where |αi|2 + |βi|2 = 1, (i = 1, 2, · · · , m).
To evaluate each individual’s fitness for guiding updating of the algorithm

and solve the optimization problems, the corresponding binary solution needs
to be obtained by observing the state of the Q-bits. For a bit pi of the binary
individual P , a random number λ in interval [0, 1] is generated and compared
with |αi|2 of the Q-bit individual Q. If αi satisfies |αi|2 > λ, then set pi=1,
otherwise set pi=0. By these steps, whole binary solutions can be constructed
by observing the states of the current Q-bit solutions. Then the fitness of each
individual is evaluated by the corresponding binary solution observed. Finally,
a quantum rotation gate U(t) is employed to update the Q-bit individual as
follows [7]:
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[
α′

i

β′
i

]
=
[

cos θi

sin θi

− sin θi

cos θi

] [
αi

βi

]
, (3)

θi = s(αi, βi) · Δθi, (4)

where θi is the rotation angle, s(αi, βi) and Δθi represent the sign of θi deter-
mining the rotation direction and the magnitude of rotation angle, respectively.
The values of s(αi, βi) and Δθi are determined by the lookup table as shown in
Table 1.

The basic pseudocode algorithm for QEA is shown in Fig. 1.

Table 1. The lookup table of rotation angle θi, where f(·) is the fitness, s(αi, βi) is
the sign of θi, pi and ri are the ith bits of the current best solution P and the binary
solution B

pi bi f(P ) > f(B) Δθi S(αi, βi)
αiβi > 0 αiβi < 0 αi = 0 βi = 0

0 0 False 0 0 0 0 0
0 0 True 0 0 0 0 0
0 1 False 0 0 0 0 0
0 1 True 0.01π -1 +1 ±1 0
1 0 False 0.01π -1 +1 ±1 0
1 0 True 0.01π +1 -1 0 ±1
1 1 False 0.01π +1 -1 0 ±1
1 1 True 0.01π +1 -1 0 ±1

Procedure of QEA
Begin
t 0
 Initialize population Q(t).

While  (not termination condition)  do

Make P(t) by observing the state of Q(t).

Evaluate P(t), record the best solution.

Update Q(t) with the quantum rotation gate.

t t+1

End

End

Fig. 1. Pseudocode algorithm for QEA
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3 Improved Quantum Evolutionary Algorithm

In a conventional QEA, quantum rotation gate was used to update the Q-bit
individuals by using lookup table. However, it had not the theoretical of the value
of the rotation angle θi. So, Wang et al. [10] defined a new Q-bit expression, and
implemented an improved particle swarm optimization to update the quantum
angles automatically.

In [10], a Q-bit is presented as [θ], where [θ] is equivalent to the original
Q-bit as [sin(θ) cos(θ)]τ . Obviously, |sin(θ)|2 + |cos(θ)|2 = 1, an m-Q-bits[

α1
β1

∣∣∣∣ α2
β2

∣∣∣∣ · · · ∣∣∣∣αm

βm

]
can be replaced by [θ1|θ2| · · · |θm], and the corresponding

rotation gate angle was replaced by [θi] = [θi + Δθi]. Therefore, a new Q-bit ex-
pression was defined, and the particle swarm optimization (PSO) was employed
to update the quantum angles automatically. The update of quantum angle is
defined as follows:

νt+1
ji = ω ∗ νt

ji + C1 ∗ r1 ∗ (θt
ji(pbest) − θt

ji) + C2 ∗ r2 ∗ (θt
ji(gbest) − θt

ji) (5)

θt+1
ji = θt

ji + νt+1
ji , (6)

where νt
ji, θt

ji, θt
ji(pbest), θt

ji(gbest) are the velocity, current position, individual
best and global best of ith Q-bit of the jth m-bits, respectively. ω is the iner-
tia weight factor, C1 and C1 are the acceleration constants, r1 and r2 are two
independently uniformly distributed random values in the range [0, 1].

In particle swarm optimization, the parameters r1 and r2 are important, and
can affect the PSO’s convergence. As a novel optimization technique, chaos has
gained much attention and some applications. Owing to the ergodicity, ran-
domicity, regularity and special ability of avoiding being trapped in local optimal
solution, the chaotic search has been introduced into the various optimization
algorithms, such as chaotic neural network [11], chaotic simulated annealing al-
gorithm [12], mutative scale chaotic optimization algorithm [13], and so on. In
the paper, we introduce chaotic sequences based on Bernoulli shift map [14] to
improved the global convergence in substitution of parameters r1 and r2.

The Bernoulli shift map belongs to class of piecewise linear maps, which con-
sist of a number of piecewise linear segments. The Bernoulli shift map is given
as follows [14]:

zi+1 =
{ zi

1−λ 0 < zi ≤ 1 − λ
zi−(1−λ)

λ 1 − λ < zi < 1
(7)

where zi is chaotic variable. The special case of the Bernoulli shift map is

xn+1 = 2 ∗ xn mod 1 (8)

The updated equation Eq.(5) is modified as follows:

νt+1
ji = ω ∗ νt

ji + C1 ∗ zt
ji ∗ (θt

ji(pbest) − θt
ji) + C2 ∗ Zt

ji ∗ (θt
ji(gbest) − θt

ji) (9)

where zt
ji and Zt

ji are given values by Bernoulli shift map between 0 and 1.
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The inertia weight w is the the parameter that controls the impact of previ-
ous velocity on the current one, and can adjust the balance between exploration
and exploitation. In the published literature, there are many methods to de-
cide the inertia weight factor, such as the linear decreasing inertia weight [15],
adaptive inertia weight factor (AIWF) [16], and dynamic inertia weight (DIW)
[17]. In the paper, we will use the dynamic inertia weight that decreases accord-
ing to iterative generation increasing. The corresponding equation is defined as
follows:

w = w′ ∗ u−iter (10)

where w′ ∈ [0, 1], u ∈ [1.0001, 1.0005], and iter denotes the current iteration. In
the paper, we will set w′ to 0.72, and set u to 1.0002.

The procedure of improved quantum evolutionary algorithm is described as
follows:

Step 1. Initialize population, use quantum angle to encode Q -bit.

Q(t) = {qt
1, q

t
2, · · · , qt

n}, qt
j = [θt

j1|θt
j2| · · · |θt

jm].

Step 2: Make each P t
ji by observing the state of Q(t) through comparing with

|cos(θji)|2 or |sin(θji)|2 as follows:

P t
ji =

{
0, if rand[0, 1] >

∣∣cos(θt
ji)
∣∣2
,

1, otherwise.

Step 3: Calculating the fitness of population P(t) by fitness function, and save
the best solution.

Step 4: If stopping condition is satisfied, then output results; otherwise, go to
step 5.

Step 5: Update Q(t) with the following PSO formulate instead of using tra-
ditional quantum rotation angle.

νt+1
ji = ω ∗ νt

ji + C1 ∗ zt
ji ∗ (θt

ji(pbest) − θt
ji) + C2 ∗ Zt

ji ∗ (θt
ji(gbest) − θt

ji)

θt+1
ji = θt

ji + νt+1
ji

Step 6: If stopping condition is satisfied, then output results; otherwise, let
t=t+1, and go back to step 2.

4 Experimental Results

4.1 DNA Encoding Problem

DNA encoding problem is to design a set of DNA sequences with equal length,
which satisfy some physical, chemical and logical constraints in order to avoid
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mishybridization in DNA computation. In [18], the constraints consist of H-
measure constraint, similarity constraint, Hairpin constraint, continuity con-
straint, melting temperature constraint, and GC content constraint. Each
constraint function needs to be optimized simultaneously. Obviously, the opti-
mization problem of the constraint function is the multi-objective optimization
problem.

Formally, the DNA encoding problem can be written as follows:

Optimize F (x) = (f1(x), f2(x), · · · , fn(x))
fi(x) ∈ { fitness measures in [18]} (11)

The fitness function was the weighted sum of required fitness measures.

Fitness (x) =
∑
i

wifi(x)

fi(x) ∈ { fitness measures in [18]} (12)

For simplicity, we set each weight wi to one. For more notation and details about
DNA encoding constraint function, please refer to [18].

4.2 Results and Analyses

To illustrate the effectiveness and performance of improved quantum evolution-
ary algorithm for DNA encoding problem, we compare IQEA with other ap-
proaches. In simulation, the parameters is given in Table 2.

Table 2. Parameter values for DNA encoding

Quantity Value
The population size 20
Maximum number of iterations 1000
DNA sequence length 20
The acceleration constant C1 1.43
The acceleration constants C2 1.58

First, we compare our algorithm with Ref. [18]. In Ref. [18], a quantum chaotic
swarm evolutionary algorithm is used to select good DNA sequences for Adle-
man’s experimentation [20]. The set of seven DNA sequences whose length is
20-mer and corresponding fitness values are listed in Table 3. The comparison
results are shown in Fig. 2.

From Fig. 2 and Table 3, it can be found that the DNA sequences generated
by improved algorithm have lower H-measure values than the DNA sequences
from [18], and can reduce the probability to hybridize with the noncomplemen-
tary sequences. The second structure of the DNA sequences generated by our
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Table 3. Comparison results of the sequences in Ref. [18] and our sequences

DNA Sequence (5’→3’) Conti- Hairpin H-measure Simil- Tm GC
nuity arity %

Our Sequences
ATGAGCAACTTAACCGTACC 0 0 63 55 51.1693 45
AATATCCGGCGCACGTACCT 0 3 65 56 57.2020 55
CAACCAATTCAATCACCTCG 0 0 61 51 50.8097 45
CTTGCTTCTACCGACCTGTG 0 0 62 55 54.1311 55
TATCCGCCGCAGATTCTAGT 0 0 66 59 53.8833 50
TCGCGTTTCCTAGACTTCTG 9 0 58 55 53.0982 50
TGTTCGGATGTGGTCGTTTG 9 0 59 51 54.5007 50

Xiao et al.
AACAATGAATGGGCAGGAGT 9 3 54 56 52.9306 45
CAGGACTAAACAATTCCAAA 18 3 53 60 46.9346 35
CACATTACGCCAAGGATACC 0 0 54 53 52.2051 50
GACCGCAAGACAGAAGAGAA 0 0 48 61 53.3654 50
ACCGACGTCCGTAACTGACC 0 0 59 54 57.7230 60
ACATGAGATCAACCTGCGCA 0 0 54 56 55.6584 50
TAAGAGAATGCCAGAATAAG 0 0 50 60 45.5851 35
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Fig. 2. Average objective values comparison between QCSEA and our algorithm

algorithm is more restrained because of the low continuity and hairpin. Fur-
thermore, the range of melting temperatures (from 50.8097 to 57.2020) is better
than QCSEA algorithm (from 45.5851 to 57.7230), which has more advantage
in keeping an uniform melting temperature.

Then, our algorithm is compared with the conventional evolutionary algorithm
(CEA). In [20], Shin et al. gives DNA sequences for the TSP using conventional
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Table 4. Comparison results of the sequences in Ref. [20] and our sequences

DNA Sequence (5’→3’) Conti- Hairpin H-measure Simil- Tm GC
nuity arity %

Our Sequences
GAGTCCATATAGCATCCGCC 0 0 66 55 53.3870 55
TTAATAACCGACCAGCGGAA 0 0 62 53 52.3872 45
CTCATACGCTTTGGTAGACA 9 3 61 53 50.5641 45
CGAACGGTAGCTTATAGGAA 0 0 61 58 50.0823 45
GAAGGCCACGCTACACGCAG 0 0 62 50 59.7662 65
AATGAAGAAGCGAAGACGTA 0 0 55 54 50.4292 40
TGACTGTTGCCTATGTCGGT 0 6 65 45 54.3720 50

Shin et al.
AGGCGAGTATGGGGTATATC 16 0 66 48 47.6070 50
CCTGTCAACATTGACGCTCA 0 3 66 57 50.6204 50
TTATGATTCCACTGGCGCTC 0 0 61 58 50.1205 50
ATCGTACTCATGGTCCCTAC 9 0 64 54 47.8464 50
CGCTCCATCCTTGATCGTTT 9 0 62 58 50.4628 50
CTTCGCTGCTGATAACCTCA 0 3 68 54 49.8103 50
GAGTTAGATGTCACGTCACG 0 3 67 51 48.3995 50
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Fig. 3. Average objective values comparison between CEA and our algorithm

evolutionary algorithm (CEA). The corresponding seven DNA sequences are
listed in table 4. The comparison results in term of average of fitness are shown
in Fig. 3. From Table 4 and Fig. 3, it is clear that the proposed algorithm
performed better than the conventional evolutionary algorithm according to the
average of fitness values (H-measure, continuity, similarity). The two methods
performed the same according to hairpin fitness.
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5 Conclusions

In this paper, an improved quantum evolutionary algorithm combined with chaos
is proposed. By introducing the particle swarm algorithm with DIW and chaos,
the improved algorithm can avoid the disadvantage of easily getting into the
local optional solution in the later evolution period, Furthermore, the results in
solving DNA encoding show that the proposed algorithm is efficient to find a set
of DNA sequences with good quality. In future work, we will investigate how our
algorithm can further generate much larger sets and be applied to solve other
optimization problems.
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Abstract. A systematic approach, based on piece-wise linear (PWL) models, a 
bilinear transformation in multidimensional spaces and back-propagation neural 
networks (BPNN), for nonlinear analog fault diagnosis is proposed in this pa-
per. The functions of input-output are applied for fault diagnosis to deal with 
the circuits without sufficient accessible nodes. Besides, we used the functions 
transformation in multi-space to select fault features, which can decrease the 
ambiguity groups and improve the performance of fault diagnosis. Through 
preprocessing of the signals of test nodes from the analog circuits, the optimal 
features are selected. These features are then fed into the BPNNs for fault loca-
tion. The single fault diagnosis is mainly discussed in this paper. Finally, an il-
lustration to demonstrate the strength of our proposed method is given. 

Keywords: Analog Circuits, Neural Network, Fault Diagnosis, Bilinear Trans-
formation, Space Transformation. 

1   Introduction 

Analog fault diagnosis has been an active area of research since the mid-1970s with 
the significant work carried out at the system, board, and chip level, and many works 
appeared in the literatures [1-3]. A survey of the research conducted in this area 
clearly indicates that analog fault diagnosis is complicated due to the poor fault mod-
els, component tolerances, and nonlinearity issues [1-2]. As a consequent, fault diag-
nosis techniques for analog circuits and systems are more complex when compared to 
their counterparts in digital circuits [1-3]. Since, sometimes, measurements access to 
internal nodes of a circuit under test (CUT) in practice is difficult, new input-out test-
ing and diagnostic methods are needed. Some possibilities for synthesis and develop-
ment of such methods are offered by space transformations.  

Applications of space transformations to analog fault diagnosis are discussed in [2-5]. 
The work in reference [4] is a pioneering effort to take bilinear transformation for para-
metric (soft) fault localization and identification via measurement of the real and the 
imaginary part of the circuit function. The faulty components can be localized by the 
location of the measurement point on a particular locus, whose scale gives the possibil-
ity of fault identification. However, it has been difficult to implement the method in 
practice, because in many cases parameter loci are situated too close to each other or 
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superimpose on one another due to the influence of component tolerances and meas-
urement errors. Reference [5] considers the optimization method of the frequency of the 
excitation signal. This assures that the parameter loci intersect themselves at possibly 
large angles and they have similar lengths. Unfortunately, these improvements did not 
eliminate the disadvantages of the method, particularly of superimposing parameter loci. 
The work in reference [2] presented 3D (dimension) and 4D methods of fault localiza-
tion and identification in the linear circuit shown in Fig.1. And Zbigniew and Romuald 
in reference [3] proposed the idea of transferring the parameter loci family by the 3-D 
(dimension), 4-D and 6D methods.  

1U
2U

1R 2R 3R

1C

2C

3C

 

Fig. 1. Third-order low-pass Butterworth filter, where 1 2 3 5R R R k= = = Ω , 1 44.5C nF= , 

2 110C nF= , 3 6.42C nF=  

Successful though they are, the method mentioned above can not be applied to fault 
diagnosis of nonlinear circuits, while the nonlinear nature of the problem widely ex-
ists [6-8], for example, reference [8] refers to that a parameter value changes by a 
certain factor, but the responses do not change by the same factor, which leads to the 
relationship between the circuit responses and the component characteristics is 
nonlinear, even though the circuit may be linear. And, in general, the nonlinear char-
acteristics of linear and nonlinear circuits result from the situations when not all the 
nodes of the circuit under test (CUT) are accessible. The work in reference [7] pro-
posed a closed form representation for section-wise piecewise-linear models. Based 
on this, we apply Katzenelson’s piecewise-linear analysis [6] to nonlinear networks in 
this work.  

The methods based on space transformation can be easily implemented in neural 
networks working as fault feature selection techniques. This makes application of the 
methods developed by Zbigniew and Romuald [2-3] to this area very appealing. By 
far the most popular neural networks architecture is the back-propagation neural net-
work (BPNN) [9]. So, in this paper, we use BPNNs for fault location. However, a BP 
neural network successfully trained for given samples is not guaranteed to provide 
desired associations for untrained inputs as well [12]. Concerning this problem some 
authors showed experimentally that the generalization capability could remarkably be 
enhanced by training the network with noise injected inputs [12-13]. The work in 
reference [12] mathematically explains why and how the noise injection to inputs has 
such effect. In the context of this work, we aim to present a systematic way to diag-
nose faulty behavior in nonlinear circuits. First, space transformation listed in [2-3], 
will be briefly reviewed later, and used to select candidate features from circuits un-
der test. Next, an approach using genetic algorithm-based programming concept is 
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developed to deal with component tolerances which influence the generalization of 
BPNNs. Finally, a neural network is trained and tested for fault diagnosis of nonlinear 
circuits. 

The material in this paper is arranged in the following order. In section 2 we briefly 
review the bilinear transformation in multi-space proposed in reference [2-3].  
Section 3 discusses the PWL models of nonlinear components and describes the fault 
feature extraction techniques in this paper. Section 4 covers the principals of obtain-
ing the training patterns of neural networks for fault diagnosis with tolerances. And a 
detailed discussion of the BPNN used in analog fault diagnosis is provided in this 
Section too. Section 5 covers the diagnostic examples and results. And the conclu-
sions are given in section 6. 

2   Bilinear Transformation in Multi-Space 

In this paper, multi-space transformations refer to the transformations of 3D and 
2 ( 2)m m ≥  spaces. For single fault diagnosis with 3D methods, the voltage transfer 

functions uK and input admittance inY are measured. They can be expressed in the 

form of bilinear functions of ip -parameters: 
1 1

1
1 1

( ) i i i
i i

i i i

A p B
H p

C p D

+
=

+
                                                       (1) 

2 2
2

2 2
( ) i i i

i i
i i i

A p B
H p

C p D

+
=

+
                                                     (2) 

Two transformations using both functions above are listed below: 

1 1 2( ) Re( ( )) Im( ( )) | ( )) |i i i i i i i iT p H p H p H p= + +i j k  (3) 

1 1 2 2( ) Re( ( )) Im( ( )) Re( ( )) Im( ( ))i i i i i i i i i iV p F p F p F p F p= + + +i j k l  (4) 

Where , , ,i j k l are versors (unit vectors compliant with axes), ⋅ is absolute value, 

Re( )⋅ and Im( )⋅ are real and imaginary parts of the circuit function, respectively. The 

transformations (3) and (4) map changes of ip -loci in 3D and 4D space, respectively. 

Also, this transformation can be extended to 2m space, which has the following form: 

2 1 2

1

( ) (Re( ( )) Im( ( )) )
s

j js j j
i i i ii i

j

T p F p F p−

=
= +∑ k k  (5) 

Where ( )j
iiF p is j th function about the parameter ip ; 1, 2, ,j s= L , s is the  number 

of the functions. When 3s = , transformation (5) corresponds to the transformation in 
6D space. 

Experiments are carried out when the values of components for 2C and 2R  in Fig.1 

change in the range 0.1 10inorm inormp p→ , where inormp is the nominal value of the 
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component. The distances between 2C and 2R -loci for 2D, 3D, 4D and 6D methods 

are compared in Fig.2. It is seen that for the 6D method based on transformation (5), 
the ip -loci distances are much greater with better implications for its efficiency. The 

increase of the distance between 2C and 2R -loci is 24.97 times greater than for the 2D 

method, 2.087 times greater than for the 3D method and 1.523 times greater than for 
the 4D method. It is shown that distances between 2C and 2R -loci are separated, and 

distances between them are considerably greater than on a plane. This is an advantage 
of the multi-spaces based method, which leads to better fault resolution as well as to 
robustness against the influence of component tolerances and measurement errors. 

 

Fig. 2. Distances between 2C and 2R -loci taken at the same normalized radius ( r ) from a 

nominal point, as a function of radius-value for a 2D ( d ), 3D ( *d ), 4D ( **d ), and 6D 

( ***d ) 

The method mentioned above in references [2-3] can only be applied to fault diag-
nosis of linear circuits, while the nonlinear nature of the problem widely exists [6-10]. 
Thus, there is a need for extension of this method in nonlinear circuits. In this paper, 
we represent nonlinear circuit elements by their piecewise linear models. 

3   Feature Selections for Nonlinear Analog Fault Diagnosis 

3.1   The PWL Models of Nonlinear Components 

The idea of PWL is presented in Fig.3. Assume that nonlinear components are restricted 
to those that are voltage-controlled, that is, with a characteristic ( )i G v= . Its PWL 

characteristic is composed of several linear segments in the i v− plane. The c -th oper-
ating region is defined by the admittance, say cY . So we can replace the nonlinear  

element with its PWL admittance cY . A cY -segment PWL model can be used to ap-

proximate the nonlinear characteristic of the nonlinear element cY . Once all nonlinear 

elements are replaced in such way, the nodal equation formulated can be solved with 
Katzenelson's algorithm proposed in reference [6].  
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(a) A piecewise-linear curve with continuities   b) A piecewise-linear curve with finite 

jump discontinuities 

Fig. 3. Piece-wise linear characteristics 

If the nonlinear characteristic of the nonlinear element is not varied, that is, the 
nonlinear element is fault free. But the operating region of the nonlinear element can be 
shift from jY  to ( )k j,k ,cY Y c Z∈ ∈  (here Z is the total number of the operating regions 

of the nonlinear element) because of the other faulty elements in CUT. Thus, after the 
nonlinear components being replaced by their PWL model, the space transformation 
techniques mentioned in reference [2-3] can be extended to nonlinear circuits. 

3.2   The Fault Feature Extraction Techniques 

The space transformation techniques mentioned above can be easily implemented in 
neural networks working as fault feature selection techniques, which make the appli-
cation of the methods to fault diagnosis very appealing. In applying space transforma-
tion to fault feature selection, one needs to perform the transformation on (1) or (2) to 
preserve the real and imaginary parts and magnitudes of the circuit functions. This 
means that the real and imaginary parts and/or magnitudes of the circuit functions 
constitute the inputs of neural networks without considering tolerances. 

Concerning the generalization capability of neural networks and the influence of 
component tolerances on the circuits’ response, we train the neural networks with noise 
injected inputs and optimize the response of the circuits by their tolerance limits. 

Let r
ih  be the range of r -th circuit function in i -th node due to component toler-

ances. Then it can be expressed as  

max r
ih  

min max. . j j js t x x x≤ ≤ ; 1, 2, ,j N= L                                       (6) 

Where jx is the parameter of the j-th element in the circuit with its tolerance range of 

min max,j jx x⎡ ⎤⎣ ⎦ and N is the total number of elements in the circuit. The optimization 

can be realized conveniently based on the conventional genetic algorithm [13]. Thus 
the train and validate pattern groups are 

( )r
iXX h rand+ ⋅ ⋅                                                    (7)  

Where ( )rand ⋅ is random noise. And the feature vectors XX are extracted according 

to space transformation through (5). 
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4   Neural Network-Based Analog Fault Diagnosis of Nonlinear 
Circuits 

4.1   BPNNs Overview 

The BP neural network is a kind of multilayer, feed forward network [1] [13]. The 
architecture of three-layer BPNN is shown in Fig.4. 

( )( )1
1 1, , 1Re , ,n

i ik i ikx F p p= L L ( )( )1
2 1, , 1Im , ,n

i ik i ikx F p p= L L

( )( )2 1, , 1Im , ,nm
m i ik i ikx F p p= L L

1y

2y

by

1x

2x

2mx

 

Fig. 4. Three-layer BPNN for 3D or 2m -D method 

In Fig. 4, this corresponds to setting the number of output layer neurons b equals to 
the number of fault classes. And the number of input layer neurons equals to 2m . The 
output for this architecture would be given by 

                   ( )
2 2

1 1

2 1
S m

l lj ji i j l
j i

y f f x b bω ω
= =

⎛ ⎞⎛ ⎞⎛ ⎞
⎜ ⎟⎜ ⎟= ⋅ ⋅ + +⎜ ⎟⎜ ⎟⎜ ⎟⎜ ⎟⎝ ⎠⎝ ⎠⎝ ⎠
∑ ∑                                       (8) 

In this equation, 2S is the number of hidden-layer neurons. jiω represents the weight 

between j -th neuron in hidden-layer and i -th inputs and ljω  is the weight between l -

th neuron in output-layer and j -th neuron in hidden-layer. jb and lb  are the biases of 

hidden-layer and output-layer neurons respectively and 1,2, ,l b= L is the number of 
output-layer neurons. 

The activation function of the hidden layer which is a sigmoid has the following 
form: 

                                                         
1

( )
1 x

f x
e−=

+
                                                   (9) 

The activation function of the output layer could be sigmoid or linear, here we choose 
linear function. The reason for this is that the output will be limited to a certain range 
with using tanh function, but using the linear function the output without such limita-
tion. Hence the activation function of the output is linear having the form 
as ( )f X X= . The error function for this architecture would be the sum of squares 

error given by 
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                                                      ( )2

1

1

2

b

l l
l

E t y
=

= −∑                                                 (8) 

In this equation, lt and ly represent the target and actual outputs of the neural network 

respectively. 

4.2   Neural Network-Based Analog Fault Diagnosis of Nonlinear Circuits 

BPNNs have the advantages of large-scale parallel processing, parallel storing, robust 
adaptive learning, and on-line computation [1]. These advantages make the applica-
tion of neural networks to analog fault diagnosis very appealing. In this approach, all 
the faults are modeled by a unique set of features that the network learns during the 
training phase. These features, together with the associated fault classes, are presented 
to the network as input-output pairs. The network is then allowed to adjust its weight 
and bias parameters to learn the desired input-output relationship. Next, the network 
is presented with a set of features as input during the testing phase and determines the 
fault class. According to the foregoing discussion the algorithm for identification of 
the faulty elements can be enumerated: 

(1) Replace the nonlinear elements with their PWL models and obtain the equiva-
lent linear circuit of the CUT. 

(2) Perform sensitivity analysis of the circuit under test (CUT) to select the most 
suitable test nodes and a set F of faulty elements considered as possible faulty is 
formed.  

(3) For an arbitrary single faulty elements belonging to F, decide the circuit func-
tions, for example, the voltage transfer functions uK and/or input admittance inY , 

etc., then the fault features are selected by equation (5). The train and validate 
patterns are available based on equation (7) and the NN are trained to its equilib-
rium point. Prove the trained NN with validate patterns. 

(4) At the test stage, we measure the circuit functions, then diagnosis pattern are ex-
tracted according to equation (5) And the test patterns are available based on 
equation (7). 

(5) Pass the normalized test pattern to the trained NN and the output of NN declares 
the faults of CUT. 

(6) Evaluate the diagnosis results. 

5   Simulation Results 

In this section, in order to verify our proposed method, we use the Matlab7 and PSpice 
to simulate a nonlinear circuit shown in Fig.5 and illustrate the method for fault feature 
selection by space transformations and the analog fault diagnosis technique developed 
above. As in Fig.5, the volt-ampere property of the nonlinear voltage-controlled resistor 
is 2( ) 0.1 0.02i ν ν ν= + . The tolerances of these elements are 10%. 
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Fig. 5. A nonlinear circuit 

The sinusoid stimulus with 235Hz is fed into the node IN , and 4D and 6D based 
neural networks techniques for fault diagnosis are taken here. The PWL model of 
nonlinear resistor was created by applying Chebychev’s approximation theory based 
on alternation theorem [8], that is, the function i( )ν can be approximated by 

n n np( ) a bν ν= + with a maximum predefined error ( ) ( )i( )-p( ) i vν ν α≤ . Where 

α is a prespecified number, here 0.05α = .Thus a 7-segment PWL model was used to 

approximate 2i( ) 0.1 0.02ν ν ν= +  when [ ]3.5 ,3.5v v v∈ − .The 7 segments was list in 

Table1.  

Table 1. The 7 segments PWL model of the nonlinear resistor 

No. ( )lg (mS) ( )lI (mA) Corner Points( nν & n 1ν + ) 

1 0.5286 0.7245 -3.500& -1.7895 

2 0.2109 0.0950 -1.7895& -0.892 
3 1.0000 0.0000 -0.8920 &-0.3050 
4 0.1012 0.0000 -0.3050 & 0.3050 
5 0.1342 -0.0145 0.3050&1.1565 
6 0.2698 -0.1816 1.1565& 2.1791 
7 0.5889 -0.9053 2.1791&3.500 

 

After the nonlinear component is substituted by its 7 segments PWL models, the 
space transformation technique can be used in these segments.  

For comparison, 2D, 3D, 4D and 6D methods are implemented in neural networks. 
We study the following faults:  

The actual parameters for components 1 9~R R  and 1 2~C C are 0.5 inormp , 

0.7 inormp , 0.9 inormp , 1.1 inormp , 1.3 inormp , 1.5 inormp , 2 inormp , 3 inormp , 

5 inormp , 7 inormp and10 inormp , where inormp is the nominal value. 

The property of the nonlinear resistor is transferred to ( ) 25 0.08i v v v= + . 

(1) Methods based on 2D transformation: Measure the real and the imaginary part 

of the voltage transfer function ( )1
i u out inH p T u u= = or input admittance function 
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( )2
i inH p Y= . Then the train and validate pattern groups are obtained on equation (7) 

after the tolerance is calculated using the conventional genetic algorithm [13]. And 
the number of training pattern is 61, while the number of test pattern is 51. We as-
sume that the goal of prespecified error is 0.01. Using the structures of 2-32-20-12 for 
2D/ uT method and 2-41-31-12 for 2D/ inY  method to diagnose the faults mentioned 

above, we obtain that the average accuracies is 49% and 58%, respectively. Here the 
number of output neurons of the neural networks includes one for no-fault class. The 
output of NN declares the faults: the actual faults are the ones that the fault types 
declare if the output of NN is approximated enough to one of the fault type in the 
predefined dictionary; otherwise, the fault element is the nonlinear resistor. It is 
shown that the 2D method does not give satisfied results for fault localization. 

(2) Methods based on 4D and 6D transformations: For both the 4D and 6D methods 
the same circuit functions are used: the voltage transfer function 

( )1
i u out inH p T u u= = , and the input admittance ( )2

i inH p Y= . Additionally the 

current-voltage transmittance ( )3
i iu out inH p T i u= =  for the 6D method. Then the 

train and validate pattern groups are obtained on equation (7) after the tolerance was 
calculated using the conventional genetic algorithm [13]. And the number of training 
pattern is 61, while the number of test pattern is 51. We assume that the goal of  
prespecified error is 0.01. Using the structures of 4-23-18-12 for 4D method and 6-15-
14-12 for 6D method to diagnose the faults mentioned above, we obtain that the aver-
age accuracies is 80% and 95%, respectively. The advantages from the fact that in the 
4D and 6D neural networks we obtain increasing separation of fault classes. They 
give a higher probability of correct fault localization. 

6   Conclusions 

An efficient neural network-based fault diagnosis approach to nonlinear analog cir-
cuits using circuit function transformations in multiple spaces and normalization as 
preprocessors is proposed. After the nonlinear components are replaced by their PWL 
models, the space transformation approach proposed in references [2-3] can be ap-
plied to analysis of nonlinear analog circuits. And the advantages of the methods, 
following from greater distances between component parameters locus in space, are 
better fault localization resolution and robustness against the influence of component 
tolerances and measurement errors. Our study indicates that these techniques lead to a 
satisfactory performance in nonlinear analog fault diagnosis. 
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Abstract. Sample entropy (SampEn) has been applied in many literatures as a 
statistical feature to describe the regularity of a time series. However, as com-
ponents of mechanical system usually interact and couple with each other, 
SampEn may cause inaccurate or incomplete description of a mechanical vibra-
tion signal due to the fact that SampEn is calculated at only one single scale. In 
this paper, a new method, named multiscale entropy (MSE), taking into account 
multiple time scales, was introduced for feature extraction from fault vibration 
signal. MSE in tandem with support vector machines (SVMs) constitutes the 
proposed intelligent fault diagnosis method. Details on the parameter selection 
of SVMs were discussed. In addition, performances between SVMs and artifi-
cial neural networks (ANNs) were compared. Experiment results verified the 
proposed model. 

Keywords: Fault diagnosis, Sample entropy, Multiscale entropy, SVMs. 

1   Introduction 

On line machine condition monitoring and fault diagnosis has been increasingly at-
tracting attention from the research and engineering community worldwide over the 
past decades [1]. Generally, a simple condition monitoring system is approached from 
a pattern classification perspective. It can be decomposed into three general steps: 
data acquisition, feature extraction, and condition classification, among which the 
latter two are of significant importance. 

Due to instantaneous variations in friction, damping, stiffness or loading conditions, 
mechanical systems are often characterized by non-linear behaviors that in turn make 
the vibration signals complex and non-linear. As such, commonly used signal process-
ing techniques including time and frequency domain techniques, as well as advanced 
signal processing techniques, such as wavelet transform and time-frequency represen-
tation, may all exhibit limitations. Therefore, techniques for non-linear dynamic  
parameter estimation provide a good alternative to extracting defect-related features 
hidden in the complex and non-linear vibration signals [1, 2]. Hitherto, a number of 
non-linear parameter identification techniques have been investigated and introduced 
to fault diagnosis, among which correlation dimension is a typical one [3, 4, and 5]. 
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Reliable estimation of correlation dimension, however, usually requires very long data 
set that is difficult or even impossible to be achieved especially in on-line, real-time 
monitoring and diagnosis. A brief review on non-linear dynamic parameters used for 
feature extraction and fault diagnosis can be found in literature [1], and in the same 
literature appropriate entropy (ApEn) was introduced and selected as a tool for rolling 
bearing health monitoring. Although ApEn has found its ways in fields of physiologi-
cal signal and machine vibration signal processing [1,2,6], however due to the bias 
within its estimation, ApEn is heavily dependent on the data length and its estimated 
value is uniformly lower than that expected for short records, and lacks relative consis-
tency as well [7]. In order to overcome the shortcomings of ApEn, Richman and 
Moorman [7] proposed a new kind of entropy, named sample entropy (SampEn) which 
seems much more promising and has attracted a lot of attention [7,8]. 

In a relatively recent paper [9], a new entropy based measure of complexity, which 
is the multiple scale entropy (MSE), was introduced. The authors applied their new 
complexity measure (i.e. MSE) to distinguish between young healthy hearts and con-
gestive heart failure. Moreover, the MSE was able to distinguish atrial fibrillation 
from healthy hearts [9, 10, and 11]. The key to the MSE method lies in a multiscale 
approach [12]. Consider a machine composed of gears, bearings, shafts and other 
mechanical components [13]. Even a modest amount of machine complexity will 
result in measured vibration signals that contain multiple intrinsic oscillatory modes 
due to the interaction of the mechanical components, that implies non-linear dynamic 
parameters applied on single scale (such as ApEn and SampEn of original time series) 
may be insufficient for characterizing machine vibration signals. For this reason, the 
multiscale method was introduced and tried in the present study in the hope of im-
proving performances of traditional non-linear dynamic methods on single scale 
within the context of machine fault diagnosis. To the best of the authors’ knowledge, 
the MSE has not been applied in the field of fault diagnosis so far. Its advanced prop-
erties attract us for a trial of its use. 

After extracting MSE acting as feature vectors, one needs a classifier to fulfill 
automated fault recognition. A number of intelligent classification algorithms, such as 
artificial neural networks (ANNs) and support vector machines (SVMs) have been 
successfully applied to automated machine fault diagnosis [14]. The main advantages 
of SVMs lie in the fact that it can perform better in the processing of small-sample 
sized learning problems and has better generalization due to the replacement of Em-
pirical Risk Minimization used in ANNs by Structural Risk Minimization. Due to 
these merits, SVMs has become a new research hotspot in recent years and have been 
applied successfully in many domains. Hence, SVMs was selected in the present 
study as a fault classifier. 

2   Theoretical Background 

2.1   Multiscale Entropy (MSE) 

MSE was computed according to the procedure published by Costa et al [9, 10, and 11]. 
Given a one-dimensional discrete time series, { }1, , ,i Nx x x , one  can constructed 
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consecutive coarse-grained time series { }( )y τ determined by the scale factor τ , accord-

ing to the equation 

( )

( 1) 1

1
j

j i
i j

y x
τ

τ

τ
τ

= − +

= ∑  

whereτ represents the scale factor and 1 /j N τ≤ ≤ . In other words, coarse-grained 

time series for scale τ are obtained by taking arithmetic mean of τ neighboring origi-
nal values without overlapping (Fig.1). The length of each coarse-gained time series 
is /N τ . For scale 1, the coarse-grained time series is simply the original time series. 
Then SampEn or ApEn is computed for the coarse-gained time series at each scale 
and plotted as a function of the scale factor. 

SampEn is a refinement of traditionally used regularity measure ApEn statistics. 
Details on the SampEn algorithm can be found in many literatures [15]. Briefly, 
SampEn quantifies the regularity of time series. It reflects the condition probability 
that two sequences of m consecutive data points, which are similar to each other 
(within give tolerance r ), will remain similar when one consecutive point is included 
[15]. The SampEn algorithm underlying the MSE computation requires setting two 
parameters: the tolerance level r and the pattern length m . According to previous 
studies, it has been chosen that 0.15r = × standard deviation of the time series to 
avoid distortion of SampEn values by changes in signal magnitude and 2m = . 

i i+1x x
2
+

i i+1 i+2x x x
3

+ +
 

Fig. 1. The scheme illustrating the coarse-graining of an original time series for scales 2τ =  
and 3τ =   

2.2   Support Vector Machines (SVMs) 

SVM is a classification method derived from Statistical Learning Theory (SLT) by 
Vapnik and Chervonenkis [16]. Its basic idea is to map the original data to a higher 
dimensional feature space and find the optimal hyperplane in the space that maximizes 
the margin between the classes, as illustrated in Fig.2. The essential difference between 
SVMs and ANNs lies in their requirements imposed on the hyperplane. In the case of 
SVMs, it is desired to find the hyperplane with maximal margin and minimal class error 
ratio on training data, whereas in ANNs, only the latter is necessary. According to the 
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SLT, for a trained classifier to predict unseen samples, the actual risk consists of two 
parts, i.e. empirical risk ( e mpR ) and confidence intervalφ . 

empR R φ≤ +  

As such, in order to minimize actual risk, the only satisfaction with minimal class 
error of training data, i.e. minimal e mpR , is not enough. In ANNs, large number of 

training data is required to minimizeφ . Training data, however, is usually limited, 

especially for fault samples of machinery. Therefore, the requirement on maximal 
margin is taken into account in SVMs to account for φ . According to the SLT, maxi-

mal margin will result in minimalφ . Hence, SVMs doesn’t rely much on the amount 

of training data and possesses advantages over ANNs with respect to generalization 
performance. Maximal margin in conjunction with minimal error of training data is 
referred to as minimal structural risk. 

     

Fig. 2. The line with a yellow background illustrating an optimal hyperplane 

3   Experimental Analysis 

3.1   Experimental Setup 

In order to validate the proposed fault diagnosis method, experimental analyses on 
rolling element bearings were conducted. All the bearing data and related system 
analyzed in this paper belong to Case Western Reverse Lab [17].  

The test stand, shown in Fig.3, consists of a 2 hp, three-phase induction motor (left), 
a torque sensor (middle) and a dynamometer (right) connected by a self-aligning  
coupling (middle). The dynamometer is controlled so that desired torque load levels 
can be achieved. The test bearings support the motor shaft at both the drive end and fan 
end. Single point faults were introduced to the test bearings using electro-discharge  
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Fig. 3. Bearing fault test stand 

machining with fault diameters of 7 mil, (1 mil=0.001 inches). Vibration data was 
collected using accelerometers, which were attached to the housing with magnetic 
bases [17, 18]. 

Vibration signals of drive end bearing under 0 hp load collected from good, outer 
race fault, inner race fault and ball fault condition were analyzed. For each condition, 
there are 25 samples and each sample contains 4096 data points. The sampling fre-
quency is 12,000Hz, and the approximate motor speed is 1797 rpm. Hence, motor 
rotates about 11 revolutions over the time interval of 4096 data points. One sample of 
the four conditions was shown in Fig.4. 
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Fig. 4. Vibration signals in time domain of four different bearing conditions 

3.2   Calculation of MSE 

MSE, in essence, is to calculate sample entropy (or other type of entropy like ApEn) 
over a set of scales. For this purpose, prior to the calculation of MSE, there are three 
parameters to be defined, i.e. the tolerance level r , the pattern length m and the maxi-
mal scale factor. Values of r and m have been determined in section 2.1 according to 
previous studies. Maximal scale factor was selected as 50 by experiments. Figure 5 
shows the MSE of the samples depicted in figure 4, from which the four conditions 
can’t be separated linearly, so a nonlinear classifier is necessary.  
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Fig. 5. MSE calculated over 50 time scales for the signals shown in Fig.4 

3.3   Classification with SVMs 

SVMs classify data in the form like a linear function. When linearly inseparable data 
are concerned, SVMs make use of Kernel trick to map the original data to a higher 
dimensional space where the data may be linearly separable. There are various kernel 
functions used in SVMs, such as linear, polynomial, radial basis function (RBF) and 
sigmoid kernel. Since RBF kernel has less hyperparameters and less numerical diffi-
culties, it is a reasonable first choice [19].�

Basic SVMs is developed for binary classification. In practice, however, there are 
many scenarios involving multi-class classification. To this end, a lot of methods have 
been developed such as one-against-rest and one-against-one. For the case of one-
against-rest, there are possibly some data that can’t be classified into any classes or 
will be classified into many classes. To avoid this deficiency, one-against-one para-
digm was adopted. 

After the determination of the type of kernel function and the multi-class method, 
there are still two parameters to be determined, i.e. penalty parameter C and RBF 
width parameter γ . This can be solved by cross-validation and grid-search [19]. As 
stated above, there are 25 samples for each bearing condition respectively. Among 
them are randomly selected 10 samples as training data, remainder 15 samples as 
testing data. Because of less training data, a two-fold cross-validation was imple-
mented to determine the C and γ . For a given value of C and γ , the 10 training sam-
ples were split into two subsets each containing 5 samples. Then, the second subset 
was predicted by the SVMs trained with the first subset, and vice versa. The sum of 
the two prediction accuracy was used as a performance metric to evaluate the 
given C and γ . The values of C and γ within a prescribed range ( 5:1:15 15:1:32 , 2C γ− −∈ ∈ in 

this paper) achieving the highest prediction accuracy will be selected for future appli-
cations [19]. The validation prediction accuracies (testing accuracy) of the  
total 21 19 399× =  pairs of C and γ are shown in Fig. 6; where there are 373 cases 
reaching a testing accuracy of 100%. So many optimal values make it confused for 
the selection. In practice, if there are no other more training data available, any pair of 
the optimal C and γ is a possible candidate. In order to examine the performances of 
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all the possible 373 candidates, their classification rates on testing data are shown in 
Fig. 7. Among all the cases, there are 35.92% getting a rate of 100%, and 45.83% 
getting a rate of 98.33%, 11.26% getting a rate of 96.67, as well as 4.29% getting the 
lowest rate of 93.33%. As such, all of the 373 candidates produced very promising 
results in the classification of testing data. The details on the classification regarding 
the testing data of three couples of C and γ representing three kinds of classification 
accuracy are depicted in Table 1. For all the three cases, there are no samples of fault 
bearing misclassified into good condition, which implies a small risk of the proposed 
fault diagnosis method.   

 

Fig. 6. Classification rate of various pairs of C and γ in cross-validation 
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Fig. 7. Classification rate on testing data with various pairs of C and γ from the optimal values 
determined by cross-validation 
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A three-layer BP neural network with 80 and 4 nodes in middle and output layer 
respectively was also investigated. As showed in Table 2, a total of 11 samples were 
misclassified with a classification rate of 81.67%, among which 6 fault samples were 
treated as good condition. This will lead to a rather larger risk than SVMs. Proper 
increase of the node number of middle layer will give a possible raise to the accuracy. 
Nevertheless, due to the high dimension of feature characteristics (i.e. MSE over 50 
scales), too many nodes in middle layer will render the training and testing speed very 
slow, which doesn’t suit on-line and real-time application.  

Table 1. Confusing Matrix of SVMs with different values of C and γ indicated by lines vertical 
to the horizontal axis in Fig.7 at points 61, 198 and 367 

                   13 132 , 2C γ −= =  

3 -62 , 2C γ= =  

9 22 , 2C γ= =  

Condition A B C D A B C D A B C D 

A 14 0 1 0 13 0 2 0 12 1 2 0 

B 0 15 0 0 0 15 0 0 0 15 0 0 

C 0 0 15 0 0 0 15 0 0 0 15 0 

D 0 0 0 15 0 0 0 15 0 0 1 14 

Accuracy 98.33% 96.67% 93.33% 

A--Good condition, B--Outer race fault, C--Inner race fault, D--Ball fault. 

Table 2. Confusing Matrix of a three-layer BP network 

Condition A B C D 

A 15 0 0 0 

B 0 15 0 0 

C 2 2 11 0 

D 4 0 3 8 

Accuracy 81.67% 

A--Good condition, B--Outer race fault, C--Inner race fault, D--Ball fault.   

4   Conclusions 

Experiments verified the effectiveness of the combination of multiscale entropy 
(MSE) and SVM. MSE can extract the nonlinear information hidden in vibration 
signals over multiple scales. SVMs are superior in terms of good generalization per-
formance as well as less dependence on the amount of training data. In comparison 
with SVMs, the accuracy rate of BP network is slightly lower. The rather higher accu-
racy of both SVMs and BP in turn demonstrated the effectiveness of the features 
extracted by MSE. How to determine the maximal scale factor to which MSE will be 
calculated is an open question. In this work, it’s selected as 50 by trials. 
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Abstract. The robust fault detection filter (RFDF) design problem for linear 
time invariant (LTI) system with unknown inputs is studied. The design objec-
tives are set to minimize a combined performance index /H H∞ −  over the 
specified frequency range as well as to satisfy regional constraints on filter 
poles. A linear matrix inequality (LMI) based solution is proposed with the aid 
of the recently developed generalized KYP lemma. The advantage of the pro-
posed solution lies in that the real values of the H∞ , H−  indices over the given 
finite frequency range are accessible during the solving process. Based on that, 
an optimal solution minimizing the performance index /H H∞ −  with filter 
poles lie in the specified region is proposed by converting the design problem to 
a standard LMI optimization problem. An aircraft design example demonstrates 
the effectiveness of the proposed solution. 

Keywords: Fault detection, Filter design, LMI. 

1   Introduction 

With an increasing demand for higher performance as well as for more safety and 
reliability of dynamic systems, fault detection (FD) has received more and more atten-
tion. The most popular FD techniques are model-based FD schemes which are usually 
realized in two stages: residual generation and decision making. The residual genera-
tion estimates the output of the system through observations and compares the real 
output and the estimated as the residual. The decision making analyzes the residual 
and makes the decision concerning the presence and location of faults. However, the 
unknown inputs such as model errors, uncertain disturbances, and process and meas-
urement noises may result in significant changes in the residual, leading to false 
alarm. So it does not only require the residual remain sensitive to the fault signal, but 
also keep robust against the unknown inputs.  

To solve this problem, /H H∞ −  paradigm is introduced to the RFDF design. The 
H∞  norm is used to enforce robustness of the residual against unknown inputs while 
H−  index is introduced to measure the fault sensitivity of the residual. /H H∞ −  based 
RFDF design method is first proposed with H− index defined at 0ω = [1] or over non-
zero frequency range [2,7]. Then the definition of H−  index is extended in [3,4] to 
represent the true worst-case fault sensitivity of the residual to the fault. By adopting 
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this new definition, iterative algorithms are proposed for the RFDF design in [5,6]. 
However, the values of ,H H∞ −  indices over the finite frequency range obtained in 
these papers are all approximate values. Meanwhile, the proposed design methods can 
not guarantee an optimal solution for making the combined performance index 

/H H∞ −  smallest. 
In practice, it is often the case that the energy of the fault lies in a certain finite fre-

quency range. To deal this situation, a new RFDF design method for LTI system with 
unknown inputs is proposed in this paper. The design objectives include the minimiza-
tion of the combined performance index /H H∞ −  over a specified finite frequency 
range, which is set to detect the fault of smallest energy possible, as well as regional 
constraints on filter poles for the consideration of the transient performance of the 
filter. Compared with the aforementioned work, the real value of the H∞ , H− indices 
of the filter over the specified finite frequency range can be obtained with the aid of 
the newly developed KYP lemma, which is helpful for improving the  performance of 
the designed filter. Based on that, an optimal solution to the filter design problem is 
given by converting it to a standard LMI based optimal problem.  

Notation: For a matrix M , Its transpose, complex conjugate transpose and the 
Moore-Penrose inverse are denoted by TM , *M , †M .The Hermitian part of a square 
matrix M  is denoted by *( ) :He = +M M M .For matrices Q  and P , ⊗Q P  means 
their Kronecker product. 

2   Problem Formulation  

Consider a LTI system described by    

       : f dx x u f dΣ = + + +Α B B B ,                       (1) 

f dy x f d= + +C C C  ,                                                   (2) 

where nx ∈  is the state; unu ∈ is the control input; yny ∈ is the measured output. 
fnf ∈ is the fault signal that belong to the frequency range [ ]1 2: ω ωΩ =  

( 2 1 0ω ω> ≥ ) which can be system component faults, actuator faults or sensor faults.  
dnd ∈ is the unknown input including modeling errors, unknown disturbance, proc-

ess and measurement noises. Α , B , C , fB , dB , fC , dC  are known constant matrix 
with appropriate dimensions. Without loss of generality, assume ( , )C A is observable 
and d  is in the same frequency range as f since the components of the unknown input 
d  over other frequency range can be removed by setting a post band-through filter 
after the residual output. 

The fault detection filter used to generate residual is of the form: 

ˆ ˆ ˆ( )

ˆ

ˆ

x x u y y

y x

r y y

= + + −
=
= −

A B L

C  ,                                                       (3) 
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where L  is the of filter gain matrix to be designed., r  the residual output. Define the 
error state as ˆe x x= − , it follows from (1),(2),(3) that the error and residual dynamic 
system can be described as 

( ) ( ) ( )f f d d

f d

e e f d

r e f d

= − + − + −

= + +

A LC B LC B LC

C C C
    .                      (4) 

Let = −A A LC , f f f= −B B LC , d d d= −B B LC , then we have  
1( )rd d dG s −= − +C I A B C ,     1( )rf f fG s −= − +C I A B C , 

where rdG  is the transfer function matrix from d  to r , rfG  is the transfer function 

matrix from f  to r . Then the RFDF design problem can be formulated as follows: 

RFDF design problem. The goal of the RFDF filter design problem is to find a suit-
able filter gain matrix, such that the residual generated by system (3) satisfies the 
following requirements: 

(R.1)  The poles of the filter lie in a specified region of the open left-half complex 
plane. 

(R.2) ( )rfG jω γ
Ω

−
> , where rfG

Ω

−
 is the minimum singular value of the transfer 

function matrix rfG  over the finite frequency range Ω . 

(R.3) ( )rdG jω βΩ

∞
< , where  rdG

Ω

∞
 is the maximum singular value of the transfer 

function matrix rdG  over the finite frequency range Ω . 

(R.4) the robustness/sensitivity ratio (noise-signal ratio) /β γ is minimized 

Remark 1. Requirement (R.1) is introduced to tune the transient response of the resid-
ual. This feature is very important, since in the latter decision making step the residual 
is usually post-processed by a hypothesis based test to make a final decision of the 
fault. Requirement (R.2) is used to guarantee the worst-case sensitivity of the residual 
to fault signal in the H−  sense. Since the residual r  is not only depends on the fault 

signal f  but also on the unknown input d , the effect of the unknown input of the 

system on the residual can greatly increase under some circumstances, thus consid-
erably degrade the fault detection performance. The requirement (R.3) is introduced 
here to represent the worst-case robustness of the residual to the unknown input. It is 
clear that the smaller /γ β  in (R.4) is, the better the fault detection performance of 

the fault detection filter will be. In fact, if the fault detection objective is to achieve 
low false alarm rate and the threshold is set, then the value  

2 inf( ( ) / )s rd rfJ G s G
ΩΩ

∞ −
=  

gives the smallest fault signal that is guaranteed to be detected [7].  
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3   LMI Solutions of the RFDF Design Problem 

In this section, a solution of the RFDF design problem based on the LMI techniques is 
presented. The fault sensitivity, unknown input robustness specifications as well as 
filter poles regional constraint are all converted to the corresponding LMI formula-
tions. Based on that, the RFDF design problem is transformed into a standard LMI 
optimization problem aimed at minimizing the combined performance index 

/H H∞ − . 

3.1   LMI Solution of the (R.1) Specification 

For the convenience of the fault decision, it is necessary to assign the poles of the 
fault detection filter in a suitable region of the open left-half complex plane. A sig-
nificant region '( , , )S a r θ  (see Fig.1) is the clipped sector described by 

' '( , , ) : { | , , tg }
y

S a r x jy C x a x jy r
x

θ θ= + ∈ < − + < < − . 

 

Fig. 1. Sector '
( , , )S a r θ  and disk ( , )C t r  

The control system with poles assigned in this region can achieve a satisfactory 
transient response. For instance, let 1,2 n djω ζω ω= − ±  be the complex poles of a 
second-order system. If '

1,2 ( , , )S a rω θ∈ , then it follows that the system acquires the 
minimum decay rate of α  , the minimum damping ratio of cosζ θ=   and the maxi-
mum damped natural frequency of sindw r θ=  , which further enforces different 
bounds on the other transient response performance indices, such as rising time, set-
tling time and overshoot. 

However, note that the region '( , , )S a r θ  has three characteristic equations, so it be-
comes complicated when formulated in terms of LMIs. Besides, in that case the calcu-
lation load of the RFDF design turns out to be huge. To solve this problem, the disk  

( , ) : { }C t r x jy C x jy t r= + ∈ + − < , 

(see Fig.1) with its boundary inscribing '( , , )S a r θ  is used instead.  
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Before giving the LMI solution of poles assignment in disk ( , )C t r , lemma 1 is  

given below. 

Lemma 1[8]. For any matrix A , let Φ  be any given Hermitian matrix satisfying 

( )det 0<Φ , ( , ) :σ =G Τ  
*

⎡ ⎤ ⎡ ⎤
⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦

G G
Τ

I I
, then the following statements are equivalent: 

i) Each eigenvalue λ  of A  satisfies ( , ) 0Tσ λ Φ <  

ii) There exist matrix X  and * 0= >P P such that 

[ ]He q p
−⎡ ⎤

Φ ⊗ < −⎢ ⎥
⎣ ⎦

I
P X I I

A
 ,                                          (5) 

where [ ]*
r p q=  is any arbitrary fixed vector satisfying * 0r rΦ <  

It is clear from lemma 1 that the eigenvalues of A  can be confined in the speci-
fied region defined by appropriate Φ . In particular, if Φ  is set as 

2 2

1
: , ( 0)

t
t

t t r

−⎡ ⎤
Φ = <⎢ ⎥

− −⎢ ⎥⎣ ⎦
                                               (6) 

it defines the disk ( , )C t r . Substituting (6) into (5), we can get following Corollary. 

Corollary 1: Consider system (4), the eigenvalues of A  lie in the disk ( , )C t r if and 

only if there exist matrix X  and 0 0 0T= >P P  such that  

[ ]0 0

2 2
0 0

He
( ) T T

t
q p

t t r

− −⎡ ⎤ ⎡ ⎤
< −⎢ ⎥ ⎢ ⎥− − −⎣ ⎦⎣ ⎦

P P X
I I

P P A X C Y
 ,        (7) 

where T=Y L X  and ,p q  is any fixed real numbers satisfying  

2 2 2 22 ( ) 0p tpq q t r− + − < . 

3.2   LMI Solution of the (R.2) and (R.3) Specification 

Since the fault signal f  lies in the finite frequency range Ω , it is beneficial for the 

RFDF design if the real value of the ,H H∞ −  indices over Ω  can be obtained. Fortu-

nately, this goal can be achieved with the aid of the generalized KYP lemma [9] which 
gives the exact LMI characterizations of the ,H H∞ −  indices in a finite frequency in-

terval for continuous setting. Based on that, the LMI solutions of the requirement (R.2) 
and (R.3) can be derived.  

Let 1 2
1

( )
2cω ω ω= + , then it is easy to get the following corollaries from the gener-

alized KYP lemma.  

Corollary 2. Consider system (4), let 1 2

0

0 γ
−⎡ ⎤

Π = ⎢ ⎥
⎣ ⎦

I

I
, then ( )rfG jω γ

Ω

−
>  if and 

only if there exist symmetrical matrices 1P  and 1 0>Q  satisfying 
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* *

1 0
0 00 0

f ff f⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤Φ + Π <⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦

C C C CA B A B

I II I
,                          (8) 

where 1
1 1 1

1 1 1 2 1

c

c

j
j

⎡ ⎤
⎢ ⎥
⎣ ⎦

− + ω
Φ =

− ω −ω ω
Q P Q

P Q Q
. 

Corollary 3. Consider system (4), let 2 2

0

0 β
⎡ ⎤

Π = ⎢ ⎥
⎣ ⎦

I

I
, then ( )rdG jω βΩ

∞
<  if and 

only if there exist symmetrical matrices 2P  and 2 0>Q  satisfying 

* *

2 0
0 00 0

d dd d⎡ ⎤ ⎡ ⎤ ⎡ ⎤ ⎡ ⎤Φ + Π <⎢ ⎥ ⎢ ⎥ ⎢ ⎥ ⎢ ⎥
⎣ ⎦ ⎣ ⎦⎣ ⎦ ⎣ ⎦

C C C CA B A B

I II I
,                        (9) 

where 2
2 2 2

2 2 1 2 2

c

c

j
j

⎡ ⎤
⎢ ⎥
⎣ ⎦

− + ω
Φ =

− ω −ω ω
Q P Q

P Q Q
. 

Note that (8), (9) is not convex due to the product terms between L , iP  and iQ , 
necessary transformations are needed. Consider Corollary 2 first, with the Finsler’s 
Lemma [10], we have following lemma which is essential for the LMI solution of  
(R.2). Since the derivation of the lemma 2 is similar to the lemma [3] in [11], it is omit-
ted here in the interest of space. 

Lemma 2. Consider system (4), suppose symmetrical matrices 1 1, 0>P Q  and 
(2 )

1
f yn n n nR × + +∈R , then the following statements are equivalent: 

i) There exist a gain matrix L  such that (R.1) and  

1 1
1

0
( ) ( ) 0

0

TT T T T⊥ ⊥Φ⎡ ⎤
<⎢ ⎥Π⎣ ⎦

SR ST T S SR  

hold where [ 0]=ψ I , 1

T T

T T
f f

⎡ ⎤
= ⎢ ⎥
⎢ ⎥⎣ ⎦

A C
μ

B C
, 1

0

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

μ I
S

ψ
. 

ii) There exist 1( , )X ψ∈χ R , T=Y L X such that 

1 1

0

0
T He

Φ −⎡ ⎤ ⎡ ⎤
<⎢ ⎥ ⎢ ⎥Π Ψ + Λ⎣ ⎦ ⎣ ⎦

χ
T T

χ YR
, 

where 
T

T
f

⎡ ⎤−
Λ = ⎢ ⎥−⎢ ⎥⎣ ⎦

C

C
, 

T T

T T
f f

⎡ ⎤
Ψ = ⎢ ⎥

⎢ ⎥⎣ ⎦

A C

B C
. 

T  is a permutation matrix such that  

1 2 3 4 1 3 2 4[ ] [ ]=M M M M T M M M M , 

( ) (2 )† †
1 1( , ) : { ( ) | ,det 0, }y y fn n n n nn nX R R + × + +×= + − ∈ ≠ ∈ψ R ψ XR I ψ ψ V X X V    .                   
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Substituting 1 [ 0 ]f= −R I I B  into Lemma 2, the following theorem gives the 
LMI solution of the requirement (R.2). 

Theorem 1. Consider system (4), if there exist symmetrical matrices 1P  and 1 0>Q  

satisfying 

2
1 1

1 1

0
2

T T T T T
f f f f f f f

T

γ
λ

⎡ ⎤− − + − − Θ +
<⎢ ⎥

• − − −⎢ ⎥⎣ ⎦

B Q B C C I B Q B C C

P Q C C
,                (10) 

where 1 1cjωΘ = +P Q , 1 21λ ω ω= − , then the following statements are equivalent: 

i) ( )rfG s γ
Ω

−
> , 

ii) There exist matrices X  and T=Y L X  such that    

11 1 1

4 22 2 3 2

4 31 2 1 1 1
2

2 2

0

T T TT T T T T
f f f f

TT T
f

T T T T T TT
f f f f f

T

ωω
γ

⎤⎡ − − − +− + + Θ+ − − +
⎥⎢

−• − + + − ⎥⎢ Θ <⎥⎢ − − − − +• • − −Δ −Δ ⎥⎢
⎥⎢ • • • −Δ −Δ⎣ ⎦

XB X B V C Y CQ X X V X X A V C Y C

V V CI V V V V C

A XB C V C YB X B V C Y CQ

I

,     (11) 

where [ ]1 2 3 4=V V V V V  , 1
yn n×∈V , 2

y yn n×∈V , 3
yn n×∈V , 4

y fn n×∈V , 

1 3
T T TΔ = + −A X C V C Y , 2 4

T T T
f f f f fΔ = − + +B XB C V C YB . 

The LMI solution of the requirement (R.3) can be established easily following the 
similar way to that of the requirement (R.2), so it is just given immediately. 

Theorem 2. Consider system (4), if 

2 0T
d d β− <C C I  ,                                                     (12) 

then ( )rdG s βΩ
∞ <  holds if and only if there exist symmetrical matrices 2P  and 

2 0>Q , X  , T=Y L X  such that 

2 2 2

1 2 2 3 3
2

0

TT T
a da c a

TT T
d b db b c b

T T T TT
d d c d d

T T
d d d d

jω

ωω
β

⎡ ⎤−− + + −
⎢ ⎥

−⎢ • + + − ⎥<⎢ ⎥− − − +• • − −Δ −Δ⎢ ⎥
⎢ ⎥• • • − − − ⎦⎣

V CQ V P Q X V C

V V CI V V V V C

C V X B V C Y CQ

I V C C V

,                (13) 

where 3
T T T

cΔ = − +A X C Y C V , [ ]a b c d=V V V V V ,

yn n
a

×∈V ,

y yn n
b

×∈V , 

yn n
c

×∈V ,

y dn n
d

×∈V  
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3.3   LMI Solution of RFDF Design Problem  

Now the fault sensitivity, unknown input robustness specifications as well as pole 
assignment requirements are all converted to the corresponding LMI formulations. 
Based on that, the noise-signal ratio minimization problem (R.4) can be solved by the 
following theorem. 

Theorem 3. Consider system (4), RFDF design problem has the following solution: 

max r  
s.t. 

1 1

1 1

ˆ ˆ
0

ˆ2

T T T T T
f f f f f f f

T

r r r

rλ

⎡ ⎤− − + − − Θ +
<⎢ ⎥

• − − −⎢ ⎥⎣ ⎦

B Q B C C I B Q B C C

P Q C C

11 1 1

4 22 2 3 2

4 31 2 1 1 1

2 2

ˆ
0

T T TT T T T T
f f f f

TT T
f

T T T T T TT
f f f f f

T

r

r

ωω

⎤⎡ − − − +− + + Θ+ − − +
⎥⎢

−• − + + − ⎥⎢ <⎥⎢ − − − − +• • − −Δ −Δ ⎥⎢
⎥⎢ • • • −Δ −Δ⎣ ⎦

XB X B V C Y CQ X X V X X A V C Y C

V V CI V V V V C

A XB C V C YB X B V C Y CQ

I

ˆ 0T
d dr − <C C I  

2 2 2

1 2 2 3 3

ˆ
0

TT T
a da c a

TT T
d b db b c b

T T T TT
d d c d d

T T
d d d d

j

r

ω

ωω

⎡ ⎤−− + + −
⎢ ⎥

−⎢ • + + − ⎥<⎢ ⎥− − − +• • − −Δ −Δ⎢ ⎥
⎢ ⎥• • • − − − ⎦⎣

V CQ V P Q X V C

V V CI V V V V C

C V X B V C Y CQ

I V C C V

 

[ ]0 0

2 2
0 0

He
( ) T T

t
q p

t t r

⎡ ⎤ ⎡ ⎤− −
< −⎢ ⎥ ⎢ ⎥

− − −⎢ ⎥⎢ ⎥ ⎣ ⎦⎣ ⎦

P P X
I I

P P A X C Y
, 

where 2r̂ β −= , 2( / )r γ β=  , symmetrical matrix 0i >P 0,1, 2i = , 0i >Q 1, 2i = . 

1 1cjωΘ = +P Q , 1 3
T T TΔ = + −A X C V C Y , 2 4

T T T
f f f f fΔ = − + +B XB C V C YB , 3Δ =  

T T T
c− +A X C Y C V  and the filter gain matrix is given by 1( )T−=L YX . 

Proof. Pre- and post multiply (7),(10),(11),(12),(13) by diagonal matrix Γ  with ap-

propriate dimensions whose diagonal elements are set as 1β − . Let r̂=X X , r̂=Y Y , 

ˆi ir=P P  0,1, 2i = , ˆi ir=Q Q  1, 2i =  , ˆi ir=V V , 1,2,3,4, , , ,i a b c d= . Substitute these 

relations into (7), (10), (11), (12), (13) then we can get the expression above.  

Remark 2. Note that theorem 3 is formulated as a standard optimization problem, so 
the filter gain matrix can be easily obtained by solving this problem using MATLAB. 
It is obvious that the design objective /β γ  is minimized if 2( / )γ β  is maximized. 
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4   Numerical Example 

In this section, a numerical example is presented to illustrate the effectiveness of the 
proposed LMI based multi-objective RFDF design method. Consider the linearized 
longitudinal dynamics model of an aircraft given in [12], its state-space equations are 
given as: 

f dx x u f d= + + +Α B B B , dy x d= +C C , 

with 

0.08 0.03 0.157 0

0.73 0.377 0 1

0 0 0 1

0 8.65 0 0.5

− − −⎡ ⎤
⎢ ⎥− −⎢ ⎥=
⎢ ⎥
⎢ ⎥− −⎣ ⎦

A ,

1.54 0.020

0.10 0.056

0 0

0 6.50

f

−⎡ ⎤
⎢ ⎥− −⎢ ⎥= =
⎢ ⎥
⎢ ⎥−⎣ ⎦

B B ,

0

0.3

0.2

0.05

d

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

B , 

4 4×=C I , [ ]0.2 0.1 0 0.3
T

d =C , 

where, [ ]x qν α θ= , ν  is the mach number, α is the attack angle, θ  is the 

pitch angle, q θ=  is the pitch rate. u =  p eζ ζ⎡ ⎤⎣ ⎦ , pζ  is the throttle input, eζ  is the 

elevon deflection. Assume the fault signal f  is in the frequency range [0 0.1] .  
To improve transient behavior of the residual, we require the poles of the fault de-

tection filter are confined in the disk ( 4,3.5)C − .According to Corollary 1, set  1p = , 
1q = − . Applying theorem 3, we get the fault detection filter gain matrix: 

0.81348  -1.6703 0.48232 0.01446

-0.68074 1.3815 0.15624 0.99331

-0.05885 -0.90627 2.5238 1.008

0.45019 -1.717 -2.0327 0.43889

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

L , 

with 1.5356γ = ， 0.3742=β . It can be observed that the poles of the filter  

1,2 1.000λ = − , 3 -1.9086=λ , 4 -2.2061=λ  

are all confined in the specific region ( 4,3.5)C − . 

The behavior of the residual during the simulation is depicted in Fig.2. The un-
known input d  is simulated as the white noise with noise power 0.001. The actuator 
fault is simulated as [ ]1 1

T
f = ， 5t s≥ . It is clear that the designed fault detection 

filter exhibits a good unknown input decoupling property and maintains a satisfactory 
fault sensitivity performance. It can be observed that the fault will be detected shortly 
after its occurrence. Due to the suitable pole assignment, the residual curve is smooth 
and stable, thus greatly improving the validity of the fault decision. 
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Fig. 2. Behavior of the residuals in simulation 

5   Conclusion 

In this paper, a general RFDF design method for LTI systems with unknown inputs is 
proposed taking into account multiple objectives. The objectives include robust-
ness/sensitivity ratio specification and regional constraint on filter poles. Since the 
fault signals usually have energy in a finite frequency range, the robustness/sensitivity 
ratio is formulated in terms of  /H H∞ −  index over the finite frequency. The multi-

objective RFDF design problem is converted into a standard convex optimization 
problem in terms of LMIs. Through solving this multi-objective optimization prob-
lem, the optimal RFDF gain matrix can be determined. A numerical example has 
demonstrated the effectiveness of the proposed method.  
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Abstract. This paper presents a new approach to intelligent fault diagnosis of the 
machinery based on granular computing. The tolerance granularity space mode is 
constructed by means of the inner-class distance defined in the attributes space. 
Different features of the vibration signals, including time domain statistical 
features and frequency domain statistical features, are extracted and selected 
using distance evaluation technique as the attributes to construct the granular 
structure. Finally, the proposed approach is applied to fault diagnosis of loco-
motive bearings, testing results show that the proposed approach can reliably 
recognize different faulty categories and severities. 

Keywords: Granular computing, Tolerance relations, Granularity structure, 
Fault diagnosis. 

1   Introduction 

Nowadays, as the large-scale complex system, the high-speed locomotive is playing a 
very important role in the development of the society. And the normal operation of the 
rolling bearings is very important. However, there are kinds of mechanical faults that 
occur frequently and cause great casualties and economical loss. In order to keep the 
locomotives performing at its best, different methods of fault diagnosis have been 
developed and used effectively to detect the machine faults at an early stage, such as the 
neural network, fuzzy theory. They can have an effective diagnosis to the different 
faults, but to the diagnosis of the different stages of one fault, the existing methods 
can’t get good effect. And the diagnosis of the different stages of one fault is especially 
important and has great influence on the monitoring and diagnosis of machineries. In 
this paper, Granular Computing (GrC) is used. The basic idea of GrC is that a com-
plicate problem can be divided into several small ones which can be easily understood 
and solved according to the idea of GrC. Therefore, by constructing granularity struc-
ture, the faults information may be decomposed into different granularity levels, and 
the information of each level can be clearly understood and analyzed. The relations of 
the granules and the different levels may provide us a good method to distinguish the 
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different faults. Generally, we construct the granularity structure using the features 
exacted from the vibration signals of the machineries. However, some of the features 
contain too much unrelated information to the faults and there is a high degree of 
overlap among the values of these features of different faults. These features would 
confuse the granular structure and therefore, cause great performance degradation. The 
effect of the granularity structure may be greatly different with different features. So 
it’s very necessary to select the most useful features. Here, distance evaluation tech-
nique [10] is used to select the most superior features from the original features set. 

Naturally, study of related models of granular computing is a meaningful direction. 
In the past ten years, there have been some studies about models of granular computing. 
Zadeh[4] proposed a general framework of granular computing based on fuzzy set 
theory. Lin [5, 6] and Yao[7] considered a model of granular computing using 
neighborhood systems. Pawlak[8] built a model of granular computing based on rough 
set theory. Recent years, shi zhongzhi[1] proposed a new mode called tolerance 
granularity space which has been proved to have good perfor-mance on information 
classification. In this paper, we propose a new approach to intelligent fault diagnosis of 
machinery based on tolerance granularity space. 

The organization of this paper is as follows: we introduce the basic concept about 
tolerance granularity space in section 2. Faults diagnosis mode is constructed in  
Section 3. In Section 4, we verify the good performance of this approach by means of 
the data of rolling element bearings. 

2   Classification Based on Tolerance Granularity Space 

We assume that information about objects in a finite universe is given by a decision 
table DT= (U, C∪ D, Va, f). The details can be found in Ref. [14]. And let B C⊆ . 
Then the rule set F generated from DT and B consists of all rules with the form as 
follows: 

{( , ) :   ( {*})}a da v a B and v V d v∧ ∈ ∈ → =∪ .                            (1) 

Where vd∈Va. The symbol “*” means that the value of the corresponding attribute is 
irrelevant to the rule. The length of the rule is the number of attribute whose values are 
not “*”. For example, in a decision system with 4 condition attributes(a1,…a4), 

1 2 3 4( 1) ( *) ( 1) ( 1) 4a a a a d= ∧ = ∧ = ∧ = → =  is a rule, we describe the rule as a vector 

(1,*1,1,4), and the length of the rule is 3. 

2.1   Decision Rules and Granular Structure 

The detailed description about tolerance granularity space can be found in paper [1] 
[11-12]. First, the object system is defined. The decision table DT[14] is composed by 
decision objects with the  form: object = (v0 ,v1, … ,vn-1 , vn), where vi is the discretized 
eigenvalue and vn is the classification label of this decision object. The decision table is 
just the training sample set. And then, we define the tolerance relation system. The 
tolerance proposition as follows: 
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( , | , ) ( , | )cp DIS D dis w dα β α β⇔ ≤ . 

Where the distance function is: 
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, β DTα ∈ , and for two objects, the distance function denotes the number of attrib-

utes, whose difference value of corresponding eigenvalues are less than or equal to r, 
among the front n-1 attributes. 

0 1( , , )nw w w w= … ,wi=1 or 0, is the dimensional weight, which is an important 

parameter The tolerance relation can be adjusted dynamically by changing the w for 
getting different attributes set B of the two objects. And wn=0, because the last dimen-
sion denotes the decision label of the objects, so it isn’t involved in the calculation. 

A tolerance granule (TG) is composed by two parts [13]: the intension of TG, named 
IG, which is the decision rule defined in formula (1); the extension of TG, named EG, 
which contains all the objects satisfying IG in the decision table. That is, TG= (IG, EG). 
Therefore, if all the classification labels of the objects in EG are the same, we call the 
TG consistent tolerance granules (CTG), the IG of this TG can be a classification rule, 
or else not. 

A granular structure have m levels, m is equal to the dimension of w. when only one 
dimension is “1” in w, others are “0”, and let “1” ergodics every dimension in w, we can 
get all the 1th-level granules under different forms of w: G1={TG1,1,…TG1,s}. And each 
w corresponds with a granule. Then we get the jth-level granules by granulating every 
granule in the (j-1)th-level by means of the formula as follow: 

1
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∈
.                             (3) 

Where wj can be got by ergodicing every “0” with “1” in wj-1, and remaining the “1” 
formerly in wj-1. Until all the dimension of w are “1”, the last level granules are got. And 
each of the higher level granules is a sub-granule of a certain granule in front level. A 
granule may have several sub-granules. After getting the EG of each TG in per level, 
and if the TG is CTG, the classification rule can be formed as follows: 

, , ,*i j i j i jIG wη=                                                       (4) 

That means the values in IG corresponding with the “0” in w are “*”, and the others 
are the values in η corresponding with the “1” in w. The length of the rule shows the 
level to which the TG belongs. 

So, the more the attributes contains, the finer the objects set is granulated. We can 
select different levels for solving our problem according to different situation. 
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2.2   Classification 

As an object for classifying, beginning from the first level, we search the consistent 
tolerance granules matching with the object using the classification rules. Here, we 
define the confidence and support to measure the rules. If the objects cann’t be dis-
tinguished in this level, we search in the next level. It contains more fault information 
than the above level. 

3   Fault Diagnosis Based on Tolerance Granularity Space Mode 

The main task of intelligent fault diagnosis is faults classification. We need distinguish 
the different faults as well as the different stages of a fault with a high accuracy. Here, 
the different faults and the different severities of one fault can be divided into different 
information granules, and each granule may contain the different fault or the  
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Fig. 1. The mode of intelligent fault diagnosis 
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information of the different stages of one fault by constructing the tolerance granularity 
space mode. Fig-1 shows the mode of intelligent fault diagnosis. We can know that in a 
decision table, DT=<U, C∪ D, Va, f>, all the sample signals consist of the training 
samples set U, C is a feature set. And D contains the different faults expressed by 
different number. Va contains all the eigenvalues of the features.  

Before a feature set is fed into this mode, most superior features providing dominant 
fault-related information should be selected from the whole feature set, and irrelevant 
or redundant features must be discarded to improve the classifying performance and 
avoid the curse of dimensionality. Here, distance evaluation technique [10] can be used 
to select the most superior features from the original features. The features with the 
smallest distance evaluation criterion aj will be the most superior features. As shown in 
formula (5), where, dj

(w) is the average distance of the C faults. dj
(b) is the average dis-

tance between the different faults samples. 
In formula (2), we set d=0, r=DIS*w. DIS is a n-1 dimension vector composed by 

disj, calculated as follows: 
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Where, , ,m c jv  is the jth eigenvalue of the mth sample under the cth condition, cM is the 

sample number of the cth condition. dc,j is the jth inner-class distance under the cth 
condition. C is the number of the condtions. 

So, if the samples x and xj satisfy the tolerance propo- sition, the tolerance granules 
TG are generated as: 
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Where x is replaced by the next samples after the xj ergodicing all the samples in the 
training set. 
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Here, in order to know whether the TG is CTG or not, we define the confidence of the 
granule TG [13]: 

Conf(ci)=confidence(class=ci|a=v)=P(class=ci | a=v) 

( | ) iclass c a v
i

a v

M
P class c a v

M
= ∧ =

=

= = = .                                (7) 

Where 
iclass c a vM = ∧ =  is the number of the samples with condition ci∈D in the TG 

and a vM = is the number of the samples with attribute set a ⊂ C, v∈Va. Because some 

features of the different faults may overlap with the others, this will affect the judgment 
to the TG. So, for every TG, we define a threshold value T_value as follows: 
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Where T_value denotes the reliability of the rule and we can give it different values in 
different situation. ri is the average of all the eigenvalues of each feature in the TG 
corresponding with the positions in w=1, and ri=”*” in wi=0. c is the condition label 
with the maximum Conf  in each TG. 

As shown in Fig-1, we extract the eigenvalues of the superior features of the testing 
samples by distance evaluation technique. And then we calculate R from the first level 
as follows: 

, , ,{ , } ( , | ) 0i j i j i jR IG dis IG y w= ⇔ ≤… .                           (9) 

Where, i denotes the ith level, j denotes the jth granule in ith level. 

Step 1: If all the IGs in R are the same c, the condition of y is c.  
Step 2: If all the IGs in R are not the same c, and any granule has sub-granules, we 
calculate in the next level in the same way as step 1.  
Step 3: if all the IGs in R are not the same c and none of the granules has 
sub-granules, we get the condition of y as follows: 
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MEGi,j and MTG are the number of samples in the EGi,j and in the TG, respectively. So the 
IG with the maximal of Support decides the condition of y. But if the TG with the 
maximal Support is not one, we calculate P as follows: 

1
2 2

0 1
0

0, 1,

(| | ) ( ) , ( , ),

( )

n

s s j j n
j

s n

P P y R y r y y y

R r r

−

−
=

−

= − = − =

=

∑ …,

…,

                       (11) 

Rs is the IGi,j with the maximal support. Then, the IG with the minimal P decides the 
condition of y. 
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4   Experiments 

As the large-scale complex electromechanical system, there are many kinds of pa-
rameters which must be monitored for locomotives. And the relations between these 
parameters are complicated, high-randomness. Meanwhile, there are many kinds of 
faults among which sudden faults and compound faults take up a great proportion. The 
wheel set bearings’ faults are the typical ones, so there is great practical engineering 
value to have a correct recognition to the wheel set bearings’ faults of locomotives. In 
this paper, we analyzed the wheel set bearings’ faulty condition of locomotives based 
on tolerance granularity space mode, and the data were got from the wheel set bearings’ 
experimental setup, the type is JL-501A. 

Fig-2(a) shows the wheel set bearings’ experimental setup. The motor drives the 
bearing to rotate, and the speed is about 500 rpm. We collect the vibration data from the 
testing bearing in the 1 and 2 measuring points by means of accelerometer. Fig-2(b) 
shows the schematic of the experimental setup. In present paper, the original data is 
divided into some samples with 4096 data points. 

Measuring point 2 

Testing 
bearing

Measuring point 1 

Testing table 

Speed sensor 

Testing  
bearing

AxisSupportCouplingMotor

Hydraulic
 Cylinder 

Load

Acceleromete

 

Fig. 2. (a) The experimental setup               (b) Schematic of the experimental setup 

     Table 1. Description of bearing data                        Table 2. bearing conditions 

Parameters Value label Operating condition 

Bearing type 552732QT 1 Normal 

Load 9800N 2 Outer race-early fault 
Inner-race diameter 160mm 3 Outer race-severe fault 

Outer-race diameter 290mm 4 Inner race 

Ball diameter 34mm 5 Ball 

Ball number 17 6 Inner race and outer race-compound fault 

Contact angle 0° 7 Outer race and ball compound fault 

speed 480~640rpm 8 Inner race and ball compound fault 

Sampling frequency  12.8kHz 

Sampling length 8192 

9 Outer race, inner race and ball compound fault 



 Intelligent Technique and Its Application 751 

The test parameters of the locomotive bearing in this experiment are shown in  
Table 1. The collecting data includes 9 subsets, and each subset corresponds with one 
faulty condition (including the normal condition), each kind of fault condition contains 
80 samples. Table 2 shows the 9 kinds of fault conditions. Fig-3(a)-(d) shows the pic-
tures of the different kinds of faulty bearings. And the 9 kinds of original vibration 
signal waveforms are shown in Fig-4. 

The data set is composed by 720 samples with nine different operating conditions. 
And each fault condition has 40 samples for training, the rest 40 are testing samples. 

For every sample, we decomposed it into eight frequency bands by means of the 
second generation wavelet technique, and extracted the 13 frequency domain features 
for each band. Then we got the feature set containing 117 features together with the 13 
frequency domain features of the original signal. Fig-5 shows the distance evaluation 
criterion calculated by distance evaluation technique. Then we form the attribute set 
using these most superior features selected from the 117 features according to the 
distance evaluation criterion to construct the granular structure, respectively. Table 3 
shows the classification accuracy with different number of superior features. Obvi-
ously, the highest accuracy is 91.94%.  

(b) Outer race-severe fault

Severe spalling 

(d) Ball

Abrasion

Early abrasion 

(a)Outer race-early
Abrasion

(c) Inner race  
Fig. 3. The different kinds of fault bearings 

Table 3. Performance comparison for different features 

Different superior features 6 time 
domain 

Feature 

number 
Two Three Four Five Six Seven features  

Testing  90 90.28 90.57 91.01 91.94 90.57 71.11 
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Fig. 4. Original time waveform 

Here, we set the T_value=0.9. Obviously, the classification accuracy is the highest 
when selecting six superior features. However, when we select the six time domain 
features of the original signal, the rate of wrong classification is 28.89%, compared 
with 8.06% (six most superior features), it is much higher. This means that the finer we 
granulate, the more information about the faults we get. Meanwhile, the accuracy is 
decreased to 90.57% when we select seven superior features. This implies that the 
number of the superior features also has influence on the granularity structure, so it 
needs further study of the method that how to get the suitable features set to construct 
the granularity structure. 
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Fig. 5. Distance evaluation criterion of all features 
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This suggests that some of the features contain too much fault-unrelated information 
and there is a high degree of overlap among the values of these features under the nine 
fault conditions. These features can confuse the granular structure. Therefore, this 
causes great performance degradation. This implies that time-domain features provide 
too little bearing fault-related information, and therefore, are unable to distinguish the 
nine fault conditions. 

As the diagnosis of the locomotive bearings, it needs to distinguish not only the fault 
categories including the outer race, inner race and ball faults, but also the early faults. 
That means we need distinguish both the slight abrasion fault and the severe spalling 
fault of outer race of the bearing shown in Fig-3. And especially important, the diag-
nosis of the compound faults is also very necces. This certainly makes the diagnosis to 
the bearing faults difficult. However, we can see from the experimental result that there 
is a high effectiveness of the intelligent fault diagnosis mode which integrates  
the second generation wavelet technique, distance evaluation technique and tolerance 
granularity space theory. Meanwhile, it denotes that we can get more fault-related 
information by decomposing the original signal by means of the second generation 
wavelet technique. This greatly improves the classification accuracy and the accuracy 
of the mode with different number of features is all more than 90%. 

5   Conclusion 

In this paper, we proposed a new approach to the intelligent fault diagnosis of me-
chanical equipments based on tolerance granular space and applied it to the condition 
recognition of locomotive bearings. We selected two to six most superior features as 
attributes respectively, and get the high classification accuracy 91.94% under six fea-
tures. The experimental results show that the construction of the attribute space has an 
important influence to the performance of the granular structure. And the approach 
enables the diagnosis of abnormalities in locomotive bearings and at the same time 
identification of the categories and severities of faults with a high accuracy. This ap-
proach not only extends the application field of granular computing (GrC), but also 
introduces a new and effective method for fault diagnosis. 
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Diagnosis of Metallurgic Fan Machinery 
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Abstract. With the aim to study the faults diagnosis ability of the BPNN and 
the RBFNN, many experiments are done to test the learning ability, the diagno-
sis ability and the anti-noise ability. The analysis shows the RBFNN has better 
learning ability and anti-noise ability than the BPNN. However, in the process 
of concurrent faults diagnosis, both have bad recognition rate. A realistic appli-
cation verifies the single neural network can not used for metallurgic fan ma-
chinery faults diagnosis.  

Keywords: ANN, Metallurgic fan machinery, Intelligent faults diagnosis. 

1   Introduction 

In the process of mechanical faults diagnosis, it is a complex nonlinear inference 
process to judge the faults of the objects with the acquired data. Because artificial 
neural network (ANN) can solve the problem of learning the map between faults 
and signals without pre-knowledge and functions, it is widely used in faults pattern 
recognition [1,2]. Metallurgic fan machinery includes the air ejector fan, air 
blaster, dedusting fan and so on which are used in the smelting process. For 
worked in bad environment of high temperature, high pressure and high dust con-
tent, metallurgic fan machinery is out of work easily. Therefore, to realize the 
intelligent faults diagnosis of metallurgic fan machinery with ANN is very impor-
tant and valuable. 

Back propagation neural network (BPNN) and radial basis function neural network 
(RBFNN) are two supervised algorithms which are widely used in these years. BPNN 
is a multi-layer forward spread network with min mean square deviation learning 
method; RBFNN is a partly approximate network with radial basis function in hidden 
layer. To analyze the faults diagnosis effects of two neural networks in the application 
of metallurgic fan machinery, three aspects of network learning ability, network diag-
nosis ability and network anti-noise ability are done with the collected data with the 
rotor experiment table shown in Fig.1. 
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Fig. 1. Rotor experiment table 
 

2   Sample Sets Building 

The vibration signal energy of different frequency in frequency domain is usually 
used as faults characteristic during the faults diagnosis based on ANN. It means when 
the monitoring signal from the vibration sensor in some position is above the preset 
alarming value, the collected time wave in this time should be transferred to fre-
quency wave with FFT algorithm, the amplitude value in the specific position should 
be extracted as the characteristic value, which can be used as input samples after nor-
malization. The faults sort can be acquired with suitable ANN algorithm and the input 
sample.     

In order to identify the main faults of metallurgic fan machinery such as unbal-
anced rotor, noncentering rotor and vortex oil film and so on, nine peak frequencies in 
the position of (0.01~0.49)ƒ, 0.50ƒ, (0.51~0.99)ƒ, 1ƒ, 2ƒ, 3ƒ, 4ƒ, 5ƒ and >5ƒ in fre-
quency domain are used as the characteristics (ƒ means line frequency). In the rotor 
experiment table, many experiments are tested with the characteristics to collect the 
data. The results can be used as the input-output sample sets of neural network. In this 
field professor Yu Hejie in china has done much [3]. 

3   Neural Network Learning Ability 

The thesis has proved the neural network with single hidden layer can map all nonlin-
ear function [4], so a BPNN and a RBFNN composed with an input layer, a hidden 
layer and an output layer are designed to test their ability in the process of faults diag-
nosis. In the experiment, the Matlab neural network tool set is used to build the BPNN 
(momentum coefficient is 0.5 and learning speed rate self adaptive adjusted) and the 
RBFNN. Fig.2 shows the parameter setting interface of the BPNN in Matlab [5]. 

The learning ability of neural network is usually judged by mean-squared error 
(MSE). In Fig.3, when the training MSE goal is 0.01, the condition of convergence is 
reached after 5000 training times with the BPNN. However, in the same condition, 
only 350 training times are needed to reach the same target with the RBFNN in Fig.4. 
This indicates the RBFNN faults diagnosis time is shorter and the real-time diagnosis 
ability is better compared with the BPNN. 
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Fig. 2. Parameter setting interface 

 

Fig. 3. The BPNN learning ability 

 
Fig. 4. The RBFNN learning ability 



758 J. Yi and P. Zeng 

4   Neural Network Diagnosis Ability 

To test the diagnosis ability of the BPNN and the RBFNN, four types of single faults 
experiments of unbalanced rotor (A), noncentering rotor (B), active cell and stator 
friction (C), and supporting parts loosing (D) have been done for 50 times, the results 
are shown in Table 1. In Table 1, the diagnosis accuracy rate of all single faults is 
above 90%, which indicates both the BPNN and the RBFNN have good diagnosis 
ability for single faults. 

Table 1. The diagnosis accuracy rate 

Faults  
Sort 

Algorithm 
Fault 

Number 
Leak 

Number 
Accuracy 

Rate 
BPNN 4  92% 

A 
RBFNN 3  94% 

BPNN 4  92% 
B 

RBFNN 5  90% 

BPNN 5  90% 
C 

RBFNN 4  92% 

BPNN 5  90% 
D 

RBFNN 5  90% 

BPNN 8 7 70% 
A+B 

RBFNN 7 7 72% 

BPNN 10 10 60% 
A+C 

RBFNN 9 7 68% 

BPNN 10 13 54% 
A+B+C 

RBFNN 9 11 60% 

For the purpose of testing the diagnosis ability of concurrent faults of the BPNN 
and the RBFNN, the experiments of A+B, A+C and A+B+C have been done and the 
results are in Table 1. It is shown in Table 1 that neither the BPNN nor the RBFNN 
has good diagnosis ability when the concurrent faults samples are used as neural net-
work input data, which indicates the two algorithms can not be applied to diagnose 
concurrent faults directly. 

5   Neural Network Anti-noise Ability 

Because the input signals and the training sample sets often contain noise, the training 
samples without noise and with 20% noise level are used to train the BPNN and the 
RBFNN. Then the test samples with 0% to 25% noise level are used to verify the anti-
noise ability. The recognition abilities are shown in Fig.5 and Fig.6. Fig.5 shows the 
BPNN with noise and the BPNN without noise have similar anti-noise abilities, which 
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indicates the BPNN has good adaptability for the training sample with some noise. 
When the noise level is less than 20%, the error recognition rates of both networks are 
less than 15%. But when the noise level is above 20%, the error recognition rates 
increase evidently. Compared with Fig.5 and Fig.6, the error identification rate curves 
of RBFNN with and without noise change gently even when the noise level is up to 
25%. This presents the RBFNN has better anti-noise ability than the BPNN. 

 

Fig. 5. The identification ability of the BPNN 

 

Fig. 6. The identification ability of the RBFNN 
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6   Application  

The main rotor rotational speed of a metallurgic fan is 598RPM. The vibration value in 
the vertical direction of load side is 9.07mm/s in some time, which exceeds the preset 
alarming value. The characteristic values on the horizontal and the vertical direction of 
the load sides and the unload sides in the time are recorded as Table 2 shows. 

Table 2. The vibration values of the metallurgic fan 

Frequency 
Channel 

(0.01 to 
0.49)ƒ 

0.5ƒ
(0.51 to
0.99)ƒ 

1ƒ 2ƒ 3 ƒ 4ƒ 5ƒ >5ƒ 

Horizontal  

direction of load 

side 

0.02 0.00 0.00 0.90 0.45 0.00 0.08 0.00 0.10 

Vertical direction 

of load side 
0.00 0.00 0.03 0.85 0.44 0.23 0.12 0.00 0.02 

Horizontal  

direction of 

unload side 

0.00 0.02 0.00 0.54 0.49 0.23 0.05 0.00 0.02 

Vertical direction 

of unload side 
0.00 0.01 0.00 0.83 0.36 0.17 0.15 0.15 0.12 

The diagnosis conclusion of the BPNN with the sample in Table 2 is rotor unbal-
ancing, while the conclusion of the RBFNN is rotor unbalancing and supporting parts 
loosing. After the maintenance, it is found the fault of this time is rotor unbalancing 
and supporting parts loosing and active cell and stator friction, which indicates both 
the BPNN and the RBFNN have missed diagnosis. 

 

Fig. 7. The Metallurgic Fan Rotor Faults Diagnosis 
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7   Conclusion 

From the experiments data and the application data, it is shown the RBFNN has better 
learning ability and anti-noise ability than the BPNN. However, when judged from 
diagnosis ability, neither the RBFNN nor the BPNN has good diagnosis accuracy rate 
for concurrent faults. This is because the input signals are from only one sensor, thus 
both neural networks memorize only part character of the whole system, and can not 
precisely classify complex faults. To solve this problem, only change neural network 
algorithm is not enough for metallurgic fan machinery faults diagnosis. 
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Abstract. Power transmission line insulator is an important part for power sys-
tem security. Because insulator has complex operating environment and its in-
fection factors interact on each other, the diagnosis of insulator running state is 
very difficult. It is needed to use some useful information to conclude insulator 
operating state. ANFIS networks have strong knowledge expressing, fuzzy rea-
soning and learning ability, which is used to diagnose insulator operating state 
in this paper. In order to improve the knowledge gain ability for ANFIS, two 
ways both neural networks learning and GAs optimizing are combined together 
to train optimized reasoning parameters in reasoning rules training. The new 
improved quick GA is designed to train parameters based on the character of in-
ference system.  Experiment results show that the designed ANFIS network has 
strong reasoning and learning ability, which can diagnose insulator operating 
state unfailingly. These techniques used in this paper are quite effective in ex-
pert diagnosis system. 

Keywords: Insulator operating state, Diagnosis, ANFIS network, GAs, Im-
proved learning way. 

1   Introduction 

Power transmission line insulator has complex operating environment in outdoors. It 
endures not only mechanical pressure, but also the impact of climate and environ-
ment. The sedimentary contamination of insulator’s surface would make insulation 
ability decline when insulator is laid in dankish environment chronically. In the long 
run, foul contamination will cause insulator deterioration, flashover and so on [1],[2]. 
If it is not dealt with timely, power system reliability would be affected seriously 
[3],[4]. 

The diagnosis of insulator’ running state in power line is main to forecast and di-
agnose insulator flashover, contamination degree, deterioration degree of insulator 
and conclude failure sources [5]. Because of insulator having complex operating envi-
ronment and its infection factors having interaction, it is very difficult to diagnose 
insulator running state in power system. Now, it is an important task for the domain of 
power transmission to research the diagnosis and prediction system of the running 
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state for insulator [6]. In this paper, the expert diagnostic system for the contamina-
tion degree of insulator is designed to diagnose insulator running state [7]. In the di-
agnostic system, the contamination degree of insulator is diagnosed according to the 
metrical leakage current, pulse frequency, the equivalent humidity environment. The 
designed reasoning method solves the difficult diagnostic problem for insulator run-
ning state successfully. 

2   Diagnostic System for Insulator 

It is difficult to directly monitor the contamination degree of insulator. Here, an indi-
rect measurement method is used to diagnose insulator running state. In the diagnos-
ing, the easy measured leakage current, pulse frequency, the equivalent environment 
humidity are used to analyse and diagnose insulator running state[8]. Those signals 
are measured with on-line mode and then are used to analysis with off-line mode. The 
correlative data may be analysed or processed and display through graphics in the 
back computer. 

According to national standard, the monitor content of air quality index includes 
salt contamination and insoluble ash contamination. In different regions or different 
years or different components, the effect of ESDD is different to insulator contamina-
tion [9],[10].  

The SO2 , NOx and TSP(total suspended particulates) are main pollution 
sources. The SO2 of the atmosphere and its complex sulphate are main salt pollut-
ant in the insulator surface. The content parameter of SO2  is used as main  
pollutants parameter and NOx is used as assistant pollutant parameter. The sQ is 
expressed as salt density index of SO2 and NOx. NQ  is expressed as ash  density 
index for TSP.  
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Here, M is real measured density of pollutant and B is evaluating standard. 
The line combination both salt density index sQ  and ash density index NQ  are 

contamination degree. The combining expression is given as follow. 

21 ωωρ Ns QQ +=                                              (2) 

Here, 1ω and 2ω  are coefficient, which is decided according to region difference. 

Contamination degree can be obtained through ANFIS net training, learning and 
reasoning. Because temperature change brings little effect, its effect is not calculated. 
The leakage current, pulse frequency and equivalent environment humidity are used 
as input for ANFIS net.  



764 Z. Zhang et al. 

3   Design of ANFIS Network 

3.1   The Structure of ANFIS Network 

The designed ANFIS network has Takagi-Sugeno fuzzy reasoning rules. The net in-
cludes two parts. The first part net is used to match the fuzzy rules and the second part 
network is used to generate fuzzy conclusions [11]. The structure is shown in Fig.1. 
All the network is divided into six layers, the first part includes four pieces and the 
second part includes two pieces [12].  

The first layer: Nodes at layer 1 are input nodes that represent input linguistic vari-
ables. In this layer, each node is adjusted to fuzzy reasoning region. Linking coeffi-
cients are transformed based on input range [8].  

3,2,1,x1'1 =⋅== kxO kk ω                                   (3) 

Nodes at layer 2 are term nodes that act as membership functions (MF) to represent 
the terms of the respective linguistic variable. With the use of Gaussian MF, the op-
erations performed in this layer are given as follow: 
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Where klc  and klσ  are center and width of the Gaussian MF respectively. km  is the 

number of fuzzy segmentation for kx . The total number of nodes is ∑
=

=
N

k
km

1

M , N is 

input number. The output of this layer is given as follow. 

MiNkml k
l
k LLL ,2,1,2,1,2,1,O2

i ==== μ                           (5) 

The third layer: Each node at layer 3 is a rule node, which represents one fuzzy 
logic rule. Thus all nodes of this layer form a fuzzy rule base. Hence the rule nodes 
perform the fuzzy AND operation. The functions are given as follow: 

Miml k
l
N

ll LLL 2,1,2,1,},,min{O 21i
3
i ==== μμμω                        (6) 

The fourth layer: The node fitness is integrated.  
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ϖ                                       (7) 

The fifth layer: the transfer function for each node is linear function which ex-
presses local linear model. The output of each adaptive node is given as follow. 

M2,1i,)xpxpxpp(fO 3i32i21i1i0ii
5
i L=+++=⋅= ϖϖi                                (8) 

Here, kip  is a parameter for conclusion, 3,2,1,0=k . 
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The sixth layer: The total output is computed in the layer.  
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Fig. 1. Construction of ANFIS 

3.2   Ascertaining of Reasoning Parameter  

Gaussian MF parameters and reasoning parameters   ikp can be train through net 

learning. Because ANFIS net compartmentalizes two parts: anterior part and back 
part, all parameters cannot learn at the same time. When parameters of one part learn, 
another part parameters should be fixed. Here, back par parameters ikp are ascer-

tained through GA. And then Gaussian MF parameters are ascertained through neural 
network learning algorithm.  

3.2.1   Optimizing of Genetic Algorithm 
The designed GA has some amelioration based on general GA. The optimizing proc-
ess of GA includes Encoding, Setting of initial population, Fitness calculating, Parent 
selection, Genetic operations and Judgement. 
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Before optimizing, some GA parameters need to set, such as popsize, lchrom, 
crossover probability cP , mutation probability mP , iterative number Gen, maxgen, 

maxruns . 
In the optimizing of fuzzy inference parameters, general GA has some problems 

such as slow convergence speed, a great deal calculating, long identifying time and 
local optimization. In order to overcome those disadvantages, the new improved quick 
GA is designed based on the character of inference system. The improved arithmetic 
combines much strongpoint of other arithmetic, which can give best outcome or near 
best outcome. The improving of GA is given as follows: 

1) Encoding 
Because problem related to information is encoded in a structure called chromosome 
or string, the ranges of variation for the different variables should be selected through 
a careful study. In the training of ikp  , Supposing the fuzzy segmentation number of 

inputs is confirmed beforehand. Gaussian MF parameters are fixed according to even 
MF.  Three factors need be trained. Here, eight bits binary code is adopted.  
Where the bin (i) code of ikp  is shown as: 
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So every individual of scale parameters is formed by 24 bits binary gene code of 
chromosome.  

2)  Setting of aim function 
The motive of GA optimizing is to make ANFIS reasoning net has appropriate pa-
rameters when input has big changes. The aim function can be expressed such as: 
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There, Cmax  is appropriate multiple of  pile value )(eJ .  

3)  Parent selection      
Parent selection mimics the survival of the best ones in the nature choice. At first, 
every individual’s fitness and proportions of every individual’s fitness are calculated. 
Then, selecting probability of every individual are decided according to the percent of 
individual’s fitness. Here, the simulated annealing genetic algorithm is used here to 
draw properly fitness. The material drawing way is given as follow. 
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There, if is the fitness of ith individual. M is popsize, g is iterative number Gen, T is 

temperature, 0T is initial temperature. 

Through drawing fitness continually using above way, some individuals, which 
have similar fitness, have like probability to be selected in early high temperature. 
With temperature dropping and fitness’ being draw, the individuals’ difference is 
magnified, which makes excellent individual has more obvious advantages. 

4) Genetic operations 
After selection of individuals according to their fitness values and gathering of se-
lected individuals into a gene pool. Crossover is achieved in three stages: The first 
stage is matching. In the second stage, a crossover point is determined in each of the 
individuals. In the final stage, two parts of the individuals are replaced with each 
other. A probability test determines whether a mutation will be carried out or not.  

3.2.2   Learning of Network 
The center klc , width klσ of the Gaussian MF need to learn [11]. 

The supervised gradient decent method is used as learning algorithm for the de-
signed ANFIS. The learning algorithm is given as follows. The error function E is 
defined as follow. 
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The learning process klc  and klσ is given as follow. Here j
ikp  is fixed. 
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When l
kμ  is the minimal value of node m , formula (21) comes into reality. 
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Otherwise, formula (22) comes into reality. 
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The learning algorithm of klc  and klσ  is given as follow. β is given learning 

speed. 
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4   Analysis of Diagnosis Result 

In this experiment, 100 groups experimental data is collected as training data and 
collected 10 groups experimental data is used as verifying data.  After GAs and 
learning algorithm, the gained ANFIS is used to reason insulator contamination 
degree. The contrast between the ANFIS network output and the real data is given 
in fig.2. Here, sign * represents real measured data and sign □ represents the output 
outcome of the ANFIS network. The designed ANFIS has better learning ability 
and the trained error less than 0.00015 through 70 times training, which shows that 
the designed ANFIS has better convergence ability. The trained Gaussian MFs are 
given in fig.3, fig.4 and fig.5. 

 

Fig. 2. Contrast between the output of ANFIS and real data 
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Fig. 3. Gaussian MFs of humidity input after training 
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Fig. 4. Gaussian MFs of leakage current after training 
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Fig. 5. Gaussian MFs of pulse frequency after training 

Table 1. Diagnosis analysis of contamination instance 

voltage       environment    environment   leakage       impulse   contamination  ANFIS 
grade /kV   humidity     temperature  current /mA  number     mg /cm2           output 

35          78.0              19.0          0.32           0               0.025           0.0251 

35          96.0              21.8          5.08            0               0.10            0.0999 

35         90.2               18.0          15.54         56              0.2              0.1998 

35         93.2               17.8           17.8           120           0.30            0.3000 

35         89.5               19.0           56.03         165           0.45            0.4501 

35        70.0               18.0             0.15            0             0.13            0.1295 

35        70.4               18.7             0.29            0            0.028           0.0280 

110      76.3               21.8             16.97          120        0.287          0.2876 

110      68.5               23.7              2.38           0            0.035           0.0350 

110      88.0              19.0               4.03           0            0.142           0.1423 
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The analysis for diagnosed outcome is given in table 1. 
Here, impulse frequency is taken count of those impulses whose peak value is big-

ger than 300mA in one minute.  
As seen from the table1, the diagnosis result through ANFIS network is consistent 

with the actual contamination and error is less than 0.0005 mg/cm2. It is more direct 
and precise than general fuzzy diagnosis. 

5     Conclusion 

Insulator has complex operating environment and its infection factors have interac-
tion. It is very difficult to diagnose the running state of insulator by using general 
way. ANFIS has better knowledge expression ability and learning ability for design 
dynamic knowledge expert system. Expert diagnosis inference system is designed for 
the diagnosis of insulator operating state based on ANFIS in this paper. In the diag-
nostic system, the contamination degree of insulator is diagnosed according to the 
metrical leakage current, pulse frequency, the equivalent humidity environment. The 
structure and reasoning process of ANFIS is reasonable. In order to gain optimization 
reasoning knowledge, GA is used to train rule parameters. The improved GA can gain 
preferable reasoning parameters through training. The experimentation result shows 
that the designed ANFIS has strong learning ability, which can diagnose insulator 
operating state reliably.  
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Fault Diagnosis of Analog IC Based on Wavelet Neural 
Network Ensemble 

Lei Zuo, Ligang Hou, Wuchen Wu, Jinhui Wang, and Shuqin Geng  

VLSI & System Lab, Beijing University of Technology, Beijing 100022, China 

Abstract. A new method of analog IC fault diagnosis is proposed in this paper, 
which is based on wavelet neural network ensemble (WNNE) technique and 
Adaboost algorithm. This makes the way of the directory be of use in fault, and 
enhances the validity of the fault diagnosis. Using wavelet decomposition as a 
tool for extracting feature, Then, after training the WNNE by faulty feature 
vectors, the fault diagnosis of a radar scanning circuit is implemented with this 
new method. The simulation results show that the new method is more effective 
than the traditional wavelet neural network (WNN) method. 

Keywords: Wavelet neural network ensemble, Fault diagnosis, Adaboost. 

1   Introduction 

Fault diagnosis and testing of electronic systems becomes a crucial and complex task in 
the past two decades. The fault diagnosis of analogue circuits is more difficult than the 
digital ones [1], because of their poor fault models, noise, nonlinearity and tolerance 
effects. Neural networks have been widely used for fault diagnosis of analog circuits 
because their strong capability in tackling classification and nonlinear problem in re-
cent years [2-4], but the single network has poor generalization ability. 

In 1990, Hansen and Salamon proposed neural networks ensemble [5]. The main 
idea of neural network ensemble is training many neural networks and then combining 
their outputs. Therefore, this technique has been applied in many fields successfully, 
such as fault diagnosis, Speaker Recognition and so on [6-7]. However, little attention 
has been paid to the use of this new technique in analog circuit fault diagnosis. 

Therefore, Wavelet Neural Network ensemble (WNNE) was applied to analog cir-
cuit fault diagnosis in this paper. It produces a set of Neural Network ensemble classi-
fiers by use of Adaboost algorithm. It can significantly improve the generalization 
capability than the single network. In order to overcome shortcomings of easily traps to 
a local optimum, slow velocity of convergence and networks stagnation, a good 
training algorithm combining PSO with WNNE is proposed in this paper. 

The results have been proved that neural network ensembles are feasible and effec-
tive to analog circuit fault diagnosis. 

2   Implement Neural Network Ensemble 

Two of the commonly used techniques for constructing Ensemble classifiers are boosting 
and bagging [8-9]. As the most popular Boosting method, Adaboost be attributed to its 
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ability to enlarge the margin, which could enhance the generalization capability. Main 
steps of the Adaboost algorithm:       

1):Input: a set of training samples with labels ( ) ( ) ( ){ }1 1 2 2, , , , ,n nx y x y x yL
,
 

{ }, 1,2, ,i ix X y Y k∈ ∈ = L , k  is the times of iteration. T  is the number of cycles. 

( )D i  is the distribution. 

2): Initialize: the weights of training samples: , 0( ) / 1, 1,2, ,t
i yw D i k i N= − = L , 

0
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4):Train weak learner, classifier ht: X×Y→[0,1]; 
5): Calculate the trade off measure between accuracy and diversity of ht: 
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6): Set the weight of component classifier ( ): / 1t t t th a aβ = − ; 

7): Update the weights of training samples:
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8): Output: 
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( ),th x y  is a classifier, qt is a weight function. qt denotes ‘‘Easy’’ samples that are 

correctly classified ht get lower weights, and ‘‘hard’’ samples that are misclassified get 
higher weights. Thus, Adaboost focuses on the samples with higher weights, which 
seem to be harder for Component Learn. This process continues for T cycles, and 
finally, Adaboost linearly combines all the component classifiers into a single final 
hypothesis th . 

3   Analog Circuit Fault Diagnosis Model Based on WNNE 

In this paper we use the wavelet transform to extract appropriate feature vectors from 
the signals sampled from the circuit under test (CUT) under various faulty conditions 
and optimal feature vectors are selected to train the wavelet neural networks by gra-
dient. And wavelet neural networks ensemble identifies the fault class by the output of 
the network trained with various fault patterns. 
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Fig. 1. Fault model of analog circuit 

3.1   Wavelet Neural Network  

Neural networks have many features suitable for fault diagnosis. WNN is constructed 
based on wavelet analysis, which has similar structure of feed-forward neural networks. 
Three-layer WNN is embedded with wavelet functions as hidden layer neurons, which 
take wavelet space as feature space of pattern recognition This is a multi-layer feedback 
architecture with wavelet, allowing the minimum time to converge to its global 
maximum. The WNN employs a wavelet base rather than a sigmoid function, which 
discriminates it from general back propagation neural networks. 

The function of mapping can be expressed as: 
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 ( 1,2, , )o o hω = L  is output of hidden layer neurons; joψ  is the wavelet bases. 

Networks have three parameters to be trained: Output weight ω ，translation factors a 
and dilation factors b . 
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Fig. 2. Framework of wavelet neural network 

3.2   Particle Swarm Optimization 

Particle swarm optimization (PSO) is a population based stochastic optimization 
technique developed by Eberhart and Kennedy in 1995 [10]. The PSO algorithm is 
inspired by social behavior of bird flocking or fish schooling; it has been applied 
successfully to function optimize, game learning, data clustering, image analysis, and 
NN training. The PSO is similar to the concept of the mutation operator found in 
conventional genetic algorithm, but differs from the typical mutation operator in that it 



 Fault Diagnosis of Analog IC Based on Wavelet Neural Network Ensemble 775 

is not entirely random. The studies showed that the PSO has more chance to “fly” into 
the better solution areas more quickly, so it can discover reasonable quality solution 
much faster than other evolutionary algorithms. But it did not possess the ability to 
perform a fine search to improve upon the quality of the solution as the number of 
generations was increased. PSO is initialized with a group of random particles (solu-
tions) and then searches for optima by updating generations. In the every iteration, each 
particle is updated by following two "best" values. The first one is the position vector of 
the best solution (fitness) this particle has achieved so far. The fitness value is also 
stored. This position is called pbest. Another "best" position that is tracked by the 
particle swarm optimizer is the best position, obtained so far, by any particle in the 
population. This best position is the current global best and is called gbest. After 
finding the two best values, the particle updates its velocity and position according to 
equations (4) and (5).  
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3.3   Proposed Algorithm 

The fault diagnosis method based on wavelet neural network ensemble identifies the 
fault class by the output of the wavelet neural network ensemble trained with various 
fault patterns. The WNN ensemble is built in the level of multi-class classifiers and the 
structure show in Fig.3. We obtain the final decision from the decision results of many 
multi-class classifiers via an appropriate aggregating strategy of the WNN ensemble. 
We propose a novel Adaboost-WNN ensemble algorithm in following section. 

Train Set1 Train Set2

WNN1 WNN2

Train Set Test Set

Train SetT

WNNT

AdaboostWNN H(x)

ïï

Fig. 3. The structure of WNN ensemble 
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In this paper, a set of training samples with labels ( ){ }, | 1, 2, ,i iD x y i N= = L , morlet 

wavelet is used as stimulation function of hidden layer: 2/2
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The error performance function is given by: 
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where N is the total number of training patterns, and d
ijy ,

and ijy are the desired and 

real outputs respectively. 

( ),th x y is a classifier: 

( , ) ( ), ( , ) ( ),
it i i y i t i y i ih x y f x h x y f x y y= = ≠  

The training process of WNNE is performed as following: 

1): Create initial population of individuals according to the initiation strategy. Output 
weight ω，translation factors a and dilation factors b are in(0,1). r1 and r2 are random 
numbers between 0 and 1. c1 is the self confidence (cognitive) factor; c2 is the swarm 
confidence (social) factor. Usually c1 and c2 are in the range from 1.5 to 2.5; w is the 
inertia factor that takes values downward from 0.7 to 0.4 according to the iteration 
number. 

2): Calculate the fitness function by equation (6). 
3): To minimize the fitness function in (4), the weights and coefficients a and b can 

be updated using the equations (4) and (5). 
4): Repeat step 2) to step 3) until some constraint condition is satisfied, then stop and 

the desired individuals are obtained. 
5):Training by Adaboost, T=30, record the classifier ( ),th x y  every cycles, if some 

constraint condition is satisfied, then stop and output by equation (2),the outputs of the 
WNNE will show the fault patterns. 

4   Example Circuits and Faults 

The circuit in Fig. 4 is a scanning circuit of radar [11]. The scanning circuit is consist of 
monostable circuit 1 and sawtooth wave circuit 2.The faults associated with this circuit 
are assumed to Z1 turn off, Z2 turn off Dl, The fault classes are binary encoded that digit 
0 indicates fault free and 1 faulty for corresponding components. (Shown in Tab.1) 

Wavelet transform is a mathematical operation that decomposes input signal si-
multaneously into time and frequency components. Wavelet analysis can extract sig-
nature of signals and compress the signature data at the same time, which is a powerful 
tool of non-stationary signal processing. The circuit simulation software is Pspice. 
Wavelet transform is use to extract signal feature of OUT2, OUT3, OUT4 and OUT4, 
OUT5, OUT6, OUT7, OUT8. The usually used orthogonal wavelets are Harr wavelet 
and Db3 wavelet.      

The Db3 wavelet packet transform is applied to decompose all the samples, there are 
4 wavelet parameters{d1, d2, d3, c3},C3 represent the aggregation of c3, 



 Fault Diagnosis of Analog IC Based on Wavelet Neural Network Ensemble 777 

Dj(j=1,2,3)represent the aggregation of dj, The network has 4 inputs {D1,D2,D3,C3}. In 
the paper, the signal feature of circuit 1 is 12, and circuit 2 has 16. 

The work must have train 2 networks for circuit 1 and circuit 2.The neural network 1 has 
three layers: input layer, hidden layer and output layer. Input layer has 12 neurons, hidden 
layer has 30 neurons. Output layer has 5 neurons. The neural network 2 has three layers: 
Input layer has 16 neurons, hidden layer has 30 neurons. Output layer has 7 neurons. 

 

Fig. 4. Scanning circuit of radar 

Table 1. Fault mode 

mode encoded 
Transistor Q2 open 0 0 0 0 0 0 0 0 0 0 0 1 

Transistor Q2 breakdown 0 0 0 0 0 0 0 0 0 0 1 0 
Transistor Q3 open 0 0 0 0 0 0 0 0 0 1 0 0 

Detector D1 breakdown 0 0 0 0 0 0 0 0 1 0 0 0 
Transistor Q3 breakdown 0 0 0 0 0 0 0 1 0 0 0 0 
Transistor Q4 breakdown 0 0 0 0 0 0 1 0 0 0 0 0 
Transistor Q4 breakdown 0 0 0 0 0 1 0 0 0 0 0 0 

Transistor Q5 open 0 0 0 0 1 0 0 0 0 0 0 0 
Transistor Q5 breakdown 0 0 0 1 0 0 0 0 0 0 0 0 
Detector D3 breakdown 0 0 1 0 0 0 0 0 0 0 0 0 

Detector D4 or D5 breakdown 0 1 0 0 0 0 0 0 0 0 0 0 
Detector D6 breakdown 1 0 0 0 0 0 0 0 0 0 0 0 

 

We have 100 groups of data for each fault mode, totally 500 data for circuit 1 by 
Monte-Carlo. 100 groups of data for each fault mode, totally 700 data for circuit 2 by 
Monte-Carlo. And we also have 300 and 350 test data for circuit 1 and circuit 2 by using 
the same method. 

In order to compare diagnosis ability of wavelet neural network ensemble, this paper 
also trained wavelet neural network, from Table 2 we can know that the average clas-
sification accuracy rate of the two methods. 
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We can know that the average classification accuracy rate of the multi-classifiers 
based on WNNE is 98% which is higher obviously than WNN is able to properly 
classify 93.1% of the test patterns. for the Proposed method using Adaboost creates a 
collection of diversity component classifiers which improve Classifier’s classification 
and generalization ability by maintaining a set of weights over training samples and 
Adaptively adjusting these weights after each adboosting iteration: the weights of the 
training samples which are misclassified by current component classifier will be in-
creased while the weights of the training samples which are correctly classified will be 
decreased. Classification results for the experiment prove the performance improve-
ment of the proposed WNNE fault diagnosis method is better than the WNN method. 

Table 2. The result of WNN and WNNE 

mode Accuracy of testing 
samples by WNN 

Accuracy of testing 
samples by WNNE 

Transistor Q2 open 92.7% 97.3% 
Transistor Q2 breakdown 91.7% 96.7% 

Transistor Q3 open 90.7% 97.3% 
Detector D1 breakdown 91.7% 97.3% 

Transistor Q3 breakdown 92.0% 98.0% 
Transistor Q4 breakdown 92.7% 98.3% 
Transistor Q4 breakdown 93.3% 98.3% 

Transistor Q5 open 94.0% 98.3% 
Transistor Q5 breakdown 94.0% 98.7% 
Detector D3 breakdown 94.3% 98.7% 

Detector D4 or D5 breakdown 95.0% 98.7% 
Detector D6 breakdown 95.0% 98.7% 

5   Conclusion 

We have presented our first results in the development of a new technique for fault 
diagnosis of analogue circuits. The method we propose a novel algorithm combining 
wavelet analysis, WNN and Adaboost. This paper used wavelet analysis to extract the 
signal feature. The optimal feature sets are then used to train the wavelet neural net-
work, and then using Adaboost creates wavelet neural network ensemble. In applying 
WNNE to the diagnosis of scanning circuit of radar circuits, as described, we have 
demonstrated the implementation of the method and a set of results. These results 
vindicate the technique is more effective than WNN technique. 
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Abstract. The objective of this paper is to develop a dynamic neural network-
based fault detection and isolation (FDI) scheme for satellites that are tasked to 
perform a formation flying mission. Specifically, the proposed FDI scheme is 
developed for Pulsed Plasma Thrusters (PPT) that are considered to be used in 
satellite’s Attitude Control Subsystem (ACS). By using the relative attitudes of 
satellites in the formation our proposed “High Level” fault diagnoser scheme 
can detect a pair of thrusters that are faulty. This high level diagnoser however 
cannot isolate the faulty satellite in the formation. Towards this end, a novel 
“Integrated” dynamic neural network (DNN)-based FDI scheme is proposed to 
achieve both fault detection and fault isolation of the formation flying of satel-
lites. This methodology involves an “optimal” fusion of the “High Level” FDI 
scheme with a DNN-based “Low Level” FDI scheme that was recently devel-
oped by the authors. To demonstrate the FDI capabilities of our proposed 
schemes various fault scenarios are simulated and a comparative study among 
the techniques is performed.  

Keywords: Dynamic neural networks, Fault detection and isolation, Attitude 
control subsystem, Pulsed plasma thrusters, Formation flying of satellites. 

1   Introduction 

Development of a fault detection and isolation (FDI) scheme for unmanned space 
vehicles is a challenging problem. Traditionally, spacecraft sends periodic batch of 
data to ground stations where the data is analyzed in order to determine the health 
status of various subsystems. When a fault is detected, additional analyses must be 
performed to isolate the fault. This process is a time-consuming task which is also 
very costly. Due to these and other considerations, there is a real interest in develop-
ing autonomous fault diagnostic approaches for on-board spacecraft subsystems  
especially for the attitude control subsystem (ACS) of formation flying of multiple 
satellites. Literature on FDI of spacecraft provides various studies on faulty compo-
nents of the ACS of single spacecraft ([1]-[7]). However, for all practical purposes 
there is no work on FDI of formation flying spacecraft missions. 
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Malfunctions in any of the ACS components can affect the performance of the 
mission. Therefore, early detection of faults and isolation of faulty components be-
come extremely important. To the best of authors’ knowledge, development of an FDI 
module for detecting and isolating faults in Pulsed Plasma Thruster (PPT) in forma-
tion flying spacecraft has not been investigated in the literature. 

In this paper, an FDI scheme based on dynamic neural networks (DNN) is pro-
posed and developed. Based on relative attitudes of the formation flying spacecraft, 
our proposed FDI scheme is capable of detecting the spacecraft that is affected by a 
fault. An integrated FDI scheme is proposed that is composed of a “High Level” FDI 
scheme and a “Low Level” FDI scheme that has recently been developed in [8]. The 
resulting “Integrated” FDI scheme does take advantage of the strengths of each 
scheme and at same time minimizes their weaknesses. In order to demonstrate the 
capabilities of our proposed FDI schemes, a three spacecraft formation flying under 
various fault scenarios are investigated and analyzed. The results demonstrate that the 
“Integrated” FDI scheme exhibits improved fault detection and isolation capabilities 
than either the “Low” or the “High” level FDI schemes individually. 

The remainder of the paper is organized as follows: In Section 2, the dynamic neu-
ral network-based fault detection and isolation scheme which uses information from 
the attitude control subsystem of the formation flying spacecraft is developed. In or-
der to evaluate our proposed FDI schemes, simulated fault scenarios are investigated 
and the results are presented and discussed. In Section 3, the DNN-based FDI scheme 
developed in [8] is briefly reviewed and its strengths and weaknesses are discussed. 
The motivations for proposing our integrated FDI scheme are then established.  
Furthermore, the development of our “Integrated” FDI scheme is presented and its 
performance is evaluated and compared with the scheme proposed in [12]. In  
Section 4, conclusions and contributions of our proposed FDI schemes are provided. 

2   Formation Flying Fault Detection and Isolation Methodology 

In this section an FDI approach for the formation flying mission that is composed of 
three spacecraft with a leader/follower control architecture is developed. The satellites 
use the so-called six-independent pulsed plasma thruster (PPT) configuration. In this 
configuration each PPT only generates a torque about a single axis of the spacecraft 
where independent control actuation is achieved. 

Dynamic neural networks (DNN) are employed to model the relative attitude of 
followers spacecraft with respect to the leader spacecraft in a formation flying mis-
sion. Using this neural network model, residual signals are generated for detecting the 
existence of faults in the actuators of the followers. An important advantage of this 
FDI scheme is that only data from the follower’s ACS is used to detect abnormalities 
in the actuators. 

Pulsed plasma thrusters (PPTs) are accurate, inexpensive and simple actuators that 
can be used for different purposes such as station-keeping, attitude control and orbit 
insertion and drag make-up [9-12]. As shown in Fig. 1, the main components of the 
PPT are the capacitor, the electrodes, the igniter and the spring. Once the igniter is 
discharged, the capacitor voltage that appears across the electrodes creates a current 
which ablates and ionizes the fuel bar into a plasma slug. Finally, the plasma is accel-
erated by the Lorentz force (J x B) due to the discharge current and the magnetic field. 
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Fig. 1. The schematic of a pulsed plasma thruster (PPT) 

The PPT is an electromechanical system where the acceleration process and circuit 
components can be modeled by the following dynamical system 
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where 1 (t)x  is the position, 2 (t)x is the capacitor charge, 3 (t)x  is the velocity, 4 (t)x is 
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Table 1. Parameters of the Parallel-Plates Ablative PPT Electromechanical Model 

Parameter                                                  Description 
C Capacitance (F) 
f Pulse Frequency (Hz) 
h Distance between electrodes (m) 
Lc Internal Inductance of the capacitor (H) 
Le Inductance due to wires and leads (H) 
Lpe Inductance due to current sheet moving down (H) 
L’pe Inductance per unit channel length (Hm-1) 
LT  Total circuit inductance (H) 
m0 Mass of plasma at t = 0 (kg) 
ne Electron density (m-3) 
Rc Capacitor resistance (Ω) 
Re Wire and lead resistance (Ω) 
Rp Plasma resistance (Ω) 
Rpe Electrode resistance (Ω) 
RT  Total circuit resistance (Ω) 
Te Electron temperature 
w Width of electrodes (m) 
μ0 Magnetic permeability of free space (WbA-1m-1) 
τ Characteristic pulse time (s) 

 
During normal/healthy operations, only the electrical variables and temperature of 

the PPT thrusters are measurable. As indicated in [8], typically PPT thrusters are 
grouped into pairs sharing the same capacitor and therefore both PPTs cannot gener-
ate thrust pulses at the same time. To obtain a full three-axis control, a minimum of 
four thrusters is needed. However, in this paper, we consider the so-called six-
independent PPT configuration (refer to Fig. 2 for details). In the above configuration, 
each thruster only generates a torque about a single axis of the spacecraft where inde-
pendent control actuation is achieved. By using this configuration the applied torques 
in the , , , ,x x y y z+ − + − + and –z directions are performed by the thrusters 

1 2 3 4 5, , , ,PPT PPT PPT PPT PPT and 6PPT , respectively. 
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Fig. 2. The six-independent PPT configuration 
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By means of sensors the leader spacecraft ( / lS C ) can measure its absolute angular 

rotations and velocities. For the follower spacecraft (i.e. 1/ fS C and 2/ fS C ) it is nec-

essary to measure the relative attitudes with respect to the leader. Beside these meas-
urements, the number of pulses that are generated by each PPT and the instant (time) 
when pulses are generated are also recorded by each spacecraft. Table 2 shows the set 
of variables that are defined above (where l represents the leader spacecraft and f,j 
represent the j-th follower spacecraft with j=1 or 2). 

Table 2. Attitude Variables and Sequence of Pulses of the j-th Follower Spacecraft 

Variable Description 
,

1
f j

l q  : angular rotation about the x-axis (S/Cf,j w.r.t. S/Cl)
  

,
2

f j
l q  : angular rotation about the y-axis (S/Cf,j w.r.t. S/Cl) 

,
3

f j
l q  : angular rotation about the z-axis (S/Cf,j w.r.t. S/Cl) 

,f j
l xωΔ  : angular velocity about the x-axis (S/Cf,j w.r.t. S/Cl) 

,f j
l yωΔ  : angular velocity about the y-axis (S/Cf,j w.r.t. S/Cl) 

,f j
l zωΔ  : angular velocity about the z-axis (S/Cf,j w.r.t. S/Cl) 

,
1/ 2

f j
l PPT PPTT  : sequence of pulses about the x-axis (S/Cf,j w.r.t. S/Cl) 

,
3/ 4

f j
l PPT PPTT : sequence of pulses about the y-axis (S/Cf,j w.r.t. S/Cl) 

,
5/ 6

f j
l PPT PPTT : sequence of pulses about the z-axis (S/Cf,j w.r.t. S/Cl) 

 

2.1   Design of Neural Network FDI Scheme 

The neural networks considered in this paper is a multilayer perceptron network with 
dynamics neurons. As presented in [13]-[18] these special neurons allow the network 
to achieve dynamics properties. Fig. 3 shows the general structure of the so-called 
Dynamic Neuron Model (DNM) [15]-[26]. 
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Fig. 3. A dynamic neuron model 

The set [ ]1 2( ), ( ), , ( )
T

nu k u k u k…… and [ ]1 2, , ,
T

nW w w w= …… are the input and 

weight vectors, respectively. An Infinite Impulse Response (IIR) Filter is introduced to 
generate dynamics in the neuron such that the activation of a neuron depends on its in-
ternal states [15]-[18]. The block ( )g F ⋅  is the activation function of the neuron. The 
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parameter g, is the slope of the nonlinear activation function represented by ( )F ⋅ . The 

dynamic model of the above neuron is described by the following set of equations: 
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i i
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r r

i i
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= − − + −

= ⋅

∑

∑ ∑% %
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 (4)

where the signal ( )x k represents the input to the filter, the coefficients 

,   1, 2,....,ia i r= and ,   0,1,....,ib i r= are the feedback and feed-forward filter pa-

rameters, respectively, and r is the order of the filter. Finally, ( )y k%  represents the 

output of the filter which is the input to the activation function.   

2.2   Training and Generalization Architectures for the “High Level” FDI 
Scheme 

In order to collect data for the training phase, different fault-free formation flying 
missions are simulated. Fig. 4 shows the schematic representation of the proposed 
DNN that is used for the x-axis (i.e. roll angle) during the training phase. From this 
figure one can see that the sequence of pulses about the x-axis generated by the pair of 
thrusters PPT1/PPT2 and the angular rotations about the three axes are presented to 
the DNNroll. The output of the network is the estimated angular velocity about the  
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Fig. 4. Identification model during the training phase 
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x-axis. By comparing the output of the DNNroll with the measured angular velocity 
about the x-axis, the estimation error is calculated and back-propagated through vari-
ous layers updating the network parameters W. The training algorithm used here is the 
Extended Dynamic Back Propagation (EDBP) algorithm [18]. The DNNroll is trained 
until a termination criterion (t.c.) is fulfilled. Here the criterion used is the mean 
square error (mse). 

The training process above is also used for the other two DNNs (i.e. DNNpitch and 
DNNyaw). Each DNN has a 4-10-1 structure (four neurons in the input layer, ten neu-
rons in the hidden layer and one neuron in the output layer) with second order Infinite 
Impulse Response (IIR) filters and hyperbolic tangent sigmoid and linear activation 
functions for the neurons in the hidden and output layers, respectively.  

Once the training phase is completed, the parameters of the dynamic neural net-
works are fixed and the validation phase is initiated. Data generated from missions 
that are different from those used for the training purpose is presented to the DNN. By 
comparing the estimated angular velocity of the DNN with the measured angular ve-
locity the representation capabilities of the network are analyzed. Fig. 5 shows the 
DNN architecture that is used for the roll angle during the validation phase. 
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Fig. 5. Identification model during the validation phase 

The next phase deals with the calculation of a threshold function and an FDI 
evaluation criterion. This threshold will be used for determining the health status of 
the pair of PPT thrusters. The value of the threshold is calculated by using the healthy 
data collected from the simulated formation flying missions. The calculation of the 
Thresholdroll is performed by using the mathematical expression that is given below 

6 6

61 1
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max( ( ))
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roll roll
l l

roll roll roll l
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Threshold SAE lσ= =

=
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where ( )rollSAE l is the Sum Absolute Error of the data set 1, 2, ,6l = … generated from 

the six different missions. The coefficient σ is a constant which is used to adjust the 
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sensitivity of our FDI scheme. Equation (4) is also used for calculating the threshold 
values for the pitch and yaw angles. 

The simulated missions require that the 1/ fS C and 2/ fS C spacecraft rotate from an 

initial angular position (i.e. [0°, 0°, 0°]) until they reach the desirable attitudes (i.e. the 
reference attitudes). After calculating the SAE values and using the  
coefficients  1.208rollσ = , 2.450pitchσ = , and 1.032yawσ = , the thresholds obtained 

are:  135.00rollThreshold = , 50.00pitchthreshold = , and  76.00yawThreshold = ,  

respectively. 
Our proposed FDI scheme for detecting a single axis can be represented as shown 

in Fig. 6. In this scheme, the attitudes of the 1/ fS C are applied to the DNNs and the 

estimated angular velocities are compared with the actual measurements and the cor-
responding SAE values are calculated. Finally, the SAE values are compared with the 
corresponding thresholds and the health status of the three pairs of thrusters are de-
termined. 
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Fig. 6. FDI scheme for the 1/S C satellite in the formation (subscript i denotes the i-th angle 

(roll, pitch or yaw), ( )iPPT + denotes the PPT thruster that generates the thrust in the positive 

direction of the i-th axis (i.e. 1PPT , 3PPT and 5PPT ) and ( )5 iPPT − denotes the PPT thruster 

that generates the thrust in the negative direction of the i-th axis (i.e. 2 ,PPT PPT and 6PPT ). 

2.2   High Level FDI Scheme Simulations Results   

In this section simulations are conducted for evaluating our proposed DNN-based 
High Level FDI scheme for formation flying missions. The fault types considered are 
as following: 

 
 Fault Type 1: Loss of elasticity is a spring’s failure which affects the deflection 

of the spring reducing the pressure applied to the propellant bar. This type of fail-
ure may change the amount of propellant mass consumed in each pulse. 

 Fault Type 2: The ablation process transforms the solid propellant into the ex-
haust plasma, but small portions of the propellant may not be transformed, result-
ing in particles which are added to the inner face of the electrodes. After several 
pulses, this situation may lead to degradations of the PPT performance. 
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 Fault Type 3: Due to wear and tear, conductivity of the wires, capacitor and elec-
trodes may decrease. As a consequence of this, the amount of thrust produced may 
be changed in an unpredictable manner. 

 
To evaluate the performance of our proposed FDI scheme three formation flying mis-
sions that are affected by the above faults (i.e. faults affecting the PPTs of the S/Cf1) 
are simulated. For these cases, the reference attitudes are as follows: mission (a) 
([25°, 30°, 40°]), mission (b) ([20°, 35°, 45°]), and mission (c) ([25°, 35°, 45°]).  
Table 3 shows the type of faults that are injected and the PPTs that are affected by the 
faults and their severity. 

Table 3. General Description of the Simulated Faulty Cases 

mission Fault type Faulty PPT Severity 

(a) Type 1 PPT2 of S/Cf1 The thrust generated by PPT2 is decreased by 
15% 

(b) Type 2 PPT3 of S/Cf1 The thrust generated by PPT3 is increased by 
15% 

(c) Type 3 PPT6 of S/Cf1 The thrust generated by PPT6 is decreased by 
15% 

 
The SAE values and the Health Status that are obtained for the follower S/Cf1 are 

presented in Table 4. 

Table 4. Health Status Results 

mission SAEroll SAEptich SAEyaw Health Status 

(a) 382.12 41.53 45.16 PPT1/ PPT2 is detected as the faulty pair 

(b) 100.21 57.88 39.75 PPT3/ PPT4 is detected as the faulty pair 

(c) 132.84 38.40 279.98 PPT5/ PPT6 is detected as the faulty pair 

Threshold: 135.00 50.00 76.00  

 
According to our simulation results, low severity faults are not observable in the atti-

tudes of the spacecraft because the ACS can fulfill the mission requirements by chang-
ing the sequence and the number of pulses generated by the PPTs. Table 5 presents the 
number of pulses that are generated by 1/ fS C and 2/ fS C during the mission (b). 

Table 5. Amount of Pulses Generated by the Followers 1/ fS C and 2/ fS C During the 

Mission (b) 

Spacecraft PPT1/PPT2 pulses PPT3/PPT4 pulses PPT5/PPT6 pulses 
S/Cf1 78/510 232/238 228/248 
S/Cf2 19/21 88/74 68/78 
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The six PPTs of the 1/ fS C generated more pulses than the PPTs of the 2/ fS C  to 

perform the same rotational maneuver. Due to the fact that the operational lifetime of 
the PPT thrusters is determined by the amount of generated pulses (i.e. number of 
capacitor’s discharges), this unplanned extra generation of pulses can reduce the life-
time of the formation flying mission and should be avoided and eliminated.  

3   Integrated Fault Detection and Isolation Scheme 

In the previous section, we developed a “High Level” FDI scheme that by using the 
relative attitude variables abnormal spacecraft’s behavior can be detected and the pair 
of thrusters where the fault is injected can be identified. Unfortunately, the “High 
Level” FDI scheme cannot isolate the faulty actuator.  

On the other hand, by utilizing a “Low Level” DNN-based FDI scheme for the 
PPT thrusters (as proposed in [8]) we can analyze the health status of the six thrusters 
pulse by pulse. Experimental results demonstrate that for these three types of faults, 
especially for the fault type 2 the utilization of a single fixed threshold value affects 
the reliability of our FDI approach. 

The integrated FDI scheme uses the “High Level” approach for detecting which 
pair of thrusters is healthy and which one is faulty. Once the faulty thruster pair is 
identified, and based on the cause-effect relationships, one can identify the possible 
effect of the fault on both PPTs. With this information, different threshold values (i.e. 
“lower threshold” and “upper threshold”) can be determined. By applying these 
thresholds to the “Low Level” approach one can determine which thruster is faulty, 
and more specifically, which one of the generated pulses is faulty. Fig. 7 shows the 
schematic representation of our “Integrated” FDI scheme. The “High Level”  
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Fig. 7. Our proposed ‘Integrated’ FDI scheme for the S/C1 satellite in the formation flying (the 
subscript i in the “Low Level” section of the scheme represents the i-th axis (i.e. roll, pitch or 
yaw angles)). 
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FDI scheme detects the faulty pair of thrusters and the Logic Threshold Selection 
block counts the number of pulses that are generated by each PPT of the faulty pair 
and determines which threshold must be applied to each PPT. Finally, the “Low 
Level” FDI scheme analyzes pulse by pulse the health status of both PPTs and detects 
the faulty pulses that are generated by the PPTs. 

In order to demonstrate the performance of our proposed “Integrated” FDI scheme 
six formation flying missions are simulated. The specifications of these missions are 
presented in Table 6. 

Table 6. Specifications of the Simulated Faulty Missions for Evaluating the Performance of 
Our Proposed “Integrated” FDI Scheme 

mission reference Faulty type (severity) Faulty PPT Occurrence time 
1 [50°, 30°, 40°] Type 2 (incremental) PPT1 of S/Cf1 t = 10 sec 
2 [25°, 30°, 40°] Type 2 (incremental) PPT3 of S/Cf1 t = 0 sec 
3 [20°, 30°, 40°] Type 1 (incremental) PPT5 of S/Cf1 t = 350 sec 
4 [20°, 35°, 45°] Type 1 (incremental) PPT6 of S/Cf1 t = 850 sec 
5 [55°, 30°, 45°] Type 3 (incremental) PPT4 of S/Cf1 t = 500 sec 
6 [45°, 20°, 35°] Type 3 (incremental) PPT2 of S/Cf1 t = 600 sec 

 
Table 7 shows the “High Level” FDI results for the six missions. According to 

these results, we have positively detected the faulty thruster in all the simulated 
missions. 

Table 7. Results of the “High Level” FDI Scheme for the Six Simulated Faulty Missions 

mission SAEroll SAEptich SAEyaw Health Status 

1 264.96 46.28 59.32 PPT1/ PPT2 of S/Cf1 is detected as the 
faulty pair 

2 90.35 53.28 33.45 PPT3/ PPT4 of S/Cf1 is detected as the 
faulty pair 

3 118.26 33.08 135.49 PPT5/ PPT6 of S/Cf1 is detected as the 
faulty pair 

4 88.23 48.58 172.86 PPT5/ PPT6 of S/Cf1 is detected as the 
faulty pair 

5 119.71 53.65 46.26 PPT3/ PPT4 of S/Cf1 is detected as the 
faulty pair 

6 196.86 29.05 60.64 PPT1/ PPT2 of S/Cf1 is detected as the 
faulty pair 

Threshold: 135.00 50.00 76.00  

 
Based on the results shown in [8] and simulations performed in this paper we de-

termined that the optimal values for the lower and upper Thresholds are 0.0300 and 
0.0370, respectively. Table 8 presents the results given by the Logic Threshold  
Selection block for the six simulated formation flying missions. 
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Table 8. Threshold determination for the six simulated faulty missions 

mis-
sion 

PPTi(+) (Number of Pulses; Threshold 
value) 

PPTi(-) (Number of Pulses; Threshold 
value) 

1 PPT1 (138; Lower Threshold) PPT2 (885; Upper Threshold) 

2 PPT3 (126; Lower Threshold) PPT4 (577; Upper Threshold) 

3 PPT5 (1454; Upper Threshold) PPT6 (46; Lower Threshold) 
4 PPT5 (50; Lower Threshold) PPT6 (1892; Upper Threshold) 

5 PPT3 (202; Lower Threshold) PPT4 (436; Upper Threshold) 

6 PPT1 (143; Lower Threshold) PPT2 (382; Upper Threshold) 

 
The “Low Level” FDI scheme uses the threshold values that are determined by the 

Logic Selection Threshold block to detect the faulty pulses of the faulty actuator.  
Table 9 shows the results obtained. 

Table 9. Results of the “Low Level” FDI Scheme for the Six Simulated Faulty Missions 

mission PPT actual/detected healthy pulses actual/detected faulty pulses 
PPT1: 0/0 138/138 1 
PPT2: 885/885 0/0 
PPT3: 0/0 126/126 2 
PPT4: 577/577 0/0 
PPT5: 32/32 1422/1422 3 
PPT6: 46/46 0/0 
PPT5: 50/50 0/0 4 
PPT6: 59/59 1833/1833 
PPT3: 202/202 0/0 5 
PPT4: 178/190 258/246 
PPT1: 143/143 0/0 6 
PPT2: 55/83 327/244 

 
Finally, for comparing the performance of the “Integrated” FDI scheme with the 

“Low Level” FDI scheme in [8] the results presented in Table 9 are evaluated by us-
ing the Confusion Matrix approach [20]. These results are shown in Table 10. 

Table 10. Performance Results for Our Proposed “Low Level” and “Integrated”  FDI Schemes 

 “Low Level” FDI Scheme 
Performance Results 

“Integrated” FDI Scheme  
Performance Results 

Accuracy 95.16% 99.36% 
True Healthy 100.00% 100.00% 
False Healthy 0.08% 00.01% 
True Faulty 92.48% 99.01% 
False Faulty 0.00% 00.00% 

Precision 87.99 98.24% 
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4   Conclusions 

A novel Fault Detection and Isolation (FDI) scheme for Pulsed Plasma Thrusters 
(PPTs) of the Attitude Control Subsystem (ACS) of satellites in the formation flying 
missions is proposed and investigated. By means of four Dynamic Neural Networks 
(DNN) in each satellite the proposed FDI scheme is capable of detecting and isolating 
faults in the actuators (i.e. PPTs) of all the satellites which affect the precision and 
mission requirements for the formation flying attitudes. 

Due to the fact that the force generated by this type of actuator cannot be meas-
ured, and due to the lack of precise mathematical models, the development of a fault 
diagnostic system for PPTs is not a trivial effort. In this paper, we have demonstrated 
that our proposed FDI scheme is not computationally intensive and is a reliable tool 
for detecting and isolating faulty PPTs. 

The results obtained show a high level of accuracy (99.36%) and precision 
(98.24%) and the misclassification rate of the False Healthy and the False Faulty pa-
rameters that are quite negligible. Therefore, the applicability of our proposed DNN 
technique for solving fault diagnosis problems in a highly complex nonlinear system 
such as the formation flying systems has been demonstrated. 

Formation Flying missions are beginning to gain popularity due to the number of 
advantages that they provide. A significant reduction in the amount of hours spent by 
the ground station personnel can be achieved by implementing our proposed DNN-
based FDI schemes. Therefore, the cost of the missions can be reduced significantly. 
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Abstract. In this paper, by using some analytic techniques, several suf-
ficient conditions are given to ensure the passivity of a general form of
recurrent neural network with multiple delays. The passivity conditions
are presented in terms of a negative semi-definite matrix declared. They
are easily verifiable and easier to check computing with some conditions
in terms of complicated linear matrix inequality.

Keywords: Passivity, Activation function, Multiple delays.

1 Introduction

Models of neural networks have recently attracted attention due to their promis-
ing potential for the tasks of pattern classification, designing associative mem-
ory, reconstruction of moving images, signal processing, parallel computation
and solving some classes of optimization problems [1]. As is well known, most
of these applications depend on their stability behavior of the neural networks.
The problem of stability analysis of neural networks has been the central focus
of numerous research activities. Some directions arise when dealing with typical
applications or by placing constraint conditions on the network parameters of
the neural system to ensure the desired stability properties. For example, when a
neural network is designed to function as an associative memory [2], it is required
that there exist several stable equilibrium points, whereas in the case of solving
optimization problems, it is necessary that the designed neural networks must
have a unique equilibrium point that is globally asymptotically stable. Therefore,
it is of great interest to establish conditions that ensure the global asymptotic
stability of a unique equilibrium point of a neural network.

In addition, within practical realizations of neural networks, the finite switch-
ing speed of amplifiers and active devices as well as the inherent communication
time of neurons will incur time-delays in the interaction among the neurons.
Time-delays, which are unavoidable in neural networks, may induce instability
of the neural networks. Therefore, the stability analysis of delayed neural net-
works has been received much attention in recent years. It is concluded that delay
effect might be the source of instability, hidden oscillations, divergence, chaos or
other poor performance behavior. Delay-dependent stability conditions, which
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contain information concerning time-delays, are usually less conservative than
delay-independent ones, especially for a neural network with a small time-delay.
As a result, recently, much attention has been paid on the delay-dependent sta-
bility analysis for delayed neural networks.

Usually, constant fixed time delays in the models of delayed feedback systems
serve as good approximation in simple circuits having a small number of cells.
Though delays arise frequently in practical applications, it is difficult to measure
them precisely. In most situations, delays are variable, and in fact unbounded.
That is, the entire history affects the present. Such delay terms, more suitable
to practical neural nets, are called unbounded delays. Therefore, the studies of
neural networks with time-varying delays and unbounded time delays are more
important and actual than those with constant delays.

In the design of neural networks, the issue of global exponential stability is of
prime concern since it guarantees the neural networks to converge fast enough in
order to attain fast and satisfactory response. Accordingly, the problem of global
exponential stability analysis for delayed neural networks has been studied by
many investigators in the past years. In the case with with time-varying delays,
sufficient conditions for global exponential stability were given in [3]-[13].

The notion of “passivity” of an input-output system, motivated by the dissi-
pation of energy across resistors in an electrical circuit, has been widely used in
order to analyze stability of a general class of interconnected nonlinear systems
[14]. The passivity theory plays an important role in electrical networks and
many other dynamical systems [15]. The passivity approach can also be used
to neural networks. In [16], the authors have addressed the passivity properties
of static multi-layer neural networks. Passivity analysis for dynamical multi-
layer neuro identifier has been studied in [17], [18]. Recently, passivity analy-
sis for delayed neural networks has been discussed by many researchers. Based
on Lyapunov-Krasovskii theory, passivity conditions for neural networks with
time-invariant delay and parametric uncertainties have been presented via LMIs
[19]. The authors of [20] have extended the neural networks of [19] to integro-
differential ones with time-varying delays. The delay-dependent results in [21]
are less conservative than the delay-independent ones in [19] and [20]. In [3] and
[23], the global dissipativity of neural networks have been examined based on in-
ternal state-space approach coupled with positive invariant sets. It must be noted
that the concept of dissipativity is important in dynamical systems in general
and in neural networks in particular and it has found applications in areas such
as stability theory, chaos and synchronization theory, system norm estimation,
and robust control. The global dissipativity of several classes of neural networks
were discussed, and some sufficient conditions for the global dissipativity of neu-
ral networks with constant delays are derived in [22].

The remaining part of this paper consists of three sections. Section 2 de-
scribes some preliminaries. By using a negative semi-definite matrix, we get
some sufficient conditions on passivity of a general form of recurrent neural
network with multiple delays in Section 3. Finally, we make the conclusions in
Section 4.
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2 Preliminaries

Consider a general form of recurrent neural network{
dxi(t)

dt = −dixi(t) +
∑n

j=1 aijfj(xj(t)) +
∑n

j=1 bijfj(xj(t − τj)) + ui(t),
y(t) = f(x(t)),

(1)

where i = 1, 2, . . . , n, di > 0 is positive parameter, ui(t) is the input, u(t) =(
u1(t), · · · , un(t)

)T
, xi(t) is the state of the ith neuron, x(t)=

(
x1(t), · · · , xn(t)

)T
,

A = (aij)n×n, B = (bij)n×n are the connection weight matrices that are not
assumed to be symmetric, and f(x(t)) =

(
f1(x1(t)), f2(x2(t)), · · · , fn(xn(t))

)T
is the activation function. Denote I as an n-dimensional identity matrix. Let

δij =
{

1, i = j,
0, i �= j.

Definition 1. The neural network model (1) is called passive if there exists a
scalar γ ≥ 0 such that

2
∫ tp

0
yT (s)u(s)ds ≥ −γ

∫ tp

0
uT (s)u(s)ds (2)

for all tp ≥ 0 and for all solutions of (1) with x0 = 0.

3 Main Results

Theorem 1. Let the continuous function f(·) belong to the following set:{
f(·) | 0 ≤ fi(r)

r
≤ �i < ∞, ∀r ∈ �, i = 1, 2, · · · , n

}
. (3)

If the following matrix Q1 is negative semi-definite, then the neural network
model (1) is passive, where

Q1 =
(

Q11 Q12
QT

12 Q22

)
,

Q11 = 2
(
aij + δij

( 1
2 − di

�i

))
n×n

, Q12 =
(
bij

)
n×n

, Q22 = −In×n.

Proof. We employ the following function:

V (x(t), t) = 2
n∑

i=1

∫ xi

0
fi(xi)dxi +

n∑
i=1

∫ t

t−τi

f2
i (xi(ξ))dξ. (4)

Computing the derivative of V (x(t), t) along the positive half trajectory of (1),
we have
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dV (x(t), t)
dt

|(1) −2yT (t)u(t) − γuT (t)u(t)

= 2
n∑

i=1

[
− dixi(t)fi(xi(t)) +

n∑
j=1

aijfi(xi(t))fj(xj(t))

+
n∑

j=1

bijfi(xi(t))fj(xj(t − τj)) + fi(xi(t))ui(t)
]

+
n∑

i=1

f2
i (xi(t)) −

n∑
i=1

f2
i (xi(t − τi)) − 2yT (t)u(t) − γuT (t)u(t)

= 2
n∑

i=1

[
− dixi(t)fi(xi(t)) +

n∑
j=1

aijfi(xi(t))fj(xj(t))

+
n∑

j=1

bijfi(xi(t))fj(xj(t − τj))
]

+
n∑

i=1

f2
i (xi(t))

−
n∑

i=1

f2
i (xi(t − τi)) − γuT (t)u(t)

≤ 2
n∑

i=1

[(1
2
− di

�i

)
f2

i (xi(t)) +
n∑

j=1

aijfi(xi(t))fj(xj(t))

+
n∑

j=1

bijfi(xi(t))fj(xj(t − τj))
]
−

n∑
i=1

f2
i (xi(t − τi)) − γuT (t)u(t)

= 2
n∑

i=1

[ n∑
j=1

(
aij + δij

(1
2
− di

�i

))
fi(xi(t))fj(xj(t))

+
n∑

j=1

bijfi(xi(t))fj(xj(t − τj))
]
−

n∑
i=1

f2
i (xi(t − τi)) − γuT (t)u(t)

=

⎛⎝ f(x(t))
f(x(t − τ))

u(t)

⎞⎠T (
Q1 0
0 −γ

)⎛⎝ f(x(t))
f(x(t − τ))

u(t)

⎞⎠
≤ 0;

i.e.,

dV (x(t), t)
dt

|(1) −2yT (t)u(t) − γuT (t)u(t) ≤ 0. (5)

By integrating (5) with respect to t over the time period [0, tp],

2
∫ tp

0
yT (s)u(s)ds ≥ V (x(tp), tp) − V (x(t0), t0) − γ

∫ tp

0
uT (s)u(s)ds. (6)

For x0 = 0, we have V (x(t0), t0) = 0. Hence, according to Definition 1, (1) is
passive.
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Theorem 2. Let the function f(·) belong to the following set:{
f(·) | fi(x) ∈ C[�,�], D+fi(xi) ≥ 0, i = 1, 2, · · · , n

}
. (7)

If the following matrix

Q2 =

⎛⎜⎜⎝
Q11 Q12 Q13 In×n

QT
12 Q22 Q23 0

QT
13 QT

23 0 0
In×n 0 0 −γ

⎞⎟⎟⎠
is negative semi-definite, where Q11 = −2diag

(
di

)
n×n

, Q12 =
(
aij − δijdi

)
n×n

,

Q13 = Q23 =
(
bij

)
n×n

, Q22 = 2
(
aij

)
n×n

, then the neural network model (1) is
passive.

Proof. We employ the following function:

V (x(t), t) =
n∑

i=1

x2
i (t) + 2

n∑
i=1

∫ xi

0
fi(xi)dxi. (8)

Computing the derivative of V (x(t), t) along the trajectory of (1), we have

dV (x(t), t)
dt

|(1) −2yT (t)u(t) − γuT (t)u(t)

= 2
n∑

i=1

[
− dix

2
i (t) − dixi(t)fi(xi(t))

+
n∑

j=1

aijxi(t)fj(xj(t)) +
n∑

j=1

aijfi(xi(t))fj(xj(t))

+
n∑

j=1

bijxi(t)fj(xj(t − τj)) +
n∑

j=1

bijfi(xi(t))fj(xj(t − τj))

+ xi(t)ui(t) + fi(xi(t))ui(t)
]
− 2yT (t)u(t) − γuT (t)u(t)

= 2
n∑

i=1

[
− dix

2
i (t) − dixi(t)fi(xi(t)) +

n∑
j=1

aijxi(t)fj(xj(t))

+
n∑

j=1

aijfi(xi(t))fj(xj(t)) +
n∑

j=1

bijxi(t)fj(xj(t − τj))

+
n∑

j=1

bijfi(xi(t))fj(xj(t − τj)) + xi(t)ui(t)
]
− γuT (t)u(t)

≤

⎛⎜⎜⎝
x(t)

f(x(t))
f(x(t − τ))

u(t)

⎞⎟⎟⎠
T

Q2

⎛⎜⎜⎝
x(t)

f(x(t))
f(x(t − τ))

u(t)

⎞⎟⎟⎠ ≤ 0;
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i.e.,

dV (x(t), t)
dt

|(1) −2yT (t)u(t) − γuT (t)u(t) ≤ 0. (9)

By integrating (9) with respect to t over the time period [0, tp],

2
∫ tp

0
yT (s)u(s)ds ≥ V (x(tp), tp) − V (x(t0), t0) − γ

∫ tp

0
uT (s)u(s)ds. (10)

For x0 = 0, we have V (x(t0), t0) = 0. Hence, according to Definition 1, (1) is
passive.

4 Concluding Remarks

This paper presents two sufficient conditions on passivity for a general form of
recurrent neural network. The passivity conditions are presented in terms of a
negative semi-definite matrix. These conditions are very easy to be verified, and
useful to analysis and characterize the passivity of the neural networks.
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Comparative Analysis of Corporate Failure Prediction 
Methods: Evidence from Chinese Firms 
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Abstract. This paper examines four most popular alternative methods that have 
been applied in financial failure prediction: linear discriminant analysis, logit 
analysis, neural networks and support vector machine. The main purpose is to 
make comparisons of the prediction abilities among different methods. It was 
implemented by using the Chinese firms data one, two and three years prior to 
failure in the empirical analysis. The results indicate that the classification ac-
curacy of support vector machine is the highest.  

Keywords: Failure prediction, Statistical method, Intelligent method. 

1   Introduction 

Many studies have been conducted since Beaver [1] firstly used financial ratios in 
failure prediction. The studies can be classified into three categories: (1) Theoretical 
modelling of the failure process; (2) empirical researches on failure forecasting vari-
ables, which contain financial and nonfinancial variables; (3) researches for the most 
effective empirical forecasting methods. The first two aspects haven’t got breakthrough 
findings, whereas the research on the third aspect has generated continual new 
achievements.  All these studies have focused on the effect of the violation of the as-
sumptions set by the methods, the effect of the statistical samples and the development 
or application of new methods. 

The purpose of applying new methods is to increase the accuracy of failure predic-
tion. Linear discriminant analysis (LDA) was first applied in failure prediction in the 
1960s[2] . LDA was replaced by logit analysis in the 1970s and 1980s[3]. Neural net-
works (NN) have been introduced in failure prediction in 1990s [4]. Since the begin-
ning of 21 century, the support vector machine (SVM) based on the small sample 
learning theory has been applied to solve classification problems.  

Recently，Chinese economy attracts many attentions and Chinese economy obvi-
ously belongs to a transition economy. Chinese listed firms show different character-
istics from those in developed market economy. However, till now almost all  
researches on the financial distress classification of Chinese corporates have not made a 
complete comparison for different classification tools,  but just applied different tools 
to different samples[5][6]. This study tries to conduct the empirical comparison among 
LDA, Logit analysis, NN and SVM. 
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The following sections are organized as follows: section 2 briefly introduces the 
selected failure prediction methods; section 3 is about the sample and variables that 
were used in the research; section 4 is about the effect of the ex-post classification and 
ex-ante prediction of the selected methods; and the last section concludes the study. 

2   Methods on Failure Prediction  

2.1   Linear Discriminant Analysis (LDA) 

The purpose of LDA is to discriminate among the groups by a linear combination of 
predictors. A score is calculated based on the set of independent predictors for each 
firm, and then a cut-off point is established so that the firms with a score below the 
cut-off point are expected to fail while those with a score above the point are expected 
to be going-concern. The score can be calculated as follows: 

2 2 n n...0 1 1Z = b +b X b X b X+ + +  (1)

Where iX  (i= 1, … ,n) are the independent variables and ib  (i= 1, . . .,n) are the es-

timated parameters. 
The use of LDA is restricted by two statistical requirements. First, the independent 

variables should be multivariate normal, and second, the covariance matrices of the two 
groups should be the same. Both assumptions are often violated because of the financial 
ratios which are selected as predictors can not meet the requirements. 

2.2   Logit Analysis (Logit) 

Logit analysis method is also used a score to decide whether a firm belongs to a group 

(failed or non-failed) or not, the failure probability is calculated as follows: 

2 2 n nP( ) 1/(1 exp( )) 1/(1 exp( ( ... )))0 1 1Z Z b +b X b X b X= + − = + − + + +
 

(2)

Where iX ( 1, 2,...,i n= ) are the independent variables and ib ( 1, 2,...,i n= ) are the 

estimated parameters. The output P(z) is a hyperbolic function, and its value is between 

0 and 1.  
The result of P(Z) can be regarded as the conditional probability of failure. If the 

selected cumulative distribution function (CDF) is normal cumulative distribution 
function other than logistic function under the binomial model, it is then called as probit 
model. It is difficult to estimate the coefficient because the model is non-linear, so, the 
coefficients are always estimated by maximum likelihood estimation. It generates the 
probability of a group membership since its value changes between 0 and 1. If 
Z → −∞，then ( ) 0P Z → ; while Z → +∞ , then ( ) 1P Z → ；if 0Z = , then 

( ) 0.5P Z = , which is a commonly used critical value in classifying failed and 
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non-failed firms. Type I error means that failed firms are classified as non-failed. Type 
II errors means that non-failed firms are classified as failed. If misclassification costs 
for both error types are taken into account (misclassification costs for the Type I error 
are usually estimated to be higher than those of the Type II error, because type I error 
will make the investors occur actual loss while type II only causes opportunity costs). 
The midranges of probability are more sensitive to the changes in the values of inde-
pendent variables. 

2.3   Neural Networks (NN) 

In 1990s, a new method named neural networks was broadly applied in the model 
identification area, in which include classification problems process. Widrow and Hoff 
[7] described the first neural-based computer. Hopfield showed that there are many 
problems that could be solved by using NN [8].  

Before an NN is used to predict it must be trained or learned by using a group of 
observations, i.e. a group of failed and non-failed firms. This can be supervised or 
unsupervised. In the former case the outcome of every observation is known and the 
network trains itself until it can combine a certain input with a certain outcome. When 
unsupervised learning is used, the outcomes of observations are not given and NN 
self-organizes the input data and discovers the basic features of it. Thus, NN learns 
independently to associate these basic features with a certain outcome.  

After the training has been completed, the NN can be used in prediction. The 
structure of network, include the neurons and interconnections between them, is now 
fixed. The training and the whole NN can be evaluated on the basis of the number of 
correct predictions. The more correct predictions the trained NN makes, the more 
successful it is. 

2.4   Support Vector Machine(SVM） 

Support Vector Machine is developed based on Statistical Learning Theory [9] which 
focuses on machine learning law under the condition of small sample. Along with the 
development of the theory, and also because of the material lack of progress of other 
approaches such as NN, SVM method came into being since the middle of 1990s, and 
shows its advantages over the exited methods. 

The underlying theme of the class of supervised learning methods is to learn  
from observations. There is an input space, denoted by X nR⊆ , an output  
space, denoted by Y , and a training set, denoted by S , 

1 1 2 2(( , ), ( , ),..., ( , )) ( )l
l lS x y x y x y X Y= ⊆ × , l  is the size of the training set.  

The overall assumption for learning is the existence of a hidden function  
( )Y f X= , and the task of classification is to construct a heuristic function ( )h X , 

such that h f→  on the prediction of Y . The nature of the output space Y  decides 
the learning type. { 1,1}Y = −  leads to a binary classification problem,  
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{1, 2,..., }Y m=  leads to a multiple class classification problem, and nY R⊆  leads 
to a regression problem. 

For binary classification problem, when classification problem belongs to linearly 
separable, the final SVM classifier is as follows: 

1

( , )
N

i i i
i

Y sign y x x bα
=

= < > +∑  (3)

For binary classification problem, when classification problem belongs to linearly 
non-separable, the final  SVM classifier is as follows: 

1

( ( , ) )
N

i i i
i

Y sign y K x x bα
=

= +∑  (4)

Where ( , )iK x x  is kernel function,. ( , ) ( ), ( ) ,i j i jK x x x xφ φ=< > it transforms the 

computations of ( ), ( )i jx xφ φ< >  to that of ,i jx x< > . ,< ⋅ ⋅ >  represents inner 

product. ( )xφ represents high-dimensional feather space which is nonlinearly mapped 

from the input space x . N  is the number of support vectors which are data instances 

corresponding to non-zero iα ’s. b  and iα  are the coefficients to be estimated. For 

more details about estimation process please refer to Vapnik’s monograph [9]. 

3   Research Design 

3.1   Sample Selection 

The sample was selected from the companies in Shanghai and Shenzhen stock exchange 

market. Two groups of samples were used: (1) failed group; (2) random group. The 

failed firms are those being announced to be delisted because of a 3-continuous-year’s 

loss during 1999-2005. The selected failed firms have complete and available financial 

data of 3 years prior to bankruptcy. Financial firms were excluded because of the feature 

of the financial reports. The model that uses financial ratios cannot mix the financial and 

non-financial firms together. After exclusion, 80 failed firms were left. 

The random group included 80 firms is selected from non-financial firms with 

complete data other than failed group. Each failed firm is matched with a non-failed 

one randomly with the same period to ensure the data proportion of the failed and 

non-failed firms is the same. 
The above-mentioned two groups formed the failed/ non-failed sample of this re-

search. Each group is divided by the proportion of 7:3 into estimation sample and test 
sample, the former includes 56 failed firms and 56 random firms, the latter includes 24 
failed firms and 24 random firms, the firms allocated to the two subsamples are selected 
at random. 
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3.2   Prediction Variables 

The purpose of this research is not to increase the accuracy of failure prediction, but to 
make comparisons of the prediction abilities among different methods, so, the number 
of the samples is small to a minimum to simplify the research. The study uses leverage 
ratio (measured by the ratio of total debts to total assets, simplified as TDTA) as the 
proxy variable of the failure because the more debt a firm has, the higher probability the 
firm has. The study uses liquidity ratio (current assets to current liabilities, CACL) as a 
proxy variable of the failure because a firm will meet operational difficult, and cannot 
repay the due debt. The study uses operating income to total assets (OITA) as a proxy 
of failure because profitability is the premise of continuum operation. This research 
also pays enough attention to the special phenomenon of substantial shareholders en-
croach the funds of published firms in China, and takes it as a prediction variable.This 
paper uses receivables to owners’ equity as the proxy of the situation. 

3.3   Dependent Variable 

The financial states used in the study are:（1）state 0: financial health，without financial 
distress events;（2）state 1: receiving delisted treatment. Dependent variable in this 
research can achieve two values and is coded as follows: 

STAT= 0, if the firm is health; 
1, if the firm receives delisted treatment. 

4   Empirical Results 

4.1   Results of Ex-post Classification  

Four methods were used to conduct the discriminate classification on the estimated data 
in order to compare the classification results. In the ex-post classification, the accuracy 
of discriminate classifications for 1, 2 and 3 year prior to failure are 85.7%, 71.4% and 
72.4%respectively, there is no obvious difference in the number of the typeⅠand II 
error at the 1st year prior to failure, but as to the 2nd and 3rd year prior to failure, the 
type II error is predominant, that is, the rate of misclassifying non-failed firms is more 
than that of failed firms.(as shown in table 1) 

The result of Logit analysis on the 112 samples shows that the number of typeⅠand 
II error of the 1st year prior to failure are both 5, the classification accuracy is 91.1%, 
the classification accuracy of the 2nd and 3rd year prior to failure is 72.3%and 75.9% 
respectively. 

Back propagation algorithm is used to establish and train the neural networks model 
of the 1st, 2nd and 3rd year prior to failure. In this research, there are 3 neurons for each 
network, 5-15 implied neurons and 1 output neuron. In training stage, there are 9 firms 



806 H. Yang 

among the 112 samples of the 1st year prior failure are misclassified, that is, the rate of 
misclassification is 9%, it increase to 12.5% in the 2nd year prior to failure, and 12.5% 
in the 3rd year. The total misclassification rate in the 1st, 2nd and 3rd year prior to 
failure is 8%, 11.6% and 12.5% respectively. So, the discriminant effect of SVM is 
relatively ideal. 

Table 1. Comparison of the ex-post classification results 

1st year 2nd  year 3rd year 

Type 
I

Type 
II

Total Type 
I

Type 
II

Total Type 
I

Type 
II

Total

LDA 14.3
%

14.3
%

14.3
%

26.8
%

28.6
%

28.6
%

23.2
%

32.1
%

27.6
%

Logit 8.90
%

8.90
%

8.90
%

26.80
%

28.60
%

27.70
%

23.20
%

32.10
%

24.10
%

NN 7.10
%

8.90
%

8.00
%

10.70
%

14.30
%

12.50
%

17.90
%

7.10
%

12.50
%

SVM 7.10
%

8.90
%

8.00
%

8.90
%

14.30
%

11.60
%

16.10
%

8.90
%

12.50
%

 

Table 2. Methods ranked ex ante prediction accuracy 

1st year 2nd year 3rd year 

 I 
Neural 

networks 
SVM SVM

SVM
Neural 

networks 
Neural 

networks 

Logit  Logit  Logit  

LDA LDA LDA
 

Table 2 shows the results of classification accuracy ordering under each method. 
The misclassification result of LDA is the highest in each year, while it is the lowest 
under neural networks. The results illustrate that the number of correct classification is 
interrelated with the used method. 

4.2   Ex-ante Prediction Results 

After the model is estimated, the prediction ability of the model can be tested with the 
test set. The results were shown in table 3. The SVM method was the best in the 1st year 
prior to failure, the prediction accuracy was as high as 89.6%, and that of neural net-
works and logit analysis were both 85.4%. 

As to the 2nd year prior to failure, the result obviously went worse, the accuracy of 
neural networks and SVM were 72.9%, while that of logit analysis and LDA was 
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66.7% and 64.6% respectively. As to the 3rd year prior to failure, the accuracy of SVM 
was 81.2%, that of neural networks was 72.9%, and that of logit analysis and LDA were 
both 62.5%. 

In table 4 the methods are ranked according to the ex-ante prediction accuracy, the 
results show that the prediction effect of SVM is the best, and that of the traditional 
statistical method such as Logit analysis and LDA is worse, among which LDA is the 
worst. The results also show that the application prospect of intelligent tools in classi-
fication research field is promising. 

Table 3. Comparison of the ex-post classification results 

1st year 2nd  year 3rd year 

Type 
I

Type 
II

Total Type 
I

Type 
II

Total Type I  Type 
II

Total

LD
A

16.7
0%

16.7
0%

16.7
0%

33.3
0%

37.50
%

35.4
0%

33.30% 41.70
%

37.50
%

Lo
git

16.7
0%

12.5
0%

14.6
0%

33.3
0%

33.30
%

33.3
0%

33.30% 41.70
%

37.50
%

N
N

20.8
0%

8.30
%

14.6
0%

33.3
0%

20.80
%

27.1
0%

37.50% 16.70
%

27.10
%

SV
M

12.5
0%

8.30
%

10.4
0%

33.3
0%

20.80
%

27.1
0%

25% 12.50
%

18.80
%

 

Table 4. Methods ranked ex-ante prediction accuracy 

1st year 2nd year 3rd year 

SVM SVM SVM

Neural 
networks 

Neural 
networks 

Neural 
networks 

logit logit Logit 

LDA LDA LDA
 

5   Conclusions 

To increase the prediction accuracy is one of the most important issues in failure pre-
diction, and many methods of improving the prediction accuracy come up. This re-
search focuses on the classification effect of LDA, Logit analysis, neural networks and 
SVM, use leverage ratio, liquidity ratio, profitability ratio and the occupation of the 
firm funds as the prediction variables, the results show that the classification effect of 
the intellectual method is better than traditional statistical method under the results of 
both ex-ante and ex-post circumstances, among which the effect of SVM is the best 
while that of LDA is the worst. 
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An Adaline-Based Location Algorithm for Wireless 
Sensor Network 
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Abstract. Localization is used in location-aware applications such as navigation, 
autonomous robotic movement, and asset tracking to position a moving object on a 
coordinate system. In this paper, we present an improved DV-Hop algorithm based 
on Adaline(adaptive linear neuron) and DV-Hop, called ADV-Hop. The algorithm 
makes three major contributions to the localization problem in the wireless sensor 
networks(WSNs). First, we present a practical, fast and easy-to-use localization 
scheme with relatively high accuracy and low cost for WSNs. Second, the pro-
posed algorithm improves location accuracy than the DV-Hop algorithm. Third, 
we explored the influence of anchor nodes on localization performance of the 
ADV-Hop algorithm. The proposed method can improve location accuracy and 
coverage without increasing hardware cost of sensor node. Simulation results show 
that the performance of this algorithm is superior to the original DV-Hop algo-
rithm. Compared with DV-Hop, it is more available for WSNs. 

Key words: WSN, DV-Hop, Adaline, Location accuracy. 

1   Introduction 

With the development of sensor techniques, low-power electronic and radio tech-
niques, low-power and inexpensive wireless sensors have been put into application, 
then the wireless sensor networks (WSNs) have appeared. WSNs can be applied to 
many areas, such as military affairs, commerce, medical care, environmental moni-
toring, and have become a new research focus in computer and communication fields. 
Many applications of WSNs are based on sensor self-positioning, such as battlefield 
surveillance, environment monitoring, indoor user tracking and others, which depend 
on knowing the location of sensor nodes. Because of the constraint in size, power, and 
cost of sensor nodes, the investigation of efficient location algorithms which satisfy the 
basic accuracy requirement for WSNs meets new challenges. 

In cellular location estimation [1]–[3] and local positioning systems (LPS) [4], [5], 
location estimates are made using only ranges between a blindfolded device and ref-
erence devices. Relative location estimation requires simultaneous estimation of  
multiple device coordinates. Greater location estimation accuracy can be achieved as 
devices are added into the network, even when new devices have no a prior coordinate 
information and range to just a few neighbors. 
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Many localization algorithms for sensor networks have been proposed to provide 
per-node location information. Based on the type of knowledge used in localization, we 
divide these localization protocols into two categories: range-based and range-free. 
Range-based protocols use absolute point-to-point distance or angle information to 
calculate the location between neighboring sensors. The second class of methods, 
range-free approach, employs to find the distances from the non-anchor nodes to  
the anchor nodes. Several ranging techniques are possible for range measurement, such 
as angle-of-arrival (AOA) [6], received signal strength indicator (RSSI) [7], 
time-of-arrival (TOA) [8] or time-difference-of-arrival (TDOA)[9]. Because of the 
hardware limitations of WSNs devices, solutions in range-free localization are being 
pursued as a cost-effective alternative to more expensive range-based approaches [10]. 
Because of the advantages on power and cost on sensor node, this paper focuses the 
investigation on the range-free algorithms for WSNs [11][12]. 

Centroid algorithm [13] is a simple range-free localization algorithm. The node re-
ceives signals of landmarks in its communication area and makes its coordinates as the 
centroid of these landmarks. Additional devices of localization are not required in this 
algorithm. Thereby, the hardware of nodes can be simple, but its precision is com-
paratively low. 

In this paper, we present an improved DV-Hop algorithm based on Adaline and 
DV-Hop. The proposed method can improve location accuracy without increasing 
hardware cost of sensor node. Simulation results show that the performance of this 
algorithm is superior to the original DV-Hop algorithm. Compared with DV-Hop, it is 
more available for WSNs. 

This paper makes three major contributions to the localization problem in WSNs. 
First, we present a practical, fast and easy-to-use localization scheme with relatively 
high accuracy and low cost for WSNs. Second, the proposed algorithm improves lo-
cation accuracy than the DV-Hop algorithm. Third, we explored the influence of an-
chor nodes on localization performance of the ADV-Hop algorithm. 

The rest of this paper is organized as follows. Section 2 presents the derivation of the 
proposed improved DV-Hop algorithm. In Section 3, simulation results are shown and 
localization performances are discussed. Finally, we present our conclusions in Section 4. 

2   Improved DV-Hop Location Scheme 

Niculescu and Nath [14] have proposed the DV-Hop, which is a distributed, hop by hop 
positioning algorithm. The algorithm implementation is comprised of three steps. First, 
it employs a classical distance vector exchange so that all nodes in the network get 
distances, in hops, to the landmarks. And then, it estimates an average size for one hop, 
which is then deployed as a correction to the entire network. Finally, unknown nodes 
compute their location by trilateration [15]. 

2.1   DV-Hop Algorithm 

In the first step, each anchor node broadcasts a beacon to be flooded throughout the 
network containing the anchors location with a hop-count value initialized to one. Each 
receiving node maintains the minimum hop-count value per anchor of all beacons it 
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receives. Beacons with higher hop-count values to a particular anchor are defined as 
stale information and will be ignored. Then those not stale beacons are flooded outward 
with hop-count values incremented at every intermediate hop. Through this mecha-
nism, all nodes in the network get the minimal hop-count to every anchor node. 

In the second step, once an anchor gets hop-count value to other anchors, it estimates 
an average size for one hop, which is then flooded to the entire network. After receiving 
hop-size, blindfolded nodes multiply the hop-size by the hop-count value to derive the 
physical distance to the anchor. The average hop-size is estimated by anchor i using the 
following formula: 

∑
∑
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≠

−+−
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ji
ij
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jiji
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yyxx

ceHopDis
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tan                               (1) 

where ( ix , iy ), ( jx , jy ) are coordinates of anchor i and anchor j, Hij is the hops be-

tween beacon i and beacon j. 
In the third phase, the unknown node locations can be estimated by the multilatera-

tion method when these nodes have the distance estimations to at least three reference 

nodes in the plane. Given a set of reference nodes T
iii yxR ),(= , i.1, 2,…,M, where M 

is the number of reference nodes,let the hop value between the unknown node 
TyxX ),(=  and the i-th reference node is iL . Then the distance between the unknown 

node and i-th reference node is given by ceHopDisLd ii tan×= . The unknown node 

location X can be obtained by 
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In the above data structure, ( ix , iy ) are the two-dimensional coordinates of the i-th 

reference point, ( x , y ) are the coordinates of unknown node, and id  is the measured 

ranged between the i-th reference point and the unknown. This data structure can be 
linearized by subtracting the last row and performing some minor arithmetic shuffling, 
resulting in the following relations: 

bAX =                                                               (3) 
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The above set of equations can be solved using a traditional least squares algorithm 
and the least squares estimate of X is written as 

bAAAX TT 1)( −
∧

=                                                         (7) 

Each anchor node broadcasts its HopDistance to network using controlled flooding. 
Unknown nodes receive HopDistance information, and save the first one. At the same 
time, they transmit the HopDistance to their neighbor nodes. This scheme could assure 
that the most nodes receive the HopDistance from beacon node who has the least hops 
between them. In the end of this step, unknown nodes compute the distance to the 
beacon nodes based hop-length and hops to the beacon nodes. 

2.2   Introduction of Adaline 

In this study, the neural network model was tested and optimized to obtain the best 
model configuration for the prediction of the roots of formula (3). An Adaline network 
typically comprises three types of neuron layers: an input layer, one or more hidden 
layers and an output layer each including one or several neurons. As shown in Figure 1, 
nodes from one layer are connected to all nodes in the following layer, but no lateral 
connections within any layer, nor feed-back connections are possible. Several input 
neuron are used, each representing an environmental variable. The output layer com-
prises one neuron. With the exception of the input neurons, which only connect one 
input value with its associated weight values, the net input for each neuron is the sum of 
all input values nx , each multiplied by its weight jnw , and a bias term jz  which may be 

considered as the weight from a supplementary input equalling one: 

∑ += jijij zxwa                                                 (8) 

The output value, jy , can be calculated by feeding the net input into the transfer 

function of the neuron: 

)( jj afy =                                                         (9) 

Many transfer functions can be used. In this study, two types of sigmoid functions 
have been compared: the tangential and logarithmic sigmoid transfer function[16]. 

In this paper, we use one model of neural networks i.e., Adaline network, which is 
selected among the main neural network architectures used in engineering. The basis of 
the model is neuron structure as shown in Figure 1, where r is the number of elements 
in input vector. Each input is weighted with an appropriate X. The sum of the weighted 
inputs and the bias, forms the input to the transfer function f. Neurons may use any 
differentiable transfer function f to generate their output. The transfer function of 
Adaline is shown in Figure 2. 



 An Adaline-Based Location Algorithm for Wireless Sensor Network 813 

∑

1,1A

2,1A

rA ,1

1X

2X

rX

n

b

Y

 

Fig. 1. An elemenrary neuron with r inputs 

Artificial Neural Networks (ANNs) consist of a great number of processing ele-
ments (neurons), connected to each other. The strengths of the connections are called 
weights. A feedforward multilayer network is commonly used to model physical sys-
tems. It consists of a layer of input neurons, a layer of output neurons and one or more 
hidden layers. 

a

0
n

)(npurelina =  

Fig. 2. Linear transfer function 

Widrow and Hoff’s Adaline is one of the most effective, most well understood, and 
most widely used connectionist learning components (Widrow and Hoff, 1960). This 
paper introduces the Adaline model to estimate the roots of formula (3), because it is 
linear relation for formula (3). 

The error function is defined as follows. 

22 )(
2

1
)(

2

1
),( WPTATBWE −=−=                           (10) 

In order to minimize the error function (10), we use the W-H rules. At the same time, 
in order to optimize the network, we must exercise it, the process is as follows. 

1) Calculating output vector BPWA +×=  and error ATE −= between expecta-
tion and average value; 

2) Comparing between output error and expectation and minimizing the output error. 
3) Introducing HW −  rule to calculate new weight and error and return 1). 

In order to use the Adaline network, the formula (3) is written as 



814 F. Shang 

⎩
⎨
⎧

=
−

bAXts

bsumXAsumAsum

..

)())]2(())1(([min
                        (11) 

We introduce the Adaline network to resolve the optimized roots of formula (11). 

2.3   Measuring Hop-Count Using DV-Hop 

Each of the anchor nodes launches the DV-Hop algorithm by initiating a broadcast 
containing its known location and a hop count of 0. All of the one-hop neighbors sur-
rounding the anchor hear this broadcast, record the anchor’s position and a hop count of 
1, and then perform another broadcast containing the anchor’s position and a hop count 
of 1. Every node that hears this broadcast and did not hear the previous broadcasts will 
record the anchor’s position and a hop count of 2 and then rebroadcast.This process 
continues until each anchor’s position and an associated hop count value have been 
spread to every node in the network. It is important that nodes receiving these broad-
casts search for the smallest number of hops to each anchor. This ensures conformity 
with the model used to estimate the average distance of a hop, and it also greatly re-
duces network traffic. One model for estimating the average hop distance between 
nodes for the entire network is to simply use the maximum radio range of each node. 
This simplistic approach is sufficient to generate satisfactory position results, and saves 
on communication costs relative to more complicated models. The details are shown in 
Figure 3. 

 

Fig. 3. Illustration of calculating hop-count 

Once a node has received data regarding at least three(four) anchor nodes for a 
network existing in a two(three)-dimensional space, it is able to perform a ADV-Hop to 
estimate its location. If this node subsequently receives new data after already having 
performed a ADV-Hop, either a smaller hop count or a new anchor, the node simply 
performs another ADV-Hop to include the new data. This procedure is summarized in 
the following piece of pseudo code: 

when a positioning packet is received, 
if new anchor or lower hop count then 

store (hop count + 1) for this anchor. 
compute estimated range to this anchor. 
broadcast new packet for this anchor. 
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else 
do nothing. 

if number of anchors≥(dimension of space + 1) then 
ADV-Hop. 

else 
do nothing. 

In order to estimate the performance of algorithm, we define the location error ε  as 

22 )()( iestiest YYXX −+−=ε                                    (12) 

where ),( ii YX is actual location of receiver, ),( estest YX  is estimated location of the 

receiver using formula (11). 
Furthermore, we define the location average error η  as 

K

YYXX
i

i
i

esti
i
est∑ −+−
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η                                      (13) 

where ),( ii YX is actual location of receiver i, ),( i
est

i
est YX  is estimated location of the 

receiver i using formula (11) and K is number of unknown nodes. 

3   Simulation Results 

To validate our improved method, we consider an experiment region of square area of 
50m×50m and sensor nodes are assumed to be randomly distributed in that area. The 
number of sensor nodes and the radio range of sensor nodes will be varied. We have 
implimented a number of experiments to cover a wide range of algorithm configura-
tions including varying the ratio of anchor nodes, the number of unknown nodes, and 
the radio range. 
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Fig. 4. Average location error versus ratio of reference nodes 

Figure 4 shows the variation of the average localization errors as the reference ratios.  
In this experiment, the number of sensor nodes is fixed to 200. Suppose that the total 
estimation error is the summation of the Euclidean errors between true positions and 
estimated positions of all unknown nodes. Here the average localization error is defined 
as ratio between the total error and the number of the unknown nodes. Figure 4 is  
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obtained by averaging over 100 dependent network simulations. It can be seen from 
Figure 4 that the average localization error by the ADV-Hop algorithm is obviously 
less than the DV-Hop method in all considered conditions. For example, with 20 an-
chor nodes(20%), our ADV-Hop has an average error of about 4m, whereas the 
DV-Hop has an average error of about 5m. 

The number of unknown nodes affects the ADV-Hop algorithm. In this experiment, 
the number of anchor nodes is fixed to 50. We can see from Figure 5 that the location 
error of these two algorithms is decreased with increasing the number of unknown 
nodes. This is because with the increase of unknown nodes, the node density in net-
works is increased, consequently the average number of neighbors is also increased. 
Thus, the network will be well connected and has a higher connectivity. This increases 
probability that there exist unknown nodes located on the line between anchor node i 
and j in each broadcast of hop count. Then the average hopdistance estimated by any 
pair of anchor nodes will be accurate and thus the estimated distance between the un-
known node and the anchor node using average HopDistance will be closer to the true 
distance between the unknown node and the anchor node. So the location error of the 
algorithm is decreased with increasing the number of unknown nodes. Our ADV-Hop 
algorithm also achienes better performance than the DV-Hop in the scenario. 
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Fig. 5. Location error versus number of unknown nodes 

Figure 6 shows the cumulative density function of location error. Here, the number 
of unknown nodes is fixed to 50 and the number of anchor nodes is fixed to 50. Over 
96% of the nodes have less than a 3-meter error in our proposed algorithm, compared to 
80% of nodes for the conventinal DV-Hop algorithm. 
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Fig. 6. Cumulative distribution functions of the estimation error 
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Figure 7 shows the location error of each approach for different radio ranges. Here, 
the number of unknown nodes is fixed 80 and the number of anchor nodes is fixed to 
20. The location accuracy increases as the radio range increases. This increase in lo-
cation accuracy is due to the fact that the estimated error between estimated distance 
using average HopDistance and true distance between the unknown node and the an-
chor node is increased. Considering that the connectivity of sensor nodes can be con-
trolled by specifying its radio range, an increase to the radio range leads to an increase 
of network connectivity. Consequently, the number of neighboring anchor nodes per 
unknown node will also increase. 
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Fig. 7. Location error versus radio range 

4   Conclusions 

In this paper, we proposed an improved DV-Hop algorithm for locating the unknown 
nodes, called ADV-Hop. A simple estimation model is developed by introducing 
Adaline network to estimate the optimized roots of formula (3). The simulation results 
show that our proposed method can reduce the nodes average localization error sig-
nificantly in different communication ranges and reference node ratios. 
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Abstract. A time-varying Kalman filter is proposed to solve the problem of re-
mote estimation with sensor scheduling and measurement loss. The statistical 
properties of the estimation error are studied. The expectation of the estimation 
error covariance is proved to have upper and lower bounds. Convergence condi-
tions and methods to calculate these bounds are also presented. The optimal 
sensor selection probability is found by using gradient search method. When the 
remote estimator schedules the transmission of sensors using optimal probabil-
ity, the best estimation performance can be obtained. The validity of the pro-
posed results are demonstrated by numerical examples. 

Keywords: Kalman Filter, Sensors Scheduling, Remote Estimation. 

1   Introduction 

Recently, there is a growing interest in applying distributed estimation to wireless 
sensor networks, networked control systems, distributed control systems, et, al [1,2]. 
Typical advantages of using distributed estimation include relatively lower costs, 
inherent robustness and greater mobility. In distributed estimation, measurements 
from sensors are packed and transmitted over wireless channels, and for the limited 
spectrum, time varying channel gains and interferences, the wireless channels are not 
reliable. Packet loss is inevitable because of collisions and transmission errors. Esti-
mation over packet loss networks has recently been studied in [3-7], where estimator 
was assumed to use one sensor with intermittent measurements.  

In this paper, we extend the results in [4] to the case of using multi-sensors. In this 
case, sensors are scheduled to send measurements by a scheduler which adopting 
stochastic selection algorithm as in [2]. A remote estimator uses scheduled and inter-
mittent measurements to estimate process states. When arrival probabilities of all 
sensors’ measurement packets are known, the optimal estimation can be obtained if 
the scheduler uses the optimal sensors scheduling. The rest of this paper is organized 
as follows: in section 2, the implementation of the Kalman filter with sensor schedul-
ing is proposed. The estimation error is stochastic due to the sensor scheduling and 
packet loss, and the bounds of estimation error covariance and convergence condi-
tions are studied in section 3. A gradient search method which is used to find the 
optimal sensor selection probability is presented in section 4. And numerical exam-
ples are provided in section 5 to show the validity of the proposed approaches. 
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2   Implementation of Remote Estimation  

We consider a discrete-time process with dynamics: 

( 1) ( ) ( )x k Ax k Bw k+ = + , (1)

where x(k)∈Rn is the process state, the initial state x0 is Gaussian with mean 0x  and 
covariance matrix P0. Process noise w(k) is assumed to be white Gaussian noise with 
zero mean and covariance matrix Q. 

The outputs of the process are measured by N sensors according to the equation: 

( ) ( ) ( ) 1, , )i i iy k C x k v k i N= +      ( = … , (2)

where yi (k)∈Rm and vi (k)∈Rp are measurement and measurement noise of the ith 
sensor respectively. The noises vi (k)s are also assumed to be white Gaussian with  
zero mean and covariance matrix Ri. The schematic diagram for remote estimation 
with sensor scheduling is shown in figure1. 

Process x(k) 

Sensor 1 Sensor 2 Sensor n …

Scheduler
y1(k) 

y(k) 

y2(k) yn(k) qn

…1 2 n

q1 q2

sk=1

Remote Estimator x(k) ^

Wireless Network

 

Fig. 1. Schematic diagram of remote estimation with sensor scheduling 

The sensors are scheduled to send measurements by a scheduler using stochastic 
selection algorithm. At every time step, the ith sensor is chosen independently with 
probability qi, and then transmits the measurement to remote estimator over wireless 
channels in one data packet. Sensor scheduling results in remote estimator switching 
between sensors. We use {sk} to denote sensor selection sequence where sk∈[1, N] 
satisfy Pr(sk=i)=qi. Because of being transmitted over unreliable wireless channels, 
packet loss is inevitable. Binary random variable γi,k indicates at time step k whether 
measurement from ith sensor is received correctly. We assume that γi,k is i.i.d.  
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Bernouli process with Pr(γi,k = 1|sk=i) =λi, where λi is the probability of measurements 
from ith sensor transmitting correctly. At different time step k and s i.e. k≠s, γi,k and 
γi,s are independent. We also assume that arrivals of the measurement from all sensors 
are all random processes. The measurement noise of ith sensor is defined below [4]. 

,

, , 2
,

(0, ), 1,
( )

(0, ), 0.

i i k

i k i k

i i k

N R
P v

N I

γ
γ

σ γ

   =⎧⎪= ⎨ =⎪⎩
 (3)

At time step k, scheduler chooses ith sensor to transmit measurement, if packet 
reaches the remote estimator i.e. γi,k=1, the covariance of measurement noise is Ri, 
otherwise γi,k=0 and covariance is σ2. In practice, the absence of measurement corre-
sponds to the limiting case of σi→∞.  

The estimator proceeds similarly to the standard Kalman filter in [8] except that the 
correction step. In this step, if the measurement packet from selected sensor arrives, 
the estimator uses this measurement and the matrix of the selected sensors to correct 
the state estimation, if measurement packet is lost, estimator run in open loop. We use 

1, 1 ,k i k k iP P+ += to denote the error covariance at time step k+1 under condition of using 

measurement from ith sensor at k time step. The equation of 
1,k iP +  is  

1
1, , ( )T T T T T

k i k i k k i i k i i i kP AP A BQB AP C C P C R C P Aγ −
+ = + − + , (4)

which can be expressed as 

1
1, ,

1, , ,

( ) ( ) 1,

( ) 0.
i

T T T T T
k i C k k k i i k i i i k i k

T T
k i i loss k k i k

P f P AP A BQB AP C C P C R C P A

P f P AP A BQB

γ

γ

−
+

+

⎧ = = + − +    =⎪
⎨

= = +                                                  =⎪⎩
 (5)

We use a simplified notation Pk =Pk|k-1, and since error covariance Pk depends on 
sensor selection sequence {sk} and packet arrival sequence {γi,k}(i=1,…,N) which are 
stochastic processes, Pk is stochastic variable. So we study its expected value E[Pk] 
and try to evaluate it in the limiting case of k→∞.  

,1
[ ] [ ]

N
k k i k ii

P E P q E P
=

= =∑ , (6)

In general, it’s intractable to evaluate the expected value E[Pk] explicitly, but we 
can find its upper and lower bounds.   

3   Bounds and Convergence Conditions 

To study the convergence properties of E[Pk] under any initial conditions, we extend 
the results in [4] to the case of estimation with sensor scheduling and measurement 
dropping. The theorems below give the upper and lower bounds to E[Pk].  

Theorem 1 (upper bound). N sensors are used to measure the process output, and 
only one sensor is randomly chosen at every time step. If the ith sensor is chosen 
independently at each time step with probability qi, and the arrival probability of the 
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measurements from ith sensors is λi, the upper bound of the expected error covariance 
is given by the recursion 

1
1

1
( )

NT T T T T
k k k k ki i i i i i ii

P AP A BQB q AP C R C P C C P Aλ −
+ =

⎡ ⎤= + − +⎣ ⎦∑ , (7)

where 0 0P P= .  

Proof.  The arrival probability of ith sensor is λi, so estimator uses the measurements 
of the ith sensor with probability qiλi, the loss probability of the measurements of ith 
sensor is qi(1-λi). As selection of sensors is independent, if take the expectation to (4) 
with respect to the probability distribution of Ci, it results 

1 ,1
[ ] [ ( )] (1 ) [ ( )]

i

N

k i i C k i i loss ki
E P q E f P E f Pλ λ+ =

⎡ ⎤= + −⎣ ⎦∑ . 

Using Jensen’s inequality [9], we can obtain  

1 1 1
[ ] [ ( )] (1 ) [ ( )]

i

N
k k i i C k i loss ki

P E P q E f P E f Pλ λ+ + =
⎡ ⎤= = + −⎣ ⎦∑  

  
,1 1

( [ ]) (1 ) ( [ ])
i

N N

i i C k i i i loss ki i
q f E P q f E Pλ λ

= =
≤ + −∑ ∑  

  1

1
( )

NT T T T T
k k k ki i i i i i ii

AP A BQB q AP C R C P C C P Aλ −
=

⎡ ⎤= + − +⎣ ⎦∑ , 

thus concluding the proof.  

Theorem 2 (convergence condition of upper bound). If there exist matrices 

1K , 2K ,…, NK and a positive definite matrix P  such that 

1
(1 )( ) ( )

N T T T
i i i i i ii

P q AXA BQB F XF Vλ λ
=

⎡ ⎤> − + + +⎣ ⎦∑ , (8)

where ii iF A K C= + , 
T T

i ii iV K R K BQB= + . Then the iteration in (7) converges for 

all initial conditions P0≥0, and the limit P  is the unique positive semi-definite solu-
tion to the equation 

1

1
( )

NT T T T T
i i i i i i ii

X AXA BQB q A XC R C XC C X Aλ −
=

⎡ ⎤= + − +⎣ ⎦∑ . (9)

Proof.  Define Modified Algebraic Riccati Equation (MARE) and operator function to 
every sensor: 

1( ) ( )T T T T T
i i i i i i ig X AXA BQB AXC C XC R C XAλ −= + − + , (10)

( , ) (1 )( )T T T
ii i i i i iK X AXA BQB F XF Vφ λ λ ⎡ ⎤= − + + +⎣ ⎦  (11)

where ii iF A K C= + ,
T T

i ii iV K R K BQB= + . Because all sensors are scheduled  

by stochastic algorithm, the MARE and operator function of the remote estimator 
become 
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1
1

1

( ,..., , ) ( , )

(1 )( ) ( ) ,

N
N ii ii

N T T T
i i i i ii

K K X q K X

q AXA BQB F XF V

φ φ

λ λ
=

=

=

⎡ ⎤                           = − + + +⎣ ⎦

∑
∑

1

1 1
( ) ( ) ( ) .

N NT T T T T
i i i i i i i i ii i

g X q g X AXA BQB q AXC C XC R C XAλ −
= =

= = + − +∑ ∑  

Define
1

( ) (1 )
N T T

i i i i ii
L Y q AXA FYFλ λ

=
⎡ ⎤= − +⎣ ⎦∑ , and follow the arguments given in 

proof of theorem 1 in [4], we can prove the theorem.                                                  □ 

When only one sensor is adopted to measure the process output, the upper bound in 
theorem 1 is same as the bound in theorem 1 in [4]. When there are no measurement 
losses to every sensor, i.e. λi=1(i=1,…, N)，theorem 2 is similar to the theorem 3 in 
[2]. If arrival probabilities of all sensors are known, we can calculate the optimal 
senor selection probability by using gradient search algorithm. 

Theorem 3 (lower bound). Let
1

1
N

i iA q Aλ= −∑ , there exists a matrix sequence 

{Sk | S0 = 0, 1

T T
k kS AS A BQB−= + } which satisfies kkS P≤ . If ( , )iA C  is stable and 

1
2( , )A BQ  is controllable, the matrix sequence kS  converges to matrix S  as k → ∞ .  

Proof. Define a Lyapunov operator ( )
T Tm X AX A BQB= + , then 

0 10 TS BQB S= ≤ = . From lemma 2 in [4], m(.) is monotonically increasing, i.e. 

Sk+1> Sk to all steps. If ( , )iA C  is stable, then as k→∞, { }kS  is convergence. The limit 

S  is the solution to the Lyapunov equation 
T TS AS A BQB= + . When 

1
2( , )A BQ  is 

controllable, the solution is positive. 

Let 1( )T T
i i iK APC CPC R −= − + , from lemma 1 in [4], the function ( )ig X  (10) 

and ( , )ii K Xφ (11) satisfy 

( ) ( , )

(1 )( ) ( ) ( )

ii i

TT T T
ii i i i i i i i

g X K X

AXA BQB A K C X A K C BQB K R K

φ

λ λ

=

⎡ ⎤= − + + + + + +⎢ ⎥⎣ ⎦
(1 )( )T T T

i iAXA BQB BQBλ λ≥ − + + . 

Take the expectation in (10) with respect to the probability distribution of Ci, we 
can get  

1

1

1

= ( ) ( )

[(1 )( ) ]

(1 )

N
k i ii

N T T T
i i ii

N T T
i i ki

P g X q g X

q AXA BQB BQB

q AXA BQB S

λ λ

λ

=

=

=

=

≥ − + +

= − + =

∑
∑
∑ ,

 

thus concluding the proof.  
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The theorem 1 to theorem 3 give the bounds of E[Pk], and can be used to evaluate 
the performance of the remote estimator. Next, we use the upper bound to solve prob-
lem of how to obtain optimal estimation. 

4   Optimal Sensor Scheduling 

The upper bound of E[Pk] converges to a stead matrix X under conditions in  
theorem 2. When scheduler alters the sensor selection probability, the stead value also 
changes. The optimal sensor scheduling means to find a probability distribution so 
that the estimation error is smallest. In this paper trace(X) is used as an approximation 
to the expected error covariance. Then the problem of optimal scheduling is 

min ( )trace X
q

 s.t.  (9). (12)

The cost function is trace( g q(X)). Gradient search method can be used to find the 

optimal probability vector q=[q1,…,qN]T. Firstly, we define the function below 

1

1
( ) ( )

NT T T T T
i i i i i i ii

g X AXA BQB q AXC C XC R C XAλ −
=

= + − +∑q
. (13)

The algorithm proceeds as follows: 

1. Initialization: 
At step k=1, select an arbitrary valid probability vector q(1) s.t. 

1
1, 0

N

i ii
q q

=
= >∑ , then calculate the positive semi-definite matrix X(1) which 

satisfying 
(1)(1) ( (1))X g X= q . 

2. Searching optimal probability:  
At every step k, calculate the valid probability vector qmin which can mini-

mizes ( ( ))g X kq . Probability vector qmin is obtained by solving an optimization 

problem below 

1

1

1

arg min ( ( ) ),

1, 0,

NT T T T T
i i i i i i ii

N

i ii

trace AXA BQB q AXC C XC R C XA

q q

λ −
=

=

+ − +

= >

∑
∑

q  

where X is the given positive semi-definite matrix. This is a linear program and 
can be solved efficiently. 

3. Update: 

• Calculate q = q(k) + δ(qmin - q(k)), and step size parameter (0,1]δ ∈  is deter-

mined in advance. 

• Project q  to q(k+1) which is in the set of valid probability vectors. This step 

is needed because the probability vector q  may not be a valid probability vector.  
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• Calculate
( 1)( 1) ( ( ))kX k g X k++ = q . 

4. If q(k) = q(k+1) then break, else k:=k+1, and then go to setp 2. 

Vector q(k+1) is the optimal probability vector which can minimize the cost func-

tion trace( g q(X)). Convergence of the algorithm can be proved similarly to the one in 

[9],[10]. When sensors are scheduled under this probability vector, the performance 
of the remote estimator is optimal. 

5   Numerical Examples 

We assume a target moving in 2-D space according to standard constant acceleration 
model [11]. The positions of the target in the two planes are denoted by px and py, the 
velocities of the target are denoted by vx and vy. The discrete-time dynamics is 

[ ] [ ]1k v v k v v kx diag A A x diag B B w+ = + ,  

    

where 
21 2

,
0 1v v

h h
A B

h

⎡ ⎤⎡ ⎤
= = ⎢ ⎥⎢ ⎥
⎣ ⎦ ⎣ ⎦

, x=[px vx py vy]
T is the system state, h is discretiza-

tion step size, wk = [wx  wy] T
 is a discrete-time white noise sequence, wx and wy corre-

spond to noisy accelerations along x and y axes respectively. It is assumed that  

h=0.2s, and the covariance matrix of process noise is 
1 0.25

0.25 1
Q

⎡ ⎤
= ⎢ ⎥
⎣ ⎦

. 

The measurement equations are 

1 0 0 0
( ) ( ) ( ) 1, 2

0 0 1 0i iy k x k v k i
⎡ ⎤

= +      =⎢ ⎥
⎣ ⎦

. 
 

Measurement noises vi(k)s are assumed to be white, zero mean and Gaussian, and are 
also independent from each other. The considered values of the sensor noise covari-
ance are R1 = diag(2.4, 0.4) and R2 = diag(0.7, 1.4).  

In example 1, it is assumed that sensor selection vector is q = [0.5 0.5]T, the arrival 
probability of packers from sensor 1 and sensor 2 are 0.9 and 0.8 respectively. Esti-
mations of the process state are illustrated in figure 2. The performance of the Kalman 
filter with sensor scheduling is very well.  

Then theorem 1 and 2 are used to analysis how sensor selection and arrival rate af-
fect error covariance. The arrival rates of the sensors are assumed to be const.  
Figure 3 shows the trace of upper bound in two cases that λ1= λ2=1 and λ1=0.9, λ2=0.8. 
It’s obvious that there are local minimums in both cases. So if arrival rates are known, 
we can use gradient search algorithm to obtain optimal sensor selection probability. 
Figure 3 also shows that when the probability of measurement loss increases, the 
performance of the remote estimator degrades. 
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Fig. 2. Process state and estimated state with sensor scheduling (q1 = q2 = 0.5) and packets 
dropping (λ1 = 0.9, λ2 = 0.8) 

  
Fig. 3. Upper bound of estimation error with packets dropping (λ1 = 0.9, λ2 = 0.8) and without 
packets dropping (λ1 = λ2 = 1) respectively 

Under two network conditions in the example 1, the optimal sensor selection prob-
abilities are obtained by solve the optimal problem (12), and they are qopt1=[0.37 
0.63]T and qopt2=[0.46 0.54]T respectively. Figure 4 and figure 5 plot the trace of time 
sequences of error covariance when the scheduler only choose sensor 1, only choose 
sensor 2 and use optimal sensor selection probability, and also plot the trace of the 
expectation of  error covariance which is obtained according recursion (7) with opti-
mal scheduling. When there are no packets dropping (in figure 4), the error covari-
ance converges quickly, the trace of optimal time sequence fluctuates along the upper 
bound of the expectation of estimation error. In figure 5, estimation performance 
degrades as packets dropping, especially at time steps when the measurement loss. In 
two figures, it shows that the estimation performance can be improved obviously 
when scheduling sensors with optimal sensor selection probability. 
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Fig. 4. Traces of error covariance when using different sensor selection probability and without 
packets dropping (λ1 = λ2 = 1) 

 

Fig. 5. Traces of error covariance when using different sensor selection probability and with 
packets dropping (λ1 = 0.9, λ2 = 0.8) 

6   Conclusion 

In this paper, remote estimation with sensor scheduling and measurement loss is pre-
sented. It shows that the exception of error covariance is bounded, and packet drop-
ping will degrade the performance of the estimator. Gradient search algorithm is used 
to find the optimal sensor selection probability, and if sensors is scheduled according 
the optimal probability, the performance of the estimator is optimal.  
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Abstract. In this paper, according to the margin adaptive (MA) algorithm with 
fixed transmission rate, we propose a suboptimal MA Greedy algorithm with 
demand function. In this algorithm, the allocation process is divided into two 
separate steps, resource calculation and subcarrier allocation. With the employ-
ment of overload inhibition process, diversity scheduling method and demand 
function, we improve the traditional MA algorithms to reduce the computing 
complexity with subscribers’ fairness and Quality of Service (QoS) guaranteed. 
Utilizing the simulation with real-time services, we have proved that compared to 
static allocation algorithms, our MA Greedy algorithm could enhance the system 
performance by 5-6dB with low computing complexity, which is very close to the 
optimal MA algorithm.  

Keywords: Multiuser OFDMA systems, MA, Demand function, Fairness. 

1   Introduction 

Due to the ability to enhance the spectrum efficiency of OFDM systems, link adaptive 
(LA) transmission technology is considered as one of the key techniques of future 
wireless mobile communication systems. Recent researches[1,2] indicate that the 
combination of LA technology and OFDM can largely improve the performance of 
OFDM systems. 

In multiuser OFDMA systems, the optimizing model of resource allocation would 
be quite complicated when both the QoS and the fairness constraint of subscribers are 
taking into consideration. High computing complexity is usually necessary for the 
optimal resource allocation schemes. However, this is very unfavorable to practical 
mobile communication systems because of the time-variant characteristics of wireless 
channels and the computing ability of communication equipments. Therefore, the 
suboptimal allocation algorithms with low computing complexity will be more prom-
ising for actual communication systems. 

Lots of researches have already been carried out for suboptimal Greedy algorithm. 
Based on the Wong algorithm in [3, 4] has proposed a subcarrier allocation algorithm, 
the Wong2 algorithm, which could be applied to real-time systems. Although its  
performance is close to the optimal algorithm [5], its computing complexity is still 
considerable. 
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Reference [6] has provided another margin adaptive (MA) resource allocation al-
gorithm. With its treatment for conflicting subcarriers, it could reduce the computing 
complexity effectively compared to the Wong algorithm. However, as it does not 
manage to control the transmitting power of subcarriers, its performance is impaired. 
Reference [7] has proved that it is optimal to allocate one subcarrier to just one sub-
scriber for the consideration of transmission rate. Besides, the computing complexity is 
reduced successfully according to the expectation of the authors. 

Consequently, we propose a suboptimal MA Greedy algorithm, which could in-
crease the system capacity as much as possible while guaranteeing the proportional 
fairness of subscribers in OFDMA systems. The simulation with actual services model 
in this paper shows that our MA Greedy algorithm could enhance the system per-
formance by 5-6dB with low computing complexity, which is very close to the optimal 
MA algorithm. 

2   System Model and Objective 

In the multiuser OFDMA system with N subcarriers and K subscribers [3] (shown in 
Fig. 1), it is assumed that one subcarrier is allocated to only one subscriber [7]. In this 
model, it is assumed that the power spectral density of additive Gaussian white noise  
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Fig. 1. The block diagram of multiuser OFDM system with subcarrier, bit and power allocation 
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is
0N (w/Hz).

kR denotes the throughput of the thk  subscriber. 
knH is the transmission 

gain of the thk  subscriber on the thn subcarrier which can be obtained from the feedback 
of the receivers. ( )kf c  is the required receiving power for the thk  subscriber to obtain c 

information bits reliably when the channel gain is equal to 1. TP denotes the overall 

transmitting power of the systems. Meanwhile, it is assumed that the value of  nkb  is 

taken from the set {0, 1, 2, …M}, in which M is the maximal number of bits which 
could be allocated to one subcarrier with the highest modulation order and the maximal 
transmitting rate. 

The objective of MA model is to minimize overall transmitting power with the 
constraints of limited bit error rate (BER) and the fixed transmission rate of subscribers. 
Therefore, its mathematical model can be presented as follows:  

∑∑
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and the minimization is subjected to following constrains 

C1: ∑
=

=
N

n
nkR

1
kb  for all },,1{ Kk ∈                                         (2) 

     C2: For all },,1{ Nn ∈ ,                                                          

if 0bn ≠′k
, 0bnk =  for all kk ′≠                                             (3) 

3   The Suboptimal MA Greedy Algorithm Based on Demand 
Function 

As shown in Figure 2, our suboptimal Greedy MA algorithm based on demand function 
is divided into two steps. With multiuser diversity scheduling [8], the first step is im-
plemented in the resource calculation module, in which the modified BABS (Band-
width Assignment Based on SNR) algorithm is employed. Its main functions are the 
evaluation of subscribers’ demand and the quantity calculation of subcarriers which 
should be allocated to each subscriber. The second step is actualized in the subcarrier 
allocation module, in which the ACG (Amplitude Craving Greedy) algorithm based on 
 

 

Fig. 2. The block diagram of the suboptimal MA Greedy algorithm based on demand function 
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demand function is utilized. In this step, each individual subcarrier is allocated ac-
cording to channel status and the calculation result of the first step. 

3.1   The Resource Calculation Module 

In the resource calculation module, the total number of subcarriers which should be 
allocated to each subscriber is determined by channel status and the transmitting rate of 
the subscriber. Due to the feature of voice or multimedia services, that the performance 
of these services will largely decrease when their rates cannot reach the specified val-
ues, we would discard the subscribers who occupy a large number of subcarriers to 
guarantee the rate demand of most subscribers. Therefore, with the involvement of 
overload inhibition process, the modified BABS algorithm in this paper is more rea-
sonable than the traditional BABS algorithm [9]. This modified algorithm is divided 
into two steps. In the first step, we allocate the minimal amount of subcarriers to each 
subscriber which may satisfy its rate demand. Then, the residual subcarriers will be 
allocated to the subscriber with lest power increment in the second step. The overload 
inhibition process is realized in the first step as follows: 

1) Initialization 
It is assumed that p denotes the total available subcarriers in the system, and it is ini-

tialized to N . kn  is the amount of subcarriers which should be allocated to the 
thk subscriber, and it is initialized to 0. 

2) Calculation 
For all K subscribers,  

⎡ ⎤M/kk Rn =        (4) 

knpp −=        (5) 

3) Overload Inhibition 
Repeat following steps until 0≥p . 

a) The values of kn  are sorted in descending order in the set }{ kn , and )(sind  
denotes the subscriber number corresponding to the ths element of this set. 

b) The subscriber who needs the largest number of subcarriers is discarded. 

0)( =iindn        (6) 

)(iindnpp +=       (7) 

c) The first element of }{ kn is discarded, and the set }{ kn is updated. 

Then, in the second step, the residual subcarriers are allocated according to the 
power minimization principle. Herein, the discarded subscribers in the first step are not 
involved in this allocation process. At last, the amount of subcarriers which should be 
allocated to each subscriber is determined. 
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3.2   The Subcarrier Allocation Module 

In the subcarrier allocation module, each specific subcarrier is allocated to a specific 
subscriber according to the channel status and the allocation result of the resource 
calculation module. To achieve a reasonable allocation of the subcarriers, we modify 
the allocation function of the traditional ACG algorithm with proposing the demand 

function of the thk subscriber on the thn subcarrier, as shown in (8). 

∑
=

n

k

H

H
nkfa

2
nk

2
n

||

||
),var(      (8) 

In other words, utilizing ),var( nkfa to indicate the demand degree of the thk  sub-

scriber for the thn subcarrier, and subcarriers are allocated to the subscriber who needs 
them most. The detailed steps are as follows: 

1) Initialization 
It is assumed that )(nal denotes the number of the subscriber who obtains the 

thn subcarrier, and it is initialized to -1. km is the total number of subcarriers which 

have already been allocated to the thk  subscriber, and it is initialized to 0. 

2) Allocation 
For each subcarrier, ),var( nkfa is calculated for all K subscribers, and these K values 
are sorted in descending order in the set { ),var( nkfa }. In this set, we search from the 

first element to find out the first subscriber k  whose 
k

m  is less than its 
k

n , and then 

knal ←)(         (9) 

1+←
kk

mm         (10) 

Eventually, all the N subcarriers are allocated to K subscribers. Then, the Greedy 
algorithm for single subscriber is employed to achieve the optimal allocation results of 
subcarriers, bits and power. 

4   Simulation and Performance Comparison 

In this simulation for OFDMA systems, the frequency selective Rayleigh fading 
channel with 3 independent paths is employed. The power attenuation of each path can  
 

Table 1. Service models 

Service 
Type 

Fixed Rate 
(Yes/No) 

Base Rate 
( kb/s) 

Min Rate 
( kb/s) 

Max Rate 
( kb/s) 

The Range of δ  

Voice Yes(1) 16 16*0.9 16*1.1 )3.0,0[  
Video Yes(1) 64 64*0.9 64*1.1 )6.0,3.0[  
Data No(0) 30 6 30*10 ]1,6.0[  
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be described as the negative index distribution. K independent channels are contained 
in each group. At most 128 subcarriers are utilized in this system. It is assumed that the 
power spectral density of noise is 1, and the parameters of the service models are shown 
in Table 1. 

Herein, we assume that there are 30% subscribers using voice service, and 30% 
using video service, 40% using data service. Therefore, subscribers choose their service 
model via a random variable δ . If )3.0,0[∈δ , the voice service is selected. If 

)6.0,3.0[∈δ , the video service is selected. If ]1,6.0[∈δ , the video service is selected 

(shown in Table 1). In the simulation of MA algorithm, voice and video services are 
utilized. 

In order to analyze the performance of our proposed MA algorithm, the 
OFDM-TDMA and OFDM-BFDMA [10] static allocation algorithms are employed in 
this simulation. 

 

Fig. 3. BER versus the SNR per bit of different algorithms 

Figure 3 shows BER versus the requisite SNR per bit of different algorithms. Herein, 
SNR per bit is defined as the transmitting power per bit divided by the power spectrum 
density of noise, in which the transmitting power per bit is the overall transmitting 
power, including the transmitting power of all the subcarriers and subscribers, divided 
by the amount of bits in an OFDM symbol. As shown in Figure 3, the performance of 
the proposed MA algorithm is 5-6 dB higher than that of the static allocation algo-
rithms. Besides, as shown in the curve of the proposed algorithm, the BER decreases 
even faster with the increment of SNR per bit, because our dynamic MA allocation 
algorithm can utilize the mutative channel status information (CSI) well. However, the 
allocation result of the static algorithms is specified before the allocation process, so it 
is independent with BER [10]. 
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Fig. 4. The overall transmitting power versus the amount of subscribers 

 

Fig. 5. The transmitting power of the poorest subscriber versus the amount of subscribers 

In order to observe the influence of the amount of subscribers on the system per-
formance, two figures are given by this simulation. Figure 4 shows the overall transmit-
ting power versus the amount of subscribers, and Figure 5 shows the transmitting power 
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of the subscriber who is in the poorest channel status. As shown in these figures, the 
overall transmitting power of the proposed MA algorithm is much lower than that of the 
static algorithms, because our dynamic MA algorithm could utilize the diversity of sub-
scribers well, and each subscriber could obtain the most suitable subcarriers. However, as 
the static algorithms pre-specify the allocation result, more transmitting power is needed 
to satisfy the BER constraint compared to the proposed MA algorithm, especially when 
FDMA is employed. As we know, in frequency selective fading environments, the cor-
relation between channels is very high, and it is possible that all the subcarriers allocated 
to a subscriber are in deep fading status. Therefore, the transmitting power is very high 
under this condition when the FDMA static algorithm is employed. 

 

Fig. 6. The overall transmitting power versus the amount of subcarriers 

Figure 6 shows the overall transmitting power versus the amount of subcarriers. 
Again, we can see that the performance of the proposed algorithm is 5-6 dB higher than 
that of the static algorithms. Moreover, as shown in the curve of the proposed algo-
rithm, the overall transmitting power decreases even faster with the increment of sub-
carrier quantity, because our dynamic allocation algorithm can utilize the mutative 
channel status information (CSI) well, and the subscribers can choose more suitable 
subcarriers when the subcarrier quantity increases. However, the allocation result of the 
static algorithm is specified before the allocation process, so the proposed algorithm 
can achieve a better performance. 
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5   Conclusion 

In this paper, we modified the traditional BABS and ACG algorithms. With the em-
ployment of demand function and overload inhibition process, the suboptimal MA 
algorithm was proposed to enhance the overall performance of the multiuser OFDMA 
systems. 

The study in this paper shows that our MA algorithm could effectively reduce the 
total transmitting power in various cases with the constraint of BER satisfied. Via  
the simulation using actual services, we have proved that the performance of our  
MA algorithm, which is very close to the optimal MA algorithm, is 5-6 dB higher than 
that of the static allocation algorithms. Besides, the computing complexity of this  
MA algorithm is )*( NKO , which is much lower than that of the Wong algorithm 

)( 4NO . 

However, the issues, when the CSI is imperfect, are not considered in this paper. In 
addition, the performance of these algorithms for OFDMA systems with heterogeneous 
services is still unknown. Hence, further study should be taken before this algorithm 
can be applied in real systems. 
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Abstract. Community structure is a common property of many networks. 
Automatically finding communities in networks can provide invaluable help in 
understanding the structure and the functionality of networks. Many algorithms 
to find communities have been developed in recent years. Here we devise a new 
algorithm to detect communities in networks—propagation algorithm. By 
propagating the labels of nodes in networks, detecting communities are trans-
formed into analyzing the labels of nodes in networks in this algorithm. Real-
world and computer-generated networks are used to verify this algorithm. The 
results of our experiments indicate that it is sensitive to community structure 
and effective at discovering communities in networks.  

Keywords: Complex networks, Community structure, Propagation algorithm. 

1   Introduction 

Complex networks, as a powerful approach to understand the complex systems, have 
attracted enormous amount of attentions from the scientific community. Researchers 
have discovered several statistical properties that many networks seem to have, such 
as small world property [1], scale free distribution [2,3] and so on. A property that 
seems to be common to many networks is community structure, the division of net-
work nodes into groups within which the network connections are dense, but between 
which the networks connection are sparser, as Fig. 1 illustrates[4]. 

Community structure, as a common property of many networks, often hinders in-
formation and functioning of networks. For example, communities in biological may 
hinder information on the functioning of system. In fact, community in cellular and 
genetic networks may represent functional module [5], communities in World-Wide-
Web may represent pages on related topics [6,7]. Therefore, detecting communities 
automatically in networks has practical significance to understand and analyze the 
functioning of systems that networks represent. 

At present, researchers have proposed a lot of algorithms to discover communities 
in networks. Spectral bisection methods which are based on the eigenvectors of graph 
Laplacian are proposed in [8-10]. The hierarchical clustering algorithm [11] is pre-
sented by socialist. [4,8] describe GN algorithms which are based on edge removal . 
Other algorithms that are based on Modularity are proposed in [12]. 
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Fig. 1. A small network with community structure. In this case there are three communities, 
denoted by dashed circles, which have dense internal links but between which there is only a 
lower density of external links [4]. 

In this paper, we propose a new method—propagation algorithm, to discover 
community structure in networks. Experimental results show that this new algorithm 
is effective at detecting community structure in networks. We assume that the net-
work is the simplest, with a single type of undirected, unweighted edge connecting 
unweighted vertices of a single type. The remaining of the paper is organized as fol-
lows: in section 2 concepts and terminologies referred to the algorithm are defined. In 
Section 3 we describe the new algorithm—propagation algorithm. In section 4, the 
effectiveness of propagation algorithm is verified by detecting the community struc-
ture in a real world network and a computer-generated network. In section 5 we sum-
marize our study and point out the improvement of this algorithm in future. 

2   Definitions 

2.1   Propagation Matrix 

The main idea of propagation algorithm, which comes from graph-based semi-
supervised learning [15], is to propagate labels of nodes through edges by an iterative 
procedure. The number of intra-community edges is larger than that of inter-
community edges. Hence labels travel between nodes in the same community is easier 
than between those in the different communities. Here we first define propagation 
matrix which plays an important role in this algorithm and we will propose the new 
algorithm and introduce the iterative procedure in next section. 

Propagation matrix is a n n×  matrix. 
îjT  is the ith row and jth column element of 

matrix. The value of 
îjT is the fraction that the label of node i comes from node j when 

propagating labels and is defined as follows: 

1

ˆ ( ) ij
ij n

kik

w
T P j i

w
=

= → =
∑

. (1)

where n  is the number of nodes in network and ijw is the elements of the adjacency 

matrix W of the network. The matrix form of expression (1) is: 
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1T̂ D W−= . (2)

where D is the diagonal degree matrix and W is the adjacency matrix of networks. 
In fact, propagation matrix describes how nodes affect each other when propagat-

ing labels of them. 

2.2   Modularity 

Modularity, which is proposed by Newman and Girvan, is a measure to value how 
good a particular division is [4]. For a division with g groups, define a g g×  matrix 

e whose component eij is the fraction of edges in the original network that connect 
vertices in groups i to those in group j [4]. Then the modularity is defined as follows:  

2|| ||ii ij kiijk
i

Q e e e Tre e= − = −∑ ∑ . (3)

For more information about modularity, please see Ref [4, 5]. 

3   Propagation Algorithm 

In this section, the propagation algorithm and the iterative procedure mentioned above 
are proposed. First of all, we find a node with maximum degree and assign its label a 
positive integer (in this paper, positive integers are used to represent labels of node). 
This node, which is the source node, propagates its label to all other nodes within the 
networks by an iterative procedure. Note that, within every iterative procedure the 
label of the source node is constant while the labels of other nodes affect each other. 
After the tth iterative procedure, the labels of all nodes are denoted as 

1( , ... ..., )t t t t
i nV v v v= , n is the number of nodes and t

iv  is the label of the node i after 

the tth iterative procedure.  As mentioned above, considering the fraction that the label 

of node i comes from node j is îjT  and the label of the node i comes from all its adja-

cent nodes, after the (t+1) th iterative procedure the label that the node i receives form 
node j is  ˆ t

i j jT v×  and the label of node i is 1

1
ˆnt t

i ij jj
v T v+

=
= ×∑ . We represent the la-

bels of all nodes after the (t+1)th iterative as 1 ˆt tV T V+ = . 
îjT  is the propagation ma-

trix that we have defined above. 

Algorithm is presented as follows: 
Input: adjacent matrix of the network W . 

Initialization: assume that the initial labels of nodes is 0 (0,0... ...0)V k= , 0v k
m

=  

and k is a positive integer. m is the source node (in this paper, node which has 
maximum degree is used as source node). 

Step1: Compute the diagonal matrix D of the network. 

Step2: Compute 1T̂ D W−=  
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Step3: Iterative procedure 

           1 ˆ ,t tV TV+ =  

           1t
mv k+ =  (Set label of the source node constant) 

Until convergence toV ∞  
Step4: determine the optimized border which divides the nodes according to the labels 
of nodes and the modularity. 

The convergence of the iterative procedure depends on the property of the network 
[14]. Next section we will test propagation algorithm using a real world networks and 
a computer-generated networks. 

4   Experiments and Results 

In this section, propagation algorithm is used to discover community structure within 
a real world network—Karate club network.  A computer-generated network is also 
used to test our algorithm. It is a problem when stopping the iterative procedure. The 
convergence of the iterative procedure has been verified in [14], so we assume that 
the iterative procedure stops when the average change of labels of all nodes is lower 
than a small positive that we set. 

4.1   Karate Club Network 

Karate club network is taken from one of the studies in social network analysis. Over 
the course of two years in the early 1970s, Wayne Zachary observed social interac-
tions between the members of a karate club at an American university [16]. He  
constructed networks of ties between members of the club based on their social inter-
actions both within the club and outside it. By chance, a dispute arose during the 
course of his study between the club’s administer and its principal karate teacher over 
whether to raise club fees, and as a result the club eventually split in two smaller 
clubs, centered around the administer and the teacher[4]. Fig. 3(a) shows a consensus 
network structure extracted from Zachary’s observations.  

Propagation algorithm is used to detect communities in karate club networks. First 
of all, we find the node with maximum degree and assign its label as 1(as mentioned 
above, positive integers are used to represent labels of nodes, in this case we use 1 to 
represent label of source node), and other nodes’ labels as 0. The label travel occurs in 
the whole network until the average change of all nodes’ labels is lower to a small 
positive that we set.  The left of Fig. 2 shows the scatter of final labels of all nodes 
and the right shows the correspond value of modularity when dividing the nodes at 
different position according to their labels. We can see that when dividing the nodes 
at v=0.99927(dashed line）the value of modularity Q is maximum 0.3714661. At this 
position we divide the nodes into two parts (dashed line in the left of Fig. 2) and get 
the result as Fig. 3(b) shows. We can see that the algorithm classified every node into 
communities correctly. 
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Fig. 2. Result. Left: scatter of labels of nodes in network. The horizontal axis represents the ids 
of nodes and the vertical axis represents the nodes’ labels. Right: Correspond value of modular-
ity when dividing the nodes at different position according to their labels.  

 

Fig. 3. Karate club network [4,16]. (a) The administrator and the teacher are represented by 
node 1 and 33 respectively. Shaded squares represent small club centered around the adminis-
trator and the open circles represent small club centered around the teacher. (b) The communi-
ties that detected using propagation algorithm. Every node is classified into communities  
correctly. 

4.2   Computer-Generated Network 

A network which has 128 nodes is constructed to test propagation algorithm. This 
network has two known communities (each community has 64 nodes) and the average 
degree of each node is 16. Edges are added between node pairs randomly. The  
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average number of inner-community edges per node is outC . Fig. 4 shows the net-

works when 2outC =  and 8outC = .Obviously, as outC increases, the number of 

inter-community edges becomes larger and the community structures within networks 
become ambiguous. Propagation algorithm is used to detect communities within net-
work and  we record the fraction of nodes classified correctly when we set different 

value of outC . 

 

Fig. 4. Computer-generated networks. (a) 2outC = . (b) 8outC = . 

 

Fig. 5. Fraction of nodes classified correctly by varying outC .The vertical axis represents the 

fraction of nodes classified correctly and the horizontal axis represents outC . 
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In Fig. 5, we show the fraction of nodes classified in to communities correctly by 

varying outC . We can see that, using propagation algorithm, more than 90% of all 

nodes can be classified correctly when 4outC < . Although this new algorithm begins 

to deteriorate when 4outC > , it can also classify about 60% of nodes correctly when 

8outC =  (At this point the average number of intra-community edges and inter-

community edges is the same). In other words, our algorithm is sensitive to commu-
nity structures within networks and can detect communities effectively if there are 
community structures within networks.  

5   Conclusions 

In this paper we present a new algorithm to detect communities in networks- propaga-
tion algorithm. This algorithm converts the problem of detecting communities into 
analyzing the labels of nodes in networks by propagating the label of source node in 
networks. Real-world and computer-generated network are used to test this algorithm 
and the results show that it is effective at discovering communities in networks.  

An interesting further feature of propagation algorithm is that it can also be used to 
find the particular community to which a specified node belongs, without first finding 
all communities in the network. In some circumstance, this feature is useful. For ex-
ample, in the field of web searching, one can set the node of interest as the source 
node and then propagate its label by propagation algorithm. One can look for the set 
of nodes with labels close in some sense to that of node of interest, and regard those 
as its community. 

But one disadvantage of this new algorithm is that it only detects two communities 
at one time. In future, we will modify this method to make it discover more then two 
communities in networks. In addition, using this algorithm to analysis more complex 
networks, such as directed or weighted networks, is our main research direction in 
future work. 
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Abstract. This paper derives an algorithm for multi-sensor asynchronous track-
to-track fusion that combines tracks provided by different sensors, which have 
each communication delay. In this algorithm, an adaptive approach for fusion in 
a multi-sensors environment is used. The measurements of two sensors tracking 
the same target are processed by linear Kalman Filters, and the outputs of the 
local trackers are sent to the central node. In this node, a decision logic, which 
is based on the comparison between distance metrics and thresholds, selects the 
method to obtain the global estimate. The simulation result illustrates that this 
algorithms approaches the Weighted Covariance Fusion (WCF) algorithm in the 
fusion precision, and the computational burden reduces one about the half. 

Keywords: Track-to-track fusion, Multi-sensors, Fusion simulation. 

1   Introduction 

Centralized processing architecture and distributed processing architectures are used 
frequently in multi-sensors data fusion system. A centralized processing architecture 
is often assumed in mathematically developing tracking algorithms, and it has been 
shown that tracking performance of centralized fusion architectures improve signifi-
cantly when multiple sensors are used. However, increasing the number of sensors 
incurs a larger computational burden on the central processor as well as greater com-
munication bandwidth requirements. In practice, distributed processing architectures 
are used due to their lower computational demands, lower communication bandwidth 
requirements, and greater reliability and survivability [1]. 

An algorithm that incorporates feedback in distributed fusion architectures for 
maintaining target tracks in cluttered environments is proposed. The feedback se-
quences are constructed by compensating global updated estimates with track infor-
mation due to global predicted estimates and local track estimates. Because of its 
orthogonal properties, these feedback sequences are then used in the filtering process 
to update local estimates before local processors acquire new sets of measurements. 
The process of constructing these feedback sequences is presented and implemented 
on a proposed distributed fusion system where each local processor receives meas-
urements from multi-sensors [2, 3]. An adaptive track fusion algorithm was developed 
by Beugnon [4], in which method for fusion of local track estimate is selected accord-
ing to a logic-based decision tree. This article synthesized the merit of two methods 
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above, then derives the adaptive algorithm for multi-sensor track fusion with feedback 
information. The concrete computation process of the track fusion algorithm is intro-
duced in the situation of asynchronous in detail. The simulation result illustrates that 
this algorithms approaches the Weighted Covariance Fusion (WCF) method in the 
fusion precision, and the computational burden reduces one about the half. 

2   Track-to-Track Fusion Model 

Consider N targets. that have been tracked by M sensors in multi-sensor data fusion 
system, and the state equation of target 

( 1) ( 1, ) ( ) ( )i i
i iX k k k X k W kφ+ = + +   i=1，2 …… N              (1) 

where ( )iX k  is the state of target i,and ( )iW k  is a zero mean Gaussian process 

with covariance 

[ ( ) ( )]T
i i i kjE W k W j Qσ= .                                          (2) 

The measurement model for target i is given by  

( ) ( ) ( )i i
i iZ k H X k V k= +                                             (3) 

where iH  is measurement matrix, ( )iV k  is a zero mean Gaussian process with co-

variance 

[ ( ) ( )]T
i i i kjE V k V j Rσ= .                                             (4) 

The structure of the feedback fusion system is given in Fig. 1. The two sensors are 
assumed to have different sampling rates and different communication delays. As-
sume that each sensor processes its observations locally and communicates its track to 
a fusion center. The central processor fuses the track of both sensors and communi-
cates the fused track back to each sensor. Each sensor implements a Kalman filter to 
track the target. Let X (k,k) and P (k,k) be the track produced by the fusion center at 
time t = kT, where T is the update period of the fused track. It is worth noting here 
that T can be variable to accommodate communication delays and or to allow the 
central computer to finish its commitment to a prior task before it can update the 

fused track. Let ˆ ( 1, 1)i
jX k k+ + and ˆ ( 1, 1)i

jP k k+ + be the track provided by sen-

sor j, j = 1,2.  
At every local update period, each sensor uses the previous output of the fusion 

center as its initial track. In this case, at time k+1, the updated track of sensor j is 
given by 

ˆ ( 1, 1) ( 1, ) ( , ) [ ( 1)

                          ( 1, ) ( , )]

i i i i
j i f j j

i i
j i f

X k k k k X k k K Z k

H k k X k k

φ

φ

+ + = + + +

− +
                (5)  

ˆ ( 1, ) ( 1, ) ( , ) ( 1, ) ( )i i T
j i f i jP k k k k P k k k k Q kφ φ+ = + + + .           (6) 
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Fig. 1. Track fusion with feedback 

3   Adaptive Track-to-Track Fusion Algorithm 

The motivation behind adaptive track fusion comes from two observations. First, 
doing fusion is not always worth the required computation and bandwidth capacity. 
Second, the inclusion of the Cross Covariance matrix is sometimes useless and Sim-
ple Fusion may perform as well as the complete Weighted Covariance Fusion. To 
overcome the changes in the system characteristics and in the requirements, an adap-
tive approach to fusion is developed here. The sensors and the local trackers form the 
local nodes. The central node is divided into the decision logic, which chooses the 
method for evaluating the global estimates, and the fusion node, which evaluates the 
global estimates. The decision logic is based on the computation of two distance met-
rics and a simple decision tree. A first metric allows the system to choose between 
using the local track as the global track and performing track fusion. In the latter case, 
another distance is computed to decide whether to use Simple Fusion or Weighted 
Covariance Fusion. The architecture of the decision tree is presented in Fig (2). The 
local and external tracker outputs are used to compute the first distance (D1).If this 
distance is smaller than a given threshold (TI), the global estimate is equal to the 
Local Track (LT). Otherwise, a second distance (D2) is computed and compared to 
the second threshold (T2). Depending on this last criterion, either Simple Fusion (SF) 
[5] or Weighted Covariance Fusion (WCF) [6] is chosen to calculate the global esti-
mate. The distances are functions of the tracking system and target characteristics 
whereas the thresholds are human inputs reflecting the trade-off between desired 
accuracy and computational load. 

The first distance, between the local track and the fused estimate, is defined by 

1
1 1 1 1ˆ ˆ ˆ ˆ( ) ( ) ( )T

SF SF SFD x x P P x x−= − + −                               (7) 

1
1 1 1 2 1 2( ) ( 2 )SFP P P P P P P−+ = + +                                       (8) 

1
1 1 1 2 1 2ˆ ˆ ˆ ˆ( ) ( )SFx x P P P x x−− = + − .                                       (9) 
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Fig. 2. Decision tree 

The first distance is finally expressed by 

1 1
1 1 2 1 2 1 1 2 1 2ˆ ˆ ˆ ˆ( ) ( ) ( 2 ) ( )TD x x P P P P P x x− −= − + + −  .                    (10) 

Thus, the statistics is related only to their covariance and their state estimates. Define 
the second distance as 

1
2 1 1 1ˆ ˆ ˆ ˆ( ) ( ) ( )T

WCF WCF WCFD x x P P x x−= − + − .                       (11) 

By using 

1 1
1 1 12 1 2ˆ ˆ ˆ ˆ( ) ( )WCF Ex x P P P x x− −− = − −                                 (12) 

1
1 1 12( )WCF E AP P P P P P−+ = −

,
                                            (13) 

where the matrix AP  and EP  is defined by 

1
1 21 2 21 1 12 12( )( )AP P P P P P P P−= + + + −                              (14) 

1 2 12 21EP P P P P= + − − ,                                               (15) 
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the second distance is expressed as a function of the local agent outputs by 

1 1
2 1 2 1 12 1 2ˆ ˆ ˆ ˆ( ) ( ) ( )T T

E AD x x P P P P x x− − −= − − − .                        (16) 

4   Apply the Algorithm to the Asynchronous Sensor System 

After we have obtained the adapted fusion algorithm, we were allowed to use it to 
obtain the fused track. When using equation (5) and (6) to compute, we have  
supposed each local sensor is synchronization, and the fusion center also is syn-
chronization. But in fact, the sensor is the asynchronous, the sampling speed and 
the correspondence delay is asynchronous also [7]. Therefore, when carrying on 
the information fusion with feedback structure in the engineering application, we 
must consider the question of sensor asynchronous. In order to analyze  
conveniently, the system is supposed has two asynchronous sensors (LP1 and 
LP2). Fig. 3 illustrated the succession relations of partial sensor and the fusion 
center fusion. 

LP1

FC

LP2

 

Fig. 3. Asynchronous track fusion succession 

Using the algorithm introduced above, it is very easy to obtain the state estimation 
of sensor LP1 

1 1 1 1
1 1 1 1 1 1 1 1

1
1 1 1

ˆ ( , ) ( , ) ( , ) [ ( )

                       ( , ) ( , )]

m m m k f k k m

m k f k k

X t t t T X T T K Z t

H t T X T T

φ

φ
+ + + +

+

= +

−
             (17) 

where the matrix 1
1 1( , )m kt Tφ + is defined by 

1
1( )1

1 1( , ) m kA t T
m kt T eφ + −

+ =  .                                                (18) 

Using equation (6), the covariance matrix of LP1 may be obtained 

1 1 1
1 1 1 1 1 1 1
ˆ ( , ) ( , ) ( , ) ( , ) ( )T

m k m k f k k m k kP t T t T P T T t T Q Tφ φ+ + += + .                       (19) 

In turn, we may obtain the state estimations and the covariance matrix of sensor 2. 
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5   Performance Evaluation 

In the simulations, the distributed system which has two sensors with feedback archi-

tecture tracks two independent targets moving. The model used to track the target is a 

CA model for all filters. The measurement errors in position and in angle of local 

sensor 1 are 1rσ ＝400m, 1θσ =0.02rad, sampling interval is 1mT ＝1.5s; The meas-

urement errors in position and in angle of local sensor 2 are 2rσ ＝ 200m, 

2θσ =0.015rad, sampling interval is 2mT ＝0.8s; The goal is tracked holds 60 seconds, 

and this simulation consists of 100 Monte Carlo runs. 
Fig. 4 gives the position RMS error and compares the tracking performance with 

and without fusion system. The fused precision is good to any local sensor, and this 
has been conforming to the aspect of multi-sensors data fusion in the target tracking. 
The speed RMS error and performance comparison given by Fig. 5 also have the 
same conclusion. 

Fig. 6 compares the fusion performance using SF algorithm, WCF algorithm and 
the algorithm N derived in this paper. Because WCF algorithm has considered the 
covariance between local track, the fusion performance is excelled the SF algorithm.  
 

 

Fig. 4. Position RMS error of tracking target 1 

 

Fig. 5. Speed RMS error of tracking target 1 
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Fig. 6. Position RMS error of tracking target 2 

 

Fig. 7. Speed RMS error of tracking target 2 

Table 1. Fusion time 

Fusion Method Times(s) 
SF 48 

WCF 125 
Adaptive 60 

Method of this paper 66 

The speed RMS error and performance comparison given by Fig. 7 also have the 
same conclusion. But, the computational burden increases very much. Algorithm N 
has used the auto-adapted technology, therefore this algorithm approaches the WCF 
method in the fusion precision, and the computational burden reduces much. This is 
illustrated by Table 1. 

6   Conclusion 

In this paper, the multi-sensors data fusion system with distributional structure has 
been introduced. The feedback architecture may enhance the tracking performance of 
local sensors, therefore the precision of center fusion is increased. The adaptive fusion 
algorithm may satisfy the characteristic that the performance of fusion system may be 
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changed unceasingly, and balances the contradiction between the fusion precision and 
computational burden reduces. This article synthesized the merit of two methods 
above, and derives the adaptive algorithm for multi-sensors track fusion with feed-
back information. The concrete computation process of the track fusion algorithm is 
introduced in the situation of asynchronous in detail. The simulation result illustrates 
that this algorithms approaches the WCF method in the fusion precision, and the 
computational burden reduces one about the half. 
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Abstract. Hydrocarbon resources shortage is a wide-world issue, which causes 
great efforts being made for hydrocarbon resources exploration all over the world. 
Songliao Basin is one of the most important potential regions for hydrocarbon re-
sources in Northeast China. Owing to cost saving of hydrocarbon exploration, it is 
necessary to evaluate the regional potential of hydrocarbon by remote sensing be-
fore costly hydrocarbon exploration and drilling. In the study, Landsat TM data at 
the western slope of Songliao Basin are processed to improve hydrocarbon-related 
linear-circular structures and micro-seepages information. A self-organizing neu-
ral network is built for the evaluation to hydrocarbon potentials of unknown areas. 
Twelve features are integrated into the model from remote sensing, geophysical 
anomaly, and geological setting around the western slope of Songliao Basin. The 
model is trained by a competitive learning of twelve features of four hydrocarbon-
known boreholes. The hydrocarbon potentials in three unknown circular clusters 
are evaluated successfully by the trained self-organizing neural networks model.  

Keywords: Songliao basin, Landsat TM, Self-organizing neural network,  
Hydrocarbon potentials. 

1   Introduction 

Hydrocarbon resources shortage is a wide-world issue, which causes great efforts 
being made for hydrocarbon resources exploration all over the world. Songliao Basin 
is one of the most important potential regions for hydrocarbon resources in Northeast 
China. Owing to cost saving of hydrocarbon exploration, it is necessary to evaluate 
the regional potential of hydrocarbon by remote sensing before costly hydrocarbon 
exploration and drilling.  

The application of remote sensing, especially the mapping of a regional structure, 
has a very long tradition worldwide[1]. Geological structures on remotely sensed im-
ages can also be enhanced by using different directional filters, principal component 
analysis (PCA), and intensity-hue-saturation (HIS)[2]. These structures are important 
for hydrocarbon-bearing characteristics of geologic traps[3]. Landsat Thematic Mapper 
(TM) thermal data (band 6) have been taken as a recognition element to map distribu-
tion of hydrocarbon [4].  Reflectance in the visible and near-infrared wavelengths 
provides a rapid and inexpensive means for determining the mineralogy of samples and 
obtaining information on chemical composition. Hydrocarbon micro-seepage theory 
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establishes a relation between hydrocarbon reservoirs and some special surface anoma-
lies, which mainly including surface hydrocarbon micro-seepage and related altera-
tions. Some methods have been explored for oil-gas determination by the reflectance 
spectra of surface anomalies[5,6]. Therefore, the structure traps and micro-seepage 
from remote sensing image can provide important and indirect information before 
hydrocarbon exploration.  

Over the last decades, the application of neural networks for the hydrocarbon 
evaluation has been a subject of research. According to the geological model, an arti-
ficial neural network with three-layer networks, multi-input, and single output, is built 
to evaluate the hydrocarbon generation condition of the Ordovician System in Ordos 
Basin. The result is basically the same as that of the expert system [7]. Some neural 
networks, including self-organizing neural network and fuzzy neural network, were 
used for hydrocarbon prediction. With the neural network method, geochemical ex-
ploration, geoelectric, and remote sensing were integrated to evaluate hydrocarbon-
bearing characteristics of Liandaowan area, with satisfactory results obtained[8-10].  

By hydrocarbon related features extraction from Landsat TM data, a self-
organization neural network is explored to integrate geophysical and geological in-
formation of the study area for evaluation of hydrocarbon potential in Western Slope 
of Songliao Basin, Northeast China.  

2   Study Area 

The Songliao Basin is located in northeast China, where oil production has made up a 
large portion of the national supply for nearly 45 years. The boundaries of the Songliao  
 

 

Fig. 1. Sketch Map of Geological Structural Setting in Western Slope of Songliao Basin, 
Northeast China 
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Basin are outlined in Fig.1. The basement rocks, including the carbonate rock series, 
geniss, schist, and granitoid from the exposures and boreholes, are distributed under a 
thick sedimentary cover from the Mesozoic and Quaternary eras. The basement faults 
are developed into four fault systems, trending along NNE-NE, NW, EW, and NNW. 

The Western slope of Songliao Basin, near to the city of Baicheng (Fig.1), slopes 
eastwardly with a largest depth of 2400m in the east of the slope. As a potential region 
for hydrocarbon resources, the study area is classified structurally into four parts: the 
western fault depression belt, Xinlong Mountain uplift block, the middle gentle slope 
and the eastern steep slope. The surface faults, stretching along NE, NNE, NW, NNW, 
and EW directions, are dominated and influenced by the basement faults. Thus, the 
faults in the study area vary in strike and depth, and play different roles in hydrocarbon 
displacement and conservation. It is an essential task to investigate the depths and 
strikes of geological structures in our oil and gas exploration mission. Meanwhile, the 
circular structures play sometimes an important role for the trapping of hydrocarbon.  

3   Feature Extraction 

Landsat TM data are processed and interpreted to produce hydrocarbon related infor-
mation, including the regional distribution of geological structures, oil-gas microseep-
age, and thermal anomaly in the study area. All image processing was undertaken in 
the commerce software PCI EASI/PACE image processing software and MapGIS 
GIS software. 

3.1   Image Pre-processing 

Two scenes of Landsat TM data, path/row 120/28 and 120/29, acquired on 28 October 
1989, were color matched and used to create a seamless mosaic of the entire study 
area. The spatial resolution and pixel spacing are both 30m. It is necessary to acquire 
several scenes of Landsat TM to cover the large geographical area for studying the 
regional structures.  

Geometric correction was used to orient the satellite image to a suitable map pro-
jection, with the conventional X, Y polynomial-based transformation. Here the Uni-
versal Transverse Mercator (UTM) coordinate system with a false central meridian at 
123 degree was used. Nine ground control points were defined from the topographical 
map at scale 1:50000. Then the subset was generated by masking the study area 
boundary with the Landsat TM image. 

3.2   Image Enhancement 

PCA undertakes a linear transformation of a set of numerical variables to create a new 
variable set with principal component (PC) that are uncorrelated[11,12]. A false color 
composite is made by the PC1 from TM5-TM7(R), TM4 (G), and PC1 from TM1-
TM2-TM3 (B) (Fig.2). By comparison, this RGB image is more suitable to be inter-
preted for the geological structures. 

In order to enhance the linear features, three different directional filtrations, includ-
ing NE, NW, EW, were accomplished separately. Three filtering modules follow as  
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Fig. 2. False color composite image made from PCI results of Landsat TM: PC1 from TM5-
TM7 (R), TM4 (G), and PC1 from TM1-TM2-TM3 (B) 

 

Fig. 3. Lineament map of study area from their directional filtered images. The heavy lines 
describe the regional sizes and clear indications. 
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Fig.2 respectively. The image has highlighted the major lineaments trending NW, 
NNW, NE, NNE, and EW. Based on Fig.2, and combining with the filtered images at 
three directions as well, all the lineaments, thus, are identified carefully by their linear 
features, including tones, and drainage system (abnormal portions of rivers, linear 
borders of water body, and lines of small lakes), some of which are of regional size 
and clear indication, shown in heavy lines (Fig.3). On Fig.3, the different size and 
indication of the linear features are delineated by different weights, for example, those 
lineaments trending NW, NE, NNE, and EW in heavy lines play significant roles in 
the study area. 

3.3   Hydrocarbon Micro-seepage 

Based on the spectral features of oil-gas polluted soil and Landsat TM band, a method 
was explored to improve the hydrocarbon micro-seepage information. The ratios of 
TM4/TM7 (R), TM4/TM5 (G), and TM4/TM3 (B), are composite into color images 
with the color anomalies of hydrocarbon micro-seepage.  

4   Neural Networks Model 

The neural network consists of artificial neurons or units, which are inter-connected 
with each other and arranged into three layers: an input layer, a hidden layer, and an 
output layer. Self-organizing in networks is one of the most fascinating topics in the 
neural network field. Such networks can learn to detect regularities and correlations in 
their input and adapt their future responses to that input accordingly. The neurons of 
competitive networks learn to recognize groups of similar input vectors. All the work 
on self-organizing neural networks was completed under the commence software 
Matlab 6.5. 

4.1   Competitive Learning 

The neurons in a competitive layer distribute themselves to recognize frequently pre-
sented input vectors. The architecture for a competitive network is shown (Fig.4). The 
|| dist || box in this figure accepts the input vector p and the input weight matrix IW1,1, 
and produces a vector having S1 elements. The elements are the negative of the dis-
tances between the input vector and vectors i IW1,1 formed from the rows of the input 
weight matrix. Compute the net input n1 of a competitive layer by finding the nega-
tive distance between input vector p and the weight vectors and adding the biases b. If 
all biases are zero, the maximum net input a neuron can have is 0. This occurs when 
the input vector p equals that neuron's weight vector. 

The competitive transfer function accepts a net input vector for a layer and returns 
neuron outputs of 0 for all neurons except for the winner, the neuron associated with 
the most positive element of net input n1. The winner's output is 1. If all biases are 0, 
then the neuron whose weight vector is the closest to the input vector has the least 
negative net input and, therefore, wins the competition to output a1. 
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Fig. 4. The architecture for a competitive network. The relationship among the input layer, 
input weight, competitive layer, and output vector are generated 

4.2   Training and Classification 

Each neuron competes to respond to an input vector p. If the biases are all 0, the neu-
ron whose weight vector is the closest to p gets the highest net input and, therefore, 
wins the competition and outputs 1. All other neurons output 0. The weights of the 
winning neuron (a row of the input weight matrix) are adjusted with the Kohonen 
learning rule. Supposing that the ith neuron wins, the elements of the ith row of the 
input weight matrix are adjusted as shown below 

 
(1)

The Kohonen rule allows the weights of a neuron to learn an input vector, and it is 
useful in recognition applications. Thus, the neuron whose weight vector was the closest 
to the input vector is updated to be even closer. The result is that the winning neuron is 
more likely to win the competition, for the next time a similar vector is presented, and 
less likely to win when a very different input vector is presented. As more and more 
inputs are presented, each neuron in the layer closest to a group of input vectors soon 
adjusts its weight vector toward those input vectors. Eventually, if there are enough 
neurons, every cluster of similar input vectors will have a neuron that outputs 1 when a 
vector in the cluster is presented, while outputting a 0 at all other times. Thus, the com-
petitive network learns to categorize the input vectors it sees. 

5   Results 

The hydrocarbon related features are derived from Landsat TM (Fig.5). These  
features comprise of linear structures, circular structures, and hydrocarbon mi-
croseepage in the western slope of Songliao Basin. The circular structures clusters 
are labeled as C1, C2, C3, C4, C5, respectively, from north to south in the study 
area. There are six boreholes (T4, T5, T6, T13, B52, B54), distributed in or around 
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the circular structures. The hydrocarbon cannot be found in the borehole T4, and the 
potentials in the boreholes T6, T5, and T13, are becoming better and better.  

Twelve features will be selected for the boreholes (T4, T5, T6, and T13) and circu-
lar structures clusters (C3, C4, and C5) to learn and train the neural network networks. 
They are related to the potential of hydrocarbon in the study, such as huge and small 
circular structures, NE linear structures, NW linear structures, NNW linear structures, 
NEE linear structures, gravity anomalies, geo-magnetic anomalies, the alteration 
anomalies of hydrocarbon microseepage, the brightness difference of image, thermal 
anomalies, and heavy oil revealing on land surface.  

The self-organizing neural networks are initialized by the input vector matrix of 
twelve features and the numbers of neuron. The training are conducted by the network 
simulation and learning. And the winner of neuron will produce its weights. The po-
tential of four boreholes, T5, T6, T13, are T4, are taken as the known samples and 
classified as four groups according to their hydrocarbon status respectively. Then the 
unknown samples, including the circular structure clusters, C3, C4, and C5, three 
circular structure clusters in the south in Fig.5, will be evaluated by the trained net-
works. The results show that these circular structures and the known boreholes will be 
classified into three groups: C3 and T13, C4 and T6, C5 and T5.  

 

Fig. 5. Features extraction from Landsat TM. The features involving in linear structures, circu-
lar structures, and hydrocarbon microseepage.  



862 S. Chen 

Therefore, based on the potential status of three boreholes (T5, T6, and T13), three 
circular structure clusters (C3, C4, and C5), indicate good potential of hydrocarbon. 
Furthermore, there will be the best potential of oil-gas for the big circular structure in 
the southmost area in Fig.5 (C5), and the circular cluster C4 (next to C5, including 
boreholes B52 and B54) is better than C3 (including boreholes T6) in the potential of 
hydrocarbon. It is valuable to have the hydrocarbon exploration for these areas. 

6   Conclusions 

Remote sensing is a rapid and cost-saving technique for hydrocarbon related informa-
tion extraction. In the study, based on Landsat TM data, the features, including struc-
tures and hydrocarbon micro-seepage information, are achieved in the western slope 
of Songliao Basin by the image processing.   

With the help of self-organizing neural networks model of Matlab, twelve features 
are integrated for the evaluation of hydrocarbon potential in the study area. By the 
competitive learning and training of four known boreholes, three unknown circular 
structures groups are classified successfully.  They indicate good potential of hydro-
carbon, especially in C5. Obviously, it is valuable to have a remote sensed based 
neural network model for the evaluation of hydrocarbon potential before the costly 
hydrocarbon exploration. 

References 

1. Chen, S., Zhou, Y.: Classified Depth-layered Geological Structures on Landsat TM Images 
by Gravity Data: a Case Study of The Western Slope of Songliao Basin, Northeast China. 
J. International Journal of Remote Sensing 26, 2741–2754 (2005) 

2. Ricchetti, E.: Structural Geological Study of Southern Apennine (Italy) Using Landsat 7 
Imagery. J. International Geoscience and Remote Sensing Symposium (IGARSS) 1, 211–
213 (2002) 

3. Liu, T., Shi, X., Hou, L., Yuan, H.: Evaluating The Hydrocarbon-bearing Characteristics 
of Geologic Traps in Yakela Area in Northern Tarim Basin by Comprehensive Pattern 
Recognition Technique. J. Oil Geophysical Prospecting 32, 556–564 (1997) 

4. Uddin, S., Dousari, A., Literathy P.: Evidence of Hydrocarbon Contamination from The 
Burgan Oil Field, Kuwait-Interpretations from Thermal Remote Sensing Data. Journal of 
Environment Management 86, 605–615 (2008) 

5. Werff, H., Bakker, W., et al.: Combing Spectral Signals and Spatial Patterns Using Multi-
ple Hough Transformations: An Application for Detection of Natural Gas Seepages. J. 
Computers & Geosciences 32, 1334–1343 (2006) 

6. Xu, D., Ni, G., Jiang, L., et al.: Exploring for Natural Gas Using Reflectance Spectra of 
Suface Soils. J. Adances in Space Research 41, 1800–1817 (2007) 

7. Sun, S., Wu, Z., Bei, F.: Application of an Artificial Neural Network to Evaluating Condi-
tions of Hydrocarbon Generation. J. Oil & Gas Geology 17, 68–70 (1996) 

8. Zhang, X., Li, Y., Liu, H.: Hydrocarbon Prediction Using Dual Neural Network. J. SEG 
annual meeting 70, 1440–1443 (2000) 

9. Xiong, Y., Bao, J., Xiao, C.: Hydrocarbon Reservoir Prediction Using Fuzzy Neural Net-
work. J. Oil Geophysical Prospecting 35, 222–227 (2000) 



 Remote Sensing Based on Neural Networks Model 863 

10. Doraisamy, H., Vice, D., Halleck, P.: Detection of Hydrocarbon Reservoir Boundaries Us-
ing Neural Network Analysis of Surface Geochemical Data. J. AAPG Bulletin 84, 1893–
1904 (2000) 

11. Kenea, N.H.: Digtal Enhancement of Landsat Data, Spectrsal Analysis and GIS Data Inte-
gration for Geological Studies of The Derudeb Area, Southern Ren Sea Hills, NE Sudan. 
Berliner Geowissenschaftliche Abhandlungen(D) 14, 111–116 (1997) 

12. Ricotta, C., Avena, G.C., Marchetti, M.: The Flaming Sandpile: Self-organized Criticality 
and Wildfires. J. Ecol. Model 119, 73–77 (1999) 



W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 864–873, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

A Multiple Weighting Matrices Selection Scheme Based 
on Orthogonal Random Beamforming for MIMO 

Downlink System 

Li Tan, Gang Su*, Guangxi Zhu, and Peng Shang 

Department of Electronics & Information Engineering 
Huazhong University of Science & Technology, Wuhan 430074, P.R.China  

ltan@mail.hust.edu.cn, gsu@mail.hust.edu.cn, 
gxzhu@mail.hust.edu.cn, sp158@smail.hust.edu.cn 

Abstract. In this paper, a multiple weighting matrices selection scheme based 
on orthogonal random beamforming is discussed to increase the throughput of 
the multi-user MIMO systems. Multiple weighting matrices are performed and 
computed during the mini-slots. And the base station selects the best matrix 
based on the partial channel state information and performs the orthogonal 
random beamforming during the time slot. The proposed scheme over multi-
user random beamforming can increase the throughput of multi-user MIMO 
system significantly, and the simulation results show the validity. 

Keywords: MIMO system, Orthogonal random beamforming, Multiple weighting 
matrices selection. 

1   Introduction 

With the development of mobile multimedia service, the future wireless communication 
system calls for quick transmit speed and high quality reliability. All of them are based 
on the increase of the throughput and of the good spectrum efficiency. Especially, the 
traffic demand in the downlink is generally much higher than that of the uplink. 

In multi-input multi-output (MIMO) system the downlink broadcast (BC) channel 
can be separated into multiple sub-channels by using space-time codes, and the base 
station (BS) can communicate with multiple subscribers at the same time slot, so the 
throughput of the system increases distinctly. This is called the multiple transmit gain 
for the downlink BC channel. The sum rate capacity of MIMO downlink BC channel 
was analyzed[1-3] and the dirty paper coding (DPC) was shown to be the optimal 
capability-achieving scheme[1, 4]. 

Although DPC is optimal in exploiting the multi-user diversity in the MIMO 
system, the computing complexity is unacceptable and the assumption that the BS 
knows all the channel state information (CSI) to every subscriber is not reasonable for 
the mobility of subscribers and for the limited bandwidth of the feedback channel. 
                                                           
* Corresponding author. 
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Pramod Viswanath and David N. C. Tse propose a random beamforming (RBF) 
scheme[1] to exploit the multi-user diversity of the multi-user MIMO system. RBF 
scheme is simple and practical. By using a random vector with each sub-channel, 
RBF scheme induces large and fast channel fluctuation, even though the subscriber is 
in little scattering and/or slow fading environments. Then the BS finds out the perfect 
one to transmit, and additionally, the fairness among subscribers is concerned. RBF 
only needs the partial CSI to be feed back. Masoud Sharif proposed an orthogonal 
random beamforming (ORBF) scheme[5] to service multiple subscribers in each time 
slot by forming multi-beam. When the subscriber number is large, ORBF is shown to 
yield the optimal capacity scaling law of log logM K , which is the optimal capability 

of DPC[5]. 
By exploiting particular features of the channels, more effective methods are 

proposed to improve the throughput. Additional CSI of the selected subscriber group 
is used for optimizing the transmit power allocation[6]. Time coherence of slow 
fading channels is exploited by using the chosen antenna gain configuration for the 
scheduled user[7]. Literature[8] shows an scheme where the scheduling stage for 
multi-user MIMO system is aided by forming a channel vector estimate based on the 
combination of transmit correlation matrix and instantaneous beam Signal-to-
Interference-plus-Noise-Ratios ( SINR ) feedback. A random matrix and updated 
feedback-aided beamforming matrices are used to increase the throughput of the 
ORBF system[9]. The scheme exploits the memory of the time correlation channel. 

All above schemes are based on the idea of RBF and ORBF [1, 5]. Especially, only 
one weighting matrix is performed in each time slot. In Literature[10] Multiple 
random weighting vectors are performed at each mini-slot, and the BS finds the best 
random weighting vector and schedules the best subscriber，this scheme focuses on 
the case of single beam is performed only one subscriber can be serviced at each time 
slot. The OSDMA-S (OSDMA system with beam selection) scheme[11] uses multiple 
unitary matrixes in a time slot and selects the best beam group to service multiple 
users. The performance of OSDMA-S scheme and the optimal number of the mini-
slot are analyzed and derived by the authors. But the fairness between users are not 
corcerned. In this paper, we combine the multiple weighting matrix selection scheme 
(MWMS) with the proportional fairness scheme (PFS) to achieve the fairness of 
system. The MWMS-PFS scheme is also based on the ORBF and OSDMA-S and the 
fairness between users are considered. Additionally, it requires only little feedback 
from the subscribers (in the form of individual SINR s). 

This paper is organized as follows. In section 2, the system model is presented. In 
section 3, we review the capability of the MIMO downlink BC channel. The MWMS 
scheme is presented and analyzed in section 4. Simulation results are provided in 
section 5 to illustrate the validity of the MWMS scheme. 

2   System Model 

The system model is similar with [5], We consider the downlink BC channel of a 
multi-user MIMO system. The BS is equipped with tN  antennae, and each subscriber 

with rN  antennae, while K  subscribers are uniformly distributed in the cell. The BS 



866 L. Tan et al. 

generates the unitary beamforming matrix ( )( )t tN Nt ×∈Q  according to an isotropic 

distribution[12] and forms ( )tB N≤  orthogonal random beams  using the vector 

( )m tq ,which is the thm  column of ( )tQ , and services B  subscribers in one time slot. 

The received signal of the thk  subscriber at time slot t  is mathematically described as 

1

[ ] [ ] [ ] [ ] [ ]     1,2, ,
B

k k i i k
i

y t t t s t w t k K
=

= + =∑h q , (1)

where the 1[ ]( )tNt ×∈s  is the pilot vector signal, [ ]k th  is the complex channel vector 

of the thk  subscriber, 1[ ]( )rN
k t ×∈w  is complex AWGN vector. Each element of 

[ ]k th  and [ ]k tw  is independent and identically distributed (i.i.d.) with zero mean and 

unit variance. In this paper the time-varying Rayleigh fading channels are considered. 
And the subscribers know the CSI matrix kh  perfectly. The total transmit power P is 

( [ss ])HTr E , and averagely distributed to the transmit antennae. Here we assume 

( [ss ])HTr E is equal to tN , thus the transmit power per antenna is 1 . Without loss of 

generality, we consider 1rN =  in the following. 

so the SINR  of the thk  subscriber over the thm  beam can be computed as: 

2

,
2

1,

1

k m
k m B

k i
i i m

SINR

= ≠

=
+ ∑

h q

h q
, 

(2)

where 1,2, ,k K= , 1, 2, , tm N= . Then each subscriber feeds back the maximum 

value ,k mSINR and the corresponding beam index m . The BS assigns the subscriber 

with *
,

1,2, ,
arg max( )k m
k K

k SINR
=

=  for the thm  beam according to the partial CSI. And then 

BS multiples the information symbol with the beamforming vector mq  and transmits 

to the *thk  subscriber. 

3   MWMS Scheme 

With the assume of all CSI can be feedback to the BS and no bit error occurs during 
the transmit, paper [1, 2] analyzed the capability of MIMO BC channel, and the sum 
rate capacity is 

1

K
*
k k k

, , 1

{ max log det( + )}
k kk

sum
P P P P k

C E
= =

=
∑

∑I h P h , (3)

where 1 2{ , , , }kP P P is the optimal power allocation, and P is the total transmit 
power[1, 5]. DPC is the optimal scheme to get the asymptotic capability of equation 
(3). But the complexity of DPC makes it not realizable. ORBF scheme[5] is examined 
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to be the practical strategy and it can also have the same scaling laws. ORBF scheme 
only requires that each subscriber feeds back the maximum value ,k mSINR  and the 
beam index m , so the system become more practical and the uplink channel becomes 
more efficiency. When subscriber number is large, the sum rate capacity of system 
has the scaling law of log logtN K , which is the same as DPC. But when the 
subscriber number is comparable with the number of transmit antennae, the gap 
between the ORBF and DPC is distinct. The reason is ORBF scheme generates the 
unitary matrix Q  randomly, the beamforming vector mq  may not match the CSI 
matrix very well. And then the throughput of system is limited. 

3.1   Scheme Description 

We propose a multiple weighting matrices selection scheme (MWMS) to improve the 
performance of the conventional ORBF. The main idea of MWMS scheme is that 
multiple weighting unitary matrices are generated and computed during the mini-slot, 
the BS finds out a perfect unitary matrix to perform multi-beam during the time slot. 

In MWMS scheme, the BS generates L  unitary matrices 1 2{ , , , }LQ Q QQ =  

with ( , )l
t tQ N N∈U  according to an isotropic distribution at each time slot. The set 

Q  is variable between time slots. We assume that the downlink BC channel is 
stationary in one time slot and variable from one to another. There are L  mini-slots in 
each time slot, the BS using the unitary matrix lQ  for the thl  mini-slot. Each 

subscriber computes the SINR  over each beam and feeds back the maximum value of 
SINR  and the corresponding beam index m . The BS estimates the sum rate capacity 
of each weighting unitary matrix according to the feedback partial CSI and schedules 
the subscribers over each beam. And then the BS performs the multi-beam and 
transmits the data information. 
The operations of MWMS scheme is show as: 

During the time slot t  

Step 1: The BS generates 1 2{ , , , }LQ Q QQ =  and uses lQ  for the thl  mini-slot. 

Step 2: Each subscriber computes the ,
l
k mSINR  and feeds back the maximum ,

l
k mSINR  

and the beam index m  

Step 3: The BS estimates the sum rate capacity of each lQ  and finds out 
*lQ  with the 

maximum sum rate capacity 
*l

sumC . 

Step 4: The BS performs the 
*lQ  for the time slot. 

3.2   Performance Analysis 

To analyze the performance of MWMS scheme, we assume the system model 
described in the section 2. The BS generates 1 2{ , , , }LQ Q QQ =  with 

( , )l
t tQ N N∈U  for each time slot. In the thl  mini-slot, the BS forms B  orthogonal 
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random beams and services B  subscribers using the unitary matrix lQ , so the 

received signal of the thk  subscriber in the thl  mini-slot is 

1

    1, 2, ,
B

l l l
k k i i k

i

y s w k K
=

= + =∑h q , (4)

where the is  is the pilot symbol, and kh  is the complex channel vector of the 
thk subscriber, and kw is complex AWGN variable, and each element of kh  and kw  

are independent and identically distributed (i.i.d.) with zero mean and unit variance. 
Each subscriber knows the pilot symbol is  well, so the SINR  of the thk  subscriber 

over the thm  beam in the thl  mini-slot is: 

2

,
2

1,

1

l
k ml

k m B
l

k i
i i m

SINR

= ≠

=
+ ∑

h q

h q
, (5)

where 1,2, ,k K=  1, 2, ,m B= , and 1,2, ,l L= . We denote 
2l l

m k mγ = h q  as the 

channel gain of the thk  subscriber over the thm  beam in the thl  mini-slot. Then  

each subscriber feeds back the maximum value ,
l
k mSINR and the corresponding beam 

index m . 

The BS computes the sum rate capacity l
sumC of each lQ ∈Q , according to the 

partial CSI. Here we employ the subscriber-scheduling and beam-assigning strategy 
of the conventional ORBF, so the sum rate capacity for the thl  weighting unitary 
matrix is estimated as 

( ),
1

1

log 1 max
B

l l
sum k m

k K
m

C SINR
≤ ≤=

= +∑ . (6)

And the BS chooses the best weighting unitary matrix 
*lQ  with the maximum sum 

rate capacity, that is 

*

1
arg max l

sum
l L

l C
≤ ≤

= . (7)

The 
*lQ  will be performed during the time slot. So the sum rate capacity of the 

downlink BC channel with MWMS can be estimated as: 

( )* *

MWMS ,
1

1

( ) log 1 max
B

l l
sum k m

k K
m

C E SINR
≤ ≤=

⎧ ⎫= +⎨ ⎬
⎩ ⎭
∑ . (8)
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4   Propoptional Fair Scheme for MWMS 

The MWMS scheme always serves those users with maximum rate in the cell, that 
means the channel vectors of the selected users are much more matched with the 
beamforming vectors. So the unfairness is introduced between users. In this section, 
we combine the PFS with MWMS scheme to improve the proportional fairness of the 
system. 

The PFS for multi-user system is proposed and analyzed in Literature [9]. In this 
paper the PFS is used for ORBF multi-user system with multiple weight matrixes, and 
proposed scheme is denoted as MWMS-PFS. 

In the thl  mini-slot, BS selects users for the thm  beam: 

,*

1

( )
arg max

( )t

k m
m

m N k

R t
k

T t< <
= , (9)

where , ( )k mR t  means the request rate of the thk user on the thm  beam of unitary 

matrix lQ , and ( )kT t  means the average data rate of the thk user in the past ct time 

slots. The average throughput of the thk user is updated as follows: 

*

* ,

1 1
1 ( ) ( ),   

( 1)
1

1 ( )  

l
k k m

c c
k

k
c

T t R t if k S
t t

T t

T t otherwise
t

⎧⎛ ⎞
− + ∈⎪⎜ ⎟⎪⎝ ⎠+ = ⎨⎛ ⎞⎪ −⎜ ⎟⎪⎝ ⎠⎩

. (10)

We define lS  to be the set of the selected users for the thl  mini-slot. So the sum 
rate of the the thl  unitary matrix of MWMS-PFS scheme is 

( ),
1

( ) log 1 ( )        
B

l l
sum MWMS PFS k m

m

C R t k S−
=

= + ∈∑ . (11)

And the BS chooses the best 
*l

PFSQ  with the maximum sum rate capacity, that is 

*

1
arg max( )l

sum PFS
l L

l C
≤ ≤

= . (12)

The 
*lQ  will be performed and the selected user set 

*lS  will be scheduled  

during the time slot. So the sum rate capacity of the downlink BC channel can be 
estimated as: 

( )* *

*MWMS-PFS ,
1

( ) log 1 ( )
B

l l
sum k m

m

C E R t
=

⎧ ⎫= +⎨ ⎬
⎩ ⎭
∑ . (13)
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5   Numerical Simulation 

The proposed scheme is investigated and compared with the conventional ORBF and 
MOB under the system model described in previous section. The fading coefficients 
of the time-varying Rayleigh fading channel _ are i.i.d. among subscribers and for 
different antennae, and different time slot. The BS is equipped with 4tN =  antennae, 

and each subscriber with 1rN =  antenna. The subscribers perfectly know the CSI. All 

the subscribers are uniformly distributed around the BS. The plots are obtained 
through Monte-Carlo simulations averaged over one million realizations. 

Fig. 1 shows the normalized throughput of MWMS scheme, MOB Scheme and 
ORBF scheme for 20SNR dB= . The BS generates 1,2,3,5,10L =  unitary matrices 
for each time slot in MWMS scheme. We can see that when 1L = , MWMS 
retrogresses to the conventional ORBF, and when 2L =  MWMS has the same 
performance with MOB and when 3L = , the capability of the proposed MWMS 
scheme can improves approximately 1bps/Hz to ORBF, i.e. 10 percent. And the 
capability is also better than MOB scheme. With the increase of L , the normalized 
throughput of MWMS is improved significantly. 

The normalized throughput of MWMS, MOB, ORBF is shown in Fig.2 as a 
function of SNR . The BS generates 3L =  unitary matrices for MWMS. We can see 
that when 10SNR dB= − , all three schemes shows almost the same performance,  
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Fig. 1. Normalized throughput comparison of different number of the random unitary matrix, 
with 4tN = , 20K = , 20SNR dB=  
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when 0SNR dB= , MWMS and MOB get about 7 percent increase from ORBF, and 
when 20SNR dB= , MWMS can supply about 1bps/Hz to the throughput. That is 
because when the BC channel has a low SNR , the 

2

,
l l
k m k mγ = h q  of each beam and 

each matrix is very small and it difficult to find a particular ,
l
k mγ .When the BC 

channel has a high SNR , it is easy to find out a matrix lQ  making the ,
l
k mγ  of each 

beam is much better than the others, and then the throughput increases significantly. 
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Fig. 2. Normalized throughput of MWMS, MOB, ORBF vs SNR , with 4tN = , 20K = , 

3L =  

To evaluate the proportional fairness of the MWMS-PFS, we use a simulation 
scenarios with 10 users distributed normally in the cell, but the channel vectors 
between users are not i.i.d distribution. we assume that k (0,1)    1, 2,3CN k =h ∼ , 

k

1
(0, )    4,5,6

2
CN k =h ∼ , and k

1
(0, )    7,8,9,10

4
CN k =h ∼ , and the 20ct = . We 

plot the average data rates of 10 users after 10000 time slots. The plot is shown as 
Fig.3. We can see that the MWMS-PFS scheme can increase the data rate of user 
7,8,9,10, and then the fairness of MWMS-PFS is much better than the MWMS. Fig.3 
also shows that the fairness of ORBF-PFS (that is the conversional ORBF with PFS 
scheme) is better than MWMS-PFS, but we should notice that the sum rate of the 
ORBF-PFS decreases much to achieve the fairness. 
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Fig. 3. Average data rate vs users of ORBF-PFS, MWMS-PFS and MWMS, with 0SNR = , 

4tN = , 10K = , 3L =  

6   Conclusion 

In this paper, The Downlink BC channel of multi-user MIMO system is considered. A 
MWMS scheme is proposed to improve the throughput of the multi-user MIMO 
system. The proposed scheme uses multiple random unitary matrices for the Downlink 
BC channel and choose a perfectly matched random unitary matrix for each time slot. 
when the number of subscriber in the cell is sparse the performance is improved 
significantly. To increase the fairness between users, we combine the MWMS scheme 
with the PFS, and the performance loss of sum rate is less than the ORBF-PFS. 

Like ORBF, the proposed scheme needs only the partial CSI to be feed back. 
Because multiple random unitary matrices are used in each time slot, the feedback 
overhead increases as a factor of L . The efficient methods for impacting the feedback 
overhead over the uplink channel should be used with the proposed scheme. 
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Abstract. A novel adaptive reclosure criterion based on energy entropy to  
identify faults for HV transmission lines is presented in the paper on the basis 
of the introduction of wavelet packet and energy entropy. The method analyses 
the faulted phase voltage after breakers trip. After breaker trips, the voltage of 
transient faults is obviously different from that under permanent faults because 
the secondary arc has the process of extinction-reburning, and the criterion can 
identify fault nature before secondary arc extinction. Firstly, the faulted phase 
voltage is decomposed by three-layer wavelet packet, and eight signals in the 
third level are reconstructed. Secondly, the energy entropy under each scale is 
calculated according to reconstructed signals, and calculation results show the 
vectors under different faults are of different characteristics. Finally, a target 
function is defined as fault identification parameter. Simulations in EMTP/ 
MATLAB show that: this method can determine fault nature rapidly and accu-
rately and it won't be affected by system operation manner, transition resistance 
and fault location so it will have a good adaptability.  

Keywords: Wavelet packet energy entropy(WPEE), HV transmission line, sin-
gle-phase adaptive reclosure, Permanent faults, Transient faults. 

1   Introduction 

Statistics show that over 70% of faults on high-voltage transmission lines are single-
phase grounded faults, of which more than 80% are transient faults. It’s essential to 
identify the fault nature to avoid reclosure on permanent faults[1]. In recent years, 
many scholars have studied the single-phase adaptive reclosure and proposed many 
methods to distinguish between transient and permanent faults, which are typically 
based on voltage criterion[2,3] and harmonics detection[4,6]. The sensitivity of the 
former is influenced by some factors such as system operation manner, transition 
resistance and so on. The current research of the latter mainly concentrates on har-
monic content analysis(total harmonic distortion factor e.g.[6]). It’s sensitivity is 
easily influenced by harmonic magnitude. The secondary arc is the typical character-
istic of transient faults. Wavelet packet can subtly decompose signal low-frequency 
components and high-frequency components simultaneously. It’s fit to detect high-
frequency signals produced by the secondary arc. 
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Based on statistical probability, information entropy is a description for the uncer-
tainty degree of the system. In recent years it firstly begins to be applied in the  
biomedical, fault diagnosis, and have achieved some fruitful results[7]. But its appli-
cation in power system is for not a long time, application fields and application effects 
are worth studying. Paper[8,9] propose the assumption of utilizing wavelet entropy in 
power system fault diagnosis and give several definition of wavelet entropy. A novel 
adaptive reclosure criterion to identify faults for HV transmission lines is presented in 
this paper on the basis of the introduction of wavelet packet and energy entropy basic 
principle. The method uses wavelet packet energy entropy(WPEE) to detect quantita-
tively time-frequency distribution characteristics of the faulted voltage, which can 
accurately identify the secondary arc so as to determine the fault nature. Furthermore, 
the sensitivity is not influenced by system operation manner, transition resistance and 
harmonic magnitude. The validity of the criterion is verified by plenty of simulations 
in EMTP/MATLAB. 

2   Calculation Method of WPEE for Faulted Phase Voltage 

2.1   Wavelet Packet Decomposition of Signal  

Wavelet packet transform is a more detailed method for signal decomposition and 
reconstruction from the extension of wavelet analysis. The essence of wavelet analy-
sis is the multi-scale analysis to signal S, namely: 

0 1 1 1 2 2

1

J

j J

j

V W V W W V W V
=

= ⊕ = ⊕ ⊕ = ⊕⊕                                 (1) 

Where J is decomposition scale; jV  and jW （j=1，2，...,J) are respectively the sub-

space obtained by 0V  orthogonal decomposition under different scales. The differ-
ence between wavelet packet and wavelet analysis lies in that the former can decom-
pose two sub-space, namely: 

0

1

(1,0) (1,1) [ (2,0) (2,1)] [ (2,2) (2,3)] ( , )
B

b

V U U U U U U U J b
=

= ⊕ = ⊕ ⊕ ⊕ = ⊕       (2) 

So wavelet packet has the ability to decompose signal low-frequency components 
and high-frequency components simultaneously. It improves the decomposition char-
acteristic for high-frequency partial components on the basis of wavelet analysis. 
What’s more, it can choose appropriate frequency band which matches the signal 
spectrum according to the signal characteristics, resulting in improved time-frequency 
resolution.  

2.2   Definition of WPEE 

Firstly sequences ,j kS ( k=0，1，2，..., 2 1j − ) are obtained after j layer wavelet 
packet decomposition of signal S. Then divide ,j kS  into N pieces according to the 
signal time characteristics and calculate the signal energy of each piece, namely:  
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Where ( )iA t  is the i-th piece signal magnitude(i=1，2， ...,N). 1it − 、 it  are the 

beginning and end time of the i-th piece. Normalize the signal energy of each piece 
( , )iQ j k , then get normalized value , ( )j kp i ,namely: 
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As a information measure of the system in a certain state, information entropy 
measures the degree of system disorder. When used in signal analysis, it can measure 
the signal uniformity or complexity[10]. Based on the basic theory of information 
entropy, the energy entropy of the k node signal of wavelet packet decomposition on j 
layer is defined as: 

, , ,

1

( ) lg ( )
N

j k j k j k

i

H p i p i
=

= −∑                                         (5) 

Define when p=0,  p×lgp=0. 

2.3   Extraction Steps of WPEE 

As is known from the above entropy theory that energy entropy can reflect the energy 
distribution of the assigned frequency band. For faulted phase voltage on HV transmis-
sion line, their entropy values under different faults are different because their energy 
distribution characteristics are not same. The entropy contains the essential characteristics 
of faults. After wavelet packet decomposition, reconstruct the node signal to calculate 
energy entropy, so as to represent quantitatively the time-frequency energy distribution of 
signals with WPEE. The extraction steps of energy entropy are as follows: 

1) Decompose original signal S to J layer with wavelet packet transform, and recon-

struct signal on 2J nodes of layer J respectively. 
2) Then divide reconstructed node signal into N pieces on average and calculate the 

signal energy of each piece with (3). Normalize the signal energy of each piece 
( , )iQ j k , then get normalized value , ( )j kp i  as shown in (4). 

3) Calculate the energy entropy of each node signal, and utilize the entropy on 
layer J to form the entropy vector T=[ 0H ， 1H ， ⋅ ⋅ ⋅， 12

JH − ]. 
4) Deal with the faulted phase voltage under transient fault and permanent fault 

according to Step 1 to Step 3, then get the corresponding entropy vector. 

3   Principle of Determining Fault Nature 

When faults occur on HV transmission lines, plenty of high-frequency transient com-
ponents will be generated. They are relative to line parameters, fault conditions and 
irrespective to system operation manner, transition resistance[11]. Therefore, the fault 
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nature criterion based on transient components is not influenced by power frequency 
phenomenon(system oscillation e.g.), transition resistance and other factors. 

For permanent faults, high-frequency signals produced at fault instant attenuate 
quickly after breakers trip, so the faulted phase voltage energy mainly lays on low-
frequency components. For transient faults after breakers trip, the arc don’t become 
extinguished immediately and will maintain rather a long time. The arc in the period 
is called the secondary arc. It will go through the repeated process of extinction-
reburning until the arc voltage is no longer bigger than arc re-ignition voltage, then it 
just enters in real extinction state. The non-linear character of the arc can cause the 
fault phase voltage distortion, the high-frequency signals produced by it will make the 
time-frequency distribution characteristics of faulted phase voltage significantly dif-
ferent from the normal state and a permanent fault. 

WPEE can represent quantitatively time-frequency distribution characteristics of 
the signal in appointed time period, which can accurately detect the secondary arc so 
as to determine the fault nature. As is known from the definition of ,j kH , it is mainly 
determined by signal energy time distribution under k scale and not influenced by the 
harmonic absolute magnitude. While the arc characteristics determine the energy 
distribution of faulted phase voltage, the sensitivity is not influenced by harmonics 
magnitude when utilizing the energy entropy to measure the fault characteristic. 
Compared to the approach of using voltage harmonic content alone to determine fault 
nature, the identification criterion with energy entropy is more accurate and reliable. 

4   Simulation 

4.1   Simulation System and Parameters 

This paper adopts EMTP-RV to realize digital simulation experiments. The faulted 
phase voltage waveforms in different faults are obtained. Then they are analyzed by 
the wavelet tools in MATLAB. Take samples to the voltage waveform before and 
after breakers trip time, and the sampling frequency is 20kHz. The data window 
length for entropy calculation is chosen as 100ms, 20ms before trip and 80ms after 
trip. Transmission line system is shown in Fig.1. Where line parameters: 
R1=0.019Ω/km; R0=0.1675Ω/km; L1=0.9134mH/km; L0=2.719mH/km; C1=0.014μF 
/km; C0=0.00834μF /km. 

 

Fig. 1. 500kV HV transmission system 

Assume fault occurs at 0.1s, breakers trip after two fundamental cycles and reclose 
at 0.6s. For single-phase transient faults, the secondary arc model is referred to pa-
per[12,13]. Arc model parameters are as follows: 0.5α = , 0 1msτ = , 0  2.3 l m= , 
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0  1100 u V= , /   30 /( )dr dt M s m= Ω  , 0  22.0 r m= Ω , min    40g uS m=  . For 

more general analysis, the simulated voltage waveform is analyzed under different 
phase-angle MNδ , fault locations d , transition resistances gR . Fig.2,3 are respectively 
the simulation waveforms for transient faults and permanent faults. 

 

Fig. 2. Faulted phase voltage waveform for transient fault 

 

Fig. 3. Faulted phase voltage waveform for permanent fault 

4.2   WPEE Calculation and Adaptive Reclosure Criterion 

Wavelet base selection will affect the accuracy of signal analysis. Daubechies wavelet 
function series are rather sensitive to irregular signals and adaptive to analysis of 
transient components[14]. This paper chooses db4 wavelet for wavelet packet  
transform. The layer number of decomposition determines the frequency resolution.  
 

 

 

 

 

Fig. 4. Wavelet packet decomposition of faulted phase voltage waveform for transient faults 
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The fewer the layers are, the smaller amount of calculation, but the lower frequency 
resolution. While too many layers will increase calculation amount and affect the 
signal real-time processing. Taking into account the above factors, db4 wavelet base 
and layer number J=3 are chosen for the faulted phase voltage wavelet packet decom-
position after plenty of comparative tests, and finally we get 8 node signals on layer 3.  

The node signals of voltage decomposition for transient faults and permanent faults 
during 0.1s~0.4s are shown respectively in Fig.4 and Fig.5. The horizontal coordinate 
is the sampling points. As is seen from the figures that each node signal amplitude of 
the voltage attenuates quickly in a single decrease trend under the permanent fault, 
while the high-frequency node signal amplitude becomes larger suddenly at the mo-
ment of arc reburning and attenuates to zero through a rather long time under the 
transient fault. 

 

 

 

 

Fig. 5. Wavelet packet decomposition of faulted voltage waveform for permanent faults 

After obtaining decomposition signals, set N=100, and thus the energy entropy val-
ues in Table 1 can be calculated according to (3)~(5). The table gives entropy calcula-
tion results of two kinds of faults with 0.12s~0.22s data  in different fault conditions. 

Table 1. WPEE values of faulted phase voltage 

Fault  
conditions 

Fault type 0H  1H  2H  3H  4H  5H  6H  7H  ( )C H  

Permanent 1.225 1.063 0.739 0.358 0.361 0.217 0.185 0.059 0.280 MNδ =15o, gR = 

=0 Ω ,d=30%l Transient 1.361 1.228 1.228 1.236 1.292 1.175 1.086 0.791 0.594 
Permanent 1.233 1.035 0.849 0.421 0.353 0.220 0.232 0.046 0.290 MNδ =30o, gR = 

0 Ω ,d=50%l Transient 1.353 1.261 1.263 1.244 1.286 1.169 1.062 0.843 0.591 
Permanent 1.218 1.027 0.732 0.329 0.370 0.215 0.134 0.051 0.270 MNδ =15o, gR = 

100 Ω ,d=80%l Transient 1.462 1.254 1.255 1.238 1.273 1.127 1.105 0.872 0.586 
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As is seen from the Table 1 that the entropy values of transient faults and perma-
nent faults on low-frequency node are rather close especially for 0H , 1H , but they 
have a great difference on high-frequency nodes. In theory, it could be interpreted that 
the existence of second arc leads to the more complexity in the voltage time-
frequency distribution than the permanent fault.  

To represent the entropy value difference more conveniently, define the target 
function: 

7 7

3 0

( ) i i

i i

C H H H
= =

=∑ ∑  ( 0 1C< ≤ )                                    (6) 

It is the ratio of the high-frequency node entropy values to all entropy values. As 
can be seen from Table 1, for permanent faults, ( )C H of the faulted phase voltage 

mainly lies in the range [0.27-0.3], and it lies in the range [0.58-0.6] for transient 
faults. Moreover, the results are the same in a large quantity of simulations. So we can 
get a larger margin of the threshold setC =0.45, and come to the criterion: 

( )C H > setC . If the calculated ( )C H  exceeds the threshold value, identifying it as a 

transient fault, otherwise as a permanent fault. 

5   Conclusion 

Based on the introduction of wavelet packet and energy entropy, this paper proposes a 
novel adaptive reclosure method that utilizes WPEE to describe quantitatively time-
frequency distribution characteristics of the faulted voltage, and determines fault 
nature by entropy difference. Simulations for the transient fault and permanent fault 
are conducted in different conditions in EMTP. Energy entropy vector is obtained by 
analyzing the faulted phase voltage waveform in MATLAB. Theoretical analysis and 
simulation results prove that: the scheme can accurately determine the fault nature 
before the secondary arc extinction and not be affected by system operation manner, 
fault location, transition resistance. Furthermore, the sensitivity is not influenced by 
harmonic magnitude. Therefore, it is a effective method and of great significance for 
the adaptive reclosure research. 
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Abstract. This paper analyzes systematically common forecasting methods for 
transport volume of container in Xiangjiang catchment, and applies synthetically 
quantitative forecasting methods such as regression analysis, traffic method-
sharing model, neural networks, etc. The results are proved reasonable after 
comparing with related data, and may serve as reference for throughout or 
transport volume pre-estimation of other river catchments. It also suggests that 
the marine conveyance container transport on Xiangjiang River take several 
measurements to improve the competitive power in many transport methods. 

Keywords: Pre-estimation; Transport volume of container; Xiangjiang river 
catchment. 

1   Introduction 

Xiangjiang River is the maximum river in Hunan, and is also the one of the main inland 
channels that connects Changjiang water system and Zhujiang water system. It takes its 
source at Haiyang Mountain, Lingchuan County, Guangxi Province; enters into Hunan 
Province at Douniuling, Quanzhou; pours into Dongting Lake at Haohekou, Xiangyin 
through Pingdao, Lingshuitan, Hengyang, Zhuzhou, Xiangtan and Changsha; and runs 
into Changjiang River at Chenglingji, Yueyang through Xiangjiang flood passage of 
East Dongting Lake after gathering together with Zijiang River, YuanShui River and 
Lishui River. At present, the comprehensive transport system by the center of Changsha 
that five transport ways of railway, highway, marine conveyance, aviation and pipeline 
develops coordinately, connects other cities, provinces and world has been set up, and 
plays very important role in the reform and opening, and economy development.  

By the end of 2003, the total highway mileage open to traffic of five cities in 
Xiangjiang catchment of Changsha, Zhuzhou, Xiangtan, Hengyang and Yueyang was 
27888km; the inland river mileage open to traffic was 3388km, and the civil aviation 
route open to traffic was 39. the passenger traffic volume in 2003 was 335,400,300 
persons, and the freight volume was 254,564,300t. 

2   Overview 

The container transport on internal feeder lines of Hunan mainly is the international 
container, and the goods categories mainly are import and export goods of Hunan. 
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The transport volume of marine conveyance container transport on Xiangjiang 
River had increased from 4169 TEU in 1995 to 75250 TEU in 2004 (table 1) with an 
annual growth rate of 189%; the transport ship types had changed from pushboats and 
barges to special self propelled vessels for containers; and the ports had developed 
from one container dock, two berths at Xihuqiao, Changsha to four ports of Zhuzhou, 
Xiangtan, Changsha and Chenglingji, Yueyang, eight berths.  

Table 1. Hunan Marine Conveyance Container Transport Volume in 1995-2004 (Unit: TEU) 

Year 1995 1996 1997 1998 1999 

Transport volume 4169 5918 4778 5768 9412 

Year 2000 2001 2002 2003 2004 

Transport volume 13552 39539 48269 67132 95524 

-- From Hunan Provincial Communications Depts. 

Take the transport of 20-feet international standard container from Changshan to 
Shanghai by the end of 2004 for example:  

Price of marine conveyance container transport: RMB 2450Yuan/TEU;  
Time of marine conveyance container transport: 3-6 days. 

Xiangjiang catchment throughput prediction method is divided into qualitative and 
quantitative forecast prediction method, commonly used in quantitative prediction 
time series prediction method, regression analysis, forecasting and elasticity, such as 
law, as some experts predict prediction method to investigate sources of law and 
subjective probability Law [1-3]. In transport volume of container forecast analysis 
should be based on the characteristics of the river itself, to explore the smallest error 
of prediction methods in order to obtain more reasonable results, and planning for 
river development to provide the right basis. 

3   Pre-estimation on Transport Volume of Container 

3.1   Analysis on Development Tendency of Container 

The Hunan container on Xiangjiang River has been keeping a strong development 
tendency from 1998, and the increment is obvious in the near future (refer to  
table 1 and figure 1). 

Based on the survey, at present, the required trains is more than 8000 in a day in 
Hunan, but just about 2500 trains could be satisfied, and the satisfaction rate is less 
than 30%. The goods and container flow that could be transported by train shall be 
transported by highway and waterway. Because of the loading-limitation measurement 
of the highway transport, the goods exported from Guangzhou and Chenzhen will be 
transported by water. Moreover, the completion of New Xianing Port in Changsha 
improves the port conditions of Hunan for waterway containers, and provides the 
hardware guarantee on the development of Hunan waterway container transport.  
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Fig. 1. Transport Volume of Container on Xiangjiang River in the Past Years 

3.2   Pre-estimation Thoughts, Methods and Outcomes 

According to the preestimation outcome of goods that are fit for container transport in 
Xiangjiang catchment, the Traffic Method-sharing Model will be used to get the 
transport volume of container on Xiangjiang River; the Equal-dimension Gray Step-
supplement Model of Time Series, the Simple Linear Regression Model of Causality 
and the BP Neural Network Model of High Nonlinear could be used to preestimation. 

3.2.1   Traffic Method-Sharing Model (TMSM) 
The traffic method-sharing means making pre-estimation on traffic methods chosen 
by the consignors, making sure the transport volume undertaken by each traffic 
method from the given starting and ending. It is supposed, there are M zones in the 
planning regions, and N (N>1) transport methods in the zones. The starting and 
ending of the goods flow are the nodes of the zones, so the undertaking of goods 
transport methods could describe: there are M nodes in the transport net, and N 
transport methods among the nodes; the amount of Hth goods from node I to node J is 
Xijh, and the goods volume by different methods Xkijh shall be confirmed. In this 
report, it is supposed the distribution of goods flow is known, and an improved 
abstract model for methods shall be used to change the good volume between starting 
and ending to the good volume by different methods between starting and ending. In 
the abstract model for methods shall not include any variable that relates to special 
methods. So, the Abstract Goods Transport Method-sharing Model is not only 
suitable for the sharing amount of existing transport methods, but also suitable for 
pre-estimation on sharing amount of future transport methods. So, the transport 
volume of container by Xiangjiang River will be gotten.  

In the practice, in each transport methods, the service property could be best or not. 
Whether the consignor consider the important service property or not, the standards 
shall be the best of all the reference value. So the sharing rate of goods transport 
methods is the function of relative value of service properties in the transport methods.  

Pk(X ijh) = f (Rrk, Crk, Trk, Frk, Qrk) 
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In the formula, the Pk(X ijh) means ratio of transport volume of goods h undertaken 
by methods K from node i to node j; the Rrk means the service dependability of 
transport method K, which equals to the ratio of delivery times on schedule or the 
consignor’s appraisal; the Crk means the relative transport service cost of transport 
method K, which equals to lowest transport service cost in the alternatives : transport 
service cost of transport method K; the Trk means the relative arriving time of 
transport method K, which equals to the shortest transport time in the alternatives : 
arriving time of transport method K; the Frk means the relative service frequency of 
transport method K, which equals to the service frequency of transport method K : 
maximum service frequency in the alternatives; the Qrk means the transport quality of 
transport methods K, which equals to shortage  or damage rate of goods or are 
evaluated by the consignors.  

The improved generalized gravity model could be: 

( ) 54321 a
rk

a
rk

a
rk

a
rk

a
rkoijhk QFTCRaXP =

 
The constraint condition:  
The a1, a2, a3, a4, a5 and a0 in the formula are the coefficient determined by the 

regression. According to the transport service properties comparison of Hunan (table 2), 
the logarithm will be gotten in both side of formula, and the formula becomes linear 
equation. The least square method will be used to get the parameters of the model.  

Table 2. Transport Service Properties of Hunan Container in the Future 

Inland river Properties 
2010 2015 2020 

Transport cost 1/4000 1/5500 1/7500 
Arriving time 1/3 1/3 1/2 
Dependability 3 3 3 
Service frequency 1 1 1 
Transport quality 3 3 3 

Railway Properties 
2010 2015 2020 

Transport cost 1/6000 1/8000 1/10500 
Arriving time 1/2 1/2 2/3 
Dependability 2 2 2 
Service frequency 0.05 0.08 0.1 
Transport quality 2 2 2 

Highway Properties 
2010 2015 2020 

Transport cost 1/16000 1/19000 1/22000 
Arriving time 1 1 1 
Dependability 3 3 3 
Service frequency 0.9 0.9 1 
Transport quality 1 1 1 

∑
=

=
N

k
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According to the transport service properties of container in the future (table 3), the 
sharing rate of waterway transport in 2010, 2015 and 2020 will be 49.22%, 47.67% 
and 45.78% respectively.  

Note:  

1. Transport service charge: all the transport charges that the service demanders 
need to pay.  

2. Arriving time: all the transport time from the consignor units start the transport to 
the consignee units receive the goods.  

3. Service dependability: the dependability of transport limit. This is a stationarity 
index, and in the comparison of transport methods, the 1,2 and 3 will be used to 
express the good and bad of transport method, the best is 3, then 2 and the worst 
is 1.  

4. Service frequency: the operation times of vehicle, train and ship in the unit time.  
5. Transport security and quality: these two indices are also stationarity indices, and 

in the comparison of transport methods, the 1,2 and 3 will be used to express the 
good and bad of transport method, the best is 3, then 2 and the worst is 1. 

3.2.2   Regression Model 
The demands of container transport on inland river has a strang tendency, the 
regression model with good increment properties could be used. According to the the 
actual transport volume of containers on Xiangjiang River, the second regression 
model of time series will be used to pre-estimate the transport volume through the 
comparison on practices of maths models (refer to table 3).  

Table 3. Pre-estimation Value of Regression Model 

(Unit: 10000 TEU) 
Year  2005 2006 2007 2008 2009 2010 2015 2020 
Pre-estimation value 12.042 15.102 18.512 22.273 26.385 30.848 58.429 94.785 

3.2.3   Radial Based Function Neural Network (RBFNN) 
The historical date of National GDP (RMB 108 Yuan), Hunan GDP (RMB 108 
Yuan), national import and export value (108 US dollars), Hunan foreign trade value 
(108 US dollars), national port goods throughput (108 t), national goods throughput 
on waterway (108 t), container throughput of the coastal ports (10000 TEU) will be 
acted as input vector, and the transport volume of container in Xiangjiang catchment 
could be acted as target vector, so the transport volume of container in Xiangjiang 
catchment in the relative year could be pre-estimated based on the development 
tendency of these indexes in 2010, 2015 and 2020 (refer to table 4). 

Table 4. Pre-estimation on Transport Volume of Container in Xiangjiang Catchment by 
RBFNN 

 (Unit: 10000 TEU) 
Year  2010 2015 2020 
Pre-estimation value 29.128 45.314 64.557 
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3.2.4   Simple Linear Regression 
The transport volume of container on Xiangjiang River in these 3 years could reflect 
its future development tendency, and the pre-estimation value could be gotten based 
on the analysis of data in 2002-2004 (refer to table 5).  

Table 5. Pre-estimation on Simple Linear Regression 

(Unit: 10000 TEU) 
Year  2010 2015 2020 
Pre-estimation value 23.57 35.38 47.20 

3.3   Pre-estimation on Container Throughput of Xiangjiang River 

The container throughput will be pre-estimated according to the historical data of 
container throughput of Xiangjiang River. The pre-estimation outcomes and error will 
be given in table 6. 

Table 6. Pre-estimation Value of Throughput of Container on Xiangjiang River 

(Unit: 10000 TEU) 
2010 

Item  Pre-estimation 
part  

Possible 
value  

Development 
speed  

Throughput of Container on Xiangjiang River 45-54 48 26% 
2015 

Item  Pre-estimation 
part  

Possible 
value  

Development 
speed  

Throughput of Container on Xiangjiang River 65~80 72 8% 
2020 

Item  Pre-estimation 
part  

Possible 
value  

Development 
speed  

Throughput of Container on Xiangjiang River 90-110 100 7% 

4   Discussion 

After weighting on the models mentioned above and based on the pre-estimation 
value mentioned above and exports’ analysis, the following outcomes will be gotten 
(refer to table 7): 

The continuous development of Hunan foreign trade, the extension of Shanghai 
port and ports along Changjiang River and the macro-scale operations of ships in each 
ocean shipping container transport companies could bring large development potential 
to marine conveyance container transport on Xiangjiang River. But the railway 
transport capability has improved, the railway container transport technology has 
developed, and the railway dept. pays full attention to the container transport and 
reinforces the marketing. So, Hunan railway container transport will become the main 
competition opponent to marine conveyance container transport on Xiangjiang River. 
Following the construction of Hunan and national expressway network and the  
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Table 7. Pre-estimation Value of Transport Volume of Container on Xiangjiang River 

(Unit: 10000 TEU) 
2010 

Item Pre-estimation 
part  

Possible 
value  

Development 
speed  

Container goods in Xiangjiang catchment 55~58 57 18% 
Transport volume of Xiangjiang  28~32 30 21% 

2015 
Item Pre-estimation 

part  
Possible 
value  

Development 
speed  

Container goods in Xiangjiang catchment 83~87 85 9% 
Transport volume of Xiangjiang  40~50 45 9% 

2020 
Item Pre-estimation 

part  
Possible 
value  

Development 
speed  

Container goods in Xiangjiang catchment 100~106 104 4.5% 
Transport volume of Xiangjiang  60~70 62 7% 

demands increment of Chenzhen port for Hunan inland market, the Hunan railway 
container transport will compete with marine conveyance container transport on 
Xiangjiang River in a certain degree.  

In regard to models comparison, it tests the reliability of the results of the model, 
taking S = 10, F = 1 ~ 5, the 10 years the actual data from 1985 to 1994 as input 
sample and expectations output, the actual data from 1995 to 2004 as a model input, 
through the simulation results of this 10-year variable output with corresponding real 
data. The results can be seen that the forecast error of the neural network model is 
under 10%, the prediction accuracy is higher and the result is considerable reliable.  

Through the comparison of the relative error of forecasting methods, the neural 
network forecasting method is the best fitting and most accurate, and it is itself a 
identification model. So there is no need in order to establish the actual system based 
on mathematical forecasting models, it might dispense with the step of forecast before 
modeling. However, the standard BP algorithm convergences slow, vulnerable to the 
shortcomings of the local minimum point. 

5   Conclusion 

On the basis of the analysis of several commonly used prediction method, this paper 
forecasts the Value of Transport Volume of Container on Xiangjiang River. 

Based on the conditions mentioned above, it is suggested that the marine 
conveyance container transport on Xiangjiang River take the following measurements 
to improve the competitive power in many transport methods.  

1. Exploiting the favorable conditions and avoid unfavorable ones 
Making full use of good operation environments, port and navigational channel 

resources, catching hold of opportunities of Hunan foreign trade development and 
industrialization distribution along the rivers, improving the auxiliary capability and 
service level of relative chains of marine conveyance container transport on 
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Xiangjiang River, compensating the disadvantages on transport time and service 
dependability through the liner vessels increment and improvements of punctuality 
rate, enlarging the transport volume and quality and accelerating the development of 
marine conveyance container transport on Xiangjiang River.  

2. Taking multi-logistics-service strategy based on the marine conveyance 
container transport  

Making full use of good operation environments and port resources, perfecting and 
improving the existing service capability and level of marine conveyance container 
transport on Xiangjiang River, catching hold of opportunities of international and 
domestic logistics quick development to open logistics service, changing the single 
mode of marine conveyance container transport on Xiangjiang River, developing 
multiply operations such as storage, conveyance and packing, infiltrating into every 
chain of logistics and accelerating the change of ports and marine conveyance 
enterprises to the 3rd party logistics.  
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Abstract. Key pre-distribution in wireless sensor and actor network (WSAN) is 
a challenging problem because the key pre-distribution schemes in wireless 
sensor network (WSN) are not well-suited for the unique features and require-
ments. In this paper, a new scheme of key pre-distribution in WSAN (RTKPS) 
is presented. To achieve the distributed and integrated secure communication 
scheme, the paper describes a construction of the key management tree among 
sink, actors, and sensors by making use of the sufficient energy capabilities, 
larger memory, better processing and communication capabilities of actor 
nodes. The analysis and simulation show that the proposed scheme can effec-
tively save memory space and evidently improve security. 

Keywords: WSN, WSAN, Key Pre-distribution, Rooted-Tree, Key Ring. 

1   Introduction 

Wireless sensor and actor network (WSAN) derived from wireless sensor network 
(WSN) refers to a group of sensors and actors linked by wireless medium to perform 
distributed sensing and actuation tasks. In the network, sensors gather information 
about the physical world, while actors coordinate and make decisions to perform ap-
propriate actions upon the environment, which allows remote, automated interaction 
with the environment. The WSAN has wide applications in both civil and military 
fields such as microclimate control in buildings, home automation and environment 
monitoring, biological and chemical attack detection and battlefield surveillance [1-2]. 

One of the fundamental problems in sensor network security is how to bootstrap 
secure communications, i.e., how to establish pairwise keys between neighboring 
nodes. To address the bootstrapping problem in WSN, much work has been con-
ducted in recent years [3-10]. Among them, the basic random key pre-distribution 
scheme (named as E-G scheme) is proposed by Eschenauer and Gligor that relies on 
probabilistic key shared among the sensor nodes and uses simple protocols for shared 
key discovery and path key establishment. The scheme is briefly described as follows. 
A random large pool of keys is selected from the key space. Each sensor node re-
ceives a random subset of keys (named as key ring) from the key pool before deploy-
ment. Any two nodes that are able to find the key in common within their respective 
key ring can use that key as their shared secret to initiate communication. 
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Although WSAN is derived from WSN, the key pre-distribution schemes which 
have been proposed for WSN may not be well-suited for the unique features and re-
quirements of WSAN. The nodes in WSAN which includes sensors and actors are 
heterogeneous. The actors are resource rich nodes equipped with better processing 
and communication capabilities, and they are not considered in the key pre-
distribution schemes in WSN. Therefore, it is necessary to explore the novel key pre-
distribution scheme in WSAN.  

In this paper, a key pre-distribution scheme based on rooted-tree is proposed in 
WSAN, which constructs the key management tree among sink, actor nodes and sen-
sor nodes by making use of sufficient energy capabilities, larger memory, better proc-
essing and communication capabilities of the actor nodes. The remainder of the paper 
is organized as follows. Section 2 introduces RTKPS and the construction of the key 
management tree. Section 3 makes a qualitative and quantitative analysis of RTKPS. 
A conclusion is drawn in Section 4. 

2   RTKPS Scheme 

In this section, we present the basic features of RTKPS, deferring its analysis and 
simulation for the next section. 

2.1   Key Pre-distribution 

Just as E-G scheme, the distribution in RTKPS consists of three phases, namely key 
pre-distribution, shared-key discovery, and path-key establishment. 

1) The key pre-distribution phase 

The key pre-distribution phase of RTKPS consists of five off-line steps as follows: 

Step 1: The sink generates a large pool S  of S  keys and their key identifiers, which 
are saved into the memory. 

{ } { }, , , , ,1 2 1 2

S K D
K k k k D ID ID IDn n

= ∪
= =L L                                    (1) 

Where ik  is one key of the pool S , while IDi  is the corresponding identifier. 

Step 2: SA  keys are drawn out of S  randomly without replacement to establish the 

key ring S A  of the neighboring actor A  of the sink. Then the key ring S A  is loaded 

into the actor A . 

{ }
{ }

, , ,1 2
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S K DA A A
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= ∪

= ∈
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L
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                                 (2) 

Where IDAi  denotes the corresponding identifier of Aik . 
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Step 3: SB  keys are drawn out of SA  randomly without replacement to establish the 

key ring SB  of the neighboring actor B  of the actor A . Then the key ring SB  is 

loaded into the actor B . 

Step 4: NC  keys are random drawn out of SB  randomly without replacement to 

establish the key ring SN  of the neighboring sensor N  of the actor B . Then the key 

ring SN  is loaded into the sensor N . 

Step 5: Repeat step 3 and step 4, and finally the key management tree is constructed. 
The model of the key management tree is described as follows: WSAN is controlled 
and managed by the sink as the root, the whole network is separated into various 
subnets; each subnet consists of one actor and some sensors, that is to say, each sensor 
belongs to one subnet. 

2) The shared-key discovery phase 

The shared-key discovery phase takes place during WSAN initialization in the op-
erational environment, when every node discovers its neighbors in wireless communi-
cation range with which it shares keys. The actor P  can discover shared-key with the 
actor Q  of the higher subnet because the key ring of the actor P  is randomly drawn 
out of the actor Q key ring. Likewise, the actor P  can discover shared-key with the 
actor R  of the lower subnet, while the actor P  can discover shared-key with the sen-
sor N  of the same subnet. 

3) The path-key establishment phase 

The path-key establishment phase assigns a path-key to selected pairs of nodes in 
wireless communication range that do not share a key but are connected by two or 
more links at the end of the shared-key discovery phase. The sink, actors and sensors 
can establish secure communication by using shared-key. Then the key management 
tree that is constructed as shown in Fig. 1, in which sink is the root, actors are the 
branches and sensors are the leaves. 

 

Fig. 1. The key management tree 
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2.2   Construction of the Key Management Tree 

In RTKPS, the most important is how to construct the key management tree in the key 
pre-distribution phase. To describe the construction clearly, some special symbols are 
defined in table 1. 

Table 1. The special symbols describing the construction of the key management tree 

Symbol Description 
Sink The sink node 

Ai  Actor node 

Ni  Sensor node 

Tth  Time threshold, the maximal response time 

ki  Key 

IDi  Identifier of the key ki  

( )::M  Message information 

ACK  Acknowledge information 
iλ  Actor node belongs to i

th subnet  

,K A B  Shared-key of node A  and B  

( ),E k L  Symmetric encryption function with key k  

( )::Broadcast hello  Broadcast hello information 

Info  Information including resource using condition of sink, actors and sensors 

The construction algorithm of the key management tree is described as follows: 

Step 1: Sink sends broadcast information. The responding actor Ai  in neighborhood 

sends Info  to Sink within the given Tth . A key ki  that is randomly took out from the 

key ring of the actor Ai  is used as the path key between Sink and the actor Ai  (here 

exists shared-key between Ai  and Sink because the key ring of Ai is drawn out of the 

key pool of Sink ). Then the first subnet 1λ  is formed. 

( )

( )( )
( )

:

: , ::,
1: , ::( ),

Sink A Broadcast helloi

A Sink ID E K Info M t Ti A Sink A thi i
Sink A E K M ACKSink Aii λ

→

→ ∪ ∪ <

→ ∪

                                  (3) 

Step 2: The actor A iλ
 (not sensor) in i

th subnet sends broadcast information. The 

responding nodes in neighborhood are recorded within the given Tth . If the responding 

node in neighborhood is actor Aj  (not Ai ), it will be the actor in the lower subnet 

( 1iλ + ), while if the responding node in neighborhood is sensor N j  (not N kλ
 in 
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kλ , k i≤ ), it will be the sensor in the same subnet iλ . If one node sends ACK  to more 
than one actor within the given Tth , the actor that receives the ACK  earliest is selected 

to be the responding node in neighborhood. 

( )

( )( )
( )

( )

( )( )
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1 : , ::1 1 ,

11: , ::( )1 ,

:

: , ::,
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ii iA A E K M ACKi iA A
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iN A ID E K Info M t Tij N N A thj j
iA N E K M ACKiN Aji j

λ λ

λ λ λ λ λ
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⎛ ⎞→ ∪⎜ ⎟
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                       (4) 

Step 3: Repeat step 2. The nodes in WSAN are added to the key management tree step 
by step. 

Step 4: After that, all actors are added to the key management tree for the actors’ 
sufficient communication capabilities. If some sensors still have not been added to the 
tree, scope expanding process required is described as follows: the sensor sends 
broadcast information by single-hop or multi-hop paths, which is added to the subnet 
that the earliest responding node belongs to. The scope is expanded gradually until the 
network is secure complete connected graph. 

2.3   Add and Delete Sensors 

Usually, WSAN has been arranged in the environment which is absent of duty. Some-
times the environment of the application is very bad, such as the situation of fire 
fighting, military reconnaissance and earthquake salvation. Sometimes, the nodes 
which use up the battery or be captured are deleted from the network. Sometimes, it is 
need to add a new node to the network. All these require WSAN with the ability to 
self-organize and adaptive. 

When a new sensor Ni  is added to the network, Ni  sends broadcast information to 

neighboring nodes. Then the earliest responding node 0N  will establish communica-

tion with Ni  (no key certification).  

When a sensor N j  is deleted from the network, the key ring of the subnet to which 

N j  belongs is required to alter. Firstly, the actor Ai  of the subnet broadcasts a revoca-

tion message to all sensors of the subnet, then gains new key ring from the higher 
subnet. Afterwards, Ai  distributes its key ring to other nodes of the subnet. If the 

lower subnet of Ai  exists, the key ring is allocated step by step to the nodes of lower 

subnets. Finally, the key management tree is updated. Once N j  is removed from the 
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network, some links may disappear, and the affected nodes need to reconfigure those 
links by restarting the shared-key discovery phase and, possibly path-key establish-
ment for them. 

3   Analysis and Simulation 

In WSAN, the key management tree is constructed based on key pre-distribution, 
which ensure that all sensors and actors are established secure communication in the 
network initialization phase. Only there is the shared-key between the key rings of 
two nodes, the secure communication of the two nodes can be established. Therefore 
the possibility of attack is reduced and the security is improved obviously. 

In RTKP, the key management tree is constructed where sink is the root, actors are 
the branches and sensors are the leaves, to achieve the distributed and integrated key 
management. The network is completely connected without information islands. If a 
node is added to or deleted from the network, only the key ring of some nodes is re-
quired to update and other nodes are not affected. So the security is improved and the 
network communication overhead is reduced. 

In the subnet of actor Ai  including one actor and many sensors, let P  be the prob-

ability that a shared key exists between two nodes, Ni  be the number of sensors, d  

be the expected degree of a node. The expression in relation to P , Ni  and d  is given 

as follows: 

( )1
ln( ) ln( ln( ))

Nid N PiNi

⎛ ⎞−
⎜ ⎟= − −⎜ ⎟
⎝ ⎠

                                        (5) 
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Fig. 2. Expected degree of node vs. number of nodes 
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Fig.2 illustrates the plot of the expected degree of a node, d , as a function of the 
number Ni  of the sensors, for various values of P . It shows that, to increase the 

probability that a random graph is connected by one order, the expected degree of a 
node increases too. When Ni  is large, the expected degree has almost no change, 

which indicates that the size of the subnet has insignificant impact on the expected 
degree of a node required to have a connected graph. 

Let S  be the pool size, 1m  be the number of the actors’ key ring in first subnet. 

The probability that two key rings do not share any key is given by 

2 1 1 22 [( )!]1 1
1 ( 2 )! !1 1 1

m mC C
mS S m

P
m m S m SC C
S S

−
= =

−
                                             (6) 

Since S  is very large, use Stirling’s approximation for !n . 

0.5
! 2

n n
n n eπ + −≈                                                     (7) 

So simplify the expression (6), and obtain: 
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The probability of actors in first subset sharing at least one key is described as 
11 1P P′ = − . To satisfy the relation 1P PA

′ ≥  (where PA  is the probability threshold), the 

relevant key ring size 1m  is required to be distributed from S  randomly. Similarly, to 

satisfy the relation P Pn A
′ ≥ , the relevant key ring size mn  is required to be distributed 

from 1mn−  randomly. 
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              (9) 

Fig.3 illustrates a plot of the connected probability 1P
′  as a function of the key ring 

size 1m  for various S (=1000, 5000, 10000, 20000). This figure shows that, when the 

probability threshold PA  is fixed, the larger the key pool size S , the key ring size 1m  

larger is. 0.51P
′ =  if 1000S =  and 251m = . To achieve the connected probability 

0.51P
′ = , 1201m =  when 2000S = . 

Fig.4 shows the probability of nodes in 1st, 2nd,3rd,4th subset sharing at least one key 
and the relevant key ring size when 50000S = . It shows that, to satisfy the relation 
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0.99PA = , the key ring size of 1st, 2nd,3rd,4th subset must be at least 150, 145, 140, 135 

respectively. That is to say, the key ring size decreases with the rising of subnet level 
because mn  is acquired from 1mn− . Therefore, in RTKPS, memory space of nodes can 

be saved, while the key ring size of all subsets is equal to that in E-G scheme. 

0 50 100 150 200 250 300 350
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

m1

P
' 1

|S|=1000
|S|=5000
|S|=10000
|S|=20000

 

Fig. 3. Probability of sharing at least one key vs. the key ring size 1m  
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4   Conclusion 

In WSAN, by using key pre-distribution and dynamic distribution, the key manage-
ment tree is constructed to achieve internal security communication, which is a new 
model presented to network security. The key pre-distribution schemes in WSN are 
not well-suited for the unique features and requirements. RTKPS is scalable and 
flexible by making use of sufficient energy capabilities, larger memory, better proc-
essing and communication capabilities of the actor nodes. The analysis and simulation 
indicate that our scheme is superior to E-G scheme for it saves memory space of 
nodes. 
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Abstract. This paper put forward a multivariate one-order-regression single 
road link model based on the algorithm of Householder Transformation to re-
duce the computation complexity in real-time prediction and to facilitate the 
study on network turn-ratio pattern evolution. Then the paper analyses the limi-
tation of current urban road network model based on adjacent matrix and con-
tributed a novel model based on new memory strategy aiming at reduce the 
memory space occupied by adjacent matrix, carrying turn movement informa-
tion in the storage and avoiding redundant calculation. To verify the new mod-
eling method, the study involved in a field work on part of urban network in 
Beijing, China. In conclusion, the new modeling methods in this paper en-
hanced the performance of urban road modeling. 

Keywords: Urban road network, Householder Transformation, Adjacent Vector. 

1   Introduction 

At present, in the field of ITS (Intelligent Transportation Systems), the modeling of 
roads and the prediction of traffic flows mainly focused on single link objects. Pres-
ently, the link modeling approaches and prediction methods all derived from widely 
used models in other fields[1], such as auto-regression model (AR)[2], moving-
average model (MA), auto-regression moving average model (ARMA)[3], history-
average model (HA) [4], Box-Cox Method [5], multivariate regression model, 
ARIMA model [6], Kalman Filter Model[7] as well as the combination prediction 
models from all the above models. Besides, there are a series of non-modeling algo-
rithms including non-parametric regression, KARIMA algorithm, wavelet network, 
multi-dimensional fractal based approach and various neural network related methods 
[8]. Of all the non-modeling algorithms, only the input and output are observable. 
That is inconvenient for further study on pattern recognition of the single-link [9]. 
While for the modeling based algorithms, the model’s coefficients have little physical 
significance, and some of these methods implement the prediction based only on the 
historical data of the to-be-predicted link itself, seldom take the related links into 
account. So this paper brought out a new prediction modeling method: building the 
relationship between to-be-predicted link and its adjacent links by estimating the turn 
ratio. This model emphasized the dynamic characteristics of the transportation flow. 



900 S. Deng et al. 

This paper is organized as follows. In Section 2, this paper first discussed the sin-
gle-link modeling and flow prediction method. Section 3 focused on the structure of 
the entire network modeling. The simulation and verification of all the models and 
methods in this paper lied in Section 4, using the simulation tools TransModeler. 

2   Single-Link Modeling and Prediction 

2.1   Algorithm Description 

In a certain intersection, the downstream flow discrete-time series y(t) is directly in-
fluenced by the go-down-straight (x1(t)), turn-left (x2(t)) and turn-right (x3(t)) flows 
from the upstream links. There exists a multivariate linear equation: 

y(t+1)=a1x1(t)+a2x2(t)+a3x3(t) (1)

Here, a1 represents the ratio from go-down-straight flow’s upstream link to the down-
stream link. a2 and a3 represent the other two upstream links’ left-turn and right-turn 
ratio. Thus the equation describes the relation between the upstream and the downstream. 

The realistic traffic flow data presents randomness; and the numerical value fluctu-
ates greatly. Though, on the whole, the value follows the traffic habit of local popula-
tion. Take the city of Beijing for example. In weekdays, the morning and afternoon 
traffic peak hours occur around 8:00 am and 5:00 pm. Since the working zones and 
living zones location differ, the former in the center of the city and the latter in the 
peripheral areas, the two flow peak hours’ directions differ from one another. The 
change in turn ratios reflects the difference. Thus, in order to build the model more 
practical, a1, a2 and a3 should be time-varying coefficients. 

Under this model, the traffic flow’s real-time prediction can be a problem of pa-
rameter estimation of varying-time system. There are three unknown parameters. 
Accordingly three groups of practical data are required for initialization. Detailed idea 
of the algorithm presented as follow: 

Choose the first three groups from the original data. Here we get the matrix of the 
set of parameter equations and get the solution of the initial a1, a2 and a3: 
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In the next point of time, we get another group of data from the sensor. Add it to 
the original data set; and then we get a set of contradictory equations: 
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Since new group of data comes into the system sequentially, the structure of the 
equation set will change. In order to simplify the computation, here we adopt the 
recurrence least square method to deal with the added-in data to avoid re-constructing 
the equations every time and to reduce the load of computation [10].   

In evaluation analysis, there are many approaches to realize the recurrence least 
square method, Householder Transformation [11] is one of the most widely used one, 
Liu put forward an algorithm based on Householder transformation [12]. The adapted 
algorithm is presented as follow:  

Let θ(t)=[ a1x1(t) a2x2(t) a3x3(t)] and φ(t)=[x1(t) x2(t) x3(t)], then the objective func-
tion for parameter estimating at time t can be defined as:  

J(θ(t))=λJ(θ(t-1))+|y(t)- φ(t)Tθ(t)|,0<λ≤1 (4)

Here, λ is called the ‘forget determiner’, it is used to decrease historical data’s influ-
ence over the current prediction. The smaller the λ is, the faster the system ‘forgets’ 
those historical data which may have subordinate influence over current prediction. 

The corresponding equation set of equation (5) is: 

ΛtDtx=0 (5)

Here  
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Construct a Householder Transformation Matrix Ht, make 
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Here, tt
t RR ×∈  is an upper triangular matrix, 1×∈ t

t Rz is a column vector. 

Put 
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Literature [12] proved that (5) has the same solution with Dt+1
*x=0, that means, re-

currence least square method with varying-time parameters can be realized by House-
holder Transformation. In practical, the realization of Householder Transformation is 
complex. However, considering that Rt is an upper triangular matrix, the algorithm 
can be further simplified. 
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2.3   Further Discussion on the Meaning of Forget Determiner λ 

In this model, λ determines how fast the system ‘forgets’ the previous data. When λ<1, 
the previous data would cast less and less influence over the prediction as time going. 
Correspondingly, the new data dedicates more in prediction and the system presents 
better performance on following features. For urban road system, the interval of data 
acquisition is 5 minutes. In this relatively short time-step, the possibility of data’s great 
change is low. Consequently, the prediction based on better following-feature system 
can be accurate and the estimated parameter of turn ratio can match the practical values. 

Another goal of structuring this model is to study different pattern for different links fo-
cusing on the geography-oriented discrepancy. Under this goal, all the data should be 
treated equally. Hence, λ=1, the algorithm degenerates to basic recurrence least square 
method without ‘forget determiner’. In Chapter 4, simulation and analysis show the pattern.  

3   Traffic Network Modeling 

3.1   Adjacency Matrix Model 

An Adjacency Matrix Model was introduced to describe the adjacent relationship 
between different links [13]. Adapting this model for the urban road network, the 
specific steps are listed as follows: 

For all the links, construct an adjacent matrix A. Each row presents the adjacent rela-
tionship with certain links in the network. If link i is the downstream link of link j, assign 
A(i,j) a non-zero value, the value is the turn ratio. Then we assign ‘0’ to all the other ele-
ments. With the varying-time parameters, for the entire road network, we can construct a 
set of equations as follows: (n represents the total number of the links in the network.) 
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(9)

Solve this set of contradictory equations with least square method then get the turning 
ratios for every link. Thus, the non-zero values in the adjacent matrix get modified by the 
influence of newly coming data. Left multiply the newest group of flow data from all the 
links with A then we get the prediction of the flow values of the entire network.  

3.2   Adjacent Vector Modeling 

Urban road network includes large amount of links, often at the magnitude of 103. Put 
the total number of the roads as N×103. For most of the intersections which are four 
approaches, every downstream link has three direct upstream links. So the adjacent 
matrix is a sparse matrix which causes severe waste of memory space. Besides, the 
adjacent matrix only expresses the logic adjacent relation, without the turning direc-
tion information. Moreover, adopting the left multiplying algorithm will cause many 
times of ‘multiply by zero’ calculation, which decreases the computation efficiency. 
Therefore, we introduce a new structure as follows: 
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Express the adjacent relation with ‘Adjacent Vector’:  

_

_ _ _
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downstream link ID

upstream go straight link ID

go straight ratio

v upstream turn left link ID

turn right ratio
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(10)

When predicting next time-step’s flow, multiply the ratios with current flow data 
with corresponding link ID. 

The advantages of the ‘Adjacent Vector’ Model lie in: 

• Compared with adjacent matrix, this model occupies smaller memory space 
with the scale of 7×N×103. 

• This model carries the information of the geography relationship between up-
stream and downstream links, including go-straight, turn-left and turn-right. 

• The prediction only focuses on the non-zero sub-blocks, avoiding redundant 
‘multiply zero’ calculation, enhancing the computation efficiency. 

4   Simulation and Verification 

4.1   Construction of Road Network 

We choose a realistic network inside the 2nd Ring Road of Beijing, China, including 
81 intersections and 118 main links. Using the simulation software TransModeler, we 
introduce field map into the simulation project. Besides, we carry an investigation of 
the numbers of link, traffic signal time-distributing. Therefore, the proposed model 
shares a high level of consistency with the realistic road network.  

4.2   Verification 

Predict the flow by the Householder Transformation based least square method, the 
prediction result is shown in Figure 1. 

 

Fig. 1. The average relative error of the simulation is 20.17%, an acceptable error in transporta-
tion flow prediction. (λ=0.79) 
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Fig. 2. Average relative errors vary while λ changes in different road links 

In Figure 2, When λ approaches zero—means prediction only based greatly on new 
data—the prediction bears great error because of random fluctuation character of 
practical traffic data. On the other hand, when λ approaches 1—means prediction 
based equally on new data and previous data—the prediction also bears great error 
since historical data serves as interference. For different links, the optimal λ values 
(with minimal average relative error) concentrate in a narrow scale of (0.75,0.95). 
This scale represents the stochastic characteristic of transportation flow. Thus, in 
order to get more accurate prediction, the λ should be assigned in this scale. 

The estimation of the turn ratios is shown in Figure 3.  

 

 
Fig. 3. Parameter estimations with different λ values. The smaller λ is, the more severe the 
estimation result fluctuates because when λ is small, the historical data puts less effect on the 
current estimation, that is, the estimation result is easy to fluctuate due to the newly coming 
data. When λ=1, the curve presents more stationary since every historical data carries the same 
weight in the estimation and one newly coming data can hardly influence the estimation result. 
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Figure 4 gives different turn ratio curves of different links: 

 

 

Fig. 4. Parameter estimations of different links. Every sub-figure shows significant parameter 
changes at about 8 am. These changes are corresponding to the rapid flow increase at 8 am. The 
rapid increase comes from the traffic habit of the citizens. Before 8, there is much less traffic 
than after 8 in Beijing. Before 8, the traffic flows are mostly bound for schools and household- 
related destinations while after 8, the traffic flows are mostly bound for office-related places. 
Thus makes the turn ratio of the same link vary between different time periods of the day. As 
for different links, the difference in turn ratio changes comes from the different surroundings of 
the links and the links’ traffic capacity.  

4.3   Cooperation with the RLS Algorithm with Correction 

[14] provided a RLS turn ratio estimation algorithm with correction. With the same 
input data, this algorithm and ours give out different results: 

 

Fig. 5. a. RLS algorithm with correction b. RLS algorithm without correction c. actual curves 
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From Figure 5, we can see that our algorithm meets with the actual turn-ratios 
changing trend better. There is a trade-off between tracking speed and estimation reli-
ability. Figure 5.c represents the highest tracking speed since the actual turn-ratios are 
derived only from the current flow data, taking no account of history data. Figure 5.a 
represents RLS algorithm with correction. Correction happens when the estimated 
turn-ratios changing obviously. Here the purpose of correction is to reduce the oscilla-
tion of estimation. But in RLS algorithm, the ‘forget determiner’ λ has already dimin-
ished the estimation oscillation. So this algorithm might cause over-correction. 

4.4   Verification of Road Network Modeling 

Build the road network model based on Adjacent Vector; and simulate the prediction 
of the entire network. Part of the result comes to Figure 6.  

 

Fig. 6. Ten links’ prediction for 24 hours 

Realize the entire prediction by Matlab, with computer configuration: Intel Core 2 
Dou CPU, time using is listed in Figure 7. 

 

Fig. 7. Program time in different network scales 

For normal networks, the magnitude of links is 103, it will take less than 50 sec-
onds to finish the prediction. Compared with the sample time-interval of 5 minutes in 
urban traffic system, this algorithm is advisable and capable to solve the real-time 
network prediction problems. 
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5   Conclusion 

In this paper, we first construct the model of single-link based on Householder  
Transformation. In this way, we get a model with clearly meaningful parameters and 
relatively high accuracy. Then, we bring out a new network modeling structure of 
‘Adjacent Vector’, which contains more information than the traditional adjacent 
matrix model and saves more memory space. Finally, we build a simulation traffic 
system based on real urban road backgrounds. In this model, our ideas prove to be 
efficient and advisable.  
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Network in Prediction of Crossroads’ Traffic Volume  
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Abstract. Intelligent transportation systems(ITS) is effective on solving the 
problem of traffic jam in cities. Prdiction of crossroads’ traffic volume is the 
key technology in ITS. BP neural network is universally used in prediction of 
crossroads’ traffic volume. This research aimed at using double-layers BP neu-
ral network to predict the traffic volume of Lishan Crossroad Jinan City. Re-
sults of the computer simulation showed that the method was applicable, the 
average relative tolerance was 9.71%. The doble-layers BP neural network can 
be used for prediction of crossroads’ traffic volume. 

Keywords: Double BP neural network, crossroad, traffic volume, prediction. 

1   Introduction 

Along with the rapid development of economy and the increasing of vehicles in 
China, the crowding of city transportation, the rising of traffic accident rate, the low 
efficiency of the transportation, the serious situation of air pollution and the decreas-
ing of the traveling safety, and so on, are more outstanding. Because of the limitation 
of the urban area, more and more cities begin developing intelligent transportation 
systems(ITS). ITS is effective on solving the problem of traffic jam in cities. 

ITS is an accurate and efficient real time urban traffic management system with 
application of advanced information technology, data communication technology, 
electronic control and computer processing technology. Based on the researches home 
and abroad, the prediction of traffic volume is the key of ITS. 

Prediction of traffic volume has a important station in ITS. There were some meth-
ods to predict the traffic volume at early period, the traditional prediction methods 
include autoregression model, autoregressive moving average model, moving average 
model and so on. These models are linear prediction models, them refresh data easily 
and compute fast. Because traffic volume has uncertainty and nonlinearity , these 
models’ space of time is short, and the results are imprecise. 

In recent years, some new models are used to predict traffic volume. The neural 
network is used to predict traffic volume has got some productions. The multi-layer 
forward artificial neural network is widely used recently, BP neural network is one of 
multi-layer forward artificial neural network, it is uesd to predict traffic volume, and 
the result is precise. In this research, the subsection learning of double-layers BP 
neural network was used to predict the traffic volume of Lishan Crossroad Jinan City.  
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2   BP Neural Network 

BP neural network is error back propagation neural network, was published by Ru-
melhart in 1986. It is an adjusting artificial neural network with themselves toward 
potential relationship between input and output. BP neural network is a multilayer 
network, its neuron transfer functions are s type functions, they can accomplese any 
nonlinear mapping from input to output. The adjustment of weight uses back propaga-
tion algorithm. In the practical application of the artificial neural network, about 90% 
of the artificial neural network models adopt BP network or its change form, BP neu-
ral network applies to the approximation of function extensively, pattern recognition, 
the data compressed and so on.  

BP neural network is three layers network, namely the input layer, the hidden layer 
and the output layer. 

The neighboring layers fully connected by a weighting value, the units in the same 
layer are not connected with each other. A basic neuron has n inputs, each input con-
nect with the next layer by weight W. Every layers weight can be adjusted by learn-
ing. The learning process is made up of model forword propagation and error back 
propagation. In forward process, the data inputed to the input layer propagate to the 
output layer through the hidden layer. The error propagate reversely and modify 
weights of each layer to minimize error. The following will be given the basic princi-
ple and derivation process. 

Suppose the BP neural network consisting of three layers of node were trained by 
using the back propagation learning rule. The numbers of the input layer nodes, out-

put layer nodes and hidden layer nodes were ix , lm  and iy respectively, the weight 

was ijw between input layer nodes and hidden layer nodes, the weight was ijw  be-

tween output layer nodes and hidden layer nodes. 
The following was a single neuron’s output expression. 

)( bpwfa +×=  (1)
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f was input/output relation transfer function. 

The following was output of hidden layer nodes. 
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i
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The following was output of hidden layer nodes. 

)( lj jyjlvflm θ−∑=  (4)

Suppose that BP neural network had K layers, every layer has ( 1m , 2m ,…, km ) 

neurons. There were H training sets ( tx , ty ). The network training error of every 

training samples is the following. 
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BP neural network amended the network weight on and on, until correction value 
was reduced to the acceptable range. 

ij
ij w

E
w

∂
∂−=Δ η  (7)

ijijij wtwtw Δ+=+ )()1(  (8)

jl
jl V

E
v

∂
∂−=Δ η (9)

jljljl vtvtv Δ+=+ )()1(  (10)

η  was learning rate at the above formulas. 

Considering the conventional BP algorithm problems of slow convergence speed 
and easily getting into local dinky value,some improved BP algorithms are adopted in 
the practical application, one is the heuristic learning algorithm, the other is the train-
ing algorithm based on numerical opti-mization techniques, they have fast conver-
gence speed. 

3   Summarization on the Issue and Design of BP Neural Network 

3.1   Summarization on the Issue 

City roads are very complex, because there are many crossroads. It is significant to 
improve the traffic network’s efficiency that increasing crossroad traffic volume and 
reducing the waiting time of every car. Nowadays, there are two ways of traffic signal 
timing plans: the first is settled program, and the entire period is fixed, the second is 
optimal timing plan. There are many optimal plans, autoconduction plan is a impor-
tant optimal plan. In the plan, green light time contain maximum inductive green light 
time, the minimum inductive green light time and adding green light time. Com-
monly, under the roads laying coil detector near cross, when the green light time in 
the direction of AB over the minimum inductive green light time, and there is no 
vehicle passing, the direction of AB turns to no admittance condition, and the direc-
tion of CD turns to pass. If any vehicle to pass, it will increase a adding green light 
time stage until it reach the maximum inductive green light time, and then the direc-
tion of AB turns to no admittance condition, and the direction of CD turns to pass. In 
practise, we can use the two plans together. Using the first in rush hour, and using the 
second in other time. 
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Fig. 1. Crossroad model 

3.2   Design of BP Neural Network 

The research designed a BP neural network to predict the crossroad’s traffic volume 
in future 5 minutes. 

Firstly, single layer BP neural network model’s prediction precision is low, so the 
study adopted the double-layers BP neural network to predict traffic volume. Because the 
input and output layer neurons’number was certain, the study needed determine the hid-
den layer neurons’number. The study adopt trial and error method to determine the first 
and second hidden layer neurons’numbers were 6 and 4 respectively. 

Secondly, because the characteristic of BP neural network transfer function, equal 
proportion transform was adopted to limite the input and output data in the range from 
0 to 1, that could improve precision. 

Thirdly, the initial weights of BP neural network could use random number. Learn-
ing factor η  decide weight change rate, a good learning factor is at the range from 

0.1 to 0.6. In the study, η  was 0.2. Momentum factor ∂  reduce concussion trend and 

improve convergence. In the research, ∂  was 0.9. 
Considering the traffic volume of one direction of the crossroad related with the 

other directions’ traffic volume. In addition, the traffic volume of one direction of the 
crossroad related with the traffic volume of the adjacent crossroad in the same direc-
tion, so the research established time series prediction model. Suppose that )(tVia  was 

the traffic volume of the direction a of the crossroad i at t time section.The other direc-
tions’ traffic volume were )(tVib , )(tVic  and )(tVid respectively. Suppose that )()1( tV ai−  

was the traffic volume of the direction i of the adjacent crossroad with crossroad a at t 

time section. )(tVia , )(tVib , )(tVic , )(tVid  and )()1( tV ia−  were input samples, and )1( +tVia  

was output sample.  

4   The Application of BP Neural Network 

The study used the traffic volume data of Lishan Crossroad Jinan City to predict traf-
fic volume. The experiment data comed from the historical data from June 25th, 2007 
to July 1st, 2007. The study took the data one time each 5 minutes, there were 168 
group data at Lishan Crossroad, used the first 148 group data to train the BP neural 
network and the latter 20 group data to test. 

d 

c 

b a 
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Fig. 2. Lishan Crossroad and Qian Foshan Crossroad 

The experiment platform included the Langchao NL230DR server, Windows 2003 
server operating system and Matlab 7.0 . Used Matlab 7.0 to train and simulate the 
designed BP neural network model. The traffic volumes of Lishan Crossroad from 
west to east direction in the t time segment, the t-1 time segment and the t-2 time 
segment, and Qian Foshan Crossroad from west to east direction in the t time segment 
were input samples. The traffic volume of Lishan Crossroad of road from west to east 
direction in the t+1 time segment is output sample. Prediction values and actual 
measurement values comparison and relative error as Fig. 3. and Fig. 4. 
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5   Conclusion 

According to the result, the average relative error of the double-layers BP neural net-
work model was 9.71%. The BP neural network model is feasible to predict traffic 
volume. 

During predicting, the difficulty was how to determine the numbers of every 
layer’s neurons and the learning factor and the momentum factor. In addition, the 
relative errors at the inflection point of the Fig.3. were big, that indicated the ran-
domicity of traffic volume was relative to other factors. In a word, the double-layers 
BP neural network model is feasible to predict traffic volume. 
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Abstract. For the shortcomings of the traditional wired way for structure health 
monitoring, a structure health monitoring (SHM) for bridge based on wireless 
sensor network (WSN) is proposed. The S-Mote node used for the WSN is de-
signed and implemented which meets the specific hardware requirements of the 
structural health monitoring and supports the TinyOS as its operating system. 
The SHM system is deployed and tested on the ZhengDian Viaduct Bridge. In 
this deployment, 6 nodes are distributed over the main span, collecting the am-
bient vibrations at 100Hz. The collected data agrees with theoretical models and 
theoretical value of the bridge. 

Keywords: WSN, SHM, S-mote, Deployment, ZhengDian viaduct bridge. 

1   Introduction 

Wireless sensor network (WSN) is composed of a large number of nodes which are 
equipped with sensor board and have the communicate function. The network is self-
organizing. Multi-hop communication is used to transport the collected data to the 
base station. This allows random deployment in inaccessible terrains or disaster relief 
operations [1]. 

Recently the SHM based on wireless sensor network has become a hot research area. 
SHM system can estimate the state of structural health, detect damage or deterioration 
and determine the structure condition or health. SHM is a multidisciplinary research 
area that blending engineering knowledge in several areas, i.e., structural engineering, 
wireless technology, sensor technology and data analysis.  The conventional method 
uses PC wired to piezoelectric accelerometers and wires have to run all over the struc-
ture. The drawbacks of such a system are high cost to installation, equipment and hard 
to maintenance. Compare to the conventional methods, the SHM based on WSN does 
not need any wiring. Thus the installation and maintenance are easy, inexpensive and 
less disruption of the operation of the structure [2, 3, 4]. 

In this paper, a structure health monitoring system for bridge is presented based  
on the self-developed node named S-Mote. The S-Mote node is equipped with  
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Micro-Controller (MSP430F1611), CC2420 and SD1221L acceleration sensor board. 
The paper will introduce the design part of the mote from hardware and software 
aspects. The later part of the paper will present the deployment on ZhengDian viaduct 
Bridge and analyze the collected acceleration data. 

2   The Features of WSN in Structure Health Monitoring System 

The wireless sensor network typically includes sensors nodes and base station. The 
base station not only collects data from sensor nodes, but also manages the network 
operation such as the distribution of command. The sensor nodes are the core of the 
WSN which collect data and transmit the data back to the base station. There are three 
main features of wireless sensor networks of structural health monitoring system. 

(1)  Energy 
The capability of computing and communication of the sensor node is relatively 
weak and the energy equipped with the sensor node is limited. The widely used 
sensor nodes such as Mica2, Micaz, and IRIS are powered by two AA batteries. 
Since the power of sensor nodes are provided by the limited power that is not 
easy to change after the deployment, it is an important issue to extent the lift time 
of the sensor nodes in the wireless sensor network. In our self-designed S-Mote 
node, high-capacity power supply and low-power chip are used in hardware de-
sign framework.  

(2)  Nodes deployed manually 
The deployment of sensor nodes in wireless sensor network can be classified into 
two different ways: randomly and manually. The latter is widely used in SHM in 
order to install the node in the key parts of the buildings. Once the nodes are de-
ployed, they will not move during the monitoring process. As taking no account 
of the mobility of the nodes, the pre-configured routing and network topology can 
be used to transmit the packet. 

(3)  More complicated data analysis 
Effective and accurate analysis of the data collected is the key part of the SHM 
system. It can evaluate the structure health state through analysis of the accelera-
tion, strain and other key data. The collected data is valuable and not allowed loss. 

3   The Design and Implementation of the Sensor Nodes 

In this part, we introduce the hardware and software design according to the need of 
measuring the ambient vibrations of the bridge for structure health monitoring. 

3.1   Hardware Design 

For monitoring the structure health of Zhengdian viaduct Bridge, a new kind sensor 
node is designed named S-Mote. Compared to the existed sensor node such as mica, 
micaz, telosb, it is more suitable for structure health monitoring. The S-Mote is shown 
in Fig. 1. It consists of a mote (see Fig. 2), a sensor board (see Fig. 3) and two lithium 
batteries.  
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Fig. 1. The S-Mote node 

 
Fig. 2. The mote designed for S-Mote 

 
Fig. 3. The sensor board with SD1221L accelerometer 

The S-Mote motes (see Fig. 2), which are used for SHM, are equipped with a Mi-
cro-Controller (MSP430F1611) which has 48KB of program memory, 10KB of RAM 
and provides processing, timer, watch dog component as well as analog-to-digital 
converters for sensor inputs, digital interfaces for connecting to other devices [5]. For 
storing the sample data, the M25P80 serial flash memory is used.  
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The S-Mote is also equipped with a RF tunable frequency radio chip(Chipcon 

CC2420) which runs at 2.4GHz providing 250Kbps bandwidth. The max work current 

in CC2420 is only 19.7mA makes it is more suitable for energy limited condition in 

WSN [6]. A new accelerometer board, shown in Fig. 3, is also designed used 

SD1221L accelerometer with a measurement range of 2g±  and system noise floor 

with 5 /g Hzμ  make it sensitive enough for bridge structure state monitoring [7].  
The power supply of the lithium batteries whose power- capacity is 7500mAh are 

more powerful than the conditional AA battery. Because input voltage is 5V for 
SD1221L and the work voltage in mote only support 2.7-3.6V, a DC-DC converter is 
designed in the sensor board. The structure diagram of the S-Mote is shown in Fig. 4. 

MSP430F1611
(16-bit Ultra-Low-Power

MCU)
CC2420

DC-DC converter

SD1221L
accelerometer

lithium batteries

M25P80 Serial
Flash Memory

mote

sensor board

 

Fig. 4. The structure diagram of the S-Mote node 

3.2   Software Designed 

TinyOS is used in the S-Mote. TinyOS is an operating system developed by UC Berke-
ley and has been adopted by a large number of sensor network research group. It is a 
tiny (fewer than 400 bytes), flexible operating system built from a set of reusable com-
ponents that are assembled into an application-specific system and support an event-
driven architecture. NesC which is component- oriented language is used to program 
TinyOS code. It is similar with C language and support event-driven system [8, 9]. 

The program installed in the S-Mote is responsible for collecting the sample data 
during structure health monitoring, writing the sample data into the M25P80 serial 
flash memory and transmitting the data reserved in flash back to the base station. The 
work flow is shown in Fig. 5. 
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Fig. 5. The work flow of the S-Mote node 

The green LED lights after the S-Mote nodes are deployed and are power-on which 
means the nodes are ready and waiting for the start command from base station. As 
soon as the nodes receive the start command, they collect the ambient vibrations data 
at 100Hz and write them back to the flash with the blue LED on. After the sample 
period, the nodes turn to sleep mode with blue LED off. The node reads the data re-
served from flash and transports it back to the base station when it receives the send 
data command for itself. 

3.3   The Monitoring Center System Software Design 

The monitoring center system runs on laptop which connects the base station is respon-
sible for controlling the network through sending different kinds of control command, 
storing the data in database and analyzing them. The architecture of the monitoring 
center system is shown in Fig. 6. 

The monitoring center system

Send command to
network

Collect data

Query history data

Data analysis

MySQL
Database

 

Fig. 6. The architecture of the monitoring center system 
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4   Deployment and Test 

In order to test the S-Mote node and the performance of the software, a WSN for 
SHM is deployed on the ZhengDian viaduct Bridge. The ZhengDian viaduct Bridge is 
located in JiangXia near Wuhan city. The bridge is 1588ft (484m) long，18 span. The 
WSN was designed with low cost and without interfering the operation of the bridge 
to measured ambient structural accelerations from traffic load. The goal was to evalu-
ate the state of the bridge and compare actual behavior to design predictions. 6 nodes 
were deployed in the middle of the bridge with linear array (see Fig. 7). 

16m

 

Fig. 7. The deployment of the WSN (the black nodes are deployed in the middle of the span 
and the white nodes are deployed in the 1/4 of the span) 

The sensor board of the node was pasted on the surface of the bridge through rubber 
cement to maintain the SD1221L accelerometer in horizontal position. The base station 
was connected to a laptop which runs the monitoring center system program. The WSN 
for SHM is operating as follows. At the trigger signal from the base station, every node 
starts sampling the vibration data in 100Hz and fills up the data in the M25P80 serial 
flash memory on the S-Mote. Then the sampled data was transmitted back to the base 
station. This operation takes about 1.5 hours. The acceleration value in vertical orienta-
tion versus sample point of node 1 is shown in Fig. 8. It shows the amplitude with peaks 
of approximately 28mg, which corresponds to the passing of large cars. 

 

Fig. 8. The acceleration of the vertical orientation versus sample point 
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The fundamental tool of signal processing is the FFT. We use it to get the Power 
Spectral Density (PSD) to analyze the data. The algorithm is described as follows: 
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the signal. The Power Spectral Density of the sample data of node 1 is shown in Fig. 9. 
The frequency defined as 1H  correspond to the peak value of the power is 7.829Hz. The 

experimental value is 7.818Hz averaging iH  ( [1,6]i ∈ , i N∈ ) of the six nodes deployed 

in the Zhengdian viaduct Bridge, which matches the theoretical value of 7.2Hz well. 

 

Fig. 9. The Power Spectral Density of the signals 

5   Conclusion 

In this paper, we present a structure health monitoring system for bridge based on 
wireless sensor network. A new node called S-Mote is designed and implemented 
which is equipped with SD1221L accelerometer to sample the subtle signals caused 
by ambient vibration. TinyOS, an operating system, is used in programming in  
the S-Mote node and the monitoring center system software is designed to control the 
network and analyze the sample data. 6 nodes were deployed in the middle of the 
ZhengDian viaduct Bridge and the experiment is done. The collected data agrees with 
theoretical models and theoretical value of the bridge. It turned out to be an effective 
way in SHM. Compared the conventional methods used the wired network in SHM, it 
is more easy to installation and less expensive.  
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Abstract. Prolonged lifetime, robustness and scalability were important re-
quirements in Wireless Sensor Networks (WSNs). We investigated the problem 
of energy-saving in Wireless Sensor Networks using Echo State Networks 
(ESN). In this research field, one key factor of the problems was how to save 
energy efficiently in battery-driven sensor nodes. We tried to present an approach 
addressing these difficulties based on ESN learning information of these sensors’ 
history status when only the data was available. Echo State Networks utilized 
incremental updates driven by new sensor readings and massive short memory 
with history inputs, thus varying communication rates can help save energy. We 
evaluated this method against those traditional approaches to save energy, and 
observe that the quality of the overall operation was comparable to the ap-
proaches. Therefore, the ability of Echo State Networks to prolong lifetime 
during the sensor network operation made this approach more suitable and  
applicable.  

Keywords: Wireless sensor Networks-WSNs, Echo state Networks-ESN, Re-
current neural Networks- RNN, Energy saving. 

1   Introduction 

With an increasing development in the research field of Wireless Sensor Networks 
(WSNs), more and more new kinds of applications were discussed in many platforms, 
like habitat or health monitoring, industrial, transportation systems automation and so 
on in the last decade. Prolonged lifetime, robustness and scalability played three 
leading and important roles in the applications. Especially, energy-saving in many real 
situations was crucial since battery-driven sensor nodes were severely en-
ergy-constrained. Considerable research has been recently carried out in an effort to 
make sensor network energy-efficient or energy-saving. In [2], a mathematical model 
was presented to determine a bound on sensor network lifetime, with and without 
sensing activities. The hardware-based energy model for transmission and reception 
described in [1] is widely used as the basic energy consumption model for a wireless 
sensor network node. Heinzelman et al. [7] proposed a cluster-based routing algorithm 
called LEACH as an energy-efficient communication protocol for wireless sensor 
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networks. The self-selected cluster heads collect raw data from the neighboring sensing 
nodes, aggregate them by data fusion methods, and transmit the aggregated data back to 
base stations for higher level processing. PEGASIS, an improvement over LEACH, 
was another example of an energy-aware protocol [11], which tends to increase the 
sensor network lifetime by decreasing the bandwidth via local collaboration among 
nodes. Another example was the TEEN protocol proposed in [6]. Dynamic power 
management [4] had also been used for the design of energy-efficient wireless sensor 
networks. Other related work includes energy-saving strategies for the link layer [12], 
data aggregation [9], and system partitioning [10]. 

In this paper we investigated the problem of energy-saving in Wireless Sensor 
Networks using Echo State Networks. Networks comprised various sensor nodes in 
WSNs had been regarded as a complex dynamic system, where future values depend on 
current and past values. Methods like feed-forward neural networks, employed for 
processing time series data however implicitly assumed a functional dependency be-
tween their current input and output. To consider a history of inputs, previous values 
had to be buffered outside the mechanism or explicitly encoded into it. Other ap-
proaches, such as recurrent neural networks, were able to compute outputs as a function 
over the input history, but had traditionally only rarely been used in practice due to long 
training times and intricate set up. Furthermore, many approaches required all input 
data of a time step to be present before it was possible to compute output values, which 
was in conflict with sensor network methodology where new data could arrive at any 
time. 

To address these practical and methodological questions, we tried to present an ap-
proach for analyzing history inputs of sensor nodes in WSNs based on ESN [11]. ESN 
were a particular type of recurrent neural networks and had the ability to model dy-
namic systems. Unlike common recurrent neural networks, ESN did not suffer from the 
problem of slow convergence in training. 

We showed that our approach using ESN with an explicit of the history of sensor 
inputs. The main contributions of this paper were as fellows: 

 We presented an approach to analyze how to save energy or prolong lifetime 
efficiently in Wireless Sensor Networks using Echo State Networks (Section 3). 

 We evaluated our approach in the domain introduced above against com-
pared three customary nonlinear equalization methods, namely a linear de-
cision feedback equalizer (DFE), which is actually a nonlinear method; a 
Volterra DFE; and a bilinear DFE. 

 We provide results of extensive experiments using ESN for sensors nodes 
under conditions with lower amounts of memory, computation and training 
data used. These results have practical implications for the use of ESN in the 
application of WSNs. 

Section 4 concluded the paper. 

2   Wireless Sensor Networks Topology 

The topology of Wireless Sensor Networks generally consisted of a data acquisition 
networks and a data distribution networks, monitored and controlled by Basic Station 
Controller.  
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Gains in WSNs, 
sensor nodes 
transmitted and 
received various 
information, had 
been dived into 
different locations 
by they were lo-
cated in areas. In 
each location one 
main gain called 
master gain, and 
the others called 
slave gain. In fact 
the master gain in 
one location could 
be main transceiver 
and digital signal 
processor, which 
have been in 
charged of gather-
ing local information, analyze data transmitted from other slave gains, transmit informa-
tion to and receive commands from BSC (Basic Station Controller). With wireless 
communication as CDMA, GSM and Cellular network, users could use PDA, PC 
equipped with wireless transceiver, or Mobile phone to control or monitor the sensor 
networks.  

3   History Inputs Analyzing Based on ESN 

ESN have been developed from a mathematical and engineering perspective, but ex-
hibit typical features of biological RNNs: a large number of neurons, recurrent path-
ways, sparse random connectivity and local modification of synaptic weights. The idea 
of using randomly connected RNNs to represent and memorize dynamic input in 
network states has frequently been explored in specific contexts.  

The ESN approach differs from these methods in that a large RNN is used (order of 
50 to 1000 neurons, previous techniques typically use 5 to 30 neurons) and in that only 
the synaptic connections from the RNN to the output readout neurons are modified by 
learning (previous techniques tune all synaptic connections). Because there are no 
cyclic dependencies between the trained readout connections, training an ESN becomes 
a simple linear regression task.  

A possible method analyzed history inputs of sensor nodes was recurrent neural 
networks, as these are able to model dynamic non-linear systems. Moreover, WSNs had 
been often viewed as a typical dynamic non-liner system in applications. However, 
traditional recurrent neural networks have only rarely been used in practice, because of 
the slow convergence on training methods even for a small number of neurons. 
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3.1   Brief Formal Description on ESN 

More formally, an ESN consisted of K input units, N internal units and L output units. 
Then, activations of input, internal, and output units at time step t were u(t) = {u1(t), 
……,uk(t)}, x(t) = {x1(t), ……,xN(t)}, and y(t) = {y1(t), ……,yL(t)}, respectively. 
Connection weights between units are kept in four connection matrices. There are K×N 

weights in the input weight matrix ( )in in
ijW w= , N×N weights in the internal weight 

matrix ( )in
ijW w= , L×(K + N + L) weights in the output weight matrix, and L×N 

weights in a matrix ( )back back
ijW w=  for connection projecting back from the output 

to internal units.  
The activation of internal units was calculated as 

( 1) ( ( 1) ( ) ( ))in backx t f W u t Wx t W y t+ = + + +  (1)

with f = {f1, ……,fN} the output functions of the internal units – a sigmoid function for 
the experiments in this paper. Similarly, the output was computed as 

( 1) ( ( ( 1), ( 1), ( )))out outy t f W u t x t y t+ = + +  (2)

With fout = {fout
1, ……,fout

L}, the output functions of the output units and { u( t+1), 
x(t+1), y(t)} the concatenation of input, internal, and previous output activation  
vector [7]. 

3.2   Motivation on ESN 

First we created a random RNN with 
1000 neurons (called the "reservoir") 
and one output neuron. Importantly, 
the output neuron was equipped with 
random connections that project back 
into the reservoir. A 3000 step teacher 
sequence d(1),..., d(3000) was gener-
ated from the MGS equation and fed 
into the output neuron. This excited 
the internal neurons through the out-
put feedback connections. After an 
initial transient, they started to exhibit 
systematic individual variations of the 
teacher sequence.  

The fact that the internal neurons 
display systematic variants of the 
exciting external signal is constitu-
tional for ESN: the internal neurons must work as "echo functions" for the driving 
signal. Not every randomly generated RNN has this property, but it can effectively be 
built into a reservoir.  

Fig. 2. Basic Echo State Networks architecture 
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standby

working
λ =

It is important that the "echo" signals be richly varied. This was ensured by a sparse 
interconnectivity of 1% within the reservoir: this condition lets the reservoir decom-
pose into many loosely coupled subsystems, establishing a richly structured reservoir 
of excitable dynamics.  

3.3   Overview of Our Approach 

The main reason for the jump in modeling accuracy is that ESN capitalize on a massive 
short-term memory. The basic idea for our approach was as fellows: using the available 
data, we created a dynamical model of sensor nodes. We showed analytically [13] that 
under certain conditions an ESN of size N may be able to "remember" in the order of 
the last N inputs. This information was more massive than the information used in other 
techniques. We carried out numerous learning trials [14] to obtain ESN equalizers, 
using an online learning method (a version of the recursive least square algorithm 
known from linear adaptive filters) to train the output weights on 5000 step training 
sequences. We chose an online adaptation scheme [15] here because the methods in 
were online adaptive, too, and because wireless communication channels mostly are 
time-varying, such that an equalizer must adapt to changing system characteristics. The 
entire learning-testing procedure was repeated for signal-to-noise ratios ranging from 
12 to 32 db. Using an ESN for nonlinear channel equalization: results. Plot showed 
signal error rate SER vs. signal-to-noise ratio SNR. a. linear DFE, b. Volterra DFE, c. 

bilinear DFE (a – c taken from [16]). 
d. represented average ESN per-
formance with randomly generated 
"reservoirs" (error bars: variation 
across networks). e. indicated per-
formance of best network chosen 
from the networks averaged in d 
(error bars: variation across learning 
trials).  

During runtime, useless nodes 
were computed as deviation of the 
incoming data from predictions of 
the model. The initial threshold for 

deviation had to set by site personnel; once statistics of standby and working sensor 
nodes have been collected, a threshold for a specified standby rate can be set using the 
Neyman-Pearson test:  

 
 

4   Conclusions and Future Work 

We presented a systematic evaluation of energy-saving technique for WSNs based on 
ESN. Examples are varying sample and communication rates, detection of unusual 
behavior of environment or sensor network hardware, or compression of data. Varying 
communication rates can help save energy in WSNs.  
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Fig. 3. SER and SNR based on ESN 
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Concluding, we believe ESN can help to solve energy-saving in WSNs. For future 
work, we plan to expand on the idea of using ESN in clusters of sensor nodes, using 
data from different domains. 
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Abstract. Artificial neural network (ANN) is employed to present a fiber-optic 
ice sensor (FOIS) with wide measurement range. Comparing with existing FOIS 
signal processing methods, this approach is not limited by the double-valued 
problem of output curve. Instead, it performs a measurement range from 
front-slope areas to back-slope areas. Moreover, this approach also handles  
the nonlinear problem of the sensor. As an application of the ANN, a calibration 
experiment platform is set up. The training samples are employed to train the 
ANN, and the testing samples are applied to surveil the predict ability of  
the ANN. The results obtained demonstrate the applicability of the proposed 
approach. 

Keywords: Fiber-optic ice sensor, Measurement range, Neural networks, Dou-
ble-valued. 

1   Introduction 

Fiber-optic ice sensor is a measuring instrument, which widely used in freezing envi-
ronment. It offers a viable solution to the problem of detecting ice thickness and its rate 
directly. This kind of sensor has the advantages of simple structure, high precision, 
wide frequency response, immunity to electromagnetic interface, low cost, and small 
size. It can be used in a variety of applications with a little change, not only as an ice 
thickness sensor, but also as a secondary transducer for measuring physical properties 
such as temperature [1], pressure [2] and displacement [3]. Thus, fiber-optic ice detec-
tion is the key to a well developed fiber-optic detection technology, and some results 
have been obtained [4, 5, 6]. 

The performances of the FOIS, which depend on its material and geometric pa-
rameters, are presented in terms of output characteristic. The typical output character-
istic, as shown in Fig.1, is the variation of sensor output voltage M with ice thickness d, 
M=f (d).  

It can be seen from this figure that the curve has front-slope, back-slope and peak. 
The voltage value increases in the front-slope areas but decreases gently in the 
back-slope areas. As two values of ice thickness (d1 and d2) correspond to one value of 
voltage M, so called double-value problem. We have to use only one slope areas to 
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detect the ice thickness and restrict the detection range. In addition, both slopes are 
nonlinear enough to produce influence on the precision of the ice sensor, all of which is 
similar to the characteristic of fiber-optic displacement sensor. Some authors have 
attempted to resolve those problems [7, 8]. However, their results were not satisfactory 
for the following aspects. 

 

F r
on

t-
slo

pe Back-slope

peak

d1 d2  

Fig. 1. The typical output characteristic of FOIS 

· Accuracy: Some sensors use the switching components to enlarge the measuring 
range, which harm to the precision of the sensor. 

· Expandability: The measurement range can not be enlarged enough from the 
front-slope areas to back-slope areas. 

· Linearity: Although the measurement range can be enlarged, the nonlinear can not 
be coped with. 

In this paper, a novel approach to enlarge the measurement range of the ice sensor is 
presented. The key point of the approach is the use of Artificial Neural Network 
(ANN), which processes the output signal to enlarge the measurement range from 
front-slope areas to back-slope areas, as well as calibrates the nonlinearity of the ice 
sensor in the range. 

The paper is organized as follows. In section 2, the principle of FOIS with wide 
measurement range is presented. The design of probe is included. In section 3, based on 
a double-channel measurement, the problem of measuring range enlargement is ad-
dressed. An experiment study of the approach is provided in section 4. Concluding 
Remarks are collected in section 5. 

2   Measurement Principle 

The ice sensor has high resolution and sensitivity, however, its precision and sensitivity 
depend on the bundle front-end configuration. Typically, the arrangement of optical 
fibers in the bundle front-end may be random, concentric, hemi circular, double cir-
cular, concentric random, concentric hemi circular or hemi circular random.The 
schematic configuration of the ice sensor with wide measurement range is shown in 
Fig.2.  
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Fig. 2. The schematic configuration of the ice sensor with wide measurement range 

The transmitting fiber bundle (TFB) and receiving fiber bundle 1 (RFB1) are ar-
ranged in random order, while TFB and the receiving fiber bundle 2 (RFB2) are ar-
ranged concentrically, as shown in Fig.3. 

 

Fig. 3. The arrangement of probe 

In order to eliminate the interference by background light, we employ a reference 
probe with random arrangement, which is electro-thermal to insure that there is no ice 
accretion on the probe. The light from LED is coupled into the reference transmitting 
fiber bundle (TRBr) and TRB simultaneously. For analysis purpose, we have to take 
two cases into consideration. 

1) light coupled into TFBr 
In this case, there is no light modulated by ice available for the reference re-

ceiving fiber bundle (RFBr). Only background light couples into RFBr with in-
tensity of Ir. 

2) light coupled into TFB 
Light entering the ice volume is transmitted, scattered or reflected [9], and some 

of them go back along the RFB1 and RFB2, with intensity of Im1 and Im2,  
respectively. 

3   Neural Network Approach 

As mentioned above, the photo-signals (Ir, Im1 and Im2) in receiving fiber bundles are 
transformed into electric signals (Vr, Vm1 and Vm2) by a photodiode, and then the electric 
signals are amplified and putted into a high speed AD converter. The digital signals 
obtained (Vr, Vm1 and Vm2) can be expressed as follow: 
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Vr = Dr Ar Cr Ir                                                         (1) 

Vm1 = Dm1 Am1 Cm1 Im1                                                    (2) 

Vm2 = Dm2 Am2 Cm2 Im2                                                    (3) 

Where Dm1, Dm2, Am1, Am2, Cm1 and Cm2 represent the gain coefficient of photoelectric 
conversion, amplifier and AD conversion in the two measuring channel, respectively. 
Dr, Ar and Cr denote the gain coefficients in the reference channel. 

We refer to the ratio of light coupled into TFB and light coupled into TFBr as C1/C2. 
Ir, Im1 and Im2 in Eq. (1)-(3) can be rewritten as: 

Im1 = I0 C1 C01                                                             (4) 

Im2 = I0 C1 C02                                                              (5) 

Ir = I0 C2                                                                    (6) 

Where, C01 and C02 are conversion coefficients of the sensor. Substituting Eq. (4)-(6) 
into Eq. (1)-(3) yields: 

Vm1 = I0 Dm1 Am1 Cm1 C1 C01                                          (7) 

Vm2 = I0 Dm2 Am2 Cm2 C1 C02                                          (8) 

Vr = I0 Dr Ar Cr C2                                                     (9) 

Thus, according to Eq. (7)-(9), the output characteristic of sensor can be expressed as: 

1
1 1( )m

r

V
M f d

V
= =  

2
2 2 ( )m

r

V
M f d

V
= =  

Therefore, compensation is implemented by the reference signal Vr. However, f1 (d) 
and f2 (d) are double-valued functions, with only one of which the detection range can 
not be enlarged from front-slope areas to back-slope areas. It should be noted that the 
locations of the peak in f1 (d) and f2 (d) are different due to the different arrangements 
employed by the measure probe as shown in Fig.3. There is an intersection point of f1 
(d) and f2 (d). When use f1 (d) together with f2 (d) as output parameters, the input pa-
rameter is one-to-one correspondence with them, which can be expressed as: 

d=g (M1, M2) 

Where g (*) is a nonlinear function that is difficult to be expressed by Mathematical 
Modeling. 

In accordance with the high nonlinear mapping capability of the artificial neural 
network (ANN), various complex problems have been solved [10]. On the other hand, 
multilayered feed-forward networks have a better ability to learn the correspondence 
between input patterns and teaching values from many sample data by the error back 
propagation (BP) algorithm [11]. In this study, we employ a three-layered feed-forward 
neural network and trained it by error BP algorithm to build reverse model of the ice 
sensor. Fig.4 shows the architecture of the neural network that is considered.  
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Fig. 4. The architecture of the neural network 

The output voltage values of sensor (M1 and M2) are selected as input pattern. Ice 
thickness d* is the output of the neural network. The error between the actual network 
output d* and desired output d obtained in the calibration experiment are used to update 
the weight values ω1 and ω2.The squared error function Ed is defined by: 

[ ]
2

1

( ) * ( )
m

d
i

E d i d i
=

= −∑  

Where m represents the number of samples. The purpose is to make Ed small enough by 
choosing appropriate ω1 and ω2, the effect of which is: 

d* ≈ d = g (M1, M2) 

After the training phase, the ANN parameters are fixed, and the output value d* is 
enough close to the desired output d, so as to enlarge the measurement range from 
front-slope areas to back-slope areas and calibrate the nonlinear of the sensor output 
characteristics. 

4   Experiment and Application 

The algorithm proposed here has been trained and tested on an experiment platform. 
Both of the actual network output d* and desired output d can be obtained. Fig.5 shows 
a simplified diagram of the experiment platform. 

 

Fig. 5. Simplified diagram of the experiment platform 
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It can be seen from this figure that the platform consists of a semiconductor cooling 
device, a laser probe, a fiber-optic ice sensor, and a processing circuit. The semiconductor 
cooling device works just as an icebox to provide icing surface. The laser probe measures 
the desired ice thickness d with high precision. The fiber-optic ice sensor captures the 
optical information in ice volume. The processing circuit transforms the light intensity 
signal into voltage signal, and the division operation in it is completed by a PC computer. 
In order to build the neural network reverse model of the sensor, a calibration experiment 
is performed to obtain the inputs M1 and M2, actual network output d* and desired output 
d. A two- layer neural network with six hidden neurons and one output neuron is used. 
The error BP algorithm is employed to train the weights. The experiment consists of 
1000-cycle training runs on the neural network, and the sun of squared error function is 
1.93×10-6. The neural network’s software is written by the investigators.  

Once the training finished, the trained neural network can be tested with other 
samples, and then it can be thought of as an “expert” in the ice thickness measurement. 
Our experimental results are shown in Fig.6, it is shown that the detection range is 
small with one measuring channel. Take curve M2 as an example, if we use the 
front-slope for measuring, the detection range is limited to 0-2.7mm. On the other hand, 
the detection range is limited to 2.7-5mm in the back-slope. In addition, there is 
nonlinear relation between the ice thickness and sensor output. 

 

Fig. 6. Variation of sensor outputs M1, M2 and neural network output d* 

Table 1. Some test samples of FOIS 

  1 2 3 4 5 

Sensor output M1 

Sensor output M2 

Actual displacement d 

ANN output d* 

 0.03495 

0.00285 

0.04331 

0.044 

1.00601 

0.27089 

0.39338 

0.398 

2.84435 

0.59858 

0.712 

0.710 

4.39241 

0.90005 

1.03574 

1.041 

4.24358 

1.16466 

1.36716 

1.36 

  6 7 8 9 10 

Sensor output M1 

Sensor output M2 

Actual displacement d 

ANN output d* 

 2.60841 

1.52185 

1.75299 

1.751 

1.787 

2.05598 

2.28255 

2.291 

1.09448 

2.09721 

3.00289 

3.002 

0.45221 

0.8894 

4.002 

4.004 

0.27089 

0.40197 

4.96223 

4.978 
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Some experiment measure data are shown in Table 1. The results show that a smooth 
transition from front-slope areas to back-slope areas is realizable for the neural network 
output. In this study, with both the measuring channels, we demonstrate the increase in 
the measurement range from front-slope to back-slope by using ANN to process the 
output signal of the ice sensor. 

5   Conclusion 

In present paper, an ANN approach, which enlarges the measurement range of FOIS, is 
presented. Comparing with existing FOIS signal processing methods, our approach has 
the following advantages. First, it is not limited by the double-valued problem of output 
curve. Second, it performs a wide measurement range. Third, it handles the nonlinear 
problem. With a FOIS, whose fiber bundle arrangement are concentric random and 
concentric, the calibration experiment platform has been carried out. 

Based on the calibration experiment data, the training samples are employed to train 
the ANN, and the testing samples are applied to surveil the predict ability of the ANN. 
The authors have satisfactorily come to the conclusion that this approach is feasible and 
makes a breakthrough in the traditional signal processing. However, ANN trained by 
BP algorithm has low convergence rate and high requirements on the sufficiency and 
validity of the samples. The future work is required to pay more attention to the two 
aspects: one is the purpose for optimizing ANN algorithm, the other is the detailed 
projects of improving experiment platform. Those are the directions of the future re-
search work. 
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Abstract. In this paper, we proposed a susceptible-infected model with variant 
infection rates because different individuals have different resistance to diseases 
in different periods of real epidemic events. We consider two cases: Case 1, we 
know every individual’s infection rate to a kind of epidemic, satisfy a type of 
distribution. Case 2, assume all individuals have same initial infection rates, a 
susceptible individual’s infection rate will be less than the initial rate if he is not 
infected after limited number of contacts with infected ones. For both two 
cases, at the time tD, preventive and control measures bring into effects, every 
individual’s infection rate would decrease. We implemented this models on 
scale-free networks, and found that the epidemic process before the time tD in 
Case 1 is almost the same as that in Standard SI model if the infection rate in 
Standard SI model equals the mean infection rate in Case 1. Furthermore, using 
numerical simulation, we analysis the effects of the parameter tD, and find the 
bimodal distribution of final infection rates. Finally, we conclude what we get 
in this paper and give our future direction.  

Keywords: Epidemic spreading, Variant infection rate, Scale-free network. 

1   Introduction 

The previous works about epidemic spreading in scale-free networks present us with 
completely new epidemic propagation scenarios in which a highly heterogeneous 
structure will lead to the absence of any epidemic threshold [1, 2]. These works 
mainly concentrate on the susceptible-infected-susceptible SIS [3, 4], susceptible-
infected-removed SIR [5, 6]. Another typical model, susceptible-infected SI [7-8] 
models, also become the focus of the study, because in many cases, this model is 
more suitable to describe the dynamical process, for example, In the process of broad-
casting [8], each node can be in two discrete states, either received or unreceived. A 
node in the received state has received information and can forward it to others like 
the infected individual in the epidemic process, while a node in the unreceived state is 
similar to the susceptible one. Since the node in the received state generally will not 
                                                           
* Corresponding author. 
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lose information. What’s more, this model is more appropriate than SIS and SIR 
models when investigating the dynamical behaviors in the very early stage of epi-
demic outbreaks when the effects of recovery and death can be ignored.  

However, the common assumption in most of the aforementioned works [9–11], 
when a susceptible individual contacts with an infected individual, the susceptible 
individual will be infected at a constant infection rate λ in the whole epidemic process. 
But in real system, individuals may have different infection rates and the infection rates 
may even change in time due to efficient preventive and control measures. It has been 
pointed out that the proper formulation of the infection rate requires taking many more 
detailed factors into account [12].Under this consideration, they display that different 
infection rates lead to different threshold behaviors in the SF networks [12]. And then 
Ke Hu took into account the effect of density of infected neighbors around an individ-
ual in the definition of spreading rate, some interesting results were found [7].  

In our paper, we thought the infection rate of a susceptible individual was deter-
mined by his own body mass and the preventive and control measures, this means 
special body mass might have a better resistance to a kind of epidemic, and efficient 
preventive and control measures would lead to lower infection rate for susceptible 
individuals ( In our paper, the infection rate of a susceptible individual means the rate 
that this susceptible individual would be infected, maybe we use “infected rate” bet-
ter, but there is no such as kind of usage). At the beginning of the epidemic, people 
know little about the epidemic, nothing preventive and control measures were taken, 
the infection rates should be different for different body mass. After a period of time 
tD, people recognize the severity of epidemic and then more preventive and control 
measures will bring into effect, the infection rates should also be different. For exam-
ple, the SARS happened in Hong Kong in 2003 [13], all Indian resided there are not 
infected, while children are more difficult to be tainted than adults, so are some spe-
cial people. When people realized the severity of this epidemic, some corresponding 
measures were taken, the number of infected individuals in every day decreases rap-
idly. Another example is the spreading of Hepatitis B, when people know more about 
this epidemic. Although it can’t be cured, some preventive and control measures are 
found, so many susceptible individuals will hardly be infected, we can say their infec-
tion rates tend to be zeros. Obviously, the infection rates are different for different 
people in different periods. 

So a new SI models consider different infection rates for different people in differ-
ent periods are more suitable to describe the epidemic process. In our paper, we will 
put forward two kinds of improvement models in terms of different considering on the 
variant infection rates. 

2   Model 

In the Standard SI network model [9–11], individuals can be in two discrete states, 
either susceptible or infected. A susceptible individual will be infected at rate λ when 
he contacts with an infected individual. The infected individual will be still infected in 
the whole process. The total population N is assumed to be constant. Thus, if S(t) and 
I(t) are the number of susceptible and infected individuals at time t, respectively, then 
N = S(t)+ I(t). In our model, we will consider individual’s different infection rates, so 
we consider the two cases as follow: 
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Case 1: We know every individual’s infection rates, satisfy a kind of distribution. The 
different infection rates are attributed to different body mass. At the time tD, some 
preventive and control measures bring into effect, and then the infection rates will 
decrease. Assume the infection rate at the time t is λbefore, and then the infection rate at 
the time t+1will be λafter=f1(t, λbefore). 

Case 2: We don’t affirm individual’s infection rates in advance, but if a individual is 
still susceptible after m1 contacts with infected ones, we can think he has relatively 
better resistance, corresponding to lower infection rate. Assume the infection rate of a 
susceptible individual is λbefore at the time t, after m1 contacts with infected individu-
als, if he is still susceptible, then the infection rate will be λafter=f2(m1, t, λbefore). At the 
time tD, people know the severity of the epidemic and some preventive and control 
measures bring into effect, then the infection rate will be influenced by both body 
mass and preventive and control measures. Assume the infection rate at the time t is 
λbefore, after m2 contacts with infected individuals, if he is still susceptible, then the 
infection rate will be λafter=f3(m2, t, λbefore). In this case, the infection rates change in 
dependence of the time.  

From the papers [14][15], we know that human body mass satisfies the normal distri-
bution, and then we can use the normal distribution to reflect individual’s different 
infection rates of different body mass. So we can adopt normal distribution in Case 1. 
What’s more, before the time time tD in Case 2, assume the normcdf denotes the cu-
mulative normal distribution function(cdf), p = normcdf(λ, u, δ) returns the cdf of the 
normal distribution with mean u and standard deviation δ; while norminv denotes the 
inverse of the normal cumulative distribution function, λ=norminv(p, u, δ) returns the 
inverse cdf for the normal distribution with mean u and standard deviation δ, evalu-
ated at the values in p. so the function f1 can be expressed as λafter=f2(t, m1, λbefore)= 
norminv(normcdf(λbefore , u, δ)-k1*m1/(1/λbefore), u, δ)= norminv(normcdf(λbefore , u, δ)-
k1*m1*λbefore, u, δ), here, k1*m1*λbefore describe the probability that his infection rate is 
less than λbefore , k1<1 is a gain parameter . In our experiment, set k1=0.1, 
m1=10,u=δ=0.01; 

After the time tD, some measures will bring into effects, both body mass and pre-
ventive and control measures will affect the infection rates. So the function f3 should 
be different from f2. From the SARS happened in Hongkong in 2003, when people 
and government took some measures to prevent the epidemic, the infection rate de-
creased, as can be seen in Fig. 1. The curves can be well approximated using the func-
tion λ=a*exp(-b*t), where b(b<1) is a gain parameter. In our paper, we will use this 
type of exponential function to reflect the decrease of individual’s infection rates due 
to preventive and control measures, so the function f3 can be described as λafter=f3(m2, 
t, λbefore)= exp(-m2*k2) *λbefore, k2<1 is a gain parameter. In our simulation, set m2=6; 
k2=0.2/6; we can also use this type of function in Case 1, so the function f1 in our 
experiment will be described as λafter=f1(t, λbefore)= 0.05* λbefore, 

Next, we will discuss our above models from the theory, and then the simulation 
results will testify what we get and give us some new understanding about the dy-
namic process. 
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Fig. 1. The infection rate decreasing in dependence of the days about the SARS happened in 
Hongkong in 2003, The star-marker lines represent the approximation by the function 
λ=a*exp(-b*t), the best fit parameter are a=60, b=0.11 

3   Theory Analysis 

In this section, we try to analysis the differences between standard SI model with 
constant infection rates and Case 1 with variant infection rates for different body mass 
before the time tD. 

The network is represented by a connected graph G(V,E), where V is the set of n 
individuals and E the set of relations between them. The state of the system, at time t, 
is described by a vector X(t)=[x1(t),x2(t)...,xn(t)], where xi(t)=1 if the individual i is 
infected and xi(t)= 0,otherwise. Denote by A=(aij)i,j=1…n the adjacent matrix of the 
graph structure on the set of individuals. aij=1 if there is a link between node i and j, 
and aij=0, otherwise. Denote yi(t) as at time t the number of the ith individual’s in-
fected neighbors, then at time t, the ith individual can be infected at the rate 
P(yi(t))<1(k is a limited number),if we generate a uniform distributed random data ξ 
between 0 and 1,if ξ<P(yi(t)),we can say this individual will be infected, if 
ξ>P(yi(t)),he will still be susceptible. If we use the function Ceil(x) to return the 
minimum integer not less than x, and then the ith individual’s state can be expressed 
as Ceil(P(yi(t)-ξ)). Because 0<P(yi(t))<1, 0=<ξ<=1,and then -1<P(yi(t))-ξ<1, the value 
of Ceil(P(yi(t))-ξ) is 0 or 1. So the epidemic process of the Standard SI model can be 
described as follow. 

1 2 1 2

1 1

[ ( ), ( ), ( )] [ ( ), ( ), ( )]                                       (1)

[ ( 1), ( 1)] ([ ( ( )), ( ( ))] (1, ))           (2)

X(t+1)=Z(t+1) X(t)                             

n n

n n

y t y t y t x t x t x t A

z t z t Ceil P y t P y t rand n

=
+ + = −

∨                                                (3)

 

In the equation (2), the rand(1,n) denote a row vector, it has n independent random 
element all between 0 and 1, (zi(t))i=1…..n denotes that at time t, the ith individual’s 
state, but it contains the followed case: the ith individual who is infected at time t-1 
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may become susceptible at time t because P(yi(t))< ξ. The operation ∨ 

denotes the 

“or” operation, if one of the two data is 1, and then the result is 1, if both two data are 
0, and then the result is 0, so the equation (3) can ensure the infected individuals at 
time t-1 must be infected at time t. We can see the equations (1), (2) and (3) can de-
scribe the SI model equally. 

For Case 1, equation (2) should be changed into equation (4) as follow: 

1 1 1[ ( 1), ( 1)] ([ ( ( )), ( ( ))] (1, ))           (4)n n nz t z t Ceil P y t P y t rand n+ + = −  

Here Pi(yi(t))=1-(1-λi) 
y

i
(t), λi(i=1,2….n) (0<λi <1)satisfies a kind of distribution. 

Equation (4) is a random equation, so we can consider the expectation E(Z(t)), and 
then the equation (4) can be changed into equation (5). 

1 1 1([ ( 1) ( 1)]) ( ([ ( ( )) ( ( ))] (1, )))               (5)n n nE z t z t E Ceil P y t P y t rand n+ + = −  

First, we give a theorem. 

Theorem 1. If A and B are independent random variables, B satisfies the uniform  
[0, 1] distribution, and the variable A [0,1)∈ , then E(Ceil(A-B)) =E(A).  

Proof. (1) random variable A is continuous random variable. 

Assume that the density function of random variable A is f(a), a∈[0,1),  the density 
function of B is f(b)=1,b ∈  [0,1], so the joint density function of A and B is f(a, 
b)=f(a)*f(b), a∈[0,1), b∈[0,1], then,  

0 A B
C e i l(A -B )=

1 A  >  B

≤⎧
⎨
⎩

 

E(Ceil(A-B))=1*P(A>B)= 
1 1

( ) ( ) ( ) ( )
0 0 0

a
f a f b dadb af a da E A= =∫ ∫ ∫  

(2) random variable A is discrete random variable . 
Assume that the value of random variable A is a1, a2……an, 1 20 1na a a≤ < < < <  

and the corresponding probability is 1 2,, np p p , 0 1, 1, 2ip i n< ≤ ∀ =  

1 1

( ( ) ) ( )

( ) ( )
n n

i i i i
i i

E C e i l A B P A B

p P B a p a E A
= =

− = >

= < = =∑ ∑
 

So the theory is right no matter the type of the random variable A. For small λ, 
Pi(yi(t))=1-(1-λi)

y
i
(t) =λiyi(t), and then, we can infer: 

1 1

1 1 1 1

( ([ ( ( )), ( ( ))] (1, )))

([ ( ( )), ( ( ))]) ([ ( ), ( )])
n n

n n n n

E Ceil P y t P y t rand n

E P y t P y t E y t y tλ λ
−

= ≈
 

1

1 1

( ([ ( ( )), ( ( ))] (1, )))

([ ( ( )), ( ( ))]) ([ ( ), ( )])
n

n n

E Ceil P y t P y t rand n

E P y t P y t E y t y tλ λ
−

= ≈
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We know that λi and Yi(t) are independent random variables, so we can infer that: 

1 1 1([ ( ), ( )]) ([ ( ), ( )])n n nE y t y t E y t y tλ λ λ=  

So for small λ, if the mean of random variable λ in Case 1 equals the λ in standard 
SI model, the equation (2) and (4) can be thought equally. So the epidemic processes 
before the time tD in Case 1 should be almost the same with that in Standard SI model. 

4   Simulation Analysis 

To demonstrate the differences of our improvement models on the spreading proc-
esses, we perform extensive numerical simulations on the Baraba′si and Albert (BA) 
networks[5], the network size N=1000, and in our paper, we consider three kinds of 
cases: Standard SI model, Case 1 and Case 2. In standard SI model, assume the con-
stant infection rate λ=0.01; In Case 1, we adopt the normal distribution with mean 
u=0.01 and standard deviation δ=0.01. Next, we will discuss our models from the 
several aspects as follow. 

(1) Epidemic spreading processes 
Barthélemy et al. [9,10] studied the SI model in Barabási-Albert (BA) scale-free net-
works, and found that the density of infected nodes, denoted by i(t), grows approxi-
mately in the exponential form, i(t)= ect, where the time scale c is proportional to the 
ratio between the second and the first moments of the degree distribution, c~<k2>/ <k>. 

From the theory analysis in last section, the epidemic processes of Standard SI 
model and Case 1 before the tD should be almost the same when the infection rate in 
Standard SI model equals the mean infection rate in Case 1.The similar result can be 
seen in fig.2 by means of simulation. We set tD=100, and run our simulation for about 
100 times, the average of all values was the final result. From the graph, the almost  
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Fig. 2. Average rate of infected individuals in dependence of the simulation time for SI model, 
Case 1, Case 2. The infection rate in Standard SI model, mean infection rate in Case 1 and 
initial infection rate in Case 2 are all 0.01, tD=100, other parameters settings are introduced in 
section 2. We run our simulation for about 100 times, the average value as the result. 
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same epidemic processes were shown before the time tD, but after the preventive and 
control measures bring into effects, the process in Case 1 become slow, and reach the 
steady state quickly, some people would not be infected finally, this can explain why 
few epidemics can cause all individuals being infected. 

However, in Case 2, the initial infection rates are all assumed to be 0.01, before the 
time tD, some individuals were thought to have better resistance if they were still suscep-
tible after a certain number of contacts with infected ones. These individuals have lower 
infection rates, and then mean infection rate decreased gradually before the time tD, So 
the epidemic process for Case 2 is slower than that for Case 1, as can be seen in fig.2. 

From the epidemic process, we know that: On the one hand, if we use the constant 
infection rate to study the statistical characters of epidemic processes instead of indi-
vidual’s random infection rate satisfying a kind of distribution whose mean value 
equal the constant infection rate in Standard SI model, we can also get the similar 
results. On the other hand, preventing and control measures should be taken as soon 
as possible, so the parameter tD is important in our present model. 

(2) Effect of the parameter tD 
As can be seen in fig.2, the parameter tD has a large impact on the epidemic process, so 
in this section, we will discuss its effects from two aspects. First, we analysis the effects 
on the epidemic process. The number of increased infected ones in dependence of the 
time can be seen in fig.3, we fix the parameter tD=100, and run our simulation for about 
100 times, the average value as our results. From the graph, we know that the spreading 
speed in Case 1 is similar to that in the standard SI model until the time tD, after some 
efficient measure taken, the number of increased infected ones at every simulation time 
decrease sharply. So is that in Case 2. The maximum of increased infected ones in Case 
2 is less than other models because of the less mean infection rates.  
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Fig. 3. Average rate of increased infected individuals in dependence of the simulation time for 
SI model, Case 1, Case 2. The infection rate in Standard SI model, mean infection rate in Case 
1 and initial infection rate in Case 2 are all 0.01, tD=100, other parameters settings are intro-
duced in section 2. We run our simulation for about 100 times, the average value as the result. 
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Second, we study the steady infected rates for different parameter tD, which were 
shown in the fig.4, We run our simulation for about 100 times, the average rates of 
final infected ones as results. From the graph, we can see with the increase of tD, more 
people will be infected. And the rates increased at a exponential form when the pa-
rameter tD is less than 150, so it’s better to adopt the preventive and control measures 
as soon as possible. Another interesting phenomenon is the rates of final infected ones 
in Case 2 is larger than that in Case 1 when the parameter tD is small, this is because, 

the parameter settings cause the preventive and control measures in Case 2 less effec-
tive than that in Case 1, but when tD is large enough, the process in Case 2 before the 
time tD is slower than that in Case 1, although the preventive and control measures in 
Case 2 is less effective, the rate of final infected ones are still lower than that in Case 1. 
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Fig. 4. Average rate of final infected individuals in dependence of the parameter tD for Case 1, 
Case 2. The mean infection rate in Case 1 and initial infection rate in Case 2 are both 0.01, 
other parameters settings are introduced in section 2. We run our simulation for about 100 
times, the average value as the result. 

(3) Distribution of final infection rates 
In Case 1, the infection rates are assumed to be normal distribution, but after the time 
tD, preventive and control measures are taken, so susceptible individual’s infection 
rates will decrease, how’s the final infection rates? That’s what we should study in this 
section. By means of simulation, the distribution of the final infection rates can be seen 
in fig.5, most of individuals has almost zero infection rates, that means many people 
won’t be infected in the final steady state, as can also be seen in fig.2, because after a 
period of time, people gain more information about this epidemic, and some efficient 
measures will bring into effects, finally the infection rates will tend to be zeros. 

However, in Case 2, we can see obvious bimodal distribution, this difference can 
be explained as follow: at the initial time of epidemic break, few knowledge about the 
epidemic, people pay no attention, and then many people will be infected, while peo-
ple realize the severity of this epidemic, many people will take many efficient meas-
ures, and a large portion of people will not be infected in the end. 
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This kind of phenomenon also exists in Case 2, but as the infection rates were 
known aforehand, and they are distributed inside a range. So the bimodal phenome-
non is not obvious in Case 1, but we still can see a little peak near the 0.01. 
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Fig. 5. Distribution of individual’s final infection rates for different m in Case 2 
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Fig. 6. Distribution of individual’s final infection rates for Case 1, Case 2. The mean infection 
rate in Case 1 and initial infection rate in Case 2 are both 0.01, tD=100, other parameters set-
tings are introduced in section 2. We run our simulation for about 100 times, the average value 
as the result. 

5   Conclusion and Discussion 

Almost all the previous studies about the epidemic spreading models in scale-free 
networks essentially assume that the infection rates for all individuals are the same.  
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In real epidemic events, individual’s infection rate are dominant by his resistance to 
diseases and preventive and control measures, special body mass might have better 
resistance to a kind of epidemic, and better preventive and control measures bring 
lower probability to be infected. To simulate the epidemic process, it’s essential to 
consider the individual’s different infection rate. In our paper, we proposed two kinds 
of SI models with variant infection rates. In Case 1, we know every individual’s in-
fection rate, satisfying a kind of distribution. We use several random equations to 
describe the epidemic processes equally, and from the theory, we know that if the 
mean infection rate equals the infection rate in standard SI model, the epidemic proc-
esses before the time tD in two models will be almost the same, the simulations testify 
the results. In Case 2, we don’t know every body’s resistance to the diseases, consid-
ering that a susceptible individual will have a lower infection rate if he is not infected 
after limited number of contacts with infected individuals. The epidemic process is 
relatively slow because of the decreased mean infection rates. 

Moreover, we know that the parameter tD has a large impact on the epidemic proc-
ess, after the time tD, the epidemic process become slow, and the number of increased 
infected ones at every simulation time decrease sharply, while the mean infection 
rates in both Case 1 and Case 2 will decrease, finally many people won’t be infected, 
corresponding to almost zero infection rate, this can explain why most people will 
hardly be infected in most of epidemic break. What’s more, from the distribution of 
final infected rates, we know that the distribution in Case 2 is bimodal, correspond to 
a real life to a society in which a relative large portion of people will be infected be-
cause of less resistance against the epidemic while another large portion of people 
will hardly be infected in the end due to efficient preventive and control measures. 

We put forward a SI model with variant infection rates to describe the epidemic 
process, give us some new understanding about epidemic process. But some parame-
ter settings are artificial, such as m1, m2, k1, k2, and so on; this parameters may be 
different for different epidemic events, so it should be more appropriate to combine 
the real epidemic break to affirm these parameters. Whether the thought on other 
models and networks can get some useful results is worthy of further study. 
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Abstract. Electric power, potable water, telecommunications, natural gas, and 
transportation are examples of critical infrastructures, the intrinsic feature of 
which are suitable for network analysis. This paper proposes a method frame-
work based on the complex network to explore the interdependency of these in-
frastructures. We describe the topological characterization of two interdependent 
small-sized real networks, based on which the interdependent model is devised. 
We define the interdependent factor to characterize the direct interdependency of 
two infrastructures, and also its fluctuation in the situations of random removal 
and targeted removal on the electric and water infrastructures is studied. Fur-
thermore we propose a matrix M to reflect all direct and indirect interactions 
among infrastructures, which also makes contributions to the understanding of 
infrastructures catastrophes. 

Keywords: Interdependent systems, Complex networks, Critical infrastructure 
protection. 

1    Introduction 

The importance of cross-sector infrastructure interdependencies was first highlighted 
at the national level in 1997 when the President’s Commission on Critical Infrastruc-
ture Protection released their landmark report Critical Foundations: Protecting  
America’s Infrastructures [1]. The report emphasized that the security, economic 
prosperity, and social well being of the nation were dependent on the reliable func-
tioning of our increasingly complex and interdependent infrastructures. 

In defining their case for action, the Commission noted that the energy (which they 
referred to as the lifeblood of our interdependent infrastructures) and communications 
infrastructures created an increased possibility that a rather minor and routine distur-
bance can cascade into a regional outage. They further concluded that the technical 
complexity of the infrastructure might also lead to the neglect of interdependencies 
and vulnerabilities until a major failure occurred. The August 14, 2003, blackout that 
large portions of the Midwest and Northeast United States and Ontario, Canada, ex-
perienced an electric power outage dramatically left us an example of the highly  
                                                           
* Corresponding author. 
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complex technical challenge that we may face in preventing cascading impacts [2]. 
Therefore there is an urgent need to better understand and develop better idea to han-
dle problems related to the modeling complexity and the interconnected large scale 
complex critical infrastructures.  

Two popular approaches for reliability analysis in interdependent infrastructures 
are agent-based simulation and input-output analysis. The core idea behind the devel-
opment of agent-based simulations for this application is that individual components 
and subsystems can be represented as agents which are designed to evolve and inter-
act with each other, then emergent behaviors (i.e. interdependencies) can be identified 
on them(e.g. [3], [4], [5] and [6]). Agent-based simulation is also being used to inves-
tigate the electric power and natural gas markets (e.g. [7], [8], [9], and [10]). The 
main idea of market-level models is to trace behaviors of economic agents in these 
industries. 

Input-output analysis has traditionally been used to model the interactions among 
sectors of the economy and forecast the impacts that the changes in one part of the 
economy may have on the performance of the others. Haimes and Jiang [11] suggest 
that the same modeling paradigm may be useful to model the interactions and inter 
dependencies within and across infrastructures. While many of the agent based simu-
lations for reliability analysis contain very detailed system representation, the input-
output modeling is likely to be very aggregate. 

We notice that characterizing the interdependency among infrastructures is still a 
major challenge in the recent study. This is because critical infrastructures interde-
pendency may be characterized and measured from a multitude of perspectives and 
attributes. In this paper by taking into account the large number of interconnected 
subsystems and nodes, we propose a method to explore the interdependent response 
of the infrastructures from the perspective of the system's complexity. 

In the next section, we present the topological characterization of two interdepend-
ent small-sized real networks, based on which the interdependent model is devised. 
Section 3 is intended to illustrate the interdependent response of two infrastructure 
networks, where we give the definition of interdependent factor. In section 4 we pro-
pose a matrix M to reflect all direct and indirect interactions among infrastructures. 
Section 5 summarizes our results and surveys the potential improvement in the future. 

2    Interdependent Infrastructure Network Model 

Our critical infrastructures, such as telecommunications, electrical power systems, gas 
and oil storage，transportation, water-supply systems and emergency services, are 
composed of many functional subsystems and the connections between them. By 
taking the subsystems as nodes and the connections as links, we can use network-
graph to characterize the topology of infrastructures, and the interdependencies 
among different infrastructures are interpreted as links between interdependent infra-
structure nodes. 

2.1     Network Described Parameters 

A network or graph G is a set of elements referred to as vertices (nodes) with connec-
tions between them denoted by edges (links). G = g (V, E) is employed to represent 
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the electric power network. The vertices of a graph G are defined as the vertex set of 
G, denoted by V(G), and the edges are defined as the edge list of G, denoted by E(G). 
We analyze several main parameters of infrastructure network, including: degree 
distribution, average path length, network efficiency and clustering coefficient. These 
parameters are defined as follows: 

a) Vertex Degree and Its Distribution 
The vertex degree, d (v), of undirected graphs is the number of edges connected to a 
vertex, v. The average vertex degree, d(G), is the average of all d(v) for v∈V(G).  

b) Average Path Length 
The characteristic average path length, L, of a graph is the mean of the shortest path 
lengths, d(vi, vj), connecting each vertex v∈V(G) to all other vertices. This parameter 
can be regarded as a global indicator of network connectivity. For general undirected 
graphs this parameter is calculated as follow: 
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If L is large, the dynamics within the network are slow due to the many intermedi-
ate steps to connect any two nodes. 

c) Network Efficiency 
In the event that two vertices are not connected at all, or become disconnected due to 
disruption, their shortest path length d becomes infinity. One way to handle infinite 
values is to calculate network efficiency, E, it is calculated as follow: 
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d) Clustering Coefficient 
An important concept in networks, referred to as neighborhood, is critical for the 
calculation of clustering coefficients. Clustering coefficient is the probability of one 
node linked by any two neighbor nodes. The network average clustering coefficient is 
the mean of all nodes’ clustering coefficients. For node i, Gi is its neighbor nodes, ki is 
its vertex degree, |Gi| is the number of nodes in Gi connected to i, so clustering coeffi-
cient Ci and network average clustering coefficient <C> are calculated as： 
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2.2    Infrastructure Networks 

In this subsection, two small-sized simplified critical infrastructures are chosen to 
estimate their topological properties and model the interdependency. The systems are 
corresponding to a sample of the electric power and water distribution networks of a 
major city in Central China. Network elements are gate stations, electric substations, 
and transmission lines for the power grid. Storage tanks, pump stations, and distribu-
tion pipelines constitute the elements of the water network. 
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Fig. 1 displays the topology of these selected networks and identifies the role of the 
elements. The topological properties of these networks are summarized in Table 1. 

 
(a)                                                                                (b) 

Fig. 1. (a) Network topology of simplified electric power network; (b) network topology of 
simplified water distribution network 

Table 1. Fundamental Topological Properties of power network and water network 

Network type 
 

Vertex degree 
 

Clustering 
coefficient 

Path length 

Power network 3.73 0.451 11.7 
Water network 3.14 0.174 6.08 

Dependence of the water distribution network on the electric power grid is illus-
trated by its demand of power for appropriate functioning of pump stations, lift sta-
tions, and control units. Considering each power node serves water node of its 
neighboring area, we get the interdependent matrix I(i,j) and each nonzero element of 
row i and line j in I indicates the ith element of the water network that depends on the 
jth element of the power network. 

3   Interdependent Responses of Networks 

In this section, we will utilize computer simulation to analyze the interdependent 
response of infrastructure networks to disruption. Any failure in a power grid element 
will disconnect the water elements that interact with it, if they exist, and eliminate 
additional water elements if they belong to an extended power service area that looses 
its power supply, this is showed in Fig.2. 

In simulation, first, we fix the fraction of removed power grid elements, which is  
the same with the water network，and remove one node of each network at a time until 
the specified removal fraction level is reached. Then, subject both networks to simulta-
neous failure under random removal and targeted removal. Random removal is inter-
preted as pure random failure of nodes, and targeted removal is interpreted as targeted 
removal of nodes based upon their initial vertex degree distribution. The removal  
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process is illustrated as follows: choose a removal strategy (random removal or targeted 
removal), and then randomly sample a node to remove using the chosen strategy, repeat 
this procedure until the network is depleted of its nodes. Network response is measured 
by the loss of global connectivity as captured by its connectivity efficiency, E.  

 

Fig. 2. Interdependent Node Removal Example 

 

(a)                                                                             (b) 

Fig. 3. Shows the impact of the strength of coupling on water network performance when the 
two networks are simultaneously subjected to (a) random removal and (b) targeted removal, 
and the responses are measured by water network efficiency E 

Fig. 3 suggests that the targeted removal proves to be more harmful than random 
removal. Also, water network makes better response to random selection of nodes 
than to targeted selection. This result is expected because there are some nodes with a 
vertex degree larger than the average. These vertices with larger-than-average degree 
are more difficult to be chosen by uniform sampling. No matter it is random or tar-
geted removal, the interdependency worsens the response of the water network. 

Additional information regarding the way in which these interdependencies  
manifest is provided by a parameter introduced as the “interdependent factor,” f. This 
parameter is defined as the absolute difference between the independent and interde-
pendent responses, which is normalized by the maximum independent response at-
tained at any removal fraction. If E1, is denoted as the independent response  
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efficiency of water network and E2 is denoted as the interdependent response effi-

ciency, f is calculated as 2 1

1max( )

E E
f

E

−
= . 

Fig. 4 illustrates the interdependent factor’s fluctuation effect, whose effect on the 
water system response is shown as the power grid undergoing disruptions according 
to two removal strategies (random removal, and targeted removal). 

 

Fig. 4. Interdependent factor’s fluctuation under random and targeted removal strategies 

Smaller interdependent factor is observed when both networks are simultaneously 
disrupted by targeting their most connected nodes. Picking the most connected nodes 
of the power network, instead of picking them at random, appears to cause no signifi-
cant interdependent effects on the water network. If the power network is being se-
verely disrupted, then why does the water network remain invariant? The reason is 
that the most connected nodes of the power grid are not necessarily the nodes that 
facilitate the interaction with other systems. The water network depends on power 
nodes that are not the most connected ones.  

4   Assessment of Direct and Indirect Effects of Interdependent 
Networks 

In the above section, we have analyzed the interdependency of two infrastructure 
networks and give the interdependent factor, f, to characterize the interdependency. 
Based on this definition it is feasible to determine the direct interdependency fij of one 
infrastructure network j on another one i, and we can summarize the direct interde-
pendency of infrastructures by a matrix F={ fij }. 
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Fig. 5. Interdependent Infrastructure Networks Example 

Usually, during a disaster the responsibilities have only dissatisfactory information 
and short time to decide, so in many cases we will take into account only direct im-
pacts on other infrastructures. In the worst case, this may lead to the opposite other 
than the desired result, if the feedback effects exceed the direct influence. Therefore, 
it would be better to know the implications on the whole system, and it is necessary to 
take into account all factors which are relevant during the catastrophe. 

So we represent both direct and indirect effects of infrastructure j on infrastructure 
i by Mij, and summarize all these influences by a matrix M=( Mij), which is deter-
mined from the matrix F of direct interdependency. We use a formula as M= Fk .The 
expression Fk reflects all influences over k −1 nodes and k links, i.e., k =1 corre-
sponds to direct influences, k =2 to feedback loops with one intermediate node, k =3 
to feedback loops with two intermediate nodes, etc. The matrix M=( Mij) could sum-
marize all direct influences and feedback effects among infrastructures, and also can 
be used to estimate the temporary development of catastrophes among infrastructures. 

5   Conclusion 

The networked nature of infrastructure systems enables the objective representation of 
them by using tools from graph theory. In this work, the topological properties of two 
real networks are firstly illustrated. Electric power and water distribution can be char-
acterized in terms of their global and local connectivity, their vertex degree distribu-
tion, average path length, and clustering coefficient. Then we introduce a procedure to 
explore the interdependencies between these two real infrastructure networks, and we 
formulate interdependent factor to characterize the interdependency. 

To better understand network failure mechanisms it is necessary to further analyze 
multiple infrastructure systems as a single interacting entity. Therefore we propose a 
matrix M to represent all direct and indirect interactions among infrastructures, and M 
also makes contributions to the understanding of infrastructures catastrophes. 

Interdependent infrastructure analysis can enhance loss estimation methodologies 
and suggest strategies for robust design and growth of infrastructures. Investors, owners, 
and operators of utility companies can use the results from an interdependent analysis to 
make better decisions on prioritizing scarce resources for mitigation actions. 
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Abstract. As large amount of energy constrained nodes are randomly distributed 
in network, the entire lifetime of wireless sensor network is difficult to estimate. 
In this paper, a back propagation (BP) neural network based Markov model is 
presented to calculate the lifetime of wireless sensor network. BP neural network 
is employed to reduce the calculation difficulty of Markov state equation. The 
simulation results indicate that this method gives the value of maximum lifetime 
exactly and its computing complexity is low. The quantitative degree of com-
puting reliability relative error between the results of three layer BP neural 
network and the Markov model is 10-4.  

Keywords: Wireless sensor networks, Network lifetime analysis, BP neural 
network, Markov. 

1   Introduction 

The wireless sensor network (WSN) consists of a large number of smart tiny sensor 
nodes. Each individual node in the network can monitor its local region and commu-
nicate with other nodes through a wireless channel. The lifetime of WSN is defined as 
the time interval from the initial state of network to the failure state in which the net-
work can not collaboratively produce a high-level representation of the environment’s 
states. Energy saving which will prolong the lifetime of network is one of the central 
issues in research field of WSN, as the energy of node is limited. 

A few progresses about maximum lifetime of WSN have been obtained in some 
research results, which reveal the bound or expectation value of the maximum lifetime. 
The upper bound on the lifetime of sensor networks is first put forward in [1], and then 
[2] introduces a data fusion algorithm based on [1] to calculate the bound through 
optimal routing and role assignment algorithm. A mathematical analysis for lifetime by 
modeling data-generation process is provided by [3]. The formalization of the life-
time-maximizing problem to a multi-source multi-sink flow-maximizing problem on a 
directed graph with arc and vertex capacity powers is presented in [4]. Meanwhile, [5] 
demonstrates that a type-2 fuzzy membership function is most appropriate to model a 
single node lifetime. The lifetime-maximizing problem can also be formalized by linear 
programming which needs related heuristic algorithms to calculate the approximate 
solutions [6-10]. In this paper, we address the issue of lifetime analysis and estimation 
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for wireless sensor networks in which the sensor nodes are deployed at desired loca-
tions. Our approach is entirely different from all prior research. Instead of trying out 
various probability basis, we propose to apply an BP neural network to present a 
Markov model for lifetime analysis and estimation in a wireless sensor network.  

The rest of this paper is organized as follows. In section 2, we detail the reliability 
model of discrete state Markov chain. Section 3 gives an overview of neural network 
based Markov model. In section 4, we introduce the state description of distributed 
wireless sensor network and apply them to a Markov model for lifetime estimating. 
Simulation results and discussions are presented in section 5. Conclusion remarks are 
collected in section 6. 

2   Reliability Model of Discrete State Markov Chain 

The discrete Markov model including n states is shown in Fig.1. Each state defines the 
physical state of the system in a certain time. When a fault occurs at runtime, state of 
system may be changed from one to another. The state 1 is the initial state and the sys-
tem works well. The final one which is denoted by state n means the system is failure 
completely. The directed connections between two states represent the transition prob-
abilities of different states, implicitly expressing the processes of system upgrade or 
degradation. ija is the transition probability from state i to state j, as depicted in Fig.1. 

 

Fig. 1. Discrete Markov model including n states 

The state equations of discrete Markov model can be expressed as follows: 
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( ) ( )P t t BP t+ Δ =  ,                                                     (4) 

where ( )jP t is the probability of the system which is in state of i at the time (t). The 

element ija in transition matrix B represents the transition probability from state i to 

state j. 
If the fault states include the states from j to n, the reliability of system is: 

( ) 1 ( )
n

i

i j

R t P t
=

= −∑ .                                                      (5) 

3   Markov Model Based on Neural Network 

The architecture of the neural network model proposed here is shown in Fig.2. It can be 
seen that there is an input layer, a hidden layer and an output layer in the neural net-
work. Each layer consists of n neurons which equals the count of states in Markov 
model. Vnj represents the connection weight between the output of the i th neuron in 
input layer and the input of the n th neuron in hidden layer. The connection weight 
between the output of the j th neuron in hidden layer and the input of the n th neuron in 
output layer is represented by Wnj. The relations among the input layer, hidden layer 
and output layer of neural network at the running time are summarized as follows: 

 

Fig. 2. Neural network model including 3 layers 
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In addition, the output vector of expectation is defines as: 

'
1 2D [ , , , ]nD D D= L                                                     (10) 

The state of system is normal in initial stage, so the initial inputs of neural network 
are 1 2[ , , , ] [1,0, ,0]nZ Z Z =L L . 

The following equations can be obtained from the analysis of the relations among 
the three layers of neural network in Fig.2: 

Y VZ= , O WY= .                                                     (11) 

The energy function of neural network can be expressed as: 

2

1

E= ( )
n

k k
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O D
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−∑  .                                                   (12) 

Based on the learning and self-adaptive function of neural network, the connection 
weight can be adjusted properly to converge E to the preset value. When E converges to 
the preset value, related reliability parameters which meet the design requirements can 
be calculated through formula (13). In order to accelerate the convergence rate of 
neural network, we use gradient descending rules to modify the connection weight ijW . 

Ok is the actual output of neurons k, corresponding to the probability of system in 
state k. Meanwhile, Dk is the expectation output of neurons k in output layer, corre-
sponding to design goal of system in state k. 

And then, weight adjustment quantity between hidden layer and output layer is ob-
tained through BP algorithm: 
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where δok is the error value, produced by neurons k in output layer, η is learning factor. 
The weight adjustment quantity between input layer and hidden layer is: 
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where δyk is the error value, produced by neurons k in hidden layer. 
The expectation reliability of system is the output of the neural network. Related 

design parameters including reliability R(t), failure rate f and repair rate v can be ob-
tained through the weight of neural network. 

4   Markov Model of the Wireless Sensor Network 

The system has two kinds of failures, the first one is that some parts of the network are 
failed to monitor data, and the second one is the failure of whole network. dt expresses 
the length of the time during state changing.  
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4.1   State Descriptions of the Wireless Sensor Network 

The wireless sensor network consists of five states, defined as follows: 

State 0: system is in a normal state; 
State 1: some of nodes in the system are sleeping to save energy; 
State 2:  some of nodes fail to monitor data, but vicinal region can be monitored by 
other nodes; 
State 3: the nodes in a region fail completely, resulting in inefficiency of monitoring 
in the region; 
State 4: all of the nodes in network fail completely.  

In these states, state 0 is the initial state in which system works well. State 5 is the 
final state of the system which is completely failed in this state. The directed connec-
tion between two different states signifies the transition probability, which represents 
the physical process of system at running time. The Markov model of wireless sensor 
network is shown in Fig 3. 

 

Fig. 3. Markov model of wireless sensor network 

The formulas of Markov model of wireless sensor network are shown as follows: 
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The reliability of the system is: 

0 1 2 3( ) ( ) ( ) ( ) ( )R t P t P t P t P t= + + + . 

At the initial stage, the system is working with non-failure, so the probability of each 
state is:  

0 1 2 3 4(0) 1,  (0) (0) (0) (0) 0P P P P P= = = = = . 

4.2   Neural Network Based Markov Model of Wireless Sensor Network  

As shown in Fig. 4, the neural network based Markov model of wireless sensor network 
has five neurons in each layer. The count of neurons is the same as the number of states 
in Markov model of system. At any specific time ( t ) when system is running, the input 
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vector(Z), output vector of hidden layer and output layer(O), the increment of weight 

jiWΔ and jiVΔ are: 
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where the initial state of neural network is: 1 2 3 4 51,  0Z Z Z Z Z= = = = = . 

 

Fig. 4. Neural network based Markov model of wireless sensor network 

5   Simulation Results and Analysis 

With different initial parameters of λc, λf, v and R(t)=0.8800, the reliability R(t) of 
convergent point is 0.880130 and precision is 0.005 after 22 times iteration. Related 
parameters can also be calculated by the connection weights, and λc=0.0019, 
λf=0.00012 and v=0.00336. So the lifetime of system is: 

1
471

c f
LT h

λ λ
= ≈

+
. 

The reliability degree is 0.8806, calculated by Markov model directly. The quanti-
tative degree of computing reliability relative error between the three layer BP neural 
network and the Markov model is 10-4. So it is practicable to calculate the lifetime of 
wireless sensor network. 

6   Conclusions 

It is significant to research the calculation of WSN lifetime in both theory and practical. 
Calculating the lifetime of wireless sensor network is a valuable issue with theoretical 
and actual significance. In this paper, a back propagation neural network based Markov 



962 W. Yang et al. 

model is presented to calculate the lifetime. Not only is the exactly maximum lifetime 
given by this solution, but also has low complexity and fast convergence. Indication by 
simulation, the algorithm of neural network is suitable for calculating the maximum 
lifetime of wireless sensor network. We believe that our approach opens up a new 
vision for research on wireless sensor network lifetime analysis. 

The future work will focus on lifetime evaluation under the circumstances that the 
task scheduling is variable and how the estimated network lifetime could be used to 
accommodate the scheduling change. 
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Abstract. The geo-mechanical classification - rock mass rating (RMR) - is used 
for categorizing rock mass. Assessing RMR is an important factor for success-
ful accomplishment of a tunneling project. In the rock mechanics and mining 
literatures, some empirical methods exist between rock mass and other rock 
properties, such as using characteristic of the rock, geological structure etc. 
However, those means have some limitations by special rock types. After ana-
lyzed the information to identify RMR, a new parameter as one of the input 
neurons was used to develop predictive relations. There are eight parameters as 
the input parameters are presented based on artificial neural networks (ANN). 
The situ-test data of the tunnel face were measured and the experimental results 
indicate the proposed method was effective. 

Keywords: Rock mass rating (RMR), artificial neural network (ANN), tunnel 
boring machine (TBM), root mean square error (RMSE). 

1   Introduction 

Nowadays the trend in tunnel construction is toward larger and longer tunnels. Tunnel 
boring machine (TBM) is one of the important modern tunnel construction machines. 
However, in tunnel excavation by TBM, it is difficult to grasp the ground conditions 
ahead of and surrounding the tunnel face because the face cannot be observed during 
tunnel excavation [1]. In situ conditions, the environments of tunnel face are so compli-
cated, hence fracture, faults and wet layers can be the limitation of the tunnel operation. 
With regard to the trend toward the use of TBM, the geological evaluation ahead of the 
tunnel face is an important issue to make effective use of it [2]. Most of rock mass rating 
systems assign numerical values to the different rock mass parameters that influence its 
behavior and thereafter combine these parametric values to give an overall rock mass 
rating (RMR) value [3]. Therefore, it is necessary to applying advancing geological 
prediction with RMR in order to reduce the risk of disasters. 

As ANN model can cope with the complexity of intricate and ill-defined systems in 
a flexible and consistent way, in the last a couple of years an increase in their applica-
tions to solve various problems in the field of mechanics and mining geo-mechanics 
has been observed [4-8]. Chua and Goh [9] used Bayesian neural networks theory for 
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estimating wall deflections in deep excavations. A neural network system was devel-
oped by Javadi [10] for the estimation of air losses in compressed air tunnel. 

2   Artificial Neural Network 

The foundation of the artificial neural network (ANN) paradigm was laid in the 
1950s. ANN model has non-linearity, high parallelism, robustness, fault and failure 
tolerance, learning, ability to handle imprecise and fuzzy information and so on [11]. 
Sarajedini [12] also indicates that ANN neurons are able to perform massively paral-
lel computations for data processing and knowledge representation. 

In this paper, a typical feedforward neural network (FNN) topology-- backpropaga-
tion network (BP) -- is introduced. It is comprised of the input layer, one or more 
hidden layers and the output layer. A topology of a simple FNN is presented in Fig. 1. 
Each layer includes a certain number of neurons that will transfer signals from one 
neuron to next. 

 

  

Fig. 1. A topology of neural network Fig. 2. The model of the jth BP neuron and 
signal-flow 

Fig. 1 also shows the process of the neuron feedforward.  
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Clearly, equation (1) indicates that the neurons have responsibility for mapping n-
dimension into m-dimension. 

Fig. 2 describes a general model of one BP neuron, where x=input value; 
w=weight; ∑ =summation; θ=bias; f=activation or transformation function and 
y=output value. One of the neurons’ signal-flow is shown in equation (2, 3): 

j

n

i
iij xwu θ−=∑

=1

 (2) 
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e
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1

1
)(  (3) 

where: yj is the sigmoid function. 
Based on the classic BP algorithm, the Levenberg-Marquardt algorithm is one of 

the most famous algorithms [7]. It depends on numerical optimization techniques to 
minimize and accelerate the required calculations, resulting in much faster training 
(Demuth and Beale, 1994). Fig. 2 also denoted the iterative process. 

)()()()( 1
1
11 ngnYnyny kkkk −

−
−− ⋅−=  (4) 

Where, Yk-1(n) is the Hessian matrix of the error function at the current values of 
weights and biases and gk-1(n) is the gradient of the error function. 

3   Parametric Establishment 

It is very important to acquire the input parameters accuracy based on a sufficient num-
ber of training samples. For this purpose, Kavzoglu [13] and Gallagher [14] proposed 
that greater than 30 times the number of training samples as weights should be used. 
However, Staufer [15] suggested that the optimal number of training samples are almost 
2/3 samples. While Lee [16] and Tong [17] proposed about 80% of data for training. 
Curry [18] recommended approximately 75% of data for training. In the present study, 
120 component subset of the 150 component dataset (80% of database) were used in the 
training stage, and the remainder (30 components) was used in testing. 

There are also some parameters (the initial weights, momentum coefficients (μ) 
and learning rate (η)) that can influence the BP network convergent accuracy. In the 
literatures, the initial weights are generally set small values. Different ranges were 
applied to set the initial weights: such as [-0.1; 0.1] by Staufer [15] and Raybum [19]; 
[-0.25; 0.25] by Gallagher [14]; [-0.4; 0.4] by Weigend [20]; [-1; 1] by Looney [21]. 
Random small values are usually set as the initial weights which has a significant 
effect on both the convergence and final network architecture because too small range 
can result in small error gradients which may slow down the initial learning process. 
In this study, [-0.1; 0.1] was selected as the initial range. 

The training rate of an ANN is also sensitive to the learning rate η and momentum 
coefficient μ. The larger of learning rate is selected, the quicker of the training rate, 
because large η value causes more changes to weights in the network. However the 
training phase can cause oscillations when η is selected too large. Lee [22] and  
Feng [23] set learning rate to 0.1, Tong [24] set it to 0.6 while Wang [25] endows it 
with 0.001. In order to solve learning rate sensitivity, μ is introduced. To a certain 
extent, the momentum coefficient μ has a stabilizing effect and makes curves smooth-
ness. Curry [26] and Lee [22] set the momentum coefficient are 0.4 and 0.6 respec-
tively; Feng [23] and Tong [24] suggested 0.1 and 0.9; and Wang [25] proposed 0.95. 
Therefore, in this study, the learning rate was selected as 0.1 and the momentum coef-
ficient was set to 0.9. 

What’s more, the root mean square error (RMSE) is also important to ANN model, 
the learning rules are based on RMSE, the equation of RMSE is: 
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( )2
2

1
YDE −=  (5) 

Where: D and E are the output of expectation and RMSE respectively. The weight 
coefficient will be adapted by E and keep Y close to D. Obviously, when the signals 
flow forward to output layer and the results are compared with target output D. Fig. 2 
also denoted the iterative process of one neuron. 

It is necessary to have correct network architecture in order to reduce RMSE to 
minimum. Therefore the equation (5) is used as the transfer function in this study just 
as the most common transfer function implemented in the literatures [27-30]. In addi-
tion, the number of training neurons of the hidden layer is an important factor that 
will determine the training efficiency and optimization. Generally, excessive neurons 
of the hidden layer, which are also called over-fitting, can conduce near-zero error on 
predicting training data, or may lead to a longer training time and slower training 
speed and result in the process whereby the network learns the training data well but 
has no ability to meet results for test data. When training set size is too small, the 
network cannot learn effectively, this will lead to under-fitting and weak generation. 
In a word, the appropriate number of hidden layer neurons and the minimal error of 
the test data are considered to be the optimal ANN architecture. 

4   Design of the Optimal ANN 

It is very important to verify the classification of the rock mass because the differen-
tiation is the base of the TBM excavating and geological disaster prediction. Many 
scholars proposed some parameters of the rock mass that can decide excavation, for 
example: Benardos and Kaliampakos [7] proposed eight parameters as their ANN 
model for excavation by TBM. Suwansawat and Einstein [8] showed 13 input nodes 
for their ANN model. C.G. Chua and Goh [9] developed 35 input units in their paper. 
Palmstrom and Broch [31] considered 12 factors that influenced RMR. In this paper, 
several significant characteristics that influence the rock mass rating are adopted. 
These factors include: 

 Rock mass quality (Q) represented by RMR classification; 
 Characteristic of the rock mass (RMC); 
 Hydrogeological conditions (HC) represented by the water surface relative to 

the tunnel; 
 Geological structure (GS); 
 Rock mass fracture degree (RMFD) as represented by rock quality designation 

(RQD); 
 Weathering degree (WD) of the rock mass; 
 Elastic longitudinal wave speed (Vn) of the rock mass. 

Moreover, the value of logsig is salient between 0 and 1; the training sample 
should be processed normalizable data. The normalizable data of each parameter is 
presented in Table 2. The rock mass rating is made up of five grades [32] and nor-
malizable data of each grade are also shown in Table 1. 
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Consequently, there are seven kinds of input values and five sorts of output values, 
namely Ni=7 and No=5. In order to obtain a good performance of the ANN, it is indis-
pensable to have an optimal ANN model. The empirical calculated number of neuron 
of hidden layer is proposed by Table 3. Details on the implementation of this system 
are addressed in [4]. 

Table 1. Rock mass lithology description, classification and results 

Rock mass lithology description Rating Results 
Fault, chlorite schist, cataclasm and loose, 

weathering 
Ⅰ (0.1, 0.9, 0.9, 0.9, 0.9) 

Crash, dolerite, mid-weathering, ground water Ⅱ (0.9, 0.1, 0.9, 0.9, 0.9) 
Block crack, mid-weathering, ground water, 

mid-stiffness Ⅲ (0.9, 0.9, 0.1, 0.9, 0.9) 

Block, mid-weathering and fresh, without 
ground water, stiff 

Ⅳ (0.9, 0.9, 0.9, 0.1, 0.9) 

Block, fresh, without ground water, stiff Ⅴ (0.9, 0.9, 0.9, 0.9, 0.1) 

Table 2. Normalizable data of the principal parameters 

types horniness middle soft ---- ---- Q 
value 0.1 0.5 0.9 ---- ---- 
types integrity block samdwich chip smash 

RMC 
value 0.1 0.3 0.5 0.7 0.9 
types dry seep drop flow stream 

HC 
value 0.1 0.3 0.5 0.7 0.9 
types slight less severity severity more ---- 

GS 
value 0.1 0.4 0.7 0.9 ---- 
types none less growth growth more ---- 

RMFD 
value 0.1 0.4 0.7 0.9 ---- 
types none slight feeble strong full 

WD 
value 0.1 0.3 0.5 0.7 0.9 

Vp (km/s) Vp / Vp (max)       where, Vp (max)=5 
types ＞10 7～9 5～7 3～5 ＜3 DR (s/20cm) 
value 0.1 0.3 0.5 0.7 0.9 

As can be seen from Table 3, the number of hidden layer neuron, which calculated 
by empirical formula from 7 input neurons, varies between 6 and 21. The optimal 
ANN model will be established: 

 Initial momentum coefficient μ=0.9; 
 learning rate η=0.1; 
 Numbers of hidden layers: 1, 2; 
 Numbers of hidden neurons in each hidden layer: 6, 10, 14, 21; 
 The goal of the training: 0.01; 
 The epochs of the training: 20000. 



968 Z.Q. Zhang  et al. 

Table 3. The empirical calculated neuron of hidden layer(s) (Ni:number of input neuron, 
No:number of output neuron ) 

The empirical formula input neurons=7 input neurons=8 
12 +×≤ iN  15≤  17≤  

iN3  21 24 
2/)( oi NN +  6 7 

oi

iooio

NN

NNNNN

+
−+×+×+ 3)(5.02 2

10 10 

3/2 iN  5 6 

oi NN ×  6 6 

iN2  14 16 

Fig. 3 shows the training RMSE and validation RMSE curve of 7 input neurons 
model, which including single-layer and double-layer in its hidden layer. Each ANN 
model is trained with the training set until it reaches pre-defined training goal. The 
parameters of validation set are consistent with corresponding model. The results are 
used for comparing with the desired outputs. If the outputs of the validation samples 
act in accordance with target data, the training will be finished. To evaluate the net-
work architecture, each RMSE is used to be compared with other models in Fig. 3. 

 

 

Fig. 3. The RMSE of 7 input neurons Fig. 4. The RMSE of 8 input neurons 

 

The number of hidden neurons and layers are important variable that as a result 
is shown in Fig. 3 and Table 4 is definition of neural network models. Theoretically, 
the higher the number of hidden layers and neurons, the better the ANN fit the 
training data, just like curve ① and ③. But, more neurons may lead to “over-
fitting”, which presented in the end of section 3, as shown in curve ② and ④. The 
larger number of the hidden layers and neurons failed to estimate rock mass rating. 
Therefore, model 2 is the optimal ANN model which has the highest prediction 
(88%) in these models. 
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5   A New Optional Parameter, Results and Discussion 

In the previous section, the applicability of the 7 input neurons of neural network model 
for estimating rock mass classification was applied. The predictive model performed not 
well and confirmed that ANN can be unsuccessfully used for estimating RMR.  

Determination of the advancing geological prediction by testing samples is almost 
impossible due to the presence of discontinuities. To overcome this difficulty, a lot of 
literatures [1-3, 33] have been proposed for predicting the rock mass rating. However, 
there are some limitations of these, the parameters, which defined by past, are not 
good parameters to predict RMR, namely parameters are insufficient. In view of the 
drilling machines are applied in locale, drilling rate (DR) is a factor not to be ignored 
too. So in this study, DR is set as another parameter, as can be seen from Table 2. 
Therefore, the number of optimal input parameters are eight and the hidden layer 
neurons number are also shown in Table 3. Based on the previous section, the optimal 
ANN model was founded. Only the hidden layer neurons have a change, all other 
parameters are unchangeable. That is to say, the numbers of hidden neurons in each 
hidden layer are changed into 6, 10, 17 and 24. 

The results of the new neural network were given by Fig. 4. The training data of 
the new ANN model shows the double-layer neuron number are 10 by curve ⑦ and 
⑧  is optimum (i.e., RSME=0.002585), the validation samples are tested by this 
model with lowest error (i.e., RMSE=0.00075). In addition, this model has higher 
efficiency and accuracy; in the meantime it consumes lower resource. Both the train-
ing and testing results of the network are plotted in Fig. 5. 

 

Fig. 5. Performances of the optimal ANN by model 14 

As can be seen from Fig. 5, the new optional neural network model is able to estab-
lish a high correlation between the results of prediction and reality. The X-axis is nor-
mal results which are given by Table 1, while Y-axis is ANN predicted results. If the 
predicted results are very excellence, the curve will be a beeline with 45 degree. The 
linearity is better from this figure and the rate of the prediction is 92%. It is shown that 
the neural network is capable of capturing the main features of the relationship about the 
eight parameters and reflected the rule of the rock mass rating, it has higher reliability, 
so the rock mass rating of the tunnel face can be prediction accuracy. 
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Based on Table 4, seven other combinations of the hidden layers were examined 
when the successful ANN model 14 was established. In these models, the number of 
hidden layers and neurons was provided by Table 3. The architectures of these models 
were shown in Fig. 4. The results showed that, in all cases, the neural network was 
acted in accordance with pre-defined. For example, model 10 had 1 hidden layer and 
10 hidden neurons. The neural network model saved time, had efficiency and accu-
racy. In addition, model 11 can also learn the prediction with high accuracy. 

However there are some deficiencies why these models are not selected as the op-
timal ANN model. First of all, the RMSE is bigger than others’ like model 11, 12, 16; 
Secondly, the prediction rating that maybe lower than others’ such as model 9, 12, 13, 
16, and another crucial point is over-fitting that will consume more resources and 
lower efficiency which is denoted by model 11, 12, 15, 16, and under-fitting which 
can make the network learn ineffectively just as model 9, 13. By comparing the re-
sults of these ANN models, model 14 is found to be optimal. 

Table 4. Defined of neural network models 

Model 
Network architecture ( 7 input 

neurons) 
Model 

Network architecture ( 8 input 
neurons) 

1 single-layer, 6 hidden neurons 9 single-layer, 6 hidden neurons 
2 single-layer, 10 hidden neurons 10 single-layer, 10 hidden neurons 
3 single-layer, 14 hidden neurons 11 single-layer, 17 hidden neurons 
4 single-layer, 21 hidden neurons 12 single-layer, 24 hidden neurons 
5 double-layer, 6 hidden neurons 13 double-layer, 6 hidden neurons 
6 double-layer, 10 hidden neurons 14 double-layer, 10 hidden neurons 
7 double-layer, 14 hidden neurons 15 double-layer, 17 hidden neurons 
8 double-layer, 21 hidden neurons 16 double-layer, 24 hidden neurons 

In a word, model 14 suggests that if a database exists for estimation of rock mass 
rating, a new ANN trained with this model can be applied to predict the RMR for a 
new project. It is obvious that the quality and results of prediction will improve with 
veracity of the RMR by tunnel excavation. 

6   Conclusions 

In order to fully grasp the classification of rock mass in the tunneling face, reduce the 
incidence of disaster, advancing geological prediction is necessary. With a view to the 
complexity and non-linear of the tunnel face, the RMR prediction takes full advantage 
of the artificial neural networks. In this study, a new parameter as input neuron 
method has been developed. In order to realize high performance in prediction of the 
rock mass rating, a four-layer BP network (8-10-10-5) is proposed, which is adopted 
as the optimal ANN model that is presented to update the neuron networks weights 
and momentum coefficient. The optimal model of ANN system demonstrates very 
satisfactory results in RMR prediction with locale data. The resulting remarks can be 
drawn hereinafter: 
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A. This ANN system gives a fairly fast response for the RMR prediction. 
B. This ANN predictable scheme efficiently learns from situ-test data, the result 

of RMSE is lower than other models and achieves performance goal. 
C. A new parameter as the input neuron is proposed, it can improve the precision 

of the RMR prediction results in application. 
D. This optional ANN system can adapt rock mechanics and mining projects that 

are predicted the RMR before tunnel face. The results show the effectiveness 
of the presented control method. 

E. The open source code increases the optimal model’s flexibility, allowing also 
the insertion of additional parameter to enhance the RMR prediction accuracy 
and efficiency. 
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Abstract. Voidage measurement of two-phase flow is of great importance to 
the industrial sector, in terms of safety, environmental protection and energy 
saving. Electrical capacitance tomography (ECT) is an effective technique for 
elucidating the distribution of dielectric materials inside closed pipes or vessels. 
Three currently proposed voidage measurement methods, which are based on 
Genetic Algorithm - Partial Least Square (GA-PLS), Ant System Algorithm 
(ASA), and Least Squares Support Vector Machine (LS-SVM) are reviewed re-
spectively. All the data under three voidage measurement methods come from 
the ECT sensor. Then a unifying model is proposed to provide a universal voi-
dage measurement framework. Finally, the experimental data are used to evalu-
ate the three methods. The evaluation results are compared in terms of mean 
squared error, maximum absolute error, mean absolute error and measurement 
time. Future possible voidage measurement method based on ECT capacitance 
information is also discussed. 

Keywords: Voidage measurement, Electrical Capacitance Tomography (ECT), 
Genetic Algorithm (GA), Ant System Algorithm (ASA), Least Squares Support 
Vector Machine (LS-SVM). 

1   Introduction 

Gas-liquid two-phase flow mostly exists in industries such as chemical, petroleum, 
and power industries, etc. Voidage is an important parameter of gas-liquid two-phase 
flow. The on-line voidage measurement has the advantages of safety, environmental 
protection and energy saving in industry. Owing to the phase interface and relative 
velocity of two phases, the flow characteristics of two-phase flow are far more com-
plicated than that of single-phase flow. Hence, on-line voidage measurement has been 
a key problem in the two-phase flow research field. This problem has not been solved 
well till now [1-4]. 

Electrical Capacitance Tomography (ECT) technology, with features of simplicity, 
non-intrusion, low cost, and fast speed, has gained some achievements in the meas-
urement of two-phase flow parameters including voidage and flow pattern. In the voi-
dage measurement of two-phase flow, the commonly used method based on ECT is to 
reconstruct the cross-sectional image of two-phase flow and then obtain the voidage 



974 Y. Guo and Z. Peng 

value by calculating the grey level value of reconstructed image. Unfortunately, this 
method is very difficult to meet the requirements of high image reconstruction accu-
racy and good real-time performance simultaneously; hence, its practical application is 
also very limited [5-7]. 

12-electrode ECT system can obtain 66 measurement capacitances that reflect the 
phase fraction and distribution of two-phase flow [6]. It is possible for one to implement 
the voidage measurement without the complicated and time consuming image of recon-
struction process if only one can find the correlations between the capacitances and the 
voidage. Based on this idea, some studies have been carried out. Recently, Wang [8] 
proposed a voidage measurement model based on the Genetic Algorithm (GA) and the 
Partial Least Square (PLS) methods, and this model is considered as a linear optimal 
capacitance combination for simplicity. Li et al [9] put forward another voidage meas-
urement model which is also considered as a linear optimal capacitance combination, 
and is developed by using the Ant System Algorithm (ASA). Peng et al [10] introduced 
a voidage measurement method, in which Least Squares Support Vector Machine  
(LS-SVM) is used to establish the voidage measurement model. 

In the above three methods, the voidage measurement model is established for each 
of three cross-section flow patterns respectively. The idea is to overcome the influence 
of the flow pattern on the voidage measurement. This is because, when the simple and 
fast linear back projection (LBP) algorithm is adopted to reconstruct the image for flow 
pattern identification, all the three methods will have the advantage of speed. 

The aim of this study is to perform a comparative analysis of the above three voi-
dage measurement methods to find the unifying framework for voidage measurement 
of gas-liquid two-phase flow. This perhaps, will be helpful for further research into 
new kinds of voidage measurement methods on the basis of capacitance information 
from ECT sensor. 

2   Voidage Measurement Systems 

Fig.1 shows the measurement system for the above mentioned three voidage meas-
urement methods, which consists of three parts: 12-electrode ECT sensor, data acqui-
sition unit and computer. The 12-elcotrode ECT sensor is composed of insulat 
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Fig. 1. Voidage measurement system 
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ing pipeline, projected guard electrodes, screen and 12 electrodes which are symmet-
rically mounted on the outside of an insulating pipe. The insulating pipeline of capaci-
tance sensor is made of plexiglass. The pipeline is 50mm in inner diameter and is 4 
mm in thickness. Each electrode is 60mm in length and 13 mm in width [11]. 

3   Three Voidage Measurement Methods 

3.1   The Principle of Voidage Measurement 

Each phase (component) of two-phase flow has its own permittivity (dielectric con-
stant), which is different from that of the other phase. The change of phase fraction and 
distribution leads to the alteration of equivalent permittivity of two-phase flow and 
further results in the variation of capacitance values. By measuring the capacitance 
changes between all possible pairs of the electrodes of ECT sensor, the information of 
two-phase flow phase fraction and distribution can be obtained [7]. Then the voidage 
value α  can be essentially regarded as a function of the measured capacitances. 

     1 2 66( ) ( , , , )f f c c cα = =c … .                                       (1)  

where T
1 2 66[ , , , ]c c c=c … is the normalized measured capacitance vector. 

Due to complex relationship between the voidage and the capacitance values, 
there’s no analytic expression of (1). In order to develop a voidage measurement 
model and estimate the voidage, Wang [8], Li  et al [9], and Peng et al [10] proposed 
their methods for voidage measurement respectively. 

3.2   The First Modeling Method of Voidage Measurement 

Assume the voidage of two-phase flow can be computed by a linear combination of 
the measured capacitance values, and then the voidage measurement model can be 
expressed as below: 

α = wc .                                                            (2)  

where T
1 2 66[ ]c c c=c is the normalized measured capacitance vector, and 

1 2 66[ ]w w w=w is the coefficient vector, iw is randomly taken as 1 or 0 at the be-

ginning of the modeling (1 indicates the effective capacitance on the measurement 
voidage, and 0 indicates the ineffective capacitance.). The problem of exploring the 
optimal capacitance combination can be described by the following constrained opti-
mization problem:  

min ( ) min min

. . {0,1} 1, 2, , 66.
W W W

i

g S S

s t w i

α αα α α
∈ ∈ ∈

= − = −

∈ =
w w w

w wc
.                               (3) 

where ( )g w is the objective function, α is the actual voidage, w is the set of the 

coefficient vectors, Sα is the nonlinear scale transfer function of the voidage. The 

above optimization problem is solved by using Improved Genetic Algorithm (IGA). 
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Thus, the effective capacitances, which obviously contribute to the voidage measure-
ment, and the ineffective capacitances, which have no significant contribution to the 
voidage measurement can be obtained. The Partial Least Square (PLS) method is 
further adopted to obtain the weight of the contribution of each effective capacitance. 
As a result, the voidage measurement model is finally developed as 

 fα = w c .                                                          (4) 

where 
1 2 66

[ , , , ]
if f f f fw w w w=w is the regression vector, 

if
w is the weight of 

the contribution of the thi effective capacitance.  

3.3   The Second Modeling Method of Voidage Measurement 

In this method, the voidage of two-phase flow is also ideally assumed to be a linear 
combination of the measured capacitances. The voidage measurement model is in the 
same form as (2). 

Obviously, different measured capacitances make different contributions to the 
voidage measurement. The Ant System Algorithm (ASA) is adopted to select the 
effective capacitances set from 66 measured capacitances obtained from the ECT 
sensor and also to determine the weight coefficient vector 1 2 66[ ]w w w=w . For 

each kind of flow patterns, the effective capacitance set and its contribution weight 
vector are determined by using the ASA. 

3.4   The Third Modeling Method of Voidage Measurement 

In this method, Least Squares Support Vector Machine (LS-SVM) is used to establish 
the voidage measurement models under different flow patterns. In each model, 66 
capacitance values from ECT sensor are the inputs and the corresponding voidage 
value is the output. In the measurement process, the flow pattern of two-phase flow 
was identified first, and then the voidage is computed using the voidage model corre-
sponding to the identified flow pattern. 

Given l training data 1 1( , ), , ( , ),l lα α⋅⋅⋅c c the voidage regression model can be rep-

resented as the LS-SVM form 

1

( ) ( , )
l

i i
i

K bα β
=

= +∑c c c .                                             (5) 

where 66
i R∈c is the thi capacitance vector composed of 66 normalized capacitance 

values, i Rα ∈ is the actual voidage value in training data set, α is the measurement 

voidage (the estimated value) corresponding to c , ( 1,2, , )i i lβ = is called the sup-

port vector coefficient (weight coefficient), b is the bias term, ( , )iK c c  is a kernel 

function satisfying Mercer’s conditions. 
The parameters 1 2( )lβ β β= …β ， ，， and b in (5) can be obtained by the following 

matrix equation 
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T
v

v

0
0

1
b

γ

⎡ ⎤ ⎡ ⎡⎤ ⎤⎢ ⎥ =⎢ ⎢⎥ ⎥⎢ ⎥+ ⎢ ⎦ ⎦⎣⎣⎢ ⎥⎦⎣

1

β α1 Ω I
.                                        (6) 

where γ is the regulation parameter, [1; ;1]v = ⋅⋅ ⋅1  is the column unit vector. Mercer’s 

condition is applied within the matrix Ω  

( ) ( ) ( , )T
ij i j i j i j i jKβ β ϕ ϕ β βΩ = =c c c c .                                  (7) 

where ( )ϕ ⋅ represents a high dimensional feature space, which is nonlinearly mapped 

from the input space.  

3.5   A Unifying Framework for Three Methods above 

Essentially, the three voidage measurement methods above can be formulated in a 
unifying framework. These three methods all take the capacitance information as the 
original signal. The analytical expressions can not be found between the voidage and 
the capacitance values because of the inherent complex characteristic of two-phase 
flow. The three methods mentioned above apply Genetic Algorithm (GA) and Partial 
Least Square (PLS), Ant System Algorithm (ASA), or Least Squares Support Vector 
Machine (LS-SVM) respectively to establish the voidage measurement models to 
perform voidage measurement. Essentially, the relationship can be considered as an 
optimization problem. Perhaps some proper heuristic, stochastic, or other kinds of 
optimization alternatives can be used for this task. From this point of view, other 
kinds of optimization methods could also be suitable for this task. For example, we 
are now using the Particle Swarm Optimization (PSO) to establish the voidage meas-
urement model. The preliminary results are also satisfactory. Based on our research, 
we can depict a unifying modeling process of voidage measurement in Fig.2. 

However, an important reservation is necessary. For the sake of simplicity and 
good real time performance, the first two methods have the same presumptions that 
there exists a linear combination between the measurement voidage (estimated voi-
dage) value, and the measured capacitances α = wc . The development of voidage 
measurement model is attributed to the problem of exploring the optimal combina-
tion. But there are differences between the first two methods. For the first method, 
IGA is selected to determine the optimal capacitance combination; PLS is to deter-
mine the weight of the contribution of each effective capacitance, while the latter 
adopts the ASA to determine the effective capacitance set c and its weight vector w. 
As for the third method, while establishing the voidage model, no linear relationship 
between the voidage values and capacitance values are assumed. From this respective, 
perhaps it is closer to the complex inherent of two-phase flow. The core idea of the 
third method is that of Support Vector Machine (SVM): map the training data 
nonlinearly into a higher-dimensional feature space and construct a separating hyper-
plane with maximum margin there. This yields a nonlinear decision boundary in input 
space. By using one kernel function, it is possible to compute the separating hyper-
plane without explicitly carrying out the map into the feature space. 
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Obtain 66 capacitance  values by ECT sensor

Express  the voidage measurement model

Optimize the model parameters 

Obtain the voidage measurement model
 

Fig. 2. The unifying modeling process of voidage measurement 

4   Flow Pattern Identification 

Flow pattern of two-phase flow is a spatial distribution of two phases. Because of the 
complexity of two-phase flow, it takes on several typical flow patterns such as bubble 
flow, plug flow, stratified flow, and annular flow. The flow pattern has great influence 
on the voidage measurement. It is very difficult for single voidage model to perform 
the voidage measurement under different flow patterns. Meanwhile, although the 
characteristics of two-phase flow are complicated, the voidage itself is a cross-section 
parameter, which is the area fraction of the cross section occupied by the gas phase 
and is determined by the two-dimensional distribution of two-phase flow. At a certain 
moment, the cross-section flow pattern only takes on one of the flow patterns (homo-
geneous flow, stratified flow and annular flow), which are shown in Fig. 3. For exam-
ples, bubble flow can be considered as homogeneous flow, the standard stratified flow 
and the wavy stratified flow can be treated as stratified flow, and slug flow can be 
regarded as the combination of stratified flow and homogeneous flow. Thus, for the 
measurement of voidage, the aim of the flow pattern identification is to identify the 
real-time flow pattern from homogeneous flow, stratified flow and annular  
flow [8, 12]. In this method, the flow pattern is identified by using fast linear back 
projection (LBP) image reconstruction and fuzzy pattern recognition technique. 
Flowchart for flow pattern identification is shown in Fig.4. The more detailed descrip-
tion can be found in [12]. 
 

          

Bubble flow      Stratified flow      Annular flow 

Fig. 3. Cross-section flow pattern in horizontal pipeline 
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Obtain 66 capacitance  values by ECT sensor

Obtain max degree of membership for certain flow pattern

Reconstruct cross-section image by Back Project (BP) algorithm

Extract flow pattern feacture

Apply fuzzy pattern recognition technique

Annular flowhomogeneous flow stratified flow

 

Fig. 4. Flowchart for flow pattern identification 

5   On-Line Voidage Measurements of Three Methods 

5.1   Unifying Voidage Measurement Process 

The unifying flowchart for on-line voidage measurement process is shown in Fig. 5. 
Firstly, the capacitance measurement values are obtained by ECT sensor and then are 
normalized. Secondly, the crude cross-sectional image is reconstructed by using the 
fast BP algorithm. Thirdly, the flow pattern is identified by using fuzzy pattern recog-
nition technique. Lastly, the normalized capacitance values are fed to a relevant estab-
lished suitable model (established by any of the three methods) corresponding to the 
identified flow pattern to evaluate the voidage value. 

 

Reconstruct cross-section image reconstruction by LBP algorithm

Obtain 66 capacitance values by ECT sensor

Identify flow pattern using fuzzy pattern recognition technique

Select the proper voidage measurement model

Estimate voidage value
 

Fig. 5. Flowchart for the unifying voidage measurement process 
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5.2   Performance Criteria 

The voidage measurement performance of each method is evaluated using the follow-
ing statistical metrics, namely, the mean squared error (MSE), maximum absolute 
error (MaxE), mean absolute error (MeanE), and measurement time ( t ). The defini-
tions of these criteria can be found in Table 1. MSE and MeanE are the measures of 
the deviation between the actual and measured voidage values. The smaller the values 
of MSE and MAE, the closer are measured voidage values to the actual voidage val-
ues. t is the measurement time. The smaller the value of t , the better real-time per-
formance the voidage measurement has. 

Table 1. Performance metrics and their calculations 

Metrics Calculations 
MSE 

2

1

1

1

k

i
i

e
k =− ∑  

MaxE {| |}, 1, 2, ,imax e i k=  

MeanE {| |}, 1,2, ,imean e i k=  

k is the total number of data points. In our context, k =40. 

ie α α= − . 

α and α represent the measured voidage value and actual voidage value  
respectively. 

5.3   Experimental Results 

Owing to the lack of effective dynamic voidage measurement method up to now, the 
static experiments are carried out to investigate the three voidage measurement meth-
ods above. In this experiment, we use gas, diesel oil and plexiglass tubes with differ-
ent inner diameters to simulate the homogeneous flow, the stratified flow and the 
annular flow. The pipe is placed horizontally, and the diesel oil is partially filled to 
simulate the stratified flow. The plexiglass tubes with different inner diameters (simu-
lating bubbles) are placed in the sensor, and then the diesel oil is filled into the test 
section to simulate the homogeneous flow. A thick plexiglass pipe is placed into the 
sensor, and the diesel oil is injected into the gap between the sensor and the plexiglass 
pipe to simulate the annular flow [8]. 

For each of the three methods above, numerous voidage measurement experiments of 
different flow patterns were carried out. The experimental results are listed in Table 2. 

Table 2. Measurement results comparison of the three methods 

Index First method Second method Third method 
MSE 0.0004371 0.0006612 0.0002538 
MaxE 5.4% 5.6% 5.2% 
MeanE 4.6% 4.8% 4.2% 
t (s) <0.09 <0.08 <0.08 
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The results show the maximum error of the voidage measurement is less than 6% 
with the three different methods and also demonstrate that the total voidage measure-
ment time is less than 0.1s (The operating system was Windows XP Service Pack 2. 
The CPU of the computer was Intel Pentium (R) 4 CPU 2.60GHz and the memory 
was 512M). The accuracy and the real-time performance of the three voidage meas-
urement methods can satisfy the field requirements. 

Meanwhile, the third method has the least MSE and MaxE, which means the third 
method (LS-SVM method) has the best generalization ability. This perhaps attributes 
to the following two aspects. Firstly, LS-SVM model has no linear assumption, which 
may better accord with the complex characteristic of two-phase flow. Secondly, LS-
SVM has good generalization ability itself by means of Structure Risk Minimum 
(SRM) principle, which seeks to minimize an upper bound of the generalization error 
consisting of both the training error and a confidence interval. 

6   Discussions 

This paper performs comparative study of three voidage measurement methods:  
GA-PLS, ASA, and LS-SVM based methods. The original data come from the ECT 
sensor. The measurement principle, the voidage measurement system, the flow pattern 
fuzzy recognition method, and the voidage measurement modeling methods proposed 
formerly were discussed first. Then the unifying voidage measurement modeling 
frame was established as well as the unifying voidage measurement process. Finally, 
the three voidage measurements were conducted and compared. It was found out that 
the third method (LS-SVM method) has the best generalization ability.  

In short, we deduced a series of voidage measurement modeling methods for fur-
ther research. Other modern optimization methods such as Particle Swarm Optimiza-
tion (PSO) could also be suitable for the voidage measurement modeling. We also 
point out that it’s possible to find out a new multi-model voidage measurement 
method, which can integrate these voidage measurement methods together to produce 
a more satisfactory voidage measurement results. All of these are very helpful for 
undertaking further research into new voidage measurement methods and further 
exploration of other parameters measurement methods of two-phase flow. 

Acknowledgements 

This paper is supported by the Support Program of Innovative Talents of Gansu Prov-
ince (252003), the Natural Science Foundation of Gansu Province of China 
(No.3ZS062-B25-016), the Research Project of Gansu Education Department (20865) 
and “Qing Lan” Talent Engineering Funds by Lanzhou Jiaotong University. The au-
thors would like to thank the reviewers for their helpful suggestions. 

References 

1. Li, H.Q.: Two-Phase Flow Parameter Measurement and Applications. Zhejiang University 
Press, Hangzhou (1991) 

2. Hewitt, G.F.: Measurement of Two Phase Flow Parameters. Academic Press, London 
(1978) 



982 Y. Guo and Z. Peng 

3. Lin, Z.H.: Characteristics of Gas-Liquid Two-phase Flow in Pipelines and Their Engineer-
ing Applications. Xian Jiaotong University Press, Xian (1992) 

4. Zhao, X., Jin, N.D., Li, W.B.: Soft Measurement Method of Phase Volume Fraction for 
Oil/ Water Two-Phase Flow. Journal of Chemical Industry and Engineering (China) 56, 
1875–1879 (2005) 

5. Marashdeh, Q., Fan, L.-S., Du, B., Warsito, W.: Electrical Capacitance Tomography - A 
Perspective. Ind. Eng. Chem. Res. 47, 3708–3719 (2008) 

6. Li, H.Q., Huang, Z.Y.: Special Measurement Technology and Its Applications. Zhejiang 
University Press, Hangzhou (2000) 

7. Huang, Z.Y., Wang, B.L., Li, H.Q.: Application of Electrical Capacitance Tomography to 
the Voidage Measurement of Two-Phase Flow. IEEE Trans. Instrum. Meas. 52(1), 7–12 
(2003) 

8. Wang, W.W.: Voidage Measurement of Gas-Oil Two-Phase Flow. Chin. J. Chem. Eng. 15, 
339–344 (2007) 

9. Li, Q.W., Huang, Z.Y., Wang, B.L., Li, H.L.: Void Fraction Measurement of Oil-Gas 
Two-Phase Flow Based on Ant System and Electrical Capacitance Tomography. Journal of 
Chemical Industry and Engineering (China) 58, 61–66 (2007) 

10. Peng, Z.R., Wang, B.L., Huang, Z.Y., Li, H.Q.: Electrical Capacitance Tomography and 
LS-SVM Based Voidage Measurement. Journal of Zhejiang University (Engineering Sci-
ence) 41, 877–880 (2007) 

11. Wang, B.L., Ji, H.F., Huang, Z.Y., Li, H.Q.: A high-Speed Data Acquisition System for 
ECT Based on the Differential Sampling Method. IEEE Sensors J. 5, 308–311 (2005) 

12. Xie, D.L., Huang, Z.Y., Ji, H.F., Li, H.Q.: An Online Flow Pattern Identification System 
for Gas-Oil Two-Phase Flow Using Electrical Capacitance Tomography. IEEE Trans. In-
strum. Meas. 55, 1833–1838 (2006) 



 

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 983–992, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

A New Approach to Improving ICA-Based Models 
 for the Classification of Microarray Data 

Kun-Hong Liu1, Bo Li2, Jun Zhang3, and Ji-Xiang Du4 

1 School of Software, Xiamen University, Xiamen 361005, Fujian, China 
2 School of Computer Science of Technology, Wuhan University of Science and 

Techology, 947 Heping Road, Wuhan 430081, Hubei, P.R. China 
3 School of Electronic Science and Technology, Anhui University 

4 Department of Computer Science and Technology, Huaqiao University, 
Quanzhou 362021, Fujian, P.R. China 

Abstract. Inspired by the idea of ensemble feature selection, we design an ICA 
based ensemble learning system to fully utilize the difference among different 
IC sets. Firstly, some IC sets are generated by different ICA transformations. A 
multi-objective genetic algorithm (MOGA) is then designed to select different 
biologically significant IC subsets from these IC sets, which are applied to build 
base classifiers. In addition, a global-recording technique is designed to record 
the best IC subsets of each IC set discovered by the MOGA into a global-
recording list. When MOGA stops, all individuals in the list are deployed to 
train base classifiers. The base classifiers generated by these schemes are fused 
by the majority vote rule. Three microarray datasets are used to test the ensem-
ble systems, and the corresponding results demonstrate that two ensemble 
schemes can improve the performance of the ICA based classification model.  

1   Introduction 

Recent years, independent component analysis (ICA) transformation has been applied 
to the analysis of microarray data with great success, and there have been many algo-
rithms and methodologies based on ICA proposed to analyze microarray data [1-7]. In 
these papers, the authors mainly paid attention to the biological interpretation of ICA 
results, but the discussions on how to select proper independent components (ICs) for 
different prediction systems are weak or completely ignored. However, it was found 
that the dominant ICs are related to particular biological or experimental effects, and 
the component weights are either tumor cluster or chromosomal aberration specific 
[1, 6]. So by using proper IC subsets, the performance of ICA based prediction system 
will be further improved. 

But up to now, no universal rule for IC selection is available. The reasons lie in 
some aspects: firstly, neither the energies nor the biological significance of different 
ICs can be determined immediately, so the simple principle for principal component 
(PC) selection in principal component analysis (PCA) transformation can’t be applied 
to IC selection. Secondly, different ICA algorithms are designed based on different 
estimate rules and objective functions, so they will generate different IC sets even for 
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a same source data. Thirdly, the results obtained from an ICA algorithm are not “or-
dered”. In short, it is impossible to set up a simple and universal rule to guide the IC 
selection for all classification systems. But similar to the feature selection problem, an 
efficient selection algorithm can be used to select a proper IC subset from an IC set 
for prediction efficiently. And in [8, 9], the sequential floating forward selection 
(SFFS) and genetic algorithm (GA) were used to deal with the IC selection problem 
for different ICA based models successfully. With these methods, an optimal IC sub-
set will be selected to build an accurate classifier.  

Unlike feature selection methods, ensemble feature selection (EFS) is a more effi-
cient method to construct multiple classifier system (MCS) [10], which is imple-
mented by training base classifiers with different feature subsets. Evolutionary based 
methods build base classifiers using optimal feature subsets selected by evolutionary 
approaches and can usually achieve stable and accurate results [11-13]. Inspired by 
the EFS, it is obvious that when building base classifiers with different IC subsets 
extracted from different IC sets, high diversity among the base classifiers will be 
achieved. And it has been proved that a MCS is more robust than an excellent single 
classifier in many fields [10]. So the ensemble learning scheme for ICA is promising, 
and is named as ensemble independent component selection (EICS) here. 

 

Fig. 1. The process of ensemble independent component selection 

Due to thousands of gene data in a microarray dataset, the ICA algorithms require 
searching the maxima of a target function in a high dimensional space. As a result, 
most algorithms may get stuck in local maxima in the process of searching the 
maxima, and ICA is not always reproducible when used to analyze gene expression 
data even using a same ICA algorithm [1]. Moreover, the results may be sensitive to 
the initializations, which is still an unsolved problem up to now. Instead of solving 
this problem, we design an ensemble IC selection system by utilizing the difference 
among the generated IC sets. The framework of our EICS is illustrated by Figure 1. In 
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this system, some different IC sets are generated by different ICA transformations 
with random initializations firstly, and then an algorithm is deployed to search some 
biologically significant IC subsets from each IC set. The selected IC subsets are used 
to build classifiers, which are then selectively combined to construct a MCS. In this 
scheme, the diversity among the IC sets is no longer a trouble problem to deal with. 
On the contrary, it benefits the EICS scheme because it provides an easy method to 
maintain the diversity among base classifiers, which is important to the generalization 
capability of an ensemble system. Because of the stability of PCA algorithm, this 
ensemble method can’t be applied to the PCA based prediction methods. 

When implementing the EICS, a multi-objective genetic algorithm (MOGA) based 
scheme is designed with the goals to minimize error rate of classifiers and maximize 
the covering of IC sets at the same time. And a global-recording technique is designed 
to record the best two IC subsets to a global-recording list for each IC set discovered 
in evolution. After the MOGA steps, two fusion schemes are used to combine the 
classifiers: combining all individuals and combining the individuals above average 
accuracy in the list. When testing them on three microarray datasets, we find that 
these schemes are efficient and effective. 

This paper is organized as follows. Section 2 presents the ICA based microarray 
dataset classification model. The framework of the MOGA based EICS is described in 
Section 3. In Section 4, experimental results are shown along with corresponding 
discussions. Then Section 5 concludes this paper. 

2   ICA Based Prediction Model 

Assume an n×p data matrix X, whose rows ri (i=1,…,n) correspond to observational 
variables and whose columns cj ( j=1,…,p) are the individuals of the corresponding 
variables. Then the ICA model of X is: 

X=AS                                                                (1) 

Without loss of generality, A is an n×n matrix, and S is an n×p source matrix 
whose rows are as statistically independent as possible. Those variables in the rows of 
S are ICs, and the statistical independence between variables is quantified by mutual 
information I=∑H(Sk)-H(S), where H(Sk) is the marginal entropy of the variable Sk, 
and H(S) is the joint entropy. And the ICs are estimated by: 

U=S=A-1X=WX                                                          (2) 

Let matrix X denote the gene expression data, then it is described as a linear mix-
ture of statistically independent basis snapshots (eigenassay) S combined by an un-
known mixing matrix A. In this approach, ICA is used to find a weight matrix W such 
that the rows of U are as statistically independent as possible. The independent ei-
genassays estimated by the rows of U are then used to represent the snapshots. The 
representation of the snapshots consists of their corresponding coordinates with re-
spect to the eigenassays defined by the rows of U, i.e., 

1 1 2 2j j j jn nr a u a u a u= + + +                                               (3) 

The original training data sets Xtn and test data sets Xtt are transposed so that they 
will be applied to evaluate the ICs with the following formulae: 
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U=WtnXtn=Atn
-1Xtn                                                      (4) 

Xtn=AtnU                                                           (5) 

The rows of Atn contain the coefficients of the linear combination of statistical 
sources that comprise Xtn. Then the representation of the test set Xtt is calculated as: 

Att=XttU
-1                                                          (6) 

And after selecting some special ICs, formulas (1-6) are still applicable by adjust-
ing Atn as n×m, S as m×p and Att as k×m if there are m ICs selected. Then the ICA 
model is constructed based on the selected ICs. In detail, after an ICA transformation, 
an IC subset is selected from the IC set to construct an IC subspace. Then a classifier 
is trained and then used to classify new samples in this IC subspace.  

In this study, we first employ FastICA [15] on gene expression data to generate 50 
different IC sets in our experiments. 

3   The Design of MOGA 

In the design of EICS, different IC subsets are selected from each IC set, and then are 
used to build base classifiers. It is obvious that an efficient selection method is vital to 
an efficient ensemble system. The rise of GA is inspired by the mechanism of evolution 
in nature. Compared with the sequential search algorithms, such as SFFS, GA has great 
advantages over them in the search of feature subsets because it always evaluates a 
subset as a whole, which is presented as a chromosome. Furthermore, many GA based 
ensemble systems have been proposed to tackle the classification problems with great 
success [11-13, 16-18]. So GA is deployed to implement the ensemble scheme here. 

The framework of the GA based ensemble scheme is outlined as follows. Binary 
coding scheme is applied. Each chromosome represents an IC subset, and is com-
prised with two parts: the index of IC set and the mask for IC subset selection, as 
illustrated in Figure 2. If there are N IC sets, the length of the first part is calculated 
by 

2log (N)⎡ ⎤⎢ ⎥ , which means the minimum integer larger than log2(N). In the decoding 

process, these bits are converted to an integer, which indicates the index of the se-
lected IC set. The length of the second part is equal to the number of ICs, which may 
vary for different microarray datasets. At this part, each gene is valued as 1/0 to repre-
sent whether a corresponding IC is/isn’t selected. In this scheme, each chromosome 
represents an IC subset. 

 

Fig. 2. The chromosome design scheme of the GA 

The selection operator is roulette, which allows chromosomes with low fitness 
value to get a chance to enter the next generation. Double point recombination opera-
tor is adopted to exchange a randomly selected part of individuals in pairs. The simple 
inversion mutation is employed as the mutation operator, and it randomly selects two 
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points in a parent and produces offspring by reversing the genes between the two 
points. These operators guarantee the diversity among the population, which is impor-
tant to an ensemble system. 

It is obvious that if the base classifiers are built based on IC subsets selected from 
different IC sets, high diversity among these classifiers would be easily achieved. So 
the GA should evolve towards two desired goals: minimizing the error rate and 
maximizing the covering of IC sets. The fitness design scheme used in [16] is based 
on the idea of sharing method. Inspired by this scheme, we apply a multi-objective 
GA (MOGA) here. The first objective is to generate accurate individuals, and the 
second is to encourage the covering of the IC sets. In this way, both the covering and 
the accuracy are achieved at the same time.  

Bootstrap 632+ is a widely deployed method for the estimation of generalization 
error [19]. Although it is time-consuming, the final results are close to be unbiased for 
small sample size problem. It is deployed to evaluate the performance of the base 
classifiers built by selected IC subsets in each generation. And the first optimization 
goal for the MOGA is to minimize the bootstrap .632+ error rates. 

The IC subsets represented by the individuals in a population is called as a group 
here if they belong to a same IC set. In order to encourage the covering, we use the 
method similar to the sharing scheme [16]. That is, if there are n IC subsets in a 
group, the fitness values of these IC subsets are multiplied by 1/n. Assuming two 
individuals, xi and xj, belong to the same group. The Hamming distance is used to 
evaluate the difference between them. The second fitness function for an individual is 
the sum of its Hamming distance in its group. When there is only a single subset in a 
group, the Hamming distance can’t be calculated, and we simply assign a very large 
value, for example, 1000, to it. So this fitness value is calculated by (7). According to 
this formula, if a group is of small scale, all individuals in this group will have high 
fitness value at the second goal. This optimization goal is used to encourage the cov-
ering of IC sets by keeping the size of group small in each population. 

1,
( , ) / ,   1

1000,   1

n

i jj j i
i

xor x x n if n
F

if n

= ≠
⎧ >⎪= ⎨

=⎪⎩

∑                                           (7) 

Due to the encouragement of diversity, it is of great probability that some accurate 
individuals will be replaced in evolution if they are in the same group. If an ensemble 
is constructed with accurate individuals coming from all different IC sets, the differ-
ence among the IC sets will be fully utilized. So a global-recording technique is de-
signed in our MOGA to record the best IC subsets of each IC set globally. In detail, a 
global-recording list is used to record the best two subsets of each IC set obtained 
during evolution. By combining the individuals in the list, an efficient ensemble sys-
tem is built, which is denoted by EICS-1. In the evolution, the global-recording list 
may be updated in each generation by replacing the IC subsets in the list with the IC 
subsets that achieve lower error rate in the current generation. It should be noted that 
only the subsets belonging to the same IC set are compared, and only the best two 
subsets for each IC set are kept in the list.  

The framework of this MOGA is based on NSGA-II [20], which implements a di-
versity-preserving mechanism. The chromosomes in a population are first sorted 
based on the nondominated sorting, and are assigned to different ranks according to 
the individuals dominated by them. Then they are assigned to a crowing distance 
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according to the difference among objective values. The selection is performed using 
the crowded tournament selection. In this process, the chromosomes with lower rank 
and larger crowding distance are chosen.  

4   Experimental Results and Discussions 

Three publicly available microarray datasets are deployed in our experiments: the 
hepatocellular carcinoma dataset [21], the prostrate cancer dataset [22] and the breast 
cancer dataset [23]. In these datasets, all samples have already been assigned to the 
training set or test set, and Table 1 summarizes these datasets. Preprocessing of the 
datasets is done exactly as [24]: transforming the raw data to natural logarithmic val-
ues, and then standardizing each sample to zero mean and unit variance. Besides the 
original division, each dataset are reshuffled with 9 randomizations. And for all data-
sets, each randomized training and test set contains the same amount of samples of 
each class compared to the original training and test set. In all our experiments, the 
classifiers are built using the training samples, and the classification accuracies are 
estimated using the independent test set.  

Table 1. The summary of the datasets 

Data sets  training set test set Levels  microarray technology  
Hepatocellular 33  27  7129  oligonucleotide  
Prostate 102  34  12600  oligonucleotide  
breast 78  19  24188  cDNA  

 
For ICA based microarray dataset analysis, it is still an unsolved problem that how 

many ICs should be generated after an ICA transformation. One widely used method 
is to set the number of ICs to the number of samples due to the small training sample 
size of microarray datasets, as done in [5, 9]. This method is applied to the hepatocel-
lular dataset. But for the prostate and breast cancer datasets whose training sample 
sizes are 78 and 102, respectively, it takes quite a long time to transform the datasets 
with so many ICs. In addition, the larger number of ICs will make it more difficult to 
search global optimal results. So we simply set the number of ICs to 50 for these two 
datasets to simplify our discussion. 

According to the chromosome design scheme, six bits are used at the first part of 
chromosomes because there are fifty different IC sets in our experiments. As the 
population size is 100, in the first generation, the integers represented by the first part 
of chromosomes take value in the range of [1, 50] in sequence for the first and the 
second fifty individuals. In this way, all the IC sets appear twice in the first genera-
tion, so that they have an equal chance to compete with others at the initial stage. The 
second part of each chromosome representing the IC mask is randomly initialized. In 
experiments, for original division or each random initialization on each dataset, the 
MOGA runs five independent times. So in all, the results obtained by the MOGA are 
based on 50 runs for each dataset.  

The bootstrap sample size is set to 100 in all experiments. Despite of the relatively 
small bootstrap size, bootstrap .632+ is quite time consuming when used in MOGA 
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for the fitness value evaluation. Based on this consideration, although some accurate 
classifiers, such as neural network and support vector machine, can also be employed 
to deal with the classification task, only the nearest neighbor classifier (1-NN), a rela-
tively weak learner, is deployed in all our experiments owing to its small computa-
tional cost. And it should be noted that this method is independent of base classifier. 
When more accurate prediction systems are deployed as base classifiers, better per-
formance will be achieved using our method. 

Table 2. The prediction results on test sets based on fifty independent runs for each dataset. In 
the table, Aver_1 represents the average prediction results in the final generation, and Aver_2 
represents the average prediction results in the global-recording list. 

method Hepatocellular Prostate Breast 
LS-SVM linear kernel 
LS-SVM RBF kernel 
LS-SVM linear kernel (no regularization) 

68.43±4.52 
68.61±6.32 

49.56±12.60 

84.31±13.66 
88.10±4.93 

48.18±10.25 

67.92±8.58 
68.42±7.62 
57.14±9.08 

PCA + FDA (unsupervised PC selection) 
PCA + FDA (supervised PC selection) 
kPCA lin + FDA (unsupervised PC selection) 
kPCA lin + FDA (supervised PC selection) 
kPCA RBF + FDA (unsupervised PC selection) 
kPCA RBF + FDA (supervised PC selection) 

68.25±7.37 
66.67±9.96 
68.25±7.37 
66.67±9.96 
61.20±12.91 
69.49±3.94 

83.89±13.63 
82.49±13.35 
85.01±9.07 
82.49±13.35 
85.01±11.00 
28.71±10.02 

57.39±15.57 
66.92±9.90 
60.90±14.49 
65.41±7.54 
51.38±15.91 
36.84±0.00 

ICA+1-NN 66.68±7.15 92.06±8.26 65.63±7.33 

30  
generations 

EICS-1 
EICS-2 
Aver_1 
Aver_2 

63.11±3.60 
61.52±2.34 
58.78±8.53 
58.67±9.43 

99.71±0.93 
99.71±0.93 
91.50±5.00 
88.41±8.42 

68.42±4.30 
78.42±4.61 

64.89±10.04 
59.53±11.39 

50  
generations 

EICS-1 
EICS-2 
Aver_1 
Aver_2 

63.74±3.12 
62.89±2.73 
57.89±8.12 
58.44±9.73 

99.71±0.93 
99.71±0.93 
91.24±5.35 
88.62±8.15 

70.53±6.18 
78.42±6.30 
65.32±9.93 
60.11±11.23 

100  
generations 

EICS-1 
EICS-2 
Aver_1 
Aver_2 

64.89±3.68 
64.19±4.35 
58.70±6.08 
59.05±9.10 

100±0.00 
99.82±1.52 
90.82±4.83 
88.94±7.90 

72.11±6.10 
82.11±5.08 
65.89±8.93 
61.11±11.39 

150 
generations 

EICS-1 
EICS-2 
Aver_1 
Aver_2 

67.63±4.08 
69.75±5.05 
59.81±6.15 
59.56±8.74 

100±0.00 
99.24±1.52 
90.41±5.08 
89.76±7.98 

74.74±6.47 
79.47±5.79 
68.68±8.96 
61.95±11.09 

MOGA  
based  
ensemble 
IC  
selection 

200  
generations 

EICS-1 
EICS-2 
Aver_1 
Aver_2 

68.52±4.92 
70.15±6.50 
59.11±5.62 
61.44±8.16 

99.41±1.24 
99.65±2.32 
90.26±5.55 
90.06±7.27 

75.79±4.44 
82.11±4.44 
68.79±9.41 
62.63±11.13 

 
The results shown in Table 2 are the mean and standard deviation of the results 

based on each original dataset and 9 randomizations. For comparison, we list the 
results using 9 different methods in Table 2: PCA and kernel PCA with FDA, LS-
SVM [24]. These corresponding results were all obtained based on a single classifier. 
We list the results obtained by an ICA based 1-NN. From Table 2, it is found that 
when only comparing the results obtained by a single classifier, ICA based 1-NN is 
not superior to the other nine methods, and no method can lead to obvious advantage 
in classification. So it is hard to choose a best method for the classification of all these 
three microarray datasets, which reveals the limit of the single classifier system. 



990 K.-H. Liu et al. 

 

It is found that by setting the covering of IC sets as one optimization goal, there are 
usually about twenty different IC sets in each generation. And in evolutionary proc-
ess, there are less than twenty IC sets appearing with high frequency usually because 
of the random search mechanism of the MOGA. As analyzed before, once a group 
contains some more individuals picked by random style, the individuals in this group 
can get more opportunities to be optimized on the first goal despite of getting rela-
tively low scores on the second goal. Then only the IC subsets obtained from the IC 
sets with high appearing frequency would be fully optimized. 

From Table 2, it is interesting to find that although the average test results of base 
classifiers for each ensemble system are slightly worse than those obtained by a single 
classifier using a whole IC set for classification, the ensemble based classification 
results are much better than all others in most cases. The success of the ensemble 
systems lies in the diversity among the base classifiers. As different base classifiers 
produce different outputs by projecting samples into different IC subspaces, the sam-
ples that can’t be correctly classified in an IC subspace may be recognized in other 
subspaces. Then even when some base classifiers make wrong decision on a sample, 
other classifiers can still have a chance to correct this result. So the ensemble system 
can produce a correct output. In this way, the final results are better than both the 
average results of base classifiers and the results of using a single classifier.  

With the global-recording technique, the best subset of each IC set found by far 
will be recorded. Due to the computational cost, the MOGA only runs a relatively 
small number of generations and explores a very small part of the search space, so it 
is impossible for the MOGA to fully investigate all the IC sets. As proved in [18], by 
pruning some classifiers in an ensemble system, a compact and still accurate (or even 
more accurate) ensemble system will be built. And the idea of “overproduce and 
choose” has been proved to be successful in the design of ensemble systems.  
In [13, 18], after generating a set of base classifiers, the authors applied GA to choose 
the best team of classifiers to build ensemble systems. However, it is obvious that it 
requires much more time to apply this method for selective combination. An alterna-
tive method is to apply the individuals with above average accuracy in the global-
recording list to construct a compact ensemble system, and the diversity is maintained 
by the global-recording list. With this method, about fifty individuals will be selected, 
which are originated from about twenty IC sets. As the number of further optimized 
IC sets is close to twenty in the evolutionary process, by keeping the individuals 
above average classification accuracy, all (or at least most of all) of the top individu-
als are included. This ensemble scheme is denoted by EICS-2, which could achieve 
good performance with smaller ensemble size.  

The results of EICS-1 and EICS-2 are stable and usually keep increasing in  
evolution. From Table 2, it is obvious that EICS-1 can’t always guarantee the best 
performance except for the prostate dataset. When only running a small number of 
generations, for example, 30 generations, the corresponding results are not always 
good enough. Fr EICS-1, the performance is mainly affected by the accuracies of the 
base classifiers. As the base classifiers in the global-recording list are more and more 
accurate during the evolution, EICS-1 can achieve better and better performance. And 
it also holds for EICS-2. When running some more generations, the results of EICS-1 
and EICS-2 will be much better, as validated by the results shown in Table 2. But 
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since the results obtained in 200 generations are usually satisfying, we do not further 
evolve the MOGA.  

It is found that there are about 40 base classifiers in EICS-2 in all experiemnts. In 
comparison, there are always 100 base classifiers in EICS-1. Then usually EICS-2 is 
more efficient than EICS-1 by achieving close or higher classification accuracy with 
fewer base classifiers, which proves that the simple pruning method works very well. 
So EICS-2 is the best choice for the microarray dataset classification. 

5   Conclusions 

For microarray datasets, different IC sets would be generated after different initialized 
ICA transformations. So it is an unsolved problem that how to obtain a set of stable 
ICs for microarray dataset analysis. But in this study, the diversity among different IC 
sets is utilized to design a MOGA based ensemble system. The MOGA evolves to-
wards two goals: minimizing the error rate and maximizing the covering of IC sets. A 
global-recording technique is designed, which records the best two results for each IC 
set in a global-recording list. Two ensemble schemes are implemented to fuse the 
base classifiers generated by the MOGA: combining all individuals in the final gen-
eration and only the individuals above average accuracy in the global-recording list. 
Compared with the results obtained by other methods on three microarray datasets, it 
is found that our ensemble schemes are effective and efficient in classifying normal 
and tumor samples from the three human tissues. In conclusion, it is obvious that the 
study of ensemble IC selection system is just at its beginning stage. In future works, 
we would apply ensemble systems based on different ICA classification models, and 
try to solve other practical problems. 
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Abstract. Whether shocks to macroeconomic time series should be regarded as 
permanent or temporary has been an ongoing debate. Under the unit root  
hypothesis random shocks have a permanent effect on the system, and the alter-
native is that fluctuations are transitory. We apply the ADF test on the real GDP 
series of China from 1952 to 2006 by allowing for the possibility of two exoge-
nous break points happened in 1961 and 1989 respectively. We find more  
evidence against the unit root hypothesis, meaning that the shocks on China’s 
economy system are transitory except some significant events like the Great 
Natural Disaster in 1961 and the economy of China always grows around a sta-
ble trend path. 

Keywords: Unit Root, Multiple Trend Breaks, ADF Test. 

1   Introduction 

During the past 2 decades there has been an ongoing debate as to whether shocks to 
macroeconomic time series should be regarded as permanent or temporary. The most 
important implication of the unit root revolution is that under unit root hypothesis 
random shocks have a permanent effect on the system. Fluctuations are not transitory. 
It runs counter to the prevailing view that business cycles are transitory fluctuations 
around a more or less stable trend path. It is therefore of importance to assess care-
fully the reliability of the unit root hypothesis as an empirical fact.  

[5] applied [3] methodology to examine the 14 macroeconomic series of USA and 
concluded that most series are best characterized by unit root process, implying that 
shocks to these series are permanent. This view was challenged in [6] who rejected 
the unit root hypothesis for 11 of the 14 series analyzed by [5], where it was shown 
that a rejection of the unit root hypothesis is possible for many macroeconomic times 
series once allowance is made for a one-time shift in the trend function. Thus, many 
macroeconomic time series may be better characterized as having temporary shocks 
fluctuating around a broken deterministic trend function. As discussed in [1] this 
finding may be important for the following reasons. First, it offers an alternative pic-
ture of the persistence in macroeconomics series. Second, this approach can provide a 
parsimonious model for a slowly changing trend component that may be useful as a 
data description. Third, the implications for inference in more complex models are 
very different.  
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A key assumption of the framework proposed by [6] is that the break date of the 
trend function is fixed (exogenous) and chosen independently of the data. This assump-
tion has drawn much criticism in subsequent papers, based on the argument that break 
dates are often chosen after looking at the data, leaving room for data-mining. This 
criticism was first pointed out by [2]. Several following studies have proposed proce-
dures that address the choice of break date. These include [1],[7],[8], and [9].The strat-
egy used in all four studies was to endogenize the choice of the break date by making it 
dependent. Three approaches in endogenizing the choice of the break point have been 
considered and all require estimation of a Dickey-Fuller (DF) type regression at all 
allowable break dates. 

[4] extends the endogenous break methodology to allow for a two-break alterna-
tive and reexamine the unit-root hypothesis for the[5] data. They find more evidence 
against the unit-root hypothesis than [9], but less than [6]. Results illustrate the need 
for tests that are robust to misspecification with respect to the number of structural 
breaks. However, [8] argued that these dates can be regarded as independent of the 
data. First, the dates used in the previous study were chosen ex-ante and not modified 
ex-post. Secondly, these dates are related to exogenous events for which economic 
theory would suggest the effects that actually happened; In the sense described above 
the choice of the dates can be viewed as uncorrelated with the data. So we still believe 
that the assumption about the exogeneity of the choice of the break points is a good 
first approximation to the data. 

This paper extends [6] the exogenous break methodology to a two-break alterna-
tive and examine the real GDP series of China from 1952 to 2006. The rest of the 
paper is organized as follows. The model and some preliminary theoretical results are 
presented in Section 2. Section 3 presents an empirical application and Section 4 
briefly concludes. 

2   Unit Root Test with Two-Break Alternative Hypothesis 

2.1   One-Break Alternative Hypothesis 

A given series {yt}1
T    is a realization of a time series process characterized by the pres-

ence of a unit root and possibly a nonzero drift. However, the approach is generalized to 
allow a one-time change in the structure occurring at a time T1 (1< T1 < T ). The alterna-
tive hypothesis is that the series is stationary about a deterministic time trend with an 
exogenous change in the trend function at time. Three different models are considered 
under the null hypothesis: one that permits an exogenous change in the level of the 
series, one that permits an exogenous change in the rate of growth, and one that allows 
both change. Following the notation of [6] the unit-root null hypotheses are 

yt = μ + dD(T1)t + yt-1 + et                                            (1) 

yt = μ 1 + yt-1 + (μ 2 – μ 1)DUt + et                                      (2) 

yt = μ 1 + yt-1 + dD(T1)t + (μ 2 – μ 1)DUt + et                              (3) 

where D(T1)t = 1 if t = T1 + 1, 0 otherwise; DUt = 1 if t > T1, 0 otherwise; A(L) et = 
B(L) vt, vt = iid(0, σ2), with A(L) and B(L) pth and qth order polynomials in the lag 
operator. Model (1) permits an exogenous change in the level of the series, Model (2) 
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allows an exogenous change in the rate of growth, and Model (3) admits both 
changes. The trend stationary alternative hypotheses considered are 

yt = μ1 + β t + (μ 2 – μ 1)DUt + et                                       (4) 

yt = μ +β1 t + (β2 – β1)DTt
* + et                                        (5) 

yt = μ1 +β1 t + (μ 2 – μ 1)DUt + (β2 – β1)DTt + et                           (6) 

where DTt
* = t - T1 if t > TB, 0 otherwise; DTt = t if t > T1, 0 otherwise.  

2.2   Two-Break Alternative Hypothesis 

Allowing for two shifts T1 and T2 (1< T1 < T2 < T ), IO(Innovation Outlier) in the 
deterministic trend at distinct known dates, the model considered is 

yt = μ +β t + θDU1t + γDT1t
* + ωDU2 t +ψDT2t

* + αyt-1 + ∑ = −Δk

i iti yc
1

 + et     (7) 

DU1t = 1 if t >T1, 0 otherwise; DU2t = 1 if t >T2, 0 otherwise; DT1t
* = t – T1 if t > 

T1, 0 otherwise; DT2t
* = t – T2 if t > T2, 0 otherwise; c(L) is a lag polynomial of 

known order k and 1 - c(L)L has all its roots outside the unit circle; A(L) et = B(L) vt, 
vt = iid(0, σ2), with A(L) and B(L) pth and qth order polynomials in the lag operator. 
The null hypothesis of a unit root imposes the following restrictions on the true pa-
rameters of the model: α = 1, and the alternative hypothesis is α < 1. For θ ≠ 0, which 
means a mean shift at time T1, γ ≠ 0, a trend shift at time T1, θ ≠ 0 and γ ≠ 0, both 
mean and trend shift at time T1, the same as ω and ψ.  

As in [1], it is convenient to define transformed regressors Zt = [Zt
1, 1, (yt -μ 0 t), t +1, 

DU1t+1, DT1t+1
*, DU2 t+1, DT2t+1

*]′, where Zt
1 = (Δ yt - μ 0, …Δ yt-k+1 - μ 0), and μ 0 =  

E(Δ yt), and a transformed parameter vector Ξ, so that equation (7) can be rewritten yt = 
Ξ′Zt-1 + et. This transformation is adopted from and discussed by Sims et al. (1990). Let 
⇒  denote weak convergence on D [0, 1]. The errors are a martingale difference se-
quence and satisfies E (et

2| et-1…) = σ2, E (|et| 
i | et-1…) = κi ( i = 3,4), and supt E (|et| 

4 +ξ | 
et-1…) = ¯ κ  < ∞ for some ξ > 0. So ∑ =

⇒
][

1

2/1 )(
λ λσT

t t WeT , for λ� [0, 1], W is 

Brownian motion. ∑ =
− T

i
T

1

1 Zt-1
1 Zt-1

1′ ⎯→⎯P Ωk, ∑ = −
− ⇒

T

i tt BeZT
1

1
1

2/1 )1(σ , 

∑ = −
− ⇒

T

i tt yZT
1

1
1

2/3 0 , where Ωk is a nonrandom positive semi definite matrix, and B(l) 

is a k-dimensional Brownian motion with covariance matrix Ωk independent of W. 
Define δ1 and δ2 as the fractions of the sample at which the first and second breaks, re-

spectively, occur, that is, δ1 = T1/T and δ2 = T2/T. Because elements of Ξ converge at 
different rates, define the scaling matrix ΥT = diag(T1/2Ik, T

1/2, T, T3/2, T1/2, T1/2 , T3/2, T3/2), 

define ΓT (δ1, δ2) =ΥT
 -1∑ =

T

i 1
Z t-1([Tδ1], [Tδ2]) Z t-1([Tδ1], [Tδ2])′ΥT

 –1 and ΨT (δ1, δ2) = 

ΥT
 -1

 (δ1, δ2) ∑ =

T

i 1
 Z t-1([Tδ1], [Tδ2]) et. Considering the unit-root hypothesis that α = 0. 

The test statistic of interest is the t-statistic associated with this hypothesis. Its symptotic 

distribution can be stated as t (δ1, δ2) 2/11

0

21

0
])([)()( ∫∫ ∗∗⇒ dssWsdWsW where W* 

is the continuous-time residual from a projection of a Brownian motion onto the func-
tions [1, s, 1(s >δ1), 1(s >δ2), (s - δ1)1(s - δ1), (s - δ1)1(s >δ2)].  
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Finally, we rule out the possibility that the two breaks occurred on consecutive 
dates. That is, we do not consider a positive shock followed by a negative shock  
(or vice versa) as being two separate episodes, which means T2 ≠ T1 + 1.The printing 
area is 122 mm × 193 mm. The text should be justified to occupy the full line width, 
so that the right margin is not ragged, with words hyphenated as appropriate. Please 
fill pages so that the length of the text is no less than 180 mm, if possible.  

3   Empirical Research 

3.1   Data 

We apply the tests developed above to the real GDP series of China from 1952 to 
2006. The real GDP series of USA were analyzed by [5],[6],[7] and [4]. We use retail 
price index as GDP deflator to get real GDP and take natural logarithm on the real 
GDP to get LNGDP series. 

In figure1 the dotted line shows the plot of LNGDP. Features of LNGDP are the 
marked decrease between 1960 and 1962 and higher growth rate after 1989. Between 
1960 and 1962, China experienced the Great Natural Disaster, so the GDP fallen 
dramatically. After 1989, the Chinese government adopted persistent accelerating 
economic development policy, which really accelerated the growth rate of GDP. 
Apart from these changes, the trend appears fairly stable (same slope) over the period. 
So we will try to examine a two trend breaks model with mean shift in 1961 and trend 
change in 1989. The solid line is the estimated trend line from a regression on a con-
stant, a trend, the dummy variable DU1t taking a value of 0 prior and at 1960 and 
value 1 afterwards and the dummy variable DT2t

* taking a value 0 prior and at 1988 
and t – 37 afterwards. 
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Fig. 1. LNGDP with Fitted Line 
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Note: The broken straight line is a fitted trend (by OLS) of the form 
∗

∧
+++= tt DTDUtLNGDP 21

^^^^

ψγβμ  where DUt = 1 if t >1960, 0 otherwise; DT2t
* = t – 37 if t > 1988, 

0 otherwise 

3.2   ADF Test 

Table 1 presents the results from estimating (by OLS) a regression of the augmented 
Dickey-Fuller type. 

LNGDPt = μ +β t + αLNGDPt-1 + ∑ = −Δk

i iti LNGDPc
1

 + et                            (8) 

Since considerable evidence exists that data-dependent methods to select the value of 
the truncation lag k are superior to choosing a fixed k a priori, we follow Zivot and An-
drews (1992) and use the procedure suggested by [7] Start with an upper bound kmas for 
k. If the last included lag is significant, choose k = kmax. If not, reduce k by 1 until the 
last lag becomes significant. If no lags are significant, set k = 0. We set kmas = 8. 

The first row presents the full sample regression. The coefficient on the lag de-
pendent variable is 0.955 with t statistic for the hypothesis that a = 1 of -0.83. Using 
the critical values tabulated by Dickey and Fuller, we cannot reject the null hypothesis 
of a unit root. When the sample is split in three (pre-1961, 1961 to 1988, post-1988), 
the estimated value of a decreases dramatically. The t statistics are small enough to 
reject the hypothesis that a = 1, even at the 1 % level, for 1961-1988 and 1989-2006 
sample. 

Table 1. ADF Regression Analysis For LNGDP 

Regression: LNGDPt = μ +  t + LNGDPt-1 + ∑ = −Δk

i iti LNGDPc
1

 + et 

Period k μ   P
 

1952-
2006 

4 0.30 
(0.92) 

0.01 
(1.40) 

0.955 
(-0.83) 

0.9558 

1952-
1960 

0 8.06 
(2.65*) 

0.10 
(2.40) 

-0.23 
(-2.61) 

0.2899 

1961-
1988 

1 4.81 
(7.91**) 

0.05 
(8.03**) 

0.30 
(-7.89**) 

  0.0000 

1989-
2006 

1 6.25 
(7.46**) 

0.08 
(6.42**) 

0.29 
(-6.31**) 

0.0004 

1961-
2006 

4 1.03 
(6.36**) 

0.01 
(3.01**) 

0.85 
(-2.48) 

0.3365 

   Note: * means significant at 5% level, ** means 1% level 

Two features are worth emphasizing from this example: (a) the full sample esti-
mate of a is markedly superior to any of the split sample estimates and relatively close 
to one. It appears that the 1961 and 1989 trend breaks are responsible for the near unit 
root value of a; and (b) even though the split sample 1961-1988 and 1989-2006 re-
spectively are powerful enough to reject the hypothesis that a = 1 even at 1% level, if 
we combine them together 1961-2006, we fail to reject the null hypotheses even at 
10% level. It would be useful, in this light, to have a more powerful procedure based 
on the full sample that would allow the 1961 and 1989 break to be exogenous. 
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3.3   Two-Break Unit Root Test 

Model (7) allows for two breaks in both the intercept and the slope of the trend func-
tion. The results for this model reported in table 2. The k chosen criteria is the same as 
that of model(8). 

Both θ and ψ are significant at 1% level, while γ and ω are insignificant, which 
mean GDP of China dramatically fallen down in 1961 and had a significant high 
growth rate after 1989, which are in line with our judgment above. tα is only –9.74, 
much less than –7.76(the critical value of 1%), so we can reject unit root hypothesis at 
1% level. The result is the same as [8] about the real GNP of USA from the first quar-
ter 1947 to the third quarter 1986. The real GDP series of China from 1952 to 2006 is 
a trend stationary process with two trend breaks respectively in 1961 and 1989, not a 
stochastic trend process. The underlying idea is that although the central government 
makes complex fiscal and monetary policies to stipulate the economy, the shocks on 
the economy system are transitory except some significant events like the Great Natu-
ral Disaster in 1961 and persistently accelerating policy after 1989. The economy of 
China always grows around a more stable trend path.  

Table 2. Two-break Unit Root Test 

yt =μ +β t + θDU1t + γDT1t
* + ωDU2 t +ψDT2t

* + αyt-1 + ∑ = −Δk

i iti yc
1

 + et 

μ β θ γ  
4.71 
(9.76**) 

0.06 
(5.92*) 

-0.30 
(-6.54**) 

-0.03 
(-1.24) 

Critical 
Value 

1% -5.73 
5% -4.40 
10%-3.65 
50%-0.04 
90% 3.65 
95% 4.43 
99% 5.52 

1% -6.24 
5% -5.26 
10%-4.58 
50% 0.04 
90% 4.47 
95% 5.15 
99% 6.16 

1% -5.18 
5% -4.34 
10%-3.85 
50%-0.41 
90% 3.85 
95% 4.34 
99% 5.19 

1% -6.15 
5% -5.14 
10%-4.55 
50%-0.12 
90% 4.52 
95% 5.13 
99% 6.15 

 
ω ψ α k  
-0.01 
(-1.23) 

0.03 
(7.63**) 

0.26 
(-9.74**) 

Critical 
Value 

1% -5.27 
5% -4.41 
10%-3.92 
50% 0.08 
90% 3.92 
95% 4.43 
99% 5.33 

1% -6.30 
5% -5.31 
10%-4.69 
50% 0.02 
90% 4.74 
95% 5.37 
99% 6.27 

1% -7.76 
5% -7.03 
10%-6.71 
50%-5.68 
90%-4.78 
95%-4.37 
99%-4.14 

1 

            Notes: The critical values taken from Luan(2005) computed using 60 observations and 
5000 replications, * means significant at 5% level, ** means 1% level 

4   Conclusion 

This paper has attempted to resume debate regarding the relationship between the unit 
root hypothesis and structural breaks. We have extended the exogenous one break 
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model to the case of two breaks. In particular, we have used real LNGDP of China 
from 1952 to 2006 as an example to illustrate that inference related to unit roots is 
sensitive to the number of assumed breaks. We have shown that the results obtained 
without trend break or using one break are reversed with two breaks. The two breaks 
we choose are in 1961 and 1989 by exploiting the LNGDP plot, and we explain why 
there is a trend break. Between 1960 and 1962, China experienced the Great Natural 
Disaster, so the GDP fallen dramatically. After 1989, the Chinese government 
adopted persistent accelerating economic development policy, which really stipulated 
the growth rate of GDP. The model shows that there is a mean shift in 1961 and a 
trend shift in 1989, which are in line with our judgment and the real world. So the real 
GDP series of China from 1952 to 2006 is a trend stationary process with two breaks, 
not a stochastic trend process, which has significant economic policy meaning that the 
shocks on China’s economy system are always transitory except some significant 
events and the economy of China always grows around a stable trend path.  
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An Adaptive Wavelet Networks Algorithm for Prediction 
of Gas Delay Outburst 

Xinyu Li 

The Second Coal Mine, Pingdingshan Coal Co. Ltd, Pingdingshan 467000, China 

Abstract. An adaptive wavelet networks algorithm for prediction of gas out-
burst is proposed in this paper. First, adaptive clustering algorithm is first used 
to determine initial parameters of wavelet network according to the results of 
the clustering. Then genetic algorithm and SVM-RFE is adopted to tune the 
structure of the wavelet network and adjust the network parameters to improve 
generalization performance. Finally, the simulation for prediction of gas out-
burst is discussed, and the result shows the validity of the proposed algorithm. 

Keywords: Wavelet, Prediction, Gas delay outburst. 

1   Introduction 

Coal and gas delay outburst often takes place sometime after the operations or explo-
sions. In general, the abnormal events, such as the continued increase of gas emission, 
the increasing of gas concentrations, increased pressure on tunnel roof [1], will appear 
before delay outburst. However, the relationship between characteristics and catego-
ries of gas delay outburst is seriously nonlinear [2]. So the key to monitoring gas 
delay outburst is to select a appropriate classifier. The most existing methods for 
prediction of gas delay outburst adopt the BP neural network [3]. However, BP neural 
network is difficult to select parameters, neuron nodes in hidden layer etc., seriously 
affecting the performance of BP. To improve the performance of neural network, 
people propose many types of neural networks, such as RBF neural network, wavelet 
network, fuzzy neural networks [4]. Although the wavelet basis with excellent local 
time-frequency characteristics and multi-scale analysis inherits from wavelet analysis 
adapts to describe short-term, high-frequency signal and the non-uniform sampling 
data [5,6], how  to select parameters of the radial wavelet-based network as well as 
the structure of network and training is a challenging task. Most methods determine 
the parameters of wavelet basis in the framework of wavelet according to distribution 
of samples. Then AIC (Alaikes information Criterion) integrating with other algo-
rithms, such as genetic algorithms, Gram-Schmit algorithm, the gradient descent etc., 
adjust the parameters of WN [7]. However, there are some problems exist in these 
methods, such as improper initial parameters, long training time, learning criteria 
based on experience risk minimization.  

Considering the above mentioned problems, this paper an adaptive WN classifica-
tion algorithm is presented. Firstly, adaptive clustering algorithm is applied to cluster 
data samples; Secondly, it sets the parameters of wavelet basis initialized accordance 
to the cluster radius and the cluster centers in term of the framework of wavelet.  
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Genetic algorithm (GA) and Support vector machine for recursive feature elimination 
(SVM-RFE) try to find optimal or suboptimal parameters and the structure of WN. 
The method can make full use of Support vector machine (SVM) and achieved high 
generality. Choosing 8 features from the real data, it establishes 3 classification mod-
els being similar to the SVM multi-category classification strategy called ‘one against 
all’. The result of simulation shows that the algorithm is can achieve higher precision 
than the existing algorithms for prediction gas outburst. 

2   Related Knowledge 

According to the wavelet analysis theory [5], wavelet functions have limited supports 
in the time and frequency. Define the extent of the any given error as 0ε > , any 

functions ( ) ( )2 df L R∈x   can almost be reproduced in finite subset of time-

frequency, that is  

( ),
1 1 0

( ) ( )   
a i a

i ij

n n n

ij a i
i j i

f w b f bψ
= = =

≅ + = +∑∑ ∑bx x x  (1) 

where, ( ), ( ) 1 ( )
i ija i ij ia aψ ψ= −b x x b  the basic wavelet; ijb  shift factor;  ia  

scale factor; ijw  the wavelet coefficients 1,2, , ai n= L , 1, 2, , ij n= L ; an  the 

number of scales； in  the number of the wavelet function in accordance with scale i ; 

b  offset and a constant number; if at scale i  can be approximated by 

( ) ( ),
1

i

i ij

n

i ij a
j

f w ψ
=

=∑ bx x  (2) 

From the above equation, wavelet can be taken as basic function to approximate any 

function of space ( )2
dL R . Obviously, the above mentioned formula can be charac-

terized by wavelet neural network. It approximates functions in several scales. The 
WN is superiority to SVM in the condition of appropriate structure of WN and suit-
able parameters.  

3   The Dynamic Adaptive Clustering Algorithm 

Radial basis wavelet ( ) ( )2 22 2
, ( , ) expnσϕ σ σ= − − − −c x c x c x c is simi-

lar to function of RBF. σ  the width factor; c  is the center factor. Since the structure 
of WN is similar to that of RBF neural network, we can use the clustering algorithm 
to determine the initial parameters of radial basis wavelet. The results of clustering 
determine whether the initial parameters are suitable or not, directly influencing learn-
ing algorithm’s speed. In view of above discussion, this article uses dynamic adaptive 
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algorithm mentioned in ref [8]. The clustering algorithm is a supervised clustering and 
can reduce the uncertainty. The leaning critera is as follows: 

2

1 i

k

i
i

J
= ∈Γ

=∑∑
x

x - m  (3) 

Here, iΓ  is the  sample set belonged to the class i ; iΓ  is the number of samples 

belonged to the class i; im is  mean of category i,  
1

j i

i j
i ∈Γ

=
Γ ∑

x

m x . The idea of 

dynamic adaptive algorithm is to select cluster center randomly. If the distance between 
the sample and center of any cluster is larger than the threshold, then take the sample 
with maximum distance as a new cluster. Finally, each sample will close to the center of 
a cluster with the shortest distance. The algorithm can be referred ref [8]. It needs to test 
the cluster results after clustering. The testing method is to move a sample from one 
cluster to another cluster and calculate the difference of mean of clusters; Then judge 
the cluster’s new sum of square of errors whether smaller or not. If sum of square of 
errors become larger, the clustering can stop, otherwise continue on. 

4   Adaptive Training Algorithm for WN 

4.1   Initial Structure and Parameters of WN 

It is assumed that input and output variables of the sample are in [0, 1], otherwise, it 
requires to normal. For wavelet with finite support, given a scale, it is easy to deter-
mine the parameters [9]. However, most of the radial basis of wavelet is not tight 
support, but can rapidly decline to zero. In view of this point, we can remove wavelet 
nodes in some data samples to be semi-tightly supported.  

For m -dimensions data 0 1ix≤ ≤ , 1, 2, ,i m= L , support domain of radial basis 

wavelet is [ ]3,3 , 1, 2, ,ix i m∈ − = L , let the center be [ ]1 2, , ,
T

mc c c=c L , radial 

basis wavelet function  is ( ) ( )2 22 2
, ( , ) expnσϕ σ σ= − − − −c x c x c x c . 

Given scale factor σ , wavelet basis meets the conditions in tight support do-

main: 3i ix c σ− ≤ , that is 3 3i i ix c xσ σ− + ≤ ≤ + , 1, 2, ,i m= L . Given the 

cluster center and the cluster radius, from 3i ix c σ− ≤ , we can deduce that 

3

rσ ≥ . Thus, for any given cluster, we can determine the number of wavelet and 

scale factor (or width- factor), translation factor according to cluster information.  
According to experience, the requirement for the support border of wavelet are not 

strict, in other words, the selection of translation factors of wavelet functions is robust-
ness. However, the scale factor of wavelet function influences the output of wavelet 
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functions significantly. Therefore, this article creates a certain number of wavelet 
nodes based on the cluster. Scale and translation factors of each wavelet node gener-
ates randomly in the following range:  

( ) ( )' 1 10% * , 1 10% *3 3
i i

i
r rσ ⎡ ⎤∈ − +⎢ ⎥⎣ ⎦

 (4) 

( ) ( )' * 1 20% , 1 20%i i ic c c∈ − +⎡ ⎤⎣ ⎦  (5) 

Obviously, there is some redundant wavelet nodes in the framework of wavelet, 
and parameters of wavelet nodes may not be accurate. It needs to eliminate redundant 
wavelet neurons and adjust the parameters of wavelet basis. This paper adopts genetic 
algorithms and SVM-RFE to train WN and improve the performance of WN.  

Assuming that there are M  candidates of wavelet neurons in WN, WN can be 
converted into the following linear form (linear-in-parameters) after determining the 
parameters of wavelet neurons:  

( ) ( )
1

M

i i
i

y w eϕ
=

= +∑x x  (6) 

The linear model includes some unimportant neurons and inappropriate parameters 
of wavelet elements, leading to generate the problem of low performance. Therefore, 
it is necessary to eliminate the redundant neurons. If regard each neuron as a feature 
of input data, the problem of eliminating the redundant wavelet neurons can be trans-
late into feature selection. With good generality, SVM has widely used to feature 
selection [10, 11]. The article adopts the SVM-REF (Recursive feature  
selection based on support vector machine) proposed by Ref [10] to eliminate the 
redundant wavelet nodes. Since the adjustment of parameters of WN is a complex 
non-linear problem, genetic algorithms (GA) is applied to optimize parameters of 
Wavelet nodes. 

4.2   Training Algorithm of WN Based on Genetic Algorithm and SVM-RFE 

A large number of experiments show that, the GA can be used to obtain the optimal or 
near optimal neural network parameters. In order to increase the speed of training algo-
rithm, training algorithm of WN is put forward. The method optimizes parameters of 
wavelet nodes and the weights of WN separately. SVM-RFE algorithm determines the 
parameters and network topologies while GA adjusts the parameters of wavelet, the 

method is shown in Fig.1. , ,i i ifσ c  scale factor, translation factor and the fitness 

value of each individual thi , and fitness value is the test accuracy of individual. The 

upper layer receives wavelet neuron parameters which are optimized through GA, 
SVM-RFE is used to calculate output weights, the importance of wavelet neuron is 
sorted, then the unimportant wavelet neurons is eliminated.  
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Fig. 1. Learing algorithm of WN 

SVM-RFE selects features recursively. It improves the accuracy discrimination by 
removing the irrelevant features and retaining feature subsets with higher importance. 
In SVM-RFE, SVM is used as a classifier. The cost function of SVM-REF is: 

( ) 1

2
T TJ = −α α Hα α 1  (7) 

Where [ ]1 2, , , Mα α α=α L ; 
, 1,2, ,

T
i j i j i j N

y y
=

⎡ ⎤= ⎣ ⎦H p p
L

; N  the number of 

samples;  ( ) ( )1 , ,
T

j j M jϕ ϕ⎡ ⎤= ⎣ ⎦p x xL ; 1  a 1M × vector that all the elements 

are 1. For the feature j , the importance is defined as follows: 

( ) ( ) ( )J i J J iΔ = − −α α  (8) 

The SVM-RFE algorithm, and corresponding issues can be seen in literature [12]. 

5   Simulation 

Generally, there are some certain phenomena before the happening of gas delay out-
burst, such as continued increase of gas concentrations, and so on. The phenomena 
have some similarities and differences [3]. In addition to the features proposed in  
Ref [3], such as the peak of underground gas emission, increased gradient of gas, 
transfinite time of gas, decline in gas gradient, the paper makes use of wavelet analy-
sis to extract features in Ref [2].  Db4 wavelet is used to divide the signal into the 3-
scale and the noises can be removed through soft-threshold. Then, we take square 
mean of wavelet coefficients in 3-scale as 4 features in the frequency domain.  

According to gas features, we can predict delay gas outburst after the guns, probe 
and check sensors of gas, failure in communication line. For simplicity, we have to 
divide monitoring categories into state with troubles, normal state after guns, predict-
ing state of outburst (that is, the methane contained in gas is more than 3% which 
sustained for more than 10s). Since the adaptive WN can only classify two classifica-
tion samples, “one-against-all” strategy is adopted to train multi-classifier. Therefore, 

it is needed to train 3 WNs, the output is 1± which are positive class and negative 
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class (that is, class 1 and class 2). The positive classes of WN1, WN2, WN3 are state 
with failure, normal state after guns, predicting state of outburst while the negative 
categories are corresponding to classes except the normal.  

In training algorithm of WN, punishing factor of SVM is decided according to 
punish parameters 5-fold cross-validation and is unchanged in order to reduce the 
amount of training. The initial number of WN wavelet neuron is no more than 40, the 
parameters of genetic algorithm are achieved according to the recommended value. 
Each number of individuals is 30, and the evolution of algebra is no more than 30.  

190 samples of data are generated from a group data of mine gas outburst, normal 
data after blasting, as well as data of colliery tragedy in Shanxi. Among those, the 
delayed gas outburst samples are 66; the normal data samples are 96; failure data 
samples are 28.  Selecting randomly 1 / 2 from them as training sample, and the re-
maining samples are for testing sample. Matlab7.0 is used as simulation language and 
its own in-house optimization and genetic algorithms are used. SVM code is the 
source code from http://alex.smola.org/code.html. During the process of training 
Wavelet network, the error of training reduces along with the genetic algorithm in-
creases escaping from increasing margin of error in the BP neural network training 
process. Each is tested through WN1, WN2, WN3 testing. The use of the "one-
against-all" strategy determines the final sample of the new category. The accuracy 
rate of test model is up to 85.2 percent by using all the test-sample. 

6   Conclusion 

A new learning algorithm for WN is presented. SVM-REF is used to determine the 
structure of WN while GA adjusts WN parameters. the method is based on structure 
risk minimization and initial parameters are determined properly by dynamic adaptive 
clustering algorithm, which guarantee generality of WN and short training time.  The 
simulation results show that this method has a higher classification of the superiority 
than existing gas outburst forecast algorithm and overcomes the shortcomings of 
existing WN algorithms. 
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Abstract. A traffic condition recognition method based on floating car data was 
proposed by analyzing Probability Neural Network (PNN) and Global K-means 
algorithm. The related factors of traffic condition and the collection method of 
floating car data were presented. A probability neural network classifier was 
designed using Global K-means algorithm and applied to the recognition of 
traffic condition with floating car data. The experiment results showed that the 
method could recognize traffic condition well. The accurate rate is satisfactory. 

Keywords: Floating car, Traffic condition, Probability neural network, Traffic 
information, Global K-means. 

1   Introduction 

With the extensive application of the GPS, GIS and wireless communications, traffic 
information collection from floating cars equipped GPS devices has become a new 
way to collect traffic information [1]. How to recognize traffic condition according to 
the collected traffic information is very important for the car navigation and the road 
supervisions [2,3]. By using Global K-means algorithm to design probability neural 
network, this paper proposed a traffic condition recognition method based on floating 
car data. The experiment showed that the method could recognize traffic condition 
accurately. 

Because the ITS common information platform uses taxi as floating car and taxi 
will have two situations which are no-load and load, some floating car data can’t 
reflect traffic condition truly. We must process the floating car data according charac-
ters of taxi. 

(1)Data processing when taxi is load 
The taxi has two situations: load and no-load.  When it is load, the driver will reach 

the destination with the speed. Under this situation, the floating car data can reflect 
traffic condition accurately. When it is no-load, the driver will find the guest that he 
will drive slowly even stop to wait for the guest. The floating data under this situation 
can’t reflect traffic condition. Because every taxi is equipped the charge machine, 
when it is load the charge machine is load, when it is no-load the charge machine is 
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no-load. The status of the charge machine can be delivered to the supervision center. 
So we can judge the situation of taxi according that of charge machine. If the charge 
machine is load, the floating car data is effective. The place of the taxi can be detected 
by GPS and GIS. When the charge machine is no-load but the taxi is in the high way 
and other place that forbidden to pick guest, the floating car data is effective too. 

(2)Data processing when taxi stops 
When the taxi stops, there are two situations: first, the traffic signal light is red or 

the traffic congestion; the floating car data is effective and can reflect traffic condition 
accurately. Second, the taxi stops for waiting guest; the floating car data is invalid. 
The data can be processed by judging the status of charge machine when taxi stops.  If 
the charge machine is load when the taxi stops, the floating car data is effective. If the 
charge machine is no-load when the taxi stops but the taxi is in the highway and other 
place that forbidden to pick guest, the floating car data is effective too. 

2   Traffic Information Calculation Based on Floating Car Data 

The recognition of traffic condition needs concrete traffic information. The traffic 
information used in common includes vehicle flow data, speed, occupation rate, road 
segment traveling time and queue length etc. Because there is certain relativity be-
tween above traffic parameters and the floating car can detect several parameters, it’s 
important to choose representative traffic parameters which the floating car can detect 
and can reflect the urban traffic condition [2]. 

Floating car equipped GPS device can detect the traffic information including lati-
tude and longitude, speed, road segment traveling time and direction [3]. Among 
them, speed and road segment traveling time are closely related with traffic condition. 
Because the instant speed is changing, it may cause deviation. Unless the abrupt af-
fairs, the urban traffic condition has seldom abrupt change in a short time. So the 
average speed can reflect the traffic condition better than the instant speed. This paper 
chooses road segment traveling time, average speed and the change rate of the instant 
speed to recognize the traffic condition. 

(1)Average speed.The floating car can detect the instant speed at any time fre-
quently. But if the sample cycle is too short the correspondence cost will increase. 
Traffic condition recognition needs short time average speed of the target road seg-
ment. Supposed that the floating car can detect traffic data of two points on the target 
road segment at least.,then the instant speed of the the floating car is: 

t

L
Vi Δ

=                                                                (1) 

where L is the distance between the two neighbor sample points, tΔ  is the time parti-
tion between two sample points. 

If we get the first GPS point and the last GPS point on the target road, the average 
speed of the whole target road can be calculated approximatively by the following 
equation: 
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t

L
Vi Δ

= . 

where L  is the distance between the first GPS point and the last GPS point., tΔ  is 
the the time partition between these two sample points. 

(2)Target road traveling time. The data that floating car detected including vehi-
cle’s position and time. Supposed that the whole length of the target road segment is 

S , the length and the time between the first GPS point and the last GPS point on the 

target road is L  and tΔ  respectively. The target road traveling time T  is deduced 
approximatively by: 

L

tS

tL

S

V

S
T

i

Δ=
Δ

==
/

                                                 (2) 

(3)The change rate of the instant speed. If the instant speed of the floating car is 
steady, the interference of other vehicles to the car is small and the traffic condition is 
well. The change rate of the instant speed is defined by 
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∇
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                               (3) 

where ijV  is the jth instant speed in the instant speed sequence of ith floating car. 

3   Related Factors Analysis of Traffic Condition 

Depicted in Fig.1.Supposed 0P is the last GPS location before it reaches the target road. 

The length between 0P and the first GPS location 1P on the target road is 0S , its average 

speed is 0V , its average traveling time is 0T ; the length between the first GPS 

location 1P and the last GPS location 2P on the target road is 1S , its average speed is 1V , its 

average traveling time is 1T ; the length between 2P and the first GPS location P3 on the next 

road segment is 2S , its average speed is 2V , its average traveling time is 2T . Supposed that 

the whole length between 0P and 3P is S , the average speed of this whole track is V . 

 

Fig. 1. Illustration of Road Segment 



1010 G. Guo et al. 

Because the traveling time of the whole route is equal to the sum of the traveling 
time of its part route [4], we can deduce the following equation: 

2

2

1

1

0

0

V

S

V

S

V

S

V

S ++=                                                 (4) 

Eq(4) can be converted into Eq(5): 
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The average speed of target road V1 can be given by the expression: 
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From Eq.(6) we can see that the error margin between average speed of target road 
and average speed of whole road has important relation with 1S . The method reducing 

error is to enlarging the length of target road 1S . There are three conditions: 

(1) When 0V  is far larger than 2V , 2S  is small. We have  
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(2)When V0 is equal to V2, we have: 
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(3)When V0 is far smaller than V2, S0 is small. We have: 
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From above analysis, we can see that it needs to choose the GPS data of two places 
which are near but not in the target road as the departure place and the terminal place 
to calculate the average traveling time. 

3.1   Traffic Condition of Neighbor Road Segment 

According to the relation between speed, distance and time, we can compute the abso-
lute error margin of the speed of a target road and that of whole road:   
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From Eq.(10) we can see, the error margin of target road speed and whole road av-
erage speed is directly relative with the error margin of average speeds of neighbor 
road segments. The affect of traffic condition of neighbor road segment to the result is 
showed as Table 1. 

Table 1. The affect of neighbor road to the result 

NO. Traffic  
condition of 

entrance 
segment 

Traffic condition 
of target segment

Traffic 
condition 

of exit 
segment 

error 

1 slow slow slow small 
2 slow slow fast large 
3 slow fast slow smaller 
4 slow fast fast small 
5 fast fast slow large 
6 fast fast fast larger 
7 fast fast slow small 
8 fast fast fast small 

From Table 1 we can see, because of the affect of neighbor road segment, consid-
ering that the change of traffic condition is slow, there will be deviation of the consis-
tency between the traffic condition of target road and computing result, namely be 
partial to great, or be partial to small. It is difficult to predict the relativity of traffic 
condition of different direction road segment, so the error margin of this kind of 
method is more difficult to cancel. 

3.2   Traffic Condition of Exit Road Segment 

If the first sample place is moved from the entrance road segment to the target road 
segment, According to the relation between speed, distance and time, we can compute 
the absolute error margin of the speed of a target road and that of whole road: 
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where, 1
1V  is the average speed from the departure place to the sample place, which 

can be named ex-segment of target segment. With the similar analysis as Table 1, we 

can get Table 2. Because the speed of ex-segment of target segment is relative with 

that of target segment, it is considered that if the speed of ex-segment is slow, the 

speed of the target segment is slow; however if the speed of ex-segment is fast, we 

can’t conclude that the speed of the target segment is fast. Table 2 is showed as: 

Table 2. The affect of the exit road to the result 

No. Ex-target  
segment 

Target 
segment 

Exit  
segment  

error 

1 slow slow slow small 

2 slow slow fast large 

3 fast slow slow small 

4 fast slow fast small 

5 fast fast slow small 

6 fast fast fast small 

From Table 2, the affect of the speed of exit road segment to that of target road 
segment is much steady. With the increase of sample, 0T and 2T , 0S and 2S will offset. 
See from actual circumstance, the speed of the entrance road segment is fast gener-
ally, because of the offset of error margin, this method has good adaptability for this 
circumstance. 

4   Urban Traffic Condition Recognition Based on PNN 

According to above analysis, the following problems need to be solved in order to 
calculate the traffic condition of certain road segment using the floating car data [5]. 

1. Fixing on the departure place: Record the last GPS data of the ex-segment of target 
segment, including time 1T , latitude and longitude(x1,y1), instantaneous velocity 

S1. These GPS data are used as start point of calculation.  
2. Fixing on terminal place. The terminal place needs to satisfy the following  

conditions. 

a. At least there are target road segment between the starting point and the ter-
minal place. 

b. GPS data of terminal place must be accord with condition a. Considering the 
floating car’s actual driving characteristics, there should be special circum-
stances, such as determining whether the taxi is parking for waiting for cus-
tomers, treatment of situations that can’t position accurately. 
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4.1   Probability Neural Network (PNN) 

Probability neural network (PNN) is a neural network model put forward by Specht in 
1988.Compared with the traditional neural networks, such as BP, the main advantages 
of PNN contains the following points [6]: 

(1) Without BP network’s error back-propagation process, its training speed is very 
fast, Although the training time is slightly larger than the time to read the data. 

(2) Its Convergence is good. No matter how complicate the issue of classification is, 
as long as enough training samples, it’s sure to get the Bayesian optimal solution. 

(3) Its network structure can be designed flexibly, allowing to increase or decrease 
training samples without re-training for a long time. 

Based on the above advantages, PNN has been widely used in pattern recognition, 
fault diagnosis and other fields. Due to hidden layer nodes of the conventional PNN 
are equal to the number of training samples, when the training sample size is large, 
PNN structure will become very complicated to hardware. Therefore it is necessary to 
carry out training set reduction to achieve the optimal design of the PNN. In this pa-
per, Global K-means algorithm is used to select PNN hidden nodes, while its the 
kernel parameters are given using the experience of Method. 

Traditional K-means algorithm is a means process that the samples were divided 
into K clusters for a given set of limited samples O and given several types of K, 
which making the sum of the distance of each sample with the cluster center mini-
mum. Since the start of each category was selected for the center randomly, the tradi-
tional K-means algorithm easily converges into a local minimum. 

Likas proposed Global K-means algorithm aiming at the shortcomings of tradi-
tional K-means algorithm [7]. When collected samples are less than 150 and the num-
ber of categories is smaller than 8, the best classification result is available. When the 
sample size and the number of categories increase, the algorithm has a small cluster 
error too. Specific algorithm steps are as follows: 

(1) Initialize the first cluster center 1c of samples O. Supposed Oxi ∈  and k=1. 

∑
=

=
N

i
iN xc

1

1
1  

  (2) 1k k= + , store the k-1 cluster centers of the last iteration 11 ,, −kcc L . 
(3) Get each sample as the kth cluster center, use K-means algorithm to optimize 

the initial cluster and get the best k types cluster, which center is kcc ,,1 L .  

(4) While k K= , stop computing; else go to step (2). 

In order to optimize the structure of the PNN, we use Global K-means algorithm to 

select the number of hidden layers and their centers, the specific algorithm is as follows: 

(1) Set the number of cluster centers for each type samples. Initially 1k = . 
(2) According to the cluster Center k, use Global K-means algorithm to compute the 

cluster center vector of each type of samples. 
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(3) (3)According to the cluster Center vector, design PNN classifier and calculate the 
classification error of the training samples. 

(4) (4)Test the classification error of training samples whether to achieve a given 
standard. Else 1k k= + , go to step (2). 

The structure of PNN is showed as Fig. 2: the number of the first layer using radial 
basis neurons is the same with that of input sample vectors, which is average speed, 
road traveling time and change rate of instant speed; the second layer is the competi-
tive level, equal to the number of training samples; the output layer corresponds to 
three traffic conditions which are smooth, stable and crowd.  

In
put

||dist||

bi

Gaussian 
function W2

Out 
put

3

Wi

3
 

Fig. 2. The Structure of PNN 

4.2   The Recognition of Traffic Condition Based on PNN and the Results 

In order to study the accuracy of the method described, we have adopted two ways to 
test the traffic condition of different Guangzhou city’s roads, one is PNN, the other is 
practical manual testing. By comparing the actual traffic condition tested with the traffic 
condition of PNN based on floating car data, we can get the result of the algorithm. 

According to floating car data of the Guangzhou City, select 504 sets of samples in 
a week of Tianhe road as the training sample data, including average speed, road 
traveling time and change rate of instant speed. There are 72 sets of samples in a day. 
Choose 280 sets as training samples( 40 sets a day) and remaining 224 sets as testing 
samples(32 sets a day). Using Global K-means algorithm to optimize the number and 
position of PNN hidden layer center vector, determine the control parameters of ker-
nel function in the light of experience. The optimized result is that the number of the 
first hidden layer center is reduced from 280 to 48, the compression rate is 82.9%. 
Traffic condition is divided into three states: smooth, stable and crowd.  

Normalize the three dimensional sample vector as input; Wi weight is equal to the 

input vector transpose, the threshold i
i spreadb /)]5.0log([ 2/1−= , spread-

i is the 

RBF expansion coefficient, after testing choose spread-
i
 as 0.7. The compared results 

of the two methods are as follows: the algorithm in this paper can identify 190 in the 
224 sets of testing samples.the match degree is 84.8%, the degree that don’t match is 
15.2%. Fig.3 is the compared result in the curve form of matching rates of testing 
samples, which can reflect the accuracy intuitively.  
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Fig. 3. Curve form of Matching Rate of Tianhe Road  

5   Conclusions 

After analyzing the Clustering algorithm based on PNN and Global K-means, this 
paper Optimized and designed the PNN classifier and applied it to recognize the ur-
ban roadway traffic condition combining the characteristic of traffic information col-
lected by floating cars. The experiment results reveal that the method we present here 
can accurately reflect the the urban roadway traffic condition and has been used suc-
cessfully in ITS Public Information Service Platform of Guangzhou city in China. 
Now, Guangzhou has developed the Taxi Management System and Vehicle Naviga-
tion System with the help of our method. The Taxi Management System realizes 
location and trace to 15000 taxis by Taxi GPS positioning techniques. The Vehicle 
Navigation System provides optimal driving paths to vehicles in virtue of the current 
traffic condition by analyzing and dealing with taxis GPS data. 
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Abstract. Short-term traffic flow prediction is an essential component of urban 
traffic management and information systems. This paper presents a new 
short-term freeway traffic flow prediction model based on combined neural 
network approach. This model consists of two modules: a self-organizing feature 
map neural network and an Elman neural network. The former classifies the 
traffic conditions in a day into six patterns, and the later specifies the relationship 
between input and output to provide the prediction value. The inputs of the El-
man neural network model include three kinds of data: the several time series of 
the prediction location, the historic data of the predictive time interval in the 
same weekdays, the time series of the adjacent location. The performances of the 
combined neural network model are validated using the real observation data 
from 3rd ring freeway in Beijing. 

Keywords: Intelligent transportation system, Combined neural network, 
Short-term freeway traffic flow prediction, Spatiotemporal relationship. 

1   Introduction 

As the core of the urban Intelligent Transportation System (ITS), more and more traffic 
management centers have been established in China. On one hand, they collect traffic 
data through various traffic detection systems; on the other hand, they disseminate 
traffic information through variable message sign, broadcast, internet and other sys-
tems. At the same time, traffic information plays an important role in the successful 
advanced traffic management system (ATMS) and advanced traveler information 
systems (ATIS). Although the real-time traffic condition information can be accessed 
widely by the public via internet and other media sources, such information is less 
useful at the pre-trip planning or en-route stage because the traffic conditions are dy-
namically changing over time. Since drivers’ decisions are influenced by expected 
future road network traffic conditions, it is clear that the most useful type of informa-
tion for a driver to make a travel decision is reliable predictive traffic condition  
information. In order to improve the efficiency of ATMS and ATIS, the predictive 
information of traffic condition is necessary.  
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In the past three decades, substantial research has been done to develop the traffic pre-
diction algorithms. For instance, the time series model [1,2], Kalman filtering model [3], 
nonparametric regression model [4,5], and neural network (NN) model [6,7] have been 
widely used to predict short-term traffic flow parameters. The neural network models used 
in the traffic prediction included back-propagation NN, RBF NN [8], and others [9,10]. 
Some comparison research between these models showed that no single prediction model 
may be accepted as the best one for real-time traffic prediction at all times. 

Recently, several combined methods have emerged. Van Der Voort et al [11] util-
ized a hybrid method of the ARIMA model, which was used for predicting, and the 
Kohonen neural network, which was used for clustering. Park [12] presented a clus-
tering-based RBF neural network model. Two clustering algorithms were compared, 
one is the Kohonen neural network, the other is the K-means method. Alecsandru et al 
[14] presented a hybrid traffic prediction system, in which the case-based reasoning 
was used to classify the traffic conditions and the ANN to predict the traffic condition 
value. It was found that the hybrid approach usually produced prediction value with 
smaller errors than those individual models. 

Several researches indicate that a predictor has superior performance for a particular 
time period, so it is supposed that we will get improved performance by using different 
predictors in a particular period therefore arrive at more accurate prediction results in 
the whole period. The main task of this research is to find an appropriate methodology 
to predict the traffic flow parameters in the next time interval for a downstream loca-
tion, based on the same observed traffic flow parameters in the former several intervals, 
in the same intervals of the former same weekdays as well as the former several in-
tervals at the upstream locations. This research will verify whether the clustering of 
traffic condition in a day is useful for traffic prediction and prediction performance 
with spatiotemporal data outperforms that with only temporal data.  

The presented research developed a combined neural network method for improving 
the performance of short-term traffic prediction systems under various recurrent traffic 
conditions. Firstly, we use a self-organizing feature map neural network to divide one 
day to different period with different traffic condition pattern, and secondly, an Elman 
neural network is used to specify the relationship between input and output to provide 
the predictive traffic information.  

2   Combined Neural Network 

2.1   Self-Organizing Feature Map Neural Network 

SOFM NN.  Self-organizing feature map neural network (SOFM), which is also called 
as Kohonen neural network, learn to classify input vectors according to how they are 
grouped in the input space. They differ from competitive layers in that neighboring 
neurons in the self-organizing map learn to recognize neighboring sections of the input 
space. Thus, self-organizing maps learn both the distribution (as do competitive layers) 
and topology of the input vectors they are trained on. So the SOFM NN may be used as 
a classifier to classify the traffic conditions in a day. 

Input of SOFM NN. Because the traffic condition in urban freeway can be identifed by 
the traffic flow volume, speed and occupancy, the input of SOFM neural network  
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includes the following variables, the traffic flow volume ( )Q t , the average speed ( )V t , 

and the average occupancy ( )O t  in 1-hour increment. For a day, there are 24 records. 

2.2   Elman Neural Network 

Elman NN. The Elman neural network we consider here is a feed-forward network 
with three layers: an input layer, a hidden layer, and an output layer. The Elman NN 
differs from conventional feed-forward networks in that the input layer has a recurrent 
connection. Therefore, at each time step the output values of the hidden units are 
connected to the input ones. This process allows the network to memorize some in-
formation from the past, in such a way to have the advantageous time series prediction 
capability and to learn temporal patterns as well as spatial patterns.  

Input of Elman neural network. A proper choice of the input dimension plays an im-
portant role in constructing an appropriate Elman neural network. As before-mentioned, 
in order to predict the traffic flow volume in the next interval for a downstream location, 
we considers the time of the day, the day of the week and the spatial relationship. 
Therefore, the input of the Elman NN includes the following three kinds of data. 

Firstly, the traffic condition is periodically changed, for example, the traffic condi-
tion of Tuesday of this week is similar with the one of last week under normal traffic 
condition without special events, which is the inherent self-similarity of the traffic 
flow. So the past few weeks’ data of the predicted interval are also included in the input 
of the Elman neural network. In the Elman neural network, the data of the predicted 
interval in the last 4 weeks were selected. 

In addition, traffic flow data is a typical time series data, and the future traffic condition 
is influenced by the past traffic condition, as well as many existed predication methods 
used time-series traffic flow data to predict the future traffic condition. So the input of the 
network should include the time series data of the predicted location. The statistical 
autocorrelation function is used to determine the optimum size of past continuous discrete 
traffic flow volumes, eventually 4 past observations were used as the inputs. 

Finally, in this paper, the Elman neural network accounting for the spatial charac-
teristics of the freeway ring as well as the temporal evolution of traffic in the different 
location in the network. Generally speaking, the data from adjacent locations is useful 
to predict the data at the current location. Therefore, in order to predict more precisely, 
the information from adjacent locations should not be neglected. For example, in case 
of non-congestion the downstream measurement locations may depend on the upstream 
ones but in case of congestion the relation may be inverted. The number of the upstream 
locations is 2, as a rule of thumb, according to the selected freeway location. 

In this paper, we will predict traffic flow volume in 5-min increment. The input 
variables of the Elman NN for traffic flow prediction include the flow volume 

4( 5, )Q t k+ , 3( 5, )Q t k+ , 2( 5, )Q t k+ , 1( 5, )Q t k+ , ( 15, )Q t k− , ( 10, )Q t k− , 

( 5, )Q t k− , ( , )Q t k , ( 5, 2)Q t k− − , ( , 2)Q t k − , ( , 1)Q t k − , while the output variable 

is ( 5, )Q t k+ , with t representing the current time and k  representing the prediction 

location in the network; while 1k − , 2k −  denotes the two nearer upstream location. 
The subscript 1,2,3,4 represent the same weekday in the last 4 weeks. 
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3   Case Study 

After 2000, in order to improve freeway operation efficiency in Beijing, a traffic de-
tection system has been implemented, covering three rings and eleven radial freeways. 
The system collects traffic data—including traffic volume, speed, and occu-
pancy—from more than 400 microwave and ultrasonic detectors in 2-min increment.  

The average traffic flow measurements along a three-lane freeway in the 3rd ring 
freeway of Beijing obtained from the Bureau of Beijing Traffic Management are used 
in this study to validate the combined neural network model. Three locations were se-
lected, and each location has a microwave detector. For each location, the traffic data 
were collected from Sep 1, 2007, through Oct 31, 2007. For the purpose of this study, 
5-min traffic flow measurements data were aggregated from the 2-min raw data, and 
only the data of each Tuesday were used in this study. The traffic conditions of the 
same weekday in different weeks are similar withour holidays, so the data of Tuesday 
can demostrate the effectiveness of the proposed model.  

In order to incorporate the day of the week, a 5-min traffic flow data of each Tuesday 
are used in this study to demonstrate the effectiveness of the proposed model, resulting 
in 2,592 raw records. Each record includes 5-min traffic flow volume, 5-min traffic 
flow average speed, 5-min traffic flow average occupancy.  

The 15-minute traffic flow pattern of the each Tuesday is shown in Fig.3, from 
which we will find that the pattern of Oct 2, 2007, a legal holiday day in China, is 
different with others, especially during 7:00-8:00, 12:30-13:30, 17:00-19:00 and 
23:00-24:00. So traffic flow data on the holiday were excluded from the study. 

 

Fig. 1. 15-minute Traffic flow volume of 24 hours in nine Tuesdays 

The main task of this numerical experiment is defined as predicting the traffic flow 
volume in the next time interval for the downstream location (Location 3), that is, 

( 5,3)Q t + , based on the observed traffic flow data in the previous intervals, the last 

few weeks as well as from upstream locations(Locations 1 and 2).  
The resulting traffic data used in this study were divided into training and test data 

sets for model development and testing. For the SOFM NN, 1 hour data were used to 
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cluster the traffic condition, and there are 8×24 records. For the Elman NN, the training 
data set included 852 records, and the testing set included 284 records. The training 
data sets were used to train the Elman neural network predictors for different periods. 
After the Elman neural network models were trained, the testing data set were used to 
test Elman NN performance. The prediction outputs were compared with the observed 
traffic flow data to test the performance of the Elman NN model.  

4   Results and Discussion 

Firstly, the SOFM NN was used to classify the traffic condition pattern in 1-hour in-
crement. The traffic condition of each day was classified into six classes. The number 
of iteration of SOFM NN is 1000. The classification result, the time period of each 
traffic condition pattern and the number of training and testing data sets used in traffic 
prediction is shown in table. 1.  

Table 1. Time period of each traffic condition pattern and the number of training and Testing 
data sets 

Traffic pattern 1 2 3 4 5 6 
Time period 7:00~17:00 17:00~20:00 

21:00~22:00
23:00~24:00 20:00~21:00 6:00~7:00 

22:00~23:00 
0:00~6:0
0 

Training data 360 144 36 36 72 204 
Testing data  120 48 12 12 24 68 

For comparison of the prediction performance of the models described, two indices, 
that is, mean absolute percentage error (MAPE), variance of absolute percentage error 
(VAPE) were selected and employed, as the MAPE and VAPE reflect the accuracy and 
stability of the predictor. 

MAPE and VAPE are defined as follows, 
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where ( 1)V t + =observed traffic flow volume for the time interval t+1, and ˆ( 1)V t + = 
predicted traffic flow volume for the time interval 1t + , N =number of intervals for 
prediction. 

The prediction performance results are shown in Table 3, and the performance of the 
model was analyzed in detail. 
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Table 2. Performance Analysis of Prediction Results 

Traffic pattern 1 2 3 4 5 6 Average1 Whole day2 
MAPE(%)-Elman 6.68 13.20 7.78 5.20 8.30 13.90 9.62 11.80 
VAPE(%)-Elman 9.97 19.30 8.45 4.25 6.52 9.63 12.00 16.30 

1—prediction performance with different Elman NN models for different traffic con-
dition patterns. 

2—with an Elman NN for the whole day. 

From Table 2, it can be seen that in the six patterns, the individual Elman NN for 
each pattern has a visible better prediction performance than the Elman NN for the 
whole day under 4 condition patterns (1, 3, 4, 5) in terms of accuracy and stability, 
which is indicated by their MAPE and VAPE values. This indicates that after clustering 
the traffic condition, the applicability of individual Elman NN for each patter has been 
improved, that is, traffic condition classification is useful to improve the prediction 
accuracy and stability on these 4 patterns.  

But under pattern 2 and 6, the individual Elman NN was worse than the Elman NN 
for the whole day, which may be as a result of the following reasons. For the pattern 2, 
from table.3 it was found that the classification results of different days have not been 
very consistent, which means that the traffic condition of pattern 2 in different days is 
not similar enough. For the pattern 6, from fig.1 it was found that the traffic condition 
of this pattern in each day has been also not similar enough.  

Table 3. Classification results of traffic condition pattern 2 of eight Tuesdays 

 Sep 4 Sep 11 Sep 18 Sep 25 Oct 9 Oct 16 Oct 23 Oct 30 

17:00~18:00 2 5 2 5 2 5 2 2 

18:00~19:00 2 2 2 5 5 2 2 2 

19:00~20:00 2 2 2 4 2 2 2 2 

21:00~22:00 1 4 2 4 2 4 2 2 

 
Finally, for the total 284 prediction data, the MAPE and the VAPE of integrated 

individual Elman NN are 9.62%, and 12.00% respectively, and an Elman NN for the 
whole day are 11.80% and 16.30%. It was also found that for the whole day, the indi-
vidual Elman NN has a better prediction performance than the Elman NN for the whole 
day. With such accuracy, the combined model could be considered as a potential model 
for field implementation. 

In order to verify the influence of different input variables to the prediction per-
formance of the Elman NN, three scenarios different kinds of input variables were also 
tested, including following: 

(a)——inputs of Elman NN includes 4( 5, )Q t k+ , 3( 5, )Q t k+ , 2( 5, )Q t k+ , 

1( 5, )Q t k+ , ( 15, )Q t k− , ( 10, )Q t k− , ( 5, )Q t k− , ( , )Q t k , ( 5, 2)Q t k− − , 

( , 2)Q t k − , ( , 1)Q t k −  



 Combined Neural Network Approach 1023 

(b)——inputs of Elman NN includes 4( 5, )Q t k+ , 3( 5, )Q t k+ , 2( 5, )Q t k+ , 

1( 5, )Q t k+ , ( 15, )Q t k− , ( 10, )Q t k− , ( 5, )Q t k− , ( , )Q t k ,  

(c)——inputs of Elman NN includes ( 15, )Q t k− , ( 10, )Q t k− , ( 5, )Q t k− , ( , )Q t k . 

Table 4. Prediction error comparisons of Elman NN model with different input variables 

Traffic pattern 1 2 3 4 5 6 Average1 Whole day2 
MAPE(%)-Elman(a) 6.68 13.20 7.78 5.20 8.30 13.90 9.62 11.80 
VAPE(%)-Elman(a) 9.97 19.30 8.45 4.25 6.52 9.63 12.00 16.30 
MAPE(%)-Elman(b) 7.32 15.17 12.1 5.11 9.01 14.15 10.53 11.0 
VAPE(%)-Elman(b) 13.7 18.86 13.2 4.07 10.24 10.58 13.66 16.83 
MAPE(%)-Elman(c) 7.37 10.56 4.87 5.72 9.28 14.64 9.64 10.63 
VAPE(%)-Elman(c) 13.23 21.06 5.53 3.89 6.01 12.83 14.18 15.17 

 
1—prediction performance with different Elman NN models for different traffic 

condition patterns. 
2—with an Elman NN for the whole day. 

From the table.4, it can be seen that whatever the input variables were, the MAPE of 
different Elman NN models for different traffic patterns, which is shown in column 8, 
are smaller than that of an Elman NN model for the whole day, which is shown in 
column 9, also the VAPE. Comparison results indicate that after traffic condition pat-
tern division, the accuracy and stability of the prediction can be improved.  

From the column 8 in table.4, it can be seen that the (a) scenario has best prediction 
accuracy and stability, and the (c) scenario is only little worse than (a) scenario in 
prediction accuracy, but the prediction stability is not as good as (a) scenario. The 
prediction accuracy of (b) scenario is worse than (c) scenario, but the stability is better 
than that of (c) scenario. It is shown that with the decrease of input variables, the sta-
bility of prediction became worse.  

Among these six traffic condition patterns, the prediction accuracy of (a) scenario is 
best under 1,5,6 patterns, the prediction accuracy of (b) scenario is best under 4 patterns 
and the prediction accuracy of (c) scenario is best under 2,3 patterns. From which it can 
be seen that there is no one predication model suiting for every traffic condition pattern. 
So we may conclude that improved prediction performance may be achieved in the 
whole period by using different prediction models in different periods. 

With the data from the same system, Liguang Sun et al [15] studied the performance 
of a Combined Short Term Traffic Flow Forecast Model which consists of discrete 
Fourier transform model (DFT), autoregressive model (AR) and neighborhood re-
gression model (NR). For traffic flow volume forecasting in Tuesday, the MAPE of the 
whole day is 12.3%, worse than 9.62%, the MAPE of the proposed model in this paper. 
Also the MAPE of the commuting time, 9.3% is worse than 8.28%.  

5   Conclusions 

In this study, a combined neural network prediction model of a SOFM neural network 
and an Elman neural network was presented for short-term freeway traffic flow volume 
predication and evaluated with freeway traffic data from the 3rd ring freeway of  
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Beijing. It was found that after clustering the traffic conditions into several classes in a 
day by SOFM NN, the individual Elman NN prediction models for each traffic pattern 
outperformed only one Elman NN for the whole day. On the other hand, the proposed 
model incorporates both the time of the day, the day of the week of the prediction time 
and the spatial relationship of the predicted location, which may improve the prediction 
performance in some time period in a day. 

In this research, an arbitrary number of both the past weeks and the related location 
of the predicted location respectively were used. More research efforts should be un-
dertaken on how to selection such parameters to improve the prediction performance. 
The models proposed here were only tested with normal traffic volume cases. In future, 
whether the proposed model is suitable for the abnormal traffic condition or not should 
be studied. 
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Abstract. This paper proposes a system for the facial expression recognition. 
Firstly, we perform noise reduction by a median filter of facial expression im-
age. Then, a cross-correlation of optical flow and mathematical models from the 
facial points are used. To define these facial points of interest in the first frame 
of an input face sequence image, which utilize manually marker. The facial 
points were automatically tracked by a cross-correlation, which is based on  
optical flow, and then extracted the feature vectors. The mathematical model 
extracts features from the feature vectors. An ELMAN neural network was ap-
plied to classify expressions. The performances of the proposed facial expres-
sions recognition were computed by Cohn–Kanade facial expressions database. 
This proposed approach achieved a high recognition rate. 

Keywords: Noise reduction, Median filter, Optical flow, ELMAN, Neural  
network. 

1   Introduction 

The face is a unique and important feature of human beings, conveying identity and 
emotion. When we look at a person’s face, we not only discern who it is but also 
process other information, such as the expression, gender, ethnicity, and age. A suc-
cessful expression classification method has many potential applications such as  
human identification, human–computer interface, computer vision approaches for 
monitoring people, passive demographic data collection, etc. 

The median filter introduced by Tukey [1] in the 1970s, has been used extensively 
for image noise reduction and smoothing. Median filters are especially good at re-
moving impulsive noise from images. The particular nonlinearity of the median filter 
permits it to smooth an image without the degree of blurring that a linear filter with 
similar smoothing characteristics can introduce. 

The face can send many subtle signals. For example, an array of facial expres-
sions—a smile of happiness, a frown of sadness or disapproval, wide-open eyes of 
surprise, or lips curled in disgust—all show a wide range of emotions. Research by 

Ekman et al. [3] have identified six basic emotions that people can identify from 
facial expressions with high accuracy. 

The Facial Action Coding System (FACS) [4,5] is currently the most widely used 
method in recognizing facial expressions. FACS encodes the contraction of each  
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facial muscle (stand alone as well as in combination with other muscles) that changes 
the appearance of the face, and it has been used widely for the measurements of 
shown emotions. 

Gizatdinova and Surakka [6] used feature-based method for detecting landmarks 
from facial images. The method was based on extracting oriented edges and con-
structing edge maps at two resolution levels. Edge regions with characteristic edge 
pattern formed landmark candidates. 

An optical-flow based approach [7,8] is sensitive to subtle changes in facial ex-
pression. Action unit (AU) combinations in the brow and mouth regions were selected 
for analysis if they occurred at a minimum twenty-five times in the database.  

Input facial   

expression image 

Manually marked 

feature points 

Feature extraction 

by mathematical 

model 

Classification

(neural network) 

Output facial 

expression image 

Preprocessing

 

Fig. 1. The facial expression recognition system 

Selected facial features were automatically tracked by using a hierarchical algo-
rithm for estimating optical flow. Image sequences were randomly divided into train-
ing and test sets. 

We performed a preprocessing of facial expression image. Then, proposed seven 
feature mathematical models extracted from seventeen facial feature points, and 
formed a feature vector for each expression. These features were used to train an 
ELMAN neural network classifier to classify input feature vectors into one of the six 
basic emotions. This approach flow shows in Fig. 1. 

The paper is organized as follows. Section 2 is the preprocessing of facial expres-
sion image. Section 3 finds seventeen facial points. We extracted seven features from 
seventeen facial points by optical flow and mathematical models in section 4. While 
in section 5 these features were used to train and test an ELMAN neural network. 
Finally, the results are described in section 6. 

2   Preprocessing 

2.1   Noise Reduction 

In image processing, the median filter [1,2] has been proved to be a very effective 
method in removing noise. When encountering an image corrupted with noise you 
will want to improve its appearance for a specific application.  



1028 S. Tai and H. Huang 

2.2   Median Filter Algorithm 

For an image I of size M × N and an observation X of the size same as I. An U is the 
impulsive noise with random values. 

X I U= +     (1) 

A median filter replaces a pixel by the median of all pixels in the neighbourhood: 

[ , ] { [ , ], ( , ) }y m n median X m n m n W= ∈                      (2) 

where m 1 .M,  n 1 .N= … = … , and W is a predetermined window. Generally, W is 
chosen to be 3× 3, 5× 5, or 7× 7. 

3   Facial Feature Point Marker 

In the first frame, 17 feature points were manually marked with a computer-mouse 
around facial landmarks (Fig. 2). 

1

8

15
17

2

3 74

16
14

13

5
11

6

9
12
10

 

Fig. 2. Seventeen facial points 

4   Feature Extraction 

4.1   Facial Points Tracking 

Since the database of this approach used image sequences, tracking facial points were 
decomposed temporally into successive two-frame matching problems. In addition, 
we could track the facial points that were faster than repeating the whole detection 
process. The facial points tracking used cross-correlation of optical flow [9-13]. Each 
point was the center of a 13 by 13 flow window that included horizontal and vertical 
flows. A cross-correlation based on optical flow method is used to automatically 
tracking the facial points in the sequence image. 
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Cross-correlation of a 13 by 13 window in the front frame, and a 23 by 23 window 
at the next frame were calculated and positioned with maximum cross-correlation of 
two windows, were estimated as position of feature point at the next frame. Each fea-
ture point was calculated by subtracting its standard position in the first frame from its 
current standard position. All the feature points’ positions were patterned by position 
of the top of nose. 

4.2   Feature Extraction by Mathematical Model 

The feature extraction used mathematical model description. Since the paper using the 
Cohn–Kanade database consists of expression sequences of subjects, starting from a 
neutral expression and ending in the peak of the facial expression. Hence, seven fea-
tures were extracted from facial point position in the first frame and the end frame. 
The feature mathematical models are as below: 

 Size of Eye: 

( ) ( )( )Y5 Y6 Y9 Y10 / 2− + −       (3) 

 Width of Eye:  

( ) ( )( )X4 X3 X8 X7 / 2− + −      (4) 

 Eyebrow to Iris Distance:  

( ) ( )( )Y1 Y11 Y2 Y12 / 2− + −         (5) 

 Width of Mouth:  

X15 X14−     (6) 

 Size of Mouth:  

Y16 Y17−       (7) 

 Philtrum:  

Y13 Y16−       (8) 

 Eye to Cheek Distance:  

( ) ( )( )Y11 Y13 Y12 Y13 / 2− + −    (9) 

where Xn is the position in Figure 1 of feature point n [n 1....17∈ ] in x –axis and Yn 
is the position in Figure 1 of feature point n [n 1....17∈ ] in y –axis.  X and Y represent 
x-axis and y-axis respectively in the two-dimension area. 

5   The ELMAN Neural Network Model 

All features were classified as one of the six basic emotions by means of the ELMAN 
neural network system [14-19]. It belongs to recurrent networks which differentiate 
other networks, and it is the additional connection from the hidden unit to itself.  
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The recurrent connection allows detecting and generating time-varying patterns. The 
simplest method of recurrent network is ELMAN network.  

We used two hidden layers, and the number of input layer units must be equal to 
the number of extracted features and the output layers correspond to six kinds of fa-
cial expressions. The highest value will be indicated to the corresponding facial ex-
pression. The network architecture is shown as Fig. 3. 

F 1 

F 4 

F 7 

Angry 

Happy 

Surprise 

Disgust

Fear

Sad

Input
Layer

Hidden 
Layer1

Hidden
Layer2

Output 
Layer  

Fig. 3. The ELMAN neural network architecture 

6   Results 

6.1   Data Set 

The Cohn-Kanade facial expression database consists of 100 university students aged 
from 18 to 30, of which 65% was female, 15% were African-American, and 3% were 
Asian or Latino. Subjects were instructed to perform a series of 23 facial displays, in 
which six were based on descriptions of prototypic emotions (i.e., anger, disgust, fear, 
happy, sad, and surprise). Image sequences from neutral to target displays were digi-
tized into 640x490 pixel arrays. 

6.2   Simulation Result 

To show the efficiency of our method, extensive experiments were done on the Cohn-
Kanade facial expression database to test, and to train. However, not all of the  
six facial expressions sequences were available to us in all subjects, we used only a 



 Facial Expression Recognition in Video Sequences 1031 

subset of fifty-five subjects, for which at least four of the sequences were available. 
Every facial expression of the subject had no regular number of image sequences. All 
subjects must have the faces in the same illumination and on the same scale.The 
choice of training and test set obeyed the following rules: (1) The training set selects 
forty-five subjects randomly; (2) The test set selects ten subjects randomly; (3) The 
test was repeated five times; (4) Different testing and training subjects were changed 
each time. Table 1 shows the average recognition rate. 

Table 1. Average recognition rate 

Accuracy (%)  

Before preprocessing After preprocessing 

Angry 90.06 90.74 

Happy 100 100 

Surprise 96.66 96.9 

Sad 89.42 90.62 

Disgust 96.7 97.22 

 
 
 

Recognition 
Feature 

Fear 84 86.78 

Average (%) 92.8 93.71 

6.3   Result Comparison 

Six methods for recognizing expressions of novel individuals were compared in Table 
2. All these methods were tested based on the Cohn-Canade database and uses a simi-
lar way to divide the database. In [20], a method a Nearest-Neighbor algorithm, which 
achieved an average recognition rate of 89.13%. In [21], a method consists of three 
modules. First, face detection were used. Second, Gabor wavelet and AdaBoost were 
applied to select feature that presents a face image. Finally, Gabor features selected by 
AdaBoost were fed into NKFDA to classify, with a recognition rate of 85.6%. In [22], 
that used Relevance Vector Machines (RVM) as a novel classification technique  
for the recognition of facial expressions and an accuracy of 90.84% was achieved.  
 

Table 2. Comparison result of six methods 

Other methods 
Accuracy 

(%) 
J.M. Buenaposada et al. 

[20] 
89.13 

Huchuan et al. [21] 85.6 
Datcu et al. [22] 90.84 
S.C. Tai et al. [23] 92.0 

Seyedarabi et al. [9] 91.6 
H.C. Lu et al. [24] 92.26 

Our Method 93.71 
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In [23], an approach based on the optical flow and mathematical model achieved an 
average recognition rate of 92.0%. In [9], a facial expression recognition system, 
which was based on the facial features extracted from facial characteristic points in 
frontal image sequences, was developed. This method achieved an average recogni-
tion rate of 91.6%. In [24], that used pixel-pattern-base texture feature and SVM. This 
method achieved an average recognition rate of 92.26%. In our method, we have ob-
tained a higher recognition rate, 93.71%. 

7   Conclusion 

This paper presented a high-performance facial expression recognition method. There 
were first preformed by the median filter which reduced noise and by the logarithm 
image processing which enhanced image quality. Then, we proposed a method for the 
estimation of the facial features, which used manually marker facial points. Moreover, 
the cross-correlation of optical flow does facial point tracking and mathematical mod-
els do feature extraction from the facial points. The ELMAN neural network trained 
and tested seven features, the experiments showed that our method performs better 
than others on the Cohn-Canade database. This system achieved more efficient facial 
expression recognition. 

Acknowledgment. The authors would like to thank the Cohn-Kanade Technical Agent. 
We are also grateful to the anonymous reviewers for their valuable comments. 
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Abstract. An intelligent methodology for power load forecasting was devel-
oped. In this forecasting system, wavelet neural network techniques were used 
in combination with a new evolutionary learning algorithm. The new evolution-
ary learning algorithm introduced the Tabu Search Algorithm and Genetic  
Mutation Operator into Artificial Fish Swarm Algorithm (AFSA) to construct a 
hybrid optimizing algorithm, and is thus called ASFA-TSGM. The hybrid algo-
rithm can greatly improve the ability of searching the global excellent result and 
the convergence property and accuracy. The effectiveness of the ASFA-TSGM 
based WNN was demonstrated through the power load forecasting. The simu-
lated results show its feasibility and validity. 

Keywords: Wavelet neural networks, Tabu search, Genetic mutation operator, 
AFSA, Power load forecasting. 

1   Introduction 

As the power market develops gradually, power companies attach more and more 
importance to accurate load forecast. There are many kinds of normal methods for 
load forecast. Among them the artificial neural network (ANN) [1-3] has been widely 
applied to power load forecast for its good nonlinear mapping ability. The multilayer 
perception (MLP) [4], along with the back-propagation (BP) training algorithm, is 
probably the most frequently used type of neural network in practical applications. 
Unfortunately, these ANNs have some inherent defects, such as low learning speed, 
existence of local minima, and difficulty in choosing the proper size of network to suit 
a given problem.To solve these defects, we combine wavelet theory with it and form a 
wavelet neural network (WNN) whose activation functions are drawn from a family 
of wavelets. The WNN has shown surprising effectiveness in solving the conventional 
problem of poor convergence or even divergence encountered in other kinds of neural 
networks. It can dramatically increase convergence speed [5-7]. 

How to determine the structure and parameters of the neural networks promptly 
and efficiently has been a difficult issue all the time in the field of neural networks 
research [9]. This paper tries to apply the ASFA-TSGM that introduced the Tabu 
Search Algorithm and Genetic Mutation Operator into Artificial Fish Swarm  
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Algorithm for training the WNN. Artificial Fish Swarm Algorithm (AFSA) [8-9] is a 
new kind of intelligence optimization algorithm, which is inspired by the behavior of 
fish. This algorithm has some benefits such as robustness against local extreme, fast 
convergence and very flexible in practice. But as the complexity and scope of optimi-
zation problem expanding, it is difficult to get satisfied result by single optimization 
algorithm [10-11], so as to AFSA. AFSA has several disadvantages such as the  
blindness of searching at the later stage and the poor ability to keep the balance of 
searching, which reduce its probability of searching the best result. To overcome 
these problems, this paper introduced the Tabu Search Algorithm and Genetic Muta-
tion Operator into AFSA to construct a hybrid optimizing algorithm. A two-point tabu 
search operator is proposed to avoid the iterance during optimization, and it is 
adopted to simulate the activities of a single fish such as pursuing the historically 
optimal fish, pursuing the current optimal fish and converging to the center of the 
other fishes. The non-uniformity mutation operator used in genetic algorithm is used 
to represent the individual activity of searching food. The whole fish swarm commu-
nicate and cooperate by the above four activities, thereby generating the hybrid AFSA 
based on tabu search and genetic mutation operator. The hybrid algorithm can adjust 
the searching range adaptively and have better ability to keep the balance of search-
ing, and can avoid circuitous searching. And then we use it training WNN for power 
load forecasting. The experimental results show that the proposed algorithm is sig-
nificantly superior to normal BP algorithm and original AFSA. 

The paper is organized as follows. The WNN for power load forecasting is de-
scribed in Section 2. In section 3, the basic AFSA and the improved algorithms are 
explained. In section 4, designs of WNN by ASFA-TSGM are simulated and applied 
to power load forecasting. Finally, section 5 concludes the paper. 

2   Wavelet Neural Network for Power Load Forecasting 

The WNN employed in this study is designed as a three-layer structure with an input 
layer, wavelet layer (hidden layer) and output layer. The topological structure of the 
WNN is illustrated in Figure 1.  

The activation functions of the wavelet nodes in the wavelet layer are derived from 
a mother wavelet ( )xψ . Suppose that the Fourier transform of the square-integrable 

function 2( ) L ( )x Rψ ∈  is ( )w
∧
Ψ , and it satisfies the condition: 

21

( )w w dw
− ∧+∞

−∞
Ψ +∞∫ p [12], so function 2( ) L ( )x Rψ ∈ is the mother wavelet. Order  

( ) (( ) )ab t t b a aΨ = Ψ −                                             (1) 

so ( )ab tΨ  is the wavelet base which is generated by mother wavelet and depended on 

parameter a and b , in the formula, a  is the translation factor, b is the expansion 
factor. 

Suppose the nonlinear time series transform function is 2( ) ( )f t L R∈ , definite the 

wavelet transform as: 
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( ) ( ) (( ) )ab t f t t b a dt a
+∞

−∞
Ψ = Ψ −∫f                           (2) 

Choose wavelet base series finitude linear combination to approximate time series 
function[13-14],  

1

( ) (( ) )
N

i i i
i

g t w t b a
=

= Ψ −∑                                                (3) 

In the formula, ( )g t  is the predicted value of dynamic error. As in Fig.1, 
1w ,

2w ,L , 

Nw  are weight coefficients. θ  is combination of all parameter, t  is the input channel, 

( )g t  is the output channel, the mean square error function of predicted value is set up 

as the object function ( )C θ , so there is: 

[ ]2

1

1
( ) ( ) ( )

2

N

i

C g t f tθ
=

= −∑                                              (4) 

Order ( )i i it b aξ = − , ( ) ( ) ( )t g t f tξ = − , so the learning procedure is as follows: 

1) choose suitable wavelet 
2 2( ) cos(1.75 ) tt t e−Ψ = ; 

2) initialize parameter 
kθ ;  

3) compute gradient of ( )C θ ; 

2 2

1

( ) cos(1.75 ) i

N

i i k i
k

h w C w e e ξξ −

=

= ∂ ∂ =∑  

{ } 2 21

1

( ) 1.75sin(1.75 ) cos(1.75 ) i

N

i k i i i i i
k

h b e w a e ξξ ξ ξ −−

=

= − +∑
 

{ } 2 21

1

( ) 1.75sin(1.75 ) cos(1.75 ) i

N

i k i i i i i i
k

h a e w a e ξξ ξ ξ ξ −−

=
= − +∑  

4) use recurrence to seek optimum. It can use step-by-step checking method to confirm 
n . If the error of fitting is less than D , then n  begins from 1 and compute 

1ξ . If 
1 Dξ p , 

then n =1, or increase n  to 2; If 
2 Dξ p , then n =2, or continue, and let *

n Dξ p  when 
*n n= , so the optimal value of schema n  can be confirmed and written as *n . 

 

Fig. 1. Structure of WNN 
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3   AFSA Based on Tabu Search and Genetic Mutation Operator 

AFSA performs a parallel search in the solution space to find the optimum solution by 
simulating the behavior of fish including searching food, congregate and follow. In 
other words, this algorithm searches the optimum solution based on the cooperation 
and competition of the fish individuals. The key of designing AFSA lies on simulat-
ing behaviors of a single fish, which needs to define the appreciable visual distance 
VISUAL, the move step length STEP and the crowd factorδ. As space is limited, the 
basic theory of AFSA will not be shown here which was explained in articles [8] and 
[9]. 

This paper proposed an improved AFSA based on tabu search and genetic mutation 
operator. It adopts the two-point tabu search operator to simulate such behaviors of a 
single fish as pursuing the historically optimal fish, pursuing the current optimal fish 
and converging to the center of the other fishes, and adopts the non-uniformity ge-
netic mutation operator to simulate the behavior of searching for food. The concrete 
theory of the proposed method will be discussed as follow. 

3.1   Introduction of Tabu Search 

Tabu Search is a kind of stochastic sub-elicitation searching algorithm proposed by 
Glover [15], which searches the solution space through its memory ability and the 
rule of expectation. The basic theory of tabu search is: Supposed that there is a solu-
tion and an adjacent field, it will find an optimal solution in this adjacent field and 
write it as ans, then make the present optimal solution ans∗=ans and search the local 
optimal solution ans′ in the adjacent field nearing this present optimal solution. But 
this optimal solution may equal to the former one, in order to avoid this kind of circu-
lation, the tabu search algorithm set a tabu table to remember the latest operation. If 
the present operation is in the table, it will be forbidden, otherwise ans will be re-
placed by ans′. At this moment, the object function of ans may be better than that of 
ans′, so the tabu search algorithm can accept bad solution. But if those especially 
beneficial operations improved the present optimal solution, they could be released 
from the tabu table by the rule of expectation to find better solution fast.  

To the optimizing problem of consecutive variables, the prerequisite of tabu search 
is that the solution space should be discrete (determining the number of adjacent 
fields Nadj). So this paper adopts the strategy of adjacent fields tabu, it means that if a 
point was remembered and stored in the tabu table, then all the points in the adjacent 
field whose center is that point would be forbidden. After that the solution space 
would become discrete, and the tabu search algorithm could be used just given the 
length of the tabu table Ntabu. This paper constructed a two-point tabu search opera-
tor to search the solution space without repetition. 

3.2   Two-Point Tabu Search Operator 

Supposed that there is a searching field, and its lower limit is 1 2( , , , )nL l l l= L  and the 

upper limit is 1 2( , , , )nU u u u= L . Any point A (a single fish) of the optimizing swarm 

(fish swarm) could be seen as a slip surface, and its position could be set as 
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1 2 3( , , ) ( , , )c c hX x y x z z z= = . The other optimizing point B could be either the opti-

mal point of the present swarm or the historical optimal point of swarms or the geo-
metrical center of the present swarm, and its position could be set as

1 2 3( , , )O o o o= . 

minα ,
maxα  are separately the lower limit and the upper limit of the optimizing parame-

terα, and they can be determined by L and U.  
After the scale of he optimizing parameter α is determined, the process of search-

ing a new point 
newX  using points A and B can be defined as follow: 

( )newX O O Xα= + −                                                (5) 

Firstly, make
maxα α= , we can get a new point according to formula (5). If this new 

point is feasible, then determine which adjacent field it belongs to and judge whether 
this adjacent field k is in the tabu table. If this adjacent field k is not in the tabu table, 
it demonstrates that the optimizing operator makes a successful searching and put this 
adjacent field k in the tabu table, and if the tabu table is full, we can update it accord-
ing to the first-in first-out principle; If this adjacent field k is in the tabu table, then 
judge whether the rule of expectation is met, and if it is, the searching is successful, 
otherwise make 0.5α α=  and return to formula (5) to get a new point again, and 
repeat the above judgment; If this new point is unfeasible, then make 0.5α α=  and 
return to formula (5) to get a new point again, and repeat the above judgment until 
reaching a successful searching. If the searching is still not successful when α be-
comes a very small number (10-3), then make 

minα α=  and repeat the above steps until 

successful; if it is still not successful when α becomes much smaller, then the opti-
mizing operator fail. Figure 2 shows searching process of the two-point tabu search 
operator. From figure 2 we can see that the new points generated by the operator lay 
in zone I when

max[0, ]α α∈ , and when 
min[ ,0]α α∈  they lay in zone II. 

 

Fig. 2. Two-point tabu search operator 

3.3   Behaviors of a Single Fish 

1) Pursuing the historically optimal fish. The basic AFSA sets up a call-board to re-
cord the information of the historically optimal fish, but it is not used for searching 
for the global optimal solution. In order to use the information of the historically 
optimal fish, this paper simulated the behavior of pursuing the historically optimal 
fish. Supposed that the present position of a single fish is 

1 2 3( , , )X z z z=  and that 
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of the historically optimal fish is
1 2 3( , , )G g g g= , we can take the present single 

fish as the point A of the two-point tabu search operator, and take the historically 
optimal fish as the point B, then the two-point tabu search operator can be used to 
do the searching process, if it is successful, the present fish should be replaced with 
the new point, otherwise the present fish just searches for food. L5 in Figure 3 
shows the process of the fifth fish pursuing the historically optimal fish. 

2) Pursuing the current optimal fish. Supposed that the present position of a single 
fish is 

1 2 3( , , )X z z z=  and that of the optimal fish in the present fish swarm 

is
1 2 3( , , )LOC loc loc loc= , we can take the present single fish as the point A of the 

two-point tabu search operator, and take the optimal fish of the present fish swarm 
as the point B, then the two-point tabu search operator can be used to do the 
searching process, if it is successful, the present fish should be replaced with the 
new point, otherwise the present fish just searches for food. L6 in Figure 3 shows 
the process of the sixth fish pursuing the optimal fish of the present fish swarm. 

 

Fig. 3. Individual activities of two-dimensional fish swarm 

3) Converging to the center of the other fishes. Supposed that the present position of a 
single fish is 

1 2 3( , , )X z z z=  and the center position of the other fishes  

is
1 2 3( , , )C c c c= , we can take the present single fish as the point A of the two-point 

tabu search operator, and take the center position C  as the point B, then the two-
point tabu search operator can be used to do the searching process, if it is success-
ful, the present fish should be replaced with the new point, otherwise the present 
fish just searches for food. L4 in Figure 3 shows the process of the fourth fish mov-
ing to the geometrical center. 

4) Searching for food using non-uniformity genetic mutation operator. This paper 
uses the non-uniformity genetic mutation operator [16] to construct the behavior of 
searching for food. This operator has only one parameter b , and in the earlier stage 
of iteration, it can assure the fish swarm to search for food in broader range, and in 
the later stage of iteration, it can assure the fish swarm to convergence around the 
optimal solution, which can assure reaching higher searching precise. The comput-
ing formula is as follow: 

( , )

( , )
k k k

k
k k k

z t u z
z

z t z l

+ Δ −⎧′ = ⎨ − Δ −⎩
                                               (6) 
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Where max( , ) (1 / )bt y y rand t TΔ = − , t is the present evolution time and maxT  is the 

maximum evolution time, rand is random numbers among (0, 1), b  is a system pa-
rameter which determines the dependence degree of stochastic disturbance to the 
evolution time t , usually 2b = . Supposed that the present position of a single fish is 

1 2 3( , , )X z z z= , it can execute once mutation and finish once searching for food  

according to formula (6), and if the new position does not meet the constraint condi-
tions, then searching for food again until new feasible point is found. Taking the train-
ing of WNN as example, the concrete iteration steps of the hybrid AFSA-TSGM 
algorithm is explained as follow. 

3.4   Steps of AFSA-TSGM Algorithm 

1) Set the dimension of limit vector 3n = , the number of adjacent fields 100Nadj =  

and make the solution space as discrete fields, set the length of tabu ta-
ble 20Ntabu = . Set the number of fishes 6N =  and generate 6 fishes meeting the 
constraint conditions, and put those adjacent fields which the 6 fishes belonging to 
in the tabu table. Initialize the iteration time 0t =  and give the maximum iteration 
time 

maxT . 

2) Compute the object function of the 6 fishes ( 1, 2, , 6)iS i = L  according to formula 

(4), compute the optimal fish LOC  of the present fish swarm and historically op-
timal fishG , and record the information of the historically optimal fish on the call-
board.  

3) Single fishes update their positions by pursuing the historically optimal fish, pursu-
ing the current optimal fish, converging to the center of the other fishes and search-
ing for food, and compute the historically optimal fishG  and update the information 
on the call-board.  

4) Make 1t t= + , if
maxt T≥ , then end the algorithm, otherwise return to step 3). 

4   Experiment 

4.1   Process of Samples 

The method of this paper was applied to forecast loads of a power system, and it was 
compared with the original AFSA. The programming system was Matlab 7.0. Data of 
the above power system from Aug.2002 to Jul.2004 were chosen as training samples, 
and that from Aug.2004 to Dec.2004 were chosen as test samples. 

In order to keep neurons from saturation phenomenon and improve the forecasting 
precise, data of loads should be normalized as follow: 

'
min max min( ) /( )t tx x x x x= − −                                          (7) 

The output should be reverted as follow: 

'
max min min( )t tx x x x x= − +                                            (8) 
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Table 1. Comparison of the 24-hour forecasting error (%) 

Time of 

forecasting 
AFSA-TSGM AFSA 

00:00:00 

01:00:00 

02:00:00 

03:00:00 

04:00:00 

05:00:00 

06:00:00 

07:00:00 

08:00:00 

09:00:00 

10:00:00 

11:00:00 

12:00:00 

13:00:00 

14:00:00 

15:00:00 

16:00:00 

17:00:00 

18:00:00 

19:00:00 

20:00:00 

21:00:00 

22:00:00 

23:00:00 

0.61 

0.38 

0.43 

1.61 

0.26 

0.54 

0.31 

1.28 

0.87 

1.73 

1.89 

1.47 

1.79 

2.24 

1.52 

2.08 

1.65 

0.46 

1.62 

1.70 

2.76 

1.68 

4.25 

4.24 

0.47 

0.48 

0.59 

1.94 

0.53 

0.74 

1.46 

1.72 

1.15 

2.10 

2.38 

2.17 

2.66 

3.18 

2.57 

3.02 

2.46 

1.25 

0.79 

2.73 

3.92 

3.04 

5.85 

6.07 

where xmax and xmin are separately the maximum load and the minimum load of sam-
ples. The other influencing factors could be processed as the method proposed by 
article [16]. 

4.2   Choice of Parameters 

Some parameters of the algorithms in this paper were set as follow: To the normal BP 
algorithm, the training time was initialized as 100, and the learning probability was 
set as 0.2, and the initial attenuation probability was set as 5×10-4, and the learning 
speed was set as 0.01. To the original AFSA, two groups of limit vectors were ap-
proximately given as: 

1U =(90,80,45),
1L =(10,10,25),

2U =(50,60,45),
2L =(10,0,25); to 

every group of limit vectors, generate 10 groups of initial fish swarm (the number of 
fishes in every fish swarm is 6) randomly; the appreciable visual distance 
VISUAL=25, the move step length STEP=50 and the crowd factor δ=6; and the 
maximum iteration time maxT =200. To the AFSA-TSGM algorithm, adopt the 20 
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initial fish swarms generated as above, the maximum iteration time maxT =200; the 
number of adjacent fields 100Nadj = , and the length of tabu table 20Ntabu = ; the 

system parameter 2b = . 

4.3   Error Test and Result Analyses 

This paper adopts the average relative error e  as the criterion judging the forecasting 
precise: 

( )
1

( )1
100%

( )

n

i

A i F i
e

n A i=

−
= ×∑                                                   (9) 

where ( )A i and ( )F i  are separately the real load and the forecasted load. 

In order to test the capability of the AFSA-TSGM algorithm, it was compared with 
the original AFSA. Table 1 and Figure 4 showed the comparing results. Table I 
showed the forecasting errors of the three algorithms to the day of Aug 23, 2004, and 
it could be concluded that the average of relative errors of AFSA-TSGM was 1.56%, 
which was smaller than 2.22% of AFSA. Figure 4 showed the forecasting curve and 
the real load curve, and it also showed that AFSA-TSGM had achieved better fore-
casting precise. 

 

Fig. 4. Curves of forecasted and real load 

5   Conclusion 

A wavelet neural network approach based on AFSA-TSGM is developed for power 
load forecasting. The approach uses the wavelet theory to construct a wavelet neural 
network to increase the convergence speed, and takes the novel kind of AFSA-TSGM 
optimization algorithm to train wavelet neural network. The feasibility and effective-
ness of this new approach is validated and illustrated by the study case of modeling 
power load forecasting. 
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Abstract. One of the most desired aspects for power suppliers is the acquisi-
tion/sale of energy for a future demand. However, power consumption forecast 
is characterized not only by the variable of the power system itself, but also re-
lated to socio-economic and climatic factors. Hence, it is imperative for the 
power suppliers to design and correlate these parameters. This paper presents a 
study of power load forecast for power suppliers, comparing application of 
techniques of wavelets, time series analysis methods and neural networks, con-
sidering long term forecasts; thus defining the future power consumption of a 
given region. The results obtained proved to be much more effective when 
compared to those projected by the power suppliers based on specialist informa-
tion, thus contributing to the decision making for acquisition/sale of energy at a 
future demand.  

Keywords: Power load forecast, Time series analysis, Wavelets, Neural  
networks. 

1   Introduction 

Power load forecasting has always been the essential part of an efficient power system 
planning and operation [1,2]. With it, power suppliers can satisfactorily estimate the 
purchase of energy based on the future demand and prices, minimizing the difference 
between the amounts of energy bought and consumed. 

With respect to load forecasting, due to corporative reasons, power suppliers are, at 
times, unable to retrieve or apply exogenous variables to the model, due to the fact 
that these variables are hard and/or expensive to obtain. Use of some attributes are 
also discarded for predictive analysis, for not enabling their estimation accurately and 
thus, not being able to deal with the forecasting with the algorithms and techniques 
used, especially as the period of forecasting increases. We will consider in the study 
presented here the alternative for load forecasting when no data, other than the energy 
consumption itself, is available for the power suppliers. 
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The contributions of this work follow the study and improvement of the load fore-
casting estimations, using statistical and computational intelligence models, specifi-
cally regression, neural networks and wavelets; inducing, in the course, new variables 
and approaches. Thus providing with a comparative analysis of their effectiveness and 
applicability. 

This paper is organized as follows: the regression methods for load forecast are 
subject of section 2. Section 3 presents the neural networks model used and the defini-
tion of its parameters. Section 4 presents the wavelets model applied for the forecast-
ing. In section 5, final remarks of the paper are presented. 

2   Time Series and Regression Model for Load Forecasting  

The data available for the analysis with regression model correspond to the total 
power consumption. The study used the historical power consumption data available 
for the period from January 1991 to December 2006.  

As discussed in previous studies [3], the consumption time series is tendentious 
and non stationary. The series, by studying its correlograms, does not achieve station-
arity even on successive differentiations. Thus, a new approach that consists of parti-
tioning the series in twelve annual series corresponding to the months from January to 
December was used (Fig. 1). These now partitioned series when studied presented 
stationarity. 
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Fig. 1. Historical data of the power consumption from 1991 to 2006 separated monthly 

An almost linear growth could then be observed in the series throughout time, apart 
from the period ranging from 2001 to 2002, characterized by the occurrence of a na-
tional measure for energy rationing; which drastically reduced the power consumption 
[4].  

The estimator for the consumption prediction uses a multiple regression analysis 
(see [5] and [6]), based on the value of the consumption at a previous time and two 
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additional terms. The general formula of the multiple regression model can be speci-
fied as (1): 

ikikiii uXAXAXAAY +++++= 22110  (1) 

where, Y  is a column vector, with dimension 1×n ; X  is a matrix of size kn × , that 
is, with n  observations and k  variables; with the first column representing the inter-
cept 0A ; A  is a vector with 1×k  unknown parameters; u  is a vector with 1×n  dis-

turbances. 
Although the non stationarity issue is solved by partitioning the data into annual 

series, the introduction of this approach might bring a loss of knowledge from events 
exogenous (e.g. effects originated from loss or acquisition of contracts by the energy 
suppliers, projects or government managements, etc.) to the standard behavior of the 
system, occurred during the eleven months apart from the next instance of the ana-
lyzed month.  

To account for the impact of such events and thus obtain a more adjustable value 
for the prediction, a variable, obtained from a factorial analysis (for a more complete 
view on factorial analysis see [7]), was added to quantify the annual trend of the con-
sumption according to its behavior and to condense the information and trends oc-
curred in the year.  

The factorial analysis was made over the twelve annual series; retrieving from the 
analysis a single factor which best represents the series (around 99.6%) and, conse-
quently, the annual behavior. 

The second term added acts with respect to the containment of the impact from 
anomalies in the historical data of the power consumption (from June 2001 to Febru-
ary 2002) by adding a new binary artificial variable to the monthly series; indicating 
the presence or absence of a historical value influenced by this occurrence, assigning 
values 1 or 0, respectively.  

Not only the period when the rationing measure was installed is treated here, but 
also the months that had followed that period, which persisted with a decrease in the 
power consumption, until the series returned to its normality. 

The performance of the model will be evaluated according to mean absolute per-
centage error (MAPE), calculated according to (2). 

%100
|ˆ|1

1

×⎟⎟
⎠

⎞
⎜⎜
⎝

⎛ −
= ∑

=

N

i i

ii

y

yy

N
MAPE  (2)

where N  is the number of existing samples, y  is the real historical value and ŷ  is 
the estimated value. The results from the neural networks and the wavelets methods, 
presented in sections 3 and 4, respectively, are also based on MAPE. 

An initial test was made using the data from 1991 to 2004 and then estimating the 
consumption values for the years of 2005 and 2006 (Fig. 2), that presented an error of 
approximately 1.76%, a value inferior to all of the statistical methods used by the 
national power suppliers, which runs around 4.1%. 
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Fig. 2. Real and estimated values of the power consumption from Jan/05 to Dec/06 

Once the effectiveness of the regression estimation model for the data series is 
verified, a projection of its behavior was made for the years 2007 and 2008 (Fig. 3). 
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Fig. 3. Estimated values of the power consumption for the years 2005 to 2008 

The results achieved by the implemented neural networks model, as well as a com-
parative analysis of the results obtained by both the techniques will be shown next. 

3   Artificial Neural Networks Model 

The artificial neural networks used in this work carry out the forecasting of the power 
consumption, whose input variables are its historical data decomposed in twelve se-
ries, as previously described in section 2, and the variables of date and the growth 
rate from consecutive years were also used. The ANN was fed with the value of the 
consumption and its three previous values, using a “windowing” technique with size 
three. Fig. 4 illustrates the inputs and outputs selected for modeling the ANN used.  
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Fig. 4. RNA architecture used 

The ANN architecture chosen was the feedforward multilayer perceptron network 
(MLP), with one hidden layer, due to its wide use on predictive systems [8,9] and the 
training algorithm chosen for the learning of the MLP network was the backpropaga-
tion [10] and Levenberg-Marquardt [11], with modifications for the dynamic adjust-
ment of the configuration parameters. After preliminary experiments, the learning rate 
in Levenberg-Marquardt algorithm was fixed at 0.02. 

The simulations were made for each of the twelve series, identifying and selecting 
the best MLP network for each. The simulations were made with two data sets.  

First, the MLP networks used as trainings sets the historical data from 1991 to 
2004, and as test data from year 2005. After the training process, the forecast of the 
consumption values for the years 2005 and 2006 were made with the backpropagation 
and Levenberg-Marquardt algorithms (Fig. 5 and 6, respectively). 
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Fig. 5. Real and estimated values of the power consumption from Jan/05 to Dec/06 obtained by 
the MLP with backpropagation 
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Fig. 6. Real and estimated values of the power consumption from Jan/05 to Dec/06 obtained by 
the MLP with Levenberg-Marquardt 

The obtained results for the forecasts presented residual errors in both the cases, of 
approximately 2x10-4% with backpropagation and 26x10-3% with Levenberg-
Marquardt, for the year 2005. However, for 2006 it generated an error of 6.06% with 
backpropagation and 3.75% with Levenberg-Marquardt. 

The neural network models were applied again; having now as training set the  
values of the historical data from 1991 to 2005 and, for test, the data of 2006. The 
forecast of the consumption values was then made with both backpropagation and 
Levenberg-Marquardt for the years 2006, 2007 and 2008 (Fig. 7 and 8, respectively). 
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Fig. 7. Estimated values of the power consumption for the years from 2006 to 2008 obtained by 
the MLP with backpropagation 

The forecast of the consumption for 2006, shown in Fig. 7 and 8, also presented re-
sidual errors, of approximately 1x10-4% with backpropagation and 13x10-4% with 
Levenberg-Marquardt. 
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Fig. 8. Estimated values of the power consumption for the years from 2006 to 2008 obtained by 
the MLP with Levenberg-Marquardt 

The results presented here showed that the MLP networks present an exceptional 
result when studying a short-range forecast, usually periods from six months to one 
year. However, when studying longer periods of time, the reliability of the values 
decreases drastically, presenting anomalous values (Fig. 5, 6, 7 and 8) of consumption 
after the first year of forecast; such values do not agree with those from the knowl-
edge of specialists in the domain. For long-range forecasts, the model based on re-
gression techniques, presented in section 2, yielded better results, producing series 
with a good behavior (Fig. 3); and also a good adjustment, although inferior to the one 
obtained by the MLP model. 

4   Wavelets Forecasting Model 

The idea when applying wavelets on time series analysis and forecasting is to decom-
pose the original time series signal into smoother components and then to apply the 
most appropriate prediction method for each component, individually. In this context, 
the high frequency components are best to explain near future trends, while the low 
frequency components contains the general tendencies of the series and can be used to 
tell the long term trend [12]. 

In the model studied here, a non-decimated wavelet transform (NWT) was  
applied, using the Daubechies [13] function of order 5. The original data series was 
initially decomposed into sets of approximation and details; furthermore, in the tests 
made, we found that a decomposition of level two was the best for the problem stud-
ied (Fig. 9). 

The components were then studied as individual time series. Given that the time 
series multiple regression method obtained the best overall results (considering a joint 
application for both short and long term forecasting), when compared to the neural 
networks model, the former was chosen to be applied in the wavelet time series analy-
sis, instead of using a wavelet network [14] approach for it. 
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Fig. 9. Original series (top) and the wavelet components at level two of decomposition 

A multiple regression analysis similar to the one presented in section 2 was then 
applied for each data series (approximation and details) separately. The predictive 
results obtained for each component were then added to build the final results of the 
model. An overview of the forecasting system is presented in Fig. 10. 
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Fig. 10. Wavelet/multiple regression forecasting system 

The model obtained a total forecasting error of 0.72%, improving the results ob-
tained by the multiple regression method, while maintaining the good behavior that 
the technique provides for long term forecasting. The values obtained (real and esti-
mated) are shown in Fig. 11. 
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Fig. 11. Real and estimated values of the consumption from Jan/05 to Dec/06 obtained by the 
wavelet model 

5   Final Remarks 

The objective of this work is to study forecasting models for the power consumption. 
In this paper, three techniques for power load forecasting were applied: by using time 
series methods, neural networks and wavelets models.  

In the tests, it was observed for all the estimators studied a good capacity of ad-
justment and prediction, presenting percentage errors below the ones currently seen 
by the traditional methods used by the power suppliers; with the wavelets model im-
proving the multiple regression method, outperforming its results. This improvement 
in the error reduction represents, evidently, a considerable economy for energy pur-
chase in a future market. 

As a distinguishing aspect, it is also pointed out that, as it could be observed by the 
obtained results, the estimator based on neural models presented an exceptional per-
formance for a short range forecast of up to one year, presenting a residual error 
value; but, when considering a forecasting for longer periods, the models produce 
anomalous values with respect to the growth of the consumption and, thus, errors that 
increase gradually; being the wavelets model with multiple regression a better alterna-
tive in this case. 

From this point of view, the main contribution of this work is to provide a load 
forecasting model for decision support, applying the process of pattern extraction 
from the power consumption and estimating it, in order to establish more advanta-
geous contracts of energy purchase in the future market for the power suppliers;  
especially given that the expansion of the power supply in the Amazonian region is a 
predominant factor of social development. 
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An Efficient and Robust Algorithm for Improving the 
Resolution of Video Sequences 

Yubing Han, Rushan Chen, and Feng Shu 
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& Technology, Nanjing, Jiangsu 210094, China 

Abstract. An efficient and robust super-resolution reconstruction algorithm for 
video sequences is proposed. In this algorithm, the L1 and L2 norms are intro-
duced to form the data fusion term according to whether there exits motion es-
timation, and a robust Bilateral-TV regularization term is added to overcome 
the ill-posed problem of super-resolution estimation. Furthermore, we propose 
the use of regularization functional instead of a constant regularization parame-
ter. The regularization functional is defined in terms of the reconstructed image 
at each iteration step, therefore allowing for the simultaneous determination of 
its value and the reconstruction of the super-resolution image. The iteration 
scheme, convexity and control parameter are thoroughly studied. Experimental 
results demonstrate the power of the proposed method. 

Keywords: Super-Resolution Reconstruction, Bilateral-TV, Regularization, 
Euler-Lagrange Equation. 

1   Introduction 

In recent years, image and video super-resolution reconstruction has attracted increas-
ing attention, and the applications can be widely founded in a broad range of image 
and video processing task such as aerial photo, medical imaging, video surveillance 
etc [1]. There are a variety of methods for super-resolution reconstruction such as 
Bayesian maximum a-posteriori, least square, projection onto convex sets and non-
local-means etc [2-6]. Unfortunately, these methods are usually very sensitive to their 
assumed models of data and noise, which limits their utility. In [7], Farsiu et al. pro-
pose a robust algorithm to restore the super-resolution image using 1L  norm minimi-

zation and robust regularization based on a bilateral prior to deal with different data 
and noise models. 

In this paper, an efficient and robust algorithm for improving the resolution of 
video sequences is proposed. In this algorithm, the 1L  and 2L  norms are adopted in 

data fusion term according to whether there exits motion estimation, which is more 
efficient to utilize the information at reference frame and is robust to the motion esti-
mation error at other frames. On the other hand, a robust Bilateral-TV regularization 
term with simultaneous adaptation of regularization parameter is added to overcome 
the ill-posed problem of super-resolution reconstruction.  
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The paper is organized as follows. In section 2, we put forward the observation 
model of degraded images. Then the data fusion and regularization for super-
resolution reconstruction are proposed in section 3 and section 4 respectively. The 
adaptive choice of regularization functional is presented in section 5. The iteration 
scheme is investigated in section 6. Experimental results are presented in section 7, 
and conclusions are drawn in section 8. 

2   Observation Model 

Supposed there is an observed low resolution video sequence, which is generated 
from the original high-resolution video sequence via following formula 

0, >+= tttttt VXBDY  (1)

where t  is the discrete time index, tY  and tX  are the low-resolution and the high-

resolution images represented in the lexicographic-ordered vector form, with a size of 
121 ×LL  and 121 ×MM  respectively. tD  is decimation operation, tB  is space-

invariant blur matrix, tV  stands for the random noise which are independent.  

On the other hand, there is an equation representing the relationship of frames of 
video sequence, given by 

tkttkk ,, SXFX +=  (2)

where tk ,F  is the motion compensation matrix which accounts for object motion 

occurring between frame tX  and kX , tk ,S  is motion estimation error. Supposed t  

is reference time, we have 

tkttkk ,, EXAY +=  (3)

where tkkktk ,, FBDA =  represents the overall effect of decimation, blur convolution 

and motion compensation, tk ,E represents the measured noise and motion estimation 

error. 

3   Efficient and Robust Data Fusion 

With the establishment in section 2, the goal of the super-resolution reconstruction is 

to produce the high-resolution image tX  based on a few low-resolution observations 

kY . Without loss of generality, we assume NtkNt +≤≤− , that is to say, the 

12 +N  images centre in reference frame are adopted to restore the high-resolution 

image tX . A popular family of estimation are the maximum likelihood type data 

fusion such that 
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where kρ  is measuring the “distance” between the model and measurements. When 

the model error tk ,E  is assumed as white Gaussian noise, the kρ  is the 2L  norm of 

residual and the least squares formulation is achieved [3] 
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It is well known that the least squares estimation is a non-robust estimation when the 
data set contaminated with non-Gaussian outliers, and produces an image with visu-
ally apparent errors. To overcome the shortcomings of least squares estimation, the 
authors of reference [7] assume that the model error is the Laplacian distribution, the 

kρ  is the 1L  norm of residual and the minimization problem becomes 
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From [7], we can show that the minimization problem based on 1L  norm is the 

most robust functional, and results in an approximate performance of pixel-wise me-
dian which cannot utilize all measured information fully. On the other hand, there is 
no need of motion estimation at reference frame and it is reasonable to assume that 
the model error tt ,E  is Gaussian distribution. Therefore we can modify the minimiza-

tion problem (6) by introducing the 2L  norm at reference frame such that 
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 (7)

Obviously, this formation emphasizes the contribution of current reference frame and 
shows robust ability to the motion estimation error at other non-reference frames. So 
the performance based on such minimization is more robust than least square estima-
tion based on 2L  norm, and is more efficient than the estimation based on 1L  norm. 

4   Robust Regularization 

Because super-resolution is an ill-posed problem, there exist an infinite number of 
solutions for the under-determined case or the solution for square and over-
determined cases is not stable. Therefore, considering regularization in super-
resolution algorithm as a means for picking a stable solution is very useful, if not 
necessary. Also, regularization can help the algorithm to remove artifacts from the 
final answer and improve the rate of convergence. Owing to the good property of 
preserving edges, here we introduce a robust regularizer called Bilateral-TV and mod-
ify the minimization problem as follow [7] 
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is regularization term and α  is regu-

larization parameter which is a scalar for properly weighting the data fitting term 

against the regularization term. The matrices (operators) l
xS  and m

yS  shift tX  by l  

and k  pixels in horizontal and vertical directions respectively, presenting several 
scales of derivatives. The scalar weight γ  is applied to give a spatially decaying 

effect to the summation of the regularization terms. 

5   The Choice of Regularization Functional 

In this section, we discuss the choice of regularization parameter α . When it becomes 
larger, the reconstructed image is blurrier, and when it becomes smaller, the recon-
structed image is shown much noisier. How to decide regularization parameter is a 
very difficult and open problem. Currently, there have been a number of approaches 
developed to handle this problem, such as constrained least square (CLS), generalize 
cross validation (GCV) and L-Curve methods [8-10]. Unfortunately, all of these 
methods determine the regularization parameter in a separate first step, which either 
need additional computational overhead or need the prior knowledge about signal and 
noise. To overcome this difficulty, we modify regularization parameter to be a regu-
larization functional [11, 12], such that 
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Thus the minimization problem of super-resolution reconstruction becomes 
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Obviously, the regularization functional has some properties as follows:  
(1) )( tXα  is a smoothing functional with linear correlation of )()( tt J XX τα = . 
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(2) )( tXα  is a monotonically increasing functional with respect to )( tD X  and 

)( tR X . That is to say, if )( tD X  is relatively large (meaning that the data fitting 

error is large), then a larger value of )( tXα should be used. On the other hand, if 

)( tR X is relatively small (meaning that the image is more regular), then the 

smaller )( tXα should be adopted, and the more details representing image singu-

larity are further restored. 

Now we discuss the choice the control parameter τ , whose requirement is to pre-

serve the convexity of )( tJ X . Since a local extremum of a nonlinear convex functional 

becomes a global extremum, the iterative algorithm that will be employed for obtaining 
a minimizer of )( tJ X  will not depend on the initial condition. It was shown in [11] that 

)( tJ X  is convex if the condition 
)(

1

tR X
<τ  is satisfied. For general image signal, 

without loss of generality, it can be assumed that the signal energy 
2

tX  is much larger 

than the singularity energy )( tR X , that is to say, we can approximate 
2

)( ttR XX ≤ . 

Since 
22

kt YX ≈ , the control parameter can be selected as 

)(

11

)(max

1
2

ttk
k

R XXY
<≈=τ  (11)

and the condition for convexity is satisfied. 

6   The Iterative Reconstruction Algorithm 

As has already been mentioned, a super-resolution image is a minimum of the 
smoothing functional defined in (10). The corresponding Euler-Lagrange equation is 
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Differentiating )( tJ X  with respect to tX , we obtain 
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where l
x
−S  and m

y
−S  define the transposes of matrices l

xS  and m
yS  respectively and 

have a shifting effect in the opposite directions as l
xS  and m

yS .  
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This is a very complex nonlinear equation, and it is solved by employing the suc-
cessive iterative scheme, such that 
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where β  is a scalar defining the step size in the direction of the gradient and n  is 

iteration index. 

7   Experimental Results 

We use the test sequence “Caltrain” with size of 512×400, which can be founded at 
http://cc.usu.edu/~arohb/caltrain.zip. The original high resolution images are blurred 
by [5×5] Gaussian kernel with standard deviation 0.5, decimated using 2:1 decimation 
ration on each axis, and added by zero mean Gaussian white noise with standard de-
viation 2. At each time, 1512 =+N  images centre in current frame are adopted to 
reconstruct the super-resolution image. The simple block matching with exhaustive 
search has been used for motion estimation, the size of macro blocks is 16×16, and 
the search area is constrained up to 7 pixels on all fours sides of the corresponding 
macro block in reference frame. The regularization functional )( tXα  is determined 

by (9) and the parameters 6.0=γ , 2=P  and 1.0=β . The iterative stop condition at 

each frame is 8
2)1(

2)1()(

10−

−

−

≤
−

n
t

n
t

n
t

X

XX
. In our experiment, the peak signal-to-noise 

ratio (PSNR) is adopted for evaluating the reconstruction quality. For comparison, we 
also test the super-resolution reconstruction methods based on 2L  and 1L  norms in 
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the data fitting term respectively, the regularizer is also Bilateral-TV. For conven-
ience, we call them “L2+BTV” and “L1+BTV” methods, and the super-resolution 
algorithm proposed in this paper is named as “L2+L1+BTV” method. 

Fig.1 and Fig.2 give the super-resolution reconstruction results and the curves of 
PSNR-Frame of 15th frame in “Caltrain” sequence using different super-resolution 
methods. From these results, we can see that:  
 

 

Fig. 1. The super-resolution results of 15th frame in Caltrain sequence (a) original image, (b) 
degraded image, (c) L2+BTV, (d) L1+BTV, (e) L2+L1+BTV 

 

Fig. 2. The curves of PSNR-Frame using different super-resolution reconstruction methods 

(a) (b) (c) 

(d) (e) 
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(1) Compared with “L2+BTV” and “L1+BTV”, the “L2+L1+BTV” method can ob-
tain some improvement in PSNR. The performance of method “L2+BTV” is 
worst, and the performance of “L1+BTV” is better than “L2+BTV”. 

(2) In visual inspection, the reconstruction image of “L2+BTV” method is shown 
noisier in motion areas because of serious motion estimation error; whereas the 
result of “L1+BTV” method is shown noisier in motionless areas because of no 
full fusion of all measured information. The “L2+L1+BTV” method can take ad-
vantage of “L2+BTV” and “L1+BTV”, and has a middle reconstruction effect be-
tween them. 

8   Conclusions 

In this paper, an efficient and robust algorithm is proposed for video super-resolution 
reconstruction. After discussed the shortcomings of estimation based on 2L  and 1L  

norms, a new data fusion term with 2L  norm at reference frame and 1L  norm at other 

non-reference frames is introduced, which is not only very robust to the modeling 
error of motion estimation, but also is very efficient to utilize the information of refer-
ence frame. Secondly, a robust regularization term called Bilateral-TV is added to 
overcome the ill-posed problem of super-resolution estimation, which results in re-
constructed image with sharp edges. Then an adaptive choice of regularization func-
tional is presented, which is determined by the restored image at each step. Finally, 
the numerical iteration, convexity and control parameter are thoroughly investigated. 
Experimental results indicate that the proposed algorithm is very effective when exit-
ing the inter-frame motion estimation error. 
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dation of China (No. 60802039) and Jiangsu Planned Projects for Postdoctoral Re-
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Research on Variable Step-Size Blind Equalization 
Algorithm Based on Normalized RBF Neural Network in 

Underwater Acoustic Communication 

Xiaoling Ning, Zhong Liu, and Yasong Luo 
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Naval University of Engineering , Wuhan 430033, China 

Abstract. In this paper, based on constant modulus algorithm (CMA), variable 
step-size blind equalization algorithm based on normalized radial basis function 
(RBF) neural network is proposed, considering blind equalization can equalize 
nonlinear characteristic of underwater acoustic channel without training sequence 
and RBF neural network is a nonlinear system with excellent approximation char-
acteristic and performance of equalizing nonlinear channel. The algorithm is emu-
lated in SIMULINK and verified its feasibility and performance using data of lake 
testing. Simulation and testing results show that variable step-size blind equaliza-
tion algorithm based on normalized RBF neural network is better than classical BP 
algorithm and RBF algorithm in convergence rate and equalization performance. 

Keywords: Underwater acoustic channel; RBF neural network; blind equaliza-
tion; higher-order squared error. 

1   Introduction 

With a good many factors such as multipath effects and reverberation, it is necessary 
that underwater acoustic channel has nonlinear characristics. Neural network is a 
dynamic nonlinear system, which has prodigious application potential, the studies 
applying neural network to perform underwater acoustic equalization are increasing 
[1]. BP neural network—clear, simple and active state steady—is applied widely, but 
its learning speed is very slow and utility is limited in high real-time situation for it is 
a global approximation neural network. RBF network is a local approximation neural 
network, which only needs to correct a small quantity of weights and threshold val-
ues; and its learning speed is quite fast. In 1999, Chen and other researchers began to 
study RBF neural network equalizers and some algorithms have been proposed  
[2]-[4]. Though RBF network equalizer is better than BP network equalizer in con-
vergence performance, its equalization performance is not exerted fully. To make the 
effect of equalization better like faster convergence rate and smaller mean-squared 
error (MSE), this paper presents a variable step-size blind equalization algorithm 
based on normalized RBF neural network.  

This paper is organized as follows. Section 2 briefly presents the model of blind 
equalization based on neural network. In Section 3, the structure of RBF network is 
presented and the theoretical analyzes of step-size and weights of the proposed  
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algorithm are induced. Section 4 reports the simulation results. Section 5 shows the 
application of the algorithm. Conclusions are given in Section 6. 

2   Model of Blind Equalization Algorithm Based on Neural 
Network 

The basic idea of bind equalization based on neural network is that neural network 
replaces transversal filter in classical constant module algorithm, using cost function of 
selected blind equalization algorithm to modulate connection weights, making output 
sequence approach to sending sequence. The schematic diagram is shown in fig. 1 [5]. 

)(nh

)(nx )(ny

)(nn

)(
~

nx

 

Fig. 1. The schematic diagram of blind equalization based on neural network 

3   Structure Model and Algorithm of Radial Basis Function 
Equalizer 

3.1   Normalized RBF Neural Network Model 

RBF neural network is a forward feedback neural network, which has two network lay-
ers, hidden layer is RBF layer, and output layer is linear layer. As seen from the function 
approximation, the principle of RBF network is that any function can be expressed 
weighing sum of a group of primary functions if network is seen as approximation of a 
unknown function [6]. The structure of RBF network equalizer is shown in fig. 2. 
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Fig. 2. Elementary principle of target depth estimation 
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The input of network is signal vector [ ]TLnxnxnxn )1(),1(),()( +−−=Χ , namely, 
it is L delays of aberrant complex signal )(nΧ . RBF function )(nϕ  is gauss function. 

Network output ( )nx
~

 is that 
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ii nwnx
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In expression (1), normalized RBF )(niϕ  is defined as 
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)1( Liti ≤≤  is complex center vector, 1m  is center numbers, maxd  is the maximal dis-
tance among centers. We note that all standard deviations of gauss RBF are fixed as 

1
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2m

d
=σ                                                                      (3) 

Above formula ensure every RBF is neither too tip nor too even (lubricity is good).   

3.2   Higher-Order Squared Error Modulating Learning Step-Size 

According to constant module algorithm [7], cost function is that 
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Higher-order squared error can reflect the maximal and minimum phase compo-
nent, which is accordant with the nonlinear characteristic of neural network. Integrat-
ing CMA and output of RBF network, error function is that 
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2~~

)()()(                                                     (6) 

From (6) we observe that error is related to inputs and weight coefficients of  
equalizer. 

Because of various interference, the instantaneous value of )(ke  is unstable, it can 
be seen as a random variable. The digital statistic characteristics of random variable 
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can intensively reflect some average characteristics, so this paper uses higher-order 
squared error as step-size modulating gene to realize step-size modulation. 

The m -order center moment of error is that 

[ ]m

m EkeEkC −= )()(                                                     (7) 

Where, E  is mean of error )(ke   
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In the application, we need do random processing for received signal, making it to 
meet independent identically distributed characteristic. Therefore, this paper supposes 
that the studied signal has symmetrical probability density function; its odd number 
order moment is zero. Thereby, (7) can be written as  

[ ] mm
m EkeEkC −= )()(                                                  (9) 

Step-size modulating method is that 

[ ])()1()()1( kCkCkk mm −++=+ μμ                                       (10) 

In order to ensure the solidity of algorithm, step-size is restricted according to 
adaptive transversal filter. 

Namely  

[ ]Rtr
k

1
)(0 << μ                                                         (11) 

Note that R is autocorrelation matrix of equalizer inputs. 

3.3   Learning Step-Size Modulates Network Weights 

In term of learning step-size )(kμ , the iterative expressions of network weights is that 
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Combining (8) and (13), we note that variable step-size algorithm adopts bigger 

step-size at the beginning, quickening learning speed of weights iw . When algorithm 
gradually is becoming convergent, especially algorithm astringes to be close to global 
CMA minima, learning step-size is reduced to achieve higher convergence precision. 
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The tenet of choosing m  value is that if signal-to-noise ratio (SNR) is bigger, we 
choose a bigger m  value; if SNR is smaller, we properly reduce m  value to prevent 
deviation of higher-order squared error estimation pricking up as a result of noise 
disturbing, which possibly leading algorithm diverging. 

4   Simulation 

In simulation, we choose the simplest binary equiprobable sequence, and modulation 
system is BPSK in the absence of zero –mean tape-limiting white noise. In order to 
embody the equalization performance of Variable Step-size Blind Equalization Algo-
rithm Based on Normalized RBF Neural Network for nonlinear channel, the adopted 
nonlinear channel model of the simulation is that 

)(2.0)()( 2 nxnxnh +=                                             (15) 

Where 

)1(5.0)()( −+= nsnsnx                                                      (16) 

The initial values of mean-square deviation are 1, center vector initial values of 
hidden node are N input vectors at the beginning, the initial values of weight coeffi-
cients are the random numbers. By simulating, we obtain fig. 3 and fig. 4. In fig. 3 
and fig. 4, we use new RBF to substitute for variable step-size blind equalization 
algorithm based on normalized RBF neural network. 

 

Fig. 3. The figure of learing curve for nonlinear channel, (SNR=20 db, 4=m ) 
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Iterative number  

Fig. 4. Curve of BER 

In fig. 3, we note that classical BP algorithm, RBF algorithm and variable step-size 
blind equalization algorithm based on normalized RBF neural network have different 
learning curves, at the same time, we also observe that variable step-size blind equali-
zation algorithm based on normalized RBF neural network has faster rate of conver-
gence and smaller steady-state residual error. Fig. 4 also show that variable step-size 
blind equalization algorithm based on normalized RBF neural network has lower error 
rate and better equalization performance. 

5   Lake Testing and Digital Processing 

Correspondingly, the sending signal of lake testing is BPSK, which meets the demand 
of blind equalization for sending data statistical characteristic. In testing, we examine 
the effect of variable step-size blind equalization algorithm based on normalized RBF 
neural network for coherent signal with multipath interference. 

The transmission speed of data is 4Kbit/s and 2Kbit/s respectively in the testing, 
emitter and energy converter are placed at 5m under water, the distance between 
sender and receiver is 20m, 120m, 200m and 330m respectively. 

Fig.5 and fig.6 are respectively the error curve of convergence and the figure of 
equalization output along with iterative course of data processing on condition that the 
distance between sending and receiving is 330m and the transmission rate is 2Kbit/s. 

From fig.5 and fig.6, we note that convergence inclines to stabilization and the ef-
fect of convergence is very good when iterative number is up to 3000. Thus it can be 
seen that it is feasible that variable step-size blind equalization algorithm based on 
normalized RBF neural network is used in lake underwater communication. 
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Fig. 5. Error curve of conver 

Iterative number  

Fig. 6. Equalization output along with iterative course 

6   Conclusion 

RBF neural network which is used in underwater communication has unique  
predominance, namely, it has the local approximation characteristic. The result of 
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simulation and testing show that new algorithm has faster rate of convergence and 
better equalization performance by adjusting step-size. But higher-order squared error 
needs a great deal calculation; we should study how to decrease calculation capacity. 
In this paper, we only study BPSK, the non-CM M-QAM is still needed to study. 
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The Analysis of Aircraft Maneuver Efficiency within 
Extend Flight Envelop 

Hao Long1 and Shujie Song2 

1 College of Automatics, Beijing Union University, Beijing 100101, China 
2 Aviation Corporation of China, Beijing 100712, China 

Abstract. Using thrust vector must be one of key technique characters for the 
forth generation fighters especially in condition of High AOA(Angle of attack). 
The general effectors lost the maneuver efficiency or get poorly, so new type of 
control law must be found to improve the maneuver efficiency of aircraft within 
extended flight envelop. The control law should not only overcome those prob-
lems but also satisfy requirement of the forth generation aircraft. For those rea-
sons, the Receding Horizon Optimal (RHO) control law is brought out to solve 
those problems. Simulation results comparison between using the general effec-
tors and using the general effectors with thrust vector all together show: within the 
extend flight envelop thrust and thrust vector use together can guarantee aircraft 
following pilot command exactly, the RHO control law can solve those problems 
perfectly and satisfy the requirement of the forth generation fighter. 

Keywords: Maneuver Efficiency, RHO, Flight Control, Flight Envelop. 

1   Introduction 

The perfect maneuver efficiency in extend flight envelop will be the symbol of forth 
generation fighter, which can ensure the fighter have excellence campaign capability. 
Fighter with thrust vector can enhance the performance of fighter greatly, not only 
within extend flight envelop, but also improve the maneuver efficiency of short takeoff 
or vertical land, such as F-16/MATV, X-31 were experimented to test stall flight and 
simulate wrestle between two fighters, which show that thrust vector is very useful 
[1,2]. But fighter with thrust vector may meet more complex problem about nonlinear 
aerodynamic coupling under stall maneuver and high AOA than those under general 
conditions. Therefore it is very difficult for aircraft to be controlled in the extreme 
condition by using the PID control systems. The PID control systems only overcome 
little disturbance. So a new type of control systems needed be searched to satisfy the 
control capability in case of stall maneuver and high AOA. These control system also 
should overcome the nonlinear coupling of aerodynamic. 

Under these problems, this paper brings forward Receding Horizon Optimal algo-
rithm and design the control law for aircraft within the extend flight envelop. The thrust 
vector influence to aircraft is analyzed when it flies under the condition of stall ma-
neuver and high AOA. 
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2   Affine Nonlinear Movement Equations of Aircraft with Thrust 
Vector 

Now, an affine nonlinear equation of aircraft with twin thrust vectors is described by: 

( ) ( ( )) [ ( )] ( ) [ ( )] ( ) ( ( ), ( ))Tx t f x t e x t x t g x t t h x t tδ δ= + ⋅ + ⋅ +&  . (1)

where state variables 5 1[ , , , , ]z x yx Rα ω β ω ω ×= ∈  respectively denote the AOA, 

angle rate of pitch, the angle of sideslip , angle rate of roll, and angle rate of row. 

General effectors input variables 3 1T

z x y Rδ δ δ δ ×⎡ ⎤= ∈⎣ ⎦  respectively denote elevators, 

ailerons, and rudders. [ ] 5 1, , , ,
T

T TL TR TL TR P Rδ θ θ ϕ ϕ ×= ∈  denote thrust vector vanes and 

thrust value input. However, TLθ  and TRθ  respectively denote the angle between left or 

right thrust vector vane and xoz plane of fighter body coordinate system, TLϕ  and TRϕ  

respectively denote the angle between left or right thrust vector vane and xoy plane of 

fighter body coordinate system, and P denotes thrust; ( ( ))f x t denotes the nonlinear 

influence of gravity and coupling items of fly state variables on the movement of 

fighters. 5 5[ ( )]e x t R ×∈ denote the derivative matrices of aerodynamic, which can be 

achieved via interpolating with the database of aerodynamic saved in fighters; 
5 3[ ( )]g x t x u R ×= ∂ ∂ ∈  denote the derivative matrices of maneuver of general effectors, 

which is the nonlinear function of fly states; 
5 4( ( ), ( ))Th x t t Rδ ×∈ denote the projective 

relation of thrust vector on state variables of fighters, which is the nonlinear function of 

structure of aircraft and fly state variables and thrust vector. 

3   Receding Horizon Optimal Control 

RHO (Receding Horizon Optimal control) is derived from the process control and 
industry, it is an optimal algorithm of continue time zone in the model forecast control 
law. At the immediate time t, the horizon of linear quadratic is fixed up as T, and t＋T 
denote the end time. Suppose that the end state variables satisfy ( ) 0x t T+ = . A series of 
control signal within the time section of [t, t＋T] can be resolved out through calcu-
lating the optimal linear quadratic algorithm of the model described as following, The 
control value at the immediate time t in the series control signal is chosen as the control 
input. At the next time t, the control signal is not the next value in the series control 
signal at the time t, but the value at the time t in a new series control signal resolved 
from the optimal linear quadratic algorithm of the model following within [t’, t’+T]. So 
the cycle calculating action result in a series of optimal control signal input, which is 
defined to be the optimal linear quadratic algorithm of models following P

[3-6] 
P. 
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At the immediate time t, the nonlinear item ( ( ))f x t and ( ( ), ( ))Th x t tδ  in (1) are dealt 

with 1st Taylor series spread for the state variables and thrust vector as: (subscript “0” 

denote the state at the immediate t).  

0 0

0 0

( ) ( )
( ) ( )

x x x x

f x f x
f x x f x x

x u= =

∂ ∂≈ ⋅ + − ⋅
∂ ∂

 . (2)

0 0
0 00

0 00

0 0

( , ) ( , ) ( , )
( , ) ( ) ( , )

T TTT TT

T T T
T T T T

x x x xx xT

h x h x h x
h x x h x x

x x
δ δ δ δδ δ

δ δ δδ δ δ δ
δ= ==

= ==

∂ ∂ ∂≈ ⋅ + ⋅ − + − ⋅
∂ ∂ ∂

 . (3)

according to (1),(2)and(3), the form of const linearization can be got at immediate  

time t below: 

00 0 0( ) ( ) ( ) ( )
T

x t A x t B t B t dδ δδ δ= ⋅ + ⋅ + ⋅ Δ +&  . (4)

Therefore, 

0( ) ( )T T Tt tδ δ δΔ = − , 

0

5 5
0 ( ) 0

( ) 0( ) 0 ( )

( ( )) ( ( ), ( ))
[ ( )]

( ) ( )
T T

T
x x

x xx x

f x t h x t t
A e x t R

x t x tτ
ττ δ τ δ

δ ×
=

== =

∂ ∂= + + ∈
∂ ∂

 

5 3
0 ( ) 0

[ ( )]
x x

B g x t Rδ τ
×

=
= ∈ , 

0

0

5 3

( ) 0
( )

( ( ), ( ))
( )T

T T

T

x x

h x t t
B R

x tδ
τ

δ τ δ

δ ×

=
=

∂= ∈
∂

 

0

5 4
0 0 0 0 0 0

( ) 0( ) 0 ( )

( ( )) ( ( ), ( ))
( ) ( , )

( ) ( )
T T

T
T

x xx x

f x t h x t t
d f x x h x x R

x t x t ττ δ τ δ

δδ ×

== =

∂ ∂= − + − ∈
∂ ∂

 

The effectors through actuators influence the flight states of fighter. When aircraft 
tracks the reference signal tightly, it must have the ability to overcome the variation of 
models parameters and the resistance of disturbance robustly. However, the saturation 
of actuators would not ensure the aircraft track reference signal exactly. Then, the 
model of actuators must be considered in the maneuver of fighter. The general model of 
actuators is described as below:  

( ) ( ) ( )ct A t B tδ δδ δ δ= +& , (5)
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where 
T

c zc xc ycδ δ δ δ⎡ ⎤= ⎣ ⎦  denotes the command signal of actuators and 
3 3A Rδ
×∈ , 

3 3B Rδ
×∈  denote the steady matrix and control matrix of actuators respectively. 

RHO control algorithm need models to forecast the state of fighter and track it. Here 
using flight quality models provide the ideal models to be tracked. Because the com-
plex flight quality models can be modeled by the simple 1st or quadratic models, which 
use the low rank systems to simulate the high rank systems best of all according to the 
optimal control theory. The flight quality models can be expressed as follows: 

m m m m cx A x B F= + , (6)

where 
T

m zm xm ymx ω ω ω⎡ ⎤= ⎣ ⎦  denotes the command signal of three angle rates, 

which is resolved from the flight quality models. 
3 3

mA R ×∈  and 
3 3

mB R ×∈  denote the 

steady matrix and control matrix of the flight quality models respectively. 

c zc xc ycF F F F⎡ ⎤= ⎣ ⎦  denotes the three-axes pilot command. 

The expanded linearization flight equations are derived from (4-6) as: 

m cx Ax Bu B F d= + + +&  , (7)

Where [ ] 11 1T

mx x x Rδ ×= ∈  denotes the states of the expanded linearization 

flight equation and [ ] 7 1T

T cu Rδ δ ×= Δ ∈  denotes the input of them. The steady 

matrix A  and the control matrix B  of the expanded linearization flight equations are 

shown as below. (Note: the letter “O” denote zero matrixes)  

00

11 11 11 7

0
0

0 0 ,
0

0 0 T

m

A B
B

A A R B R
B

A

δ
δ

δ
δ

× ×

⎡ ⎤
⎡ ⎤⎢ ⎥= ∈ = ∈⎢ ⎥⎢ ⎥
⎣ ⎦⎢ ⎥⎣ ⎦

 

[ ] 11 1
0 0

T
d d R ×= ∈  represents the remnant items. Four indexes of optimal per-

formance are limited respectively for the following state errors me x xω= − , the 

following state errors rate me x xω= −& & & , the displacement of actuators states δ  and 

the angle rate of actuators states, so the following servo optimal index of the RHO 

control is defined as below: (here the weighted , , , ,e eQ Q Q Q Rδ δ&&  are positive dialog 

matrices)  

22 2 2 2

e eQ Q Q RQ
J e e u

δ δ

δ δ= + + + +
& &

&&  . (8)

Because the states x  of the expend linear equations integrate the flight states and 
the states mx  of the flight quality models, the following servo problem defined by (8) 
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is changed to the linear regulating problem of system, thus the optimal algorithm is 
predigested. Adopting the Hamiltonian algorithm, the solutions and Riccati equations 
of the optimal control indexed by (8) is shown as: 

1
1 2 3 4

1
5 5 1 6

7 8 9

( )c

T T

c

u M P x M s M F M d

P PM M P PBM B P M O

s M s M F M d O

−

−

⎧ = ⋅ − ⋅ − ⋅ + ⋅ + ⋅
⎪ + + − + =⎨
⎪ + ⋅ + ⋅ + ⋅ =⎩

&

&

 . (9)

The integrate section is limited within [0,T]; u  denote the solutions at the immedi-

ate time t ; P  and s  denote the Riccati matrix; the end conditions of RHO control is 

11 11 11 1( ) , ( )P T O s T O× ×= = ; due to the expression of , 1...9iM i =  within above 

three equations are very complex, only the modalities of them are shown above because 

of the length limit of this paper. 

4   Simulation 

The simulation validates thrust vector and thrust value affect the maneuver capability in 
condition of stall and high AOA. When aircraft flies within the extend flight envelop, 
the general effectors can’t provide enough force of aerodynamic because control effi-
ciency become low, In this condition, using thrust vector together with thrust value, the 
aircraft will produce the enough force and moment of aerodynamic, thus ensure the 
aircraft follow the reference state. 

The simulation step 0.0125t sΔ = . The initial flight condition is defined as that the 
height is 8 km and the Mach number is 0.1 within the extend flight envelop. The initial 
flight condition is set at 0 z0

30 , -18α δ= ° = ° , and other initial states and control vari-
ables are set as zero. For comparison the influence on the maneuver capability of 
fighter with or without thrust vector clearly. In the simulation the regulating process of 
engine is omitted. Engines only run in two states: the max thrust state and the full 
afterburner state. At the height of 8km, the max thrust of twin engines can achieve about 
30000N, and the full afterburner of twin engines can achieve about 40000N. 

The following section gives the different control results according to with or without 
thrust vector using RHO control theory. 

Example 1. Simulation result when only using the general effectors, and engines 

working at the max thrust state 

Twin engines work at the max thrust state 30000N. The positive gain matrices ( )Q t  
need to be regulated according to the importance of different optimal index, the control 
capacity of effectors, and the change of states. Certain gain matrices ( )Q t  are chosen as: 
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( ) (20,60,180), ( ) (0.01,0.3,10)

( ) (1000,1000,1000), ( ) (5,10,5)
e eQ t diag Q t diag

Q t diag Q t diagδ δ

= =
= =

&

&

 

Because no thrust vector is used and no thrust value changed, only the general ef-
fectors is used within this condition，the objective gain matrix ( )R t  is set as: 

4 4 4( ) (100,10 ,10 ,10 , 2.5, 2,0.5)R t diag=  

The gain matrices corresponding to , , ,
TL TR T

P θ θ ϕ  lie in the former four lines of the 
dialog matrix ( )R t . For keeping the const thrust value, the gain value corresponding to 
P is always set as 100. Duo to no effect of thrust vector being considered, the gain 
values corresponding to , ,

TL TR T
θ θ ϕ  are set up to the quantity 10000 to omit their ef-

fects. Three gain values corresponding to the general effectors are set as 2.5,2 and 0.5 to 
increase the active capacity of the general effectors. 

 

Fig. 1. The simulation result of pilot command, flight state, and flight quality model 

In figure 1, three solid lines show the tracks of three angle rates which are the 
state zω of longitudinal  (left figure), the state xω of lateral (middle figure) and the 
state

y
ω  of course (right figure); 

z
F  (left figure), 

x
F  (middle figure) and 

y
F  (right 

figure) shown in dot step lines denote three pilot command for pitch, roll and row 
directions; three states following command zmω  (left figure), 

xm
ω  (middle figure)  and 

ym
ω  (right figure) shown in dash lines denote the calculating results of the flight quality 
which make pilot command as inputs.  

From figure 1, it can be seen that only the state xω  can follow the state command 
xmω  tightly, and the flight states zω  and yω  can’t follow the state command zmω  and ymω . 

The reason is that the general effectors can’t provide enough force and moment of 
aerodynamic to change the flight states to follow state commands in the condition of 
8km height and 0.1Ma. 

 

Fig. 2. The angle of elevator, aileron and rudder 
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In figure 2, the left figure, middle figure and right figure respectively denote the de-
flection of elevator, aileron and rudder. However, the deflection of elevator and rudder 
quite a lot of time are up to the saturation state 30°to satisfy following states commands 
and the deflection of aileron also move within a larger angle section[-18°, 21°]. 

 

Fig. 3. The turn rates of elevator, aileron and rudder 

In figure 3, although three general effectors don’t exceed their upper limit(±80°/s), 
they must deflect very quickly to follow the state commands for the flight states, however 
the phenomena is a very strict test for actuators which make them abrasion easily. 

 

Fig. 4. The angle of twin thrust vector vanes 

In figure 4, the left figure, middle figure and right figure respectively denote the de-
flection of twin thrust vector vanes 

, ,
TR TR T

θ θ ϕ
. For the gain values corresponding to 

, ,
TR TR T

θ θ ϕ
 being very larger up to 10000, there are no value assigned to TL

θ
, TR

θ
and T

ϕ
, 

which assure that RHO controller can only assign signs to the general effectors. 
From above analysis for figure 3, 4,5 and 6, it can be seen that thrust vector must be 

used to control fighter states to follow the state commands tightly within the extend 
flight envelop. Only using the general effectors are unreality to satisfy the relative 
objective. 

Example 2. Simulation result of using the general effectors and thrust vector, and en-

gines working at the max thrust state  

Twin engines work at the max thrust state 30000N.The positive gain matrices ( )Q t  in 
this example is the same as the example 1.The general effectors and thrust vector are 
used within this chapter, but thrust value is const. The positive gain matrix ( )R t  is set 
as: (100,5000,5000,15000, 2.5, 2, 0.5)R diag= . 

For keeping the const thrust value, the weighted value corresponding to P is always 
set as 100. Duo to the effect of thrust vector being considered, the gain values corre-
sponding to TL

θ and TR
θ are all set to be 5000, and the one corresponding to T

ϕ is set to 
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be 15000, however these gain values are smaller than those values in Example 1., thus 
thrust vector have large active capacity. Three gain values corresponding to the general 
effectors are set as the same as values in Example 1.  

 

Fig. 5. The result of pilot command, flight state, and flight quality model 

 

Fig. 6. The angle of elevator, aileron and rudder 

 

Fig. 7. The turn rates of elevator, aileron and rudder 

 

Fig. 8. The angle of twin thrust vector vanes 

 

Fig. 9. The AOA and the the angle of sideslip 
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The descriptions of figure 5~8 are the same as figure 1~4. Figure 9 shows the mu-

tative process of the AOA and the angle of sideslip.  
Due to control signals assigned to thrust vector, the weight on the general effectors is 

alleviated, so three flight states can track the reference state commands tightly. But in 
figure 5 two directional following errors appear within the time section (3s, 7s) for that 

zω  can’t follow zmω  (left of figure 5), within the time section (3s, 3.5s) for that xω can’t 
follow xm

ω  (middle of figure 5). In figure 6, it’s seen that the general effectors are 
assigned smaller control signals (compare figure 6 with figure 2), which provide 
smaller force and moment of aerodynamic; however, thrust vector almost using all the 
control energy in three directions within figure 8, and both of TL

θ and TR
θ  often reach 

their limit 15°, but thrust value can only keep 30000N，so thrust vector can’t provide 
more pitch maneuver moment for zω  to trace zmω  tightly within the time section 
(3s,7s). Because TL

θ
 and TR

θ  simultaneously affect longitudinal and lateral of flight, 
and in the optimal index matrix ( )Q t , the gain value corresponding to errors of  
longitudinal is more important than that of lateral, which firstly assure following lon-
gitudinal command zmω at any time, thus when 

TL
θ and

TR
θ  get to the limit to follow 

longitudinal command zmω . They can’t give attention to the lateral command
xm

ω , 
which lead to within  (3s,3.5s) that y

ω  can’t follow ym
ω . 

The deflexion rates of the general effectors are smaller within figure 7 than those 
within figure 3, which mean burdens of actuators are alleviated. 

In figure 11, the AOA (left figure) and the angle of sideslip (right figure) are shown. 
For producing larger lift aerodynamic, high AOA must be needed, at the same time, due 
to large variety of the state zω , the AOA vary very large, and keep 65° AOA for a long 
time, even up to 81°, so thrust vector must be used and large thrust value for aircraft to 
fly under so much larger AOA, which assure no flight quality is deteriorative. 

From the above analysis, it can be seen that thrust vector can improve the maneuver 
capability of aircraft within the extend flight envelop greatly. However, due to the limit 
of the max thrust value, the states of flight can’t follow the state commands at some 
time. Only increasing thrust value, the objective can be realized. 

Example 3. Simulation result of using the general effectors and thrust vector, and en-

gines working at the full afterburner state. 

Twin engines work at the full afterburner state 40000N. The positive gain matri-
ces ( )Q t , ( )R t in this chapter are the same as the chapter 7.2. The constructs and de-
scriptions of figure 10~14 are the same as figure 5~9. 

 

Fig. 10. The result of pilot command, flight state, and flight quality model 
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Fig. 11. The angle of elevator, aileron and rudder 

 

Fig. 12. The turn rates of elevator, aileron and rudder 

 

Fig. 13. The angle of twin thrust vector vanes 

 

Fig. 14. The AOA and the the angle of sideslip 

In figure 10, flight states can track the state commands exactly, due to thrust value 
increasing to the full afterburner state and thrust vector producing the needed moment 
of dynamic, thus the states in three directions are uncoupling entirely. In figure 11 and 
12, the angle and the deflexion rates of the general effectors are smaller than those in 
figure 6 and 7. Due to increase of thrust value, thrust vector can produce the needed 
moment of aerodynamic and deflect smaller angle in figure 13 than those in figure 8. 

5   Conclusion 

In this paper, the test of manoeuvre efficiency within extend flight envelop is the ob-
jective. From the simulation result, we can find out how the thrust vector influence the 
maneuver efficiency within the extend flight envelop. First, the RHO control algorithm 
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is deduced. The simulation result show that at the max thrust state, aircraft without 
thrust vector can’t track the reference command fairly well. Only using the general 
effectors within the extend flight envelop, it can achieve the requirement. By uing 
effectors together with thrust vector, the maneuver capacity of aircraft improve greatly. 
However, the flight states often track the desired state commands inaccurately. In the 
third example, thrust values are set to the full afterburner and the states of three direc-
tion are fully uncoupling and track the state commands exactly. From the above 
simulations, we can see that the thrust vector and thrust value should work together and 
suitably, The aircraft can track the desire command within the extend flight envelop.  
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Abstract. Prediction for the change of stock market has been a hot research 
subject over the years. This thesis has introduced the definition and arithmetic of 
BP neural network model and established a stock market index prediction model 
based on the BP neural network model by taking advantage of the self-learning, 
self-adapting and nonlinear approximate ability. It is shown through empirical 
research that BP model not only has a rapid velocity of convergence and a high 
precision of prediction, but also has a certain application value if it is used for the 
short-term prediction of stock market index. 

Keywords: Neural network, BP network model, Stock prediction, Relative error.  

1   Introduction 

Along with the rapid development of social economy, the stock market draws more and 
more attention of the public. Because the stock market is characterized by the coexis-
tence of high income and high risk, the prediction for stock market index and stock 
price is always an issue that has always drawn people’s attention. Two kinds of 
methods, namely fundamental analysis and technical analysis, are always taken in the 
prediction research of stock market. Fundamental analysis is a kind of macro analysis 
method, mainly studying such fundamental factors such as macro factor, industry factor 
and enterprise factor, which impact the trend of securities; technical analysis is a kind 
of micro analysis method, analyzing the number of transactions in the securities market 
and the trend of changes in prices with the technical means. The traditional technical 
analysis methods, like KD linear method, Dow Jones method and statistic method of 
regression analysis, are not ideal in the predictive effect for the stock market. As a kind 
of new space mapping method, the neural network has overcome the defects of tradi-
tional methods that are hard to identify the non-stationary state, but also can realize a 
complex causal relation and can draw off the nonlinear relation in the data aggregate 
automatically to conduct simulation, so it is a kind of most powerful tool for the 
nonlinear dynamic system prediction and model building and can better predict the 
short-term trend of the stock market index. 
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2   BP Neural Network Model 

It can be divided into four typical structures according to the interconnected structure of 
neural network, namely feed forward network, feedback network, interconnected 
network and mixed network. Currently, many neural network models can be used for 
prediction, namely BP network, RBF network, genetic neural network and fuzzy neural 
network, etc. As BP neural network has self-adapting and self-organization ability and 
such features as strong generalization capability and strong fault tolerance capability, 
so this thesis chooses BP neural network to predict the stocks. 

2.1    BP Neural Network 

BP (Back propagation) model is a multi-layer feed forward network, adopting the 
learning approach of Minimum mean square error. It is a widely-used network and can 
be used in language integration, language identification, and self-adapting control, 
etc[1]. Its structure includes input layer, hidden layer and output layer. See Fig.1 for 
more details.  

 
Input layer   hidden layer   output layer 

Fig. 1. Forward network 

In BP model, the neurons between the layers realize an entire connection, which is to 
say that each neuron of the next layer realizes weight connection with each neuron of 
the previous layer and all neurons of each layer are not connected mutually and the 
connection weight of each layer of neurons in the network can be adjusted through 
learning. The learning process of BP neural network is divided into two stages: the first 
stage is forward-propagating, namely providing the input information and then forward 
propagating the input information onto the hidden nodes of the hidden layer through the 
input layer, and finally propagating the output information of hidden nodes into the 
nodes of output layer upon the operation of activation function of each unit and then 
obtaining the actual output value of each unit. The second stage is back-propagating: if 
the expected output value is not obtained from the output layer, the difference (namely 
error) between the actual output value and the expected output value shall be calculated 
and then the error signal returns along the original connection route; the error signal is 
propagated into the input layer to be calculated by modifying the weight of each layer 
of neurons and then reaches the allowable range through the continuous iteration of this 
forward-propagating process[2]. The self-learning calculation of the BP neural network 
model is an iterative procedure. By self-learning, BP network can give correct answers 
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not only for learned examples, but also for the models similar to the learned example, 
showing its strong ratiocinative ability which are suitable for solving nonlinear, large 
and complex problems. 

2.2   Calculation Steps of BP Neural Network  

There are many training calculation for neural networks, of which BP neural network is 
well-known for solid theory and wide application. The calculation steps are shown as 
follows[3]:   

①Carry out initialization, give the random number to the weight matrix W and V and 
set sample mode counter p and training frequency counter q as 1, error E as 0 and 
learning rateη  as the decimal value within the range of (0,1) and set the accuracy 

minE after network training as a positive decimal value.  

② Input the training sample and calculate the output of each layer, in which 

( )T
i jy f V X=

 1, 2, ,j m= L  and ( )T
k jo f W Y=

 1, 2, ,k l= L . 

③Calculate the network output error:  

2

1

( )
l

P p p
k k

k

E d o
=

= −∑
 

④Calculate the error signal of each layer: 

lkoood kkkk
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⑤Adjust the weight of each layer: 

( ) (1 )o
jk k j k k k k jy d o o o yω ηδ ηΔ = = − −

 

ijj

l

k
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o
ki

y
jij xyywxu )1()(

1

−==Δ ∑
=

δηηδ  

⑥Check whether to complete one rotation training for all samples. If p P< , increase 

the counters p and q and then return to the Step②, or else return to the Step⑦; 
⑦Check whether the total network error reaches the accuracy requirement and set the 

total error as RMEE . If meeting RMEE ＜ minE the training finishes; or else setting E 

as 0 and p as 1, and return to the Step②. 

It can be seen from the above steps that the weight shall be returned and weight shall 
be adjusted once a sample is inputted in the standard BP arithmetic, where the ad-
justment of weight is the core of arithmetic.  
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3   Stock Prediction Model Based on BP Neural Network  

This model is a three-layer BP network structure with a hidden layer, where the se-
lected data is the transaction data of Shanghai Stock Exchange Index from May 7 to 
September 9, 2008 (The data originates from the Dazhihui Software system).  

3.1   Selection of Input Data  

How to select the input data of BP neural network is a key issue, which directly impacts 
our classification results. Each component of input data shall select the quantitative 
indexes that can fully reflect the transactional features of stock market. The excess 
input data may complicate the data and reduce the network performance, while the 
fewer selected indexes are hard to make an accurate prediction. Through many times’ 
test and analytical comparison, we have selected 12 common technical indexes in the 
stock market analysis. See Table 1 for more details.  

Table 1. The components of input example vectors 

λ 1 Open λ 4 Low λ 7 MA10 λ 10 K index 

λ 2 Close λ 5 Amount λ 8 RSI λ 11 D index 

λ 3 High λ 6 MA5 λ 9 BIAS λ 12 J index 

 
In the above table, it is easy to comprehend the components λ 1— λ 7 and now we 

will make a simple introduction on the last five indexes. RSI refers to a kind of tech-
nical curve that is made according to the ratio sum of ascending and descending am-
plitude within certain period, which can reflect the booming degree within certain 
period. BIAS refers to the percentage of deviation and moving average line of stock 
index, which is an important supplement for the theory of moving average line. KD 
index is one of the technical analysis indexes, which integrates the advantages of rela-
tive strength index(RSI) and moving average line, has a sensitive reflection to the short 
and medium-term market situation, but also is a forceful tool for the technical analysis 
of short and medium-term stocks. When KD index is being introduced, it is always 
attached with a J index, where the calculation formula is J=3D-2K=D+2(D-K), so the 
substance of J is to reflect the difference value between D and K.     

3.2   Pretreatment of Input Data 

The treatment of input data means that the data obtained from the stock market is 
converted into the data that can be identified by the neural network. As for  
Sigmoid function, its output is within 0 and 1, so it is necessary to conduct  
unitary processing for the sample data, and the most standard normalized treatment  

formula is: min max min( ) /( )i ix x x x x= − − , in which maxx  and minx
 
are respec-

tively the maximum and the minimum in the sample data, ix  is the data of original 
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sample and
 ix  is the converted value. As there is a great difference in the order of 

magnitude in each weight of stock market sample and the network training process will 
soon be controlled by the weight with a large order of magnitude, some data needs to be 
further treated[4]: K=K/100, D=D/100, J=J/100, RSI=RSI/100 and BIAS=10·BIAS; 
upon completion of treatment for neural network, a reversely normalized operation 
shall be made for those data again.  

3.3   Confirming the Number of Neurons of Hidden Layer  

The number of neurons of hidden layer is related to the number of neurons of input 
layer and output layer, but the specific quantitative relation is not established yet cur-
rently. If the number of hidden nodes is too small, it is hard for the network to obtain the 
information from the samples and it is insufficient to summarize and embody the rule of 
samples within the training set; if the number of hidden nodes is too large, the irregular 
content (like noise) in samples may be firmly remembered, thereby adding the network 
load and reducing the system efficiency and more seriously decreasing the generaliza-
tion capability of network. The common formula used for confirming the hidden nodes 

is: m n l α= + +  or 2lognm = , in which m refers to the number of hidden nodes, 

n refers to the nodes of input layer, l refers to the number of output nodes andα refers 
to the constant between 1 and 10. This model separately conducts iterated training for 
many times for sample data under different hidden nodes, and then compares the mean 
value of relative errors obtained each time, selecting the number of nodes with mini-
mum relative errors as the final number of hidden nodes. Through many times’ com-
parison, the relative error is minimum when the training times are 10,000 and the 
number of hidden nodes is 6. Its drawing is shown in Fig. 2. 
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Fig. 2. Drawing of relative error and hidden nodes 

3.4   Transfer Function 

The effect of transfer function is to activate the neurons and then make them produce 
response to input, while proper transfer function can be selected in actual application. 
Sigmoid function is the most common activation function, mainly featured by 
nonlinearity, infinite differentiability and being similar to threshold function when the 
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weight is too large. The most common Sigmoid function can be divided into three 

kinds, namely ( ) 2 (1 ) 1xf x e−= + − , ( ) tanf x hx=  and ( ) arctan( )
2

f x x
π= . 

Through many times’ test on the sample data of stock market, the results indicate that 
the function ( ) tanf x hx=  is taken as the transfer function of hidden layer and 

output layer so as to obtain a better learning accuracy and a quicker convergence rate 
and minimum possibility of saturation.  

3.5   Training and Prediction 

The purpose of training is to find weight values with the smallest error within given 
number of iteration. After weight values are determined, predicting results may be 
gotten by inputting predicting example vectors. Through repeated test, the number of 
neurons of each layer in BP model is defined as 12-6-1, where the number of hidden  
 

Table 2. The training results of the network’s training 

 Training value Actual value Absolute error Relative error 
Line Number:01 3693.5471 3755.6499 62.10281 0.0165 
Line Number:02 3671.4940 3837.0759 165.5819 0.0432 
Line Number:03 3688.4210 3791.5149 103.0939 0.0272 
Line Number:04 3673.0873 3805.7480 132.6607 0.0349 
Line Number:05 3662.6817 3735.7009 73.01924 0.0195 
Line Number:06 3673.3047 3837.7410 164.4363 0.0428 
Line Number:07 3684.1287 3816.5010 132.3722 0.0347 
Line Number:08 3664.6291 3802.8511 138.2219 0.0363 
Line Number:09 3637.6462 3782.3711 144.7249 0.0383 
Line Number:10 3640.3721 3612.6389 27.73324 0.0077 
Line Number:11 3617.5866 3718.9761 101.3894 0.0273 
Line Number:12 3625.6878 3657.4939 31.80613 0.0087 

 

Fig. 3. The simulation drawing of predicted results 
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layers is 6, the learning rateη =0.01, factor of momentumα =0.6 and shape parameter 

β =0.45. The first 80% data is taken to compose the training samples, while the last 

20% data is taken to compose the inspection samples, thereby predicting the closing 
price of Shanghai Stock Exchange Index. See Table 2 for the final training results (The 
selected first 12 training values are shown in Table 2) and see Fig. 3 for the simulation 
drawing of predicted results.  

It is know from Table 2 that the absolute error between the actual value and the 
training value is controlled under 170 points and the relative error is lower than 0.05. 
Figure 3 is the effect drawing incurred after the translation of matched curve of samples 
for prediction. It can be seen from this drawing that the predicted effect is quite ideal, 
which indicates that the model established in this thesis can better simulate the 
short-term trend of stock market.   

4   Conclusion 

It is shown by examples that the three-layer BP neural network model established in 
this thesis has such advantages as high prediction accuracy and quick convergence 
speed and the predicted results are satisfactory. If this model is applied for analyzing 
the stock data, it can provide some valuable objective information for the decision 
makers. If further improvements are made in terms of sample treatment, prediction 
methods and self-adapting capability of network, a better result will be obtained.  
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Abstract. Heart rate (HR) signal analysis is widely used in the medicine and 
medical research area. Physical activities (PA) are commonly recognized to 
greatly affect the changes of heart rate. However, the direct relationship be-
tween heart rate and physical activities is hard to describe. In this paper, a 
model using feedforward neural network with the function of HR prediction is 
designed. This model reflects the effect how PA affect HR. Experiments was 
conducted based on the reallife signals from a healthy male. The mean absolute 
error of the predicted heart rate was relatively small. The result shows the po-
tential of the proposed method. 

Keywords: Heart rate, Physical activities, Prediction, Neural network. 

1   Introduction 

As a noninvasive tool, Heart Rate (HR) signal analysis is widely used in the medicine 
and medical research area. It is recognized [1] that physical activities (PA) have great 
effects on the changes of heart rate. Currently, researches and applications that com-
bine HR and PA signals mainly focused on: energy expenditure measurement [2], 
autonomic nervous system assessment [3] and sports research [4]. Few works have 
focused on how PA influenced HR: Pawar el al.[5] presented one body movement 
activity detection system which was based on ECG signal, but not HR. Meijer el al. 

[6] built a linear relationship between the HR and the body movements. However, the 
experiments were implemented in specific conditions and the body movement was 
recorded as the counted number of activities, which could not appropriately reflect the 
actual PA. 

The main purpose of this paper is to build a prediction model using the feedfor-
ward neural network to reflect the effects of PA on the HR. The model was based on 
the author’s previous work [1] where a predictor with two inputs (PA and HR) was 
designed. Similarly in this experiment, the subject was equipped with a portable HR 
and PA monitor, proceeded to perform normal daily activities without any special 
routine or restriction. Four synchronized time sequences were recorded: HR(n) and 
Acx(n), Acy(n), Acz(n), which are processed from the HR signal hr(m) and three  
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acceleration signals acx(l), acy(l), acz(l) respectively. In the previous work, the three 
acceleration signals were converted into one PA signal using a method of averaging. 
Here, HR(n) and Acx(n), Acy(n), Acz(n) are used as parallel inputs in the current time 
step to keep more original movement information., and the output is the predicted 
sequence HR(n+1) in the next time step. Considering that all of the signals are non-
constrained and real-time data, the predictor has the potential to be used in various 
areas, such as: cardiopathy research and diagnosis, heart attack warning indicator, 
sports capability measure and mental activity evaluation, etc. 

As it is difficult to identify the direct rule behind the relationship between HR and 
PA, a feedforward neural network (FFNN) [7] was chosen as the mathematical model 
for the predictor for its intrinsic nonlinearity and computational simplicity. Lenven-
berg-Marquardt algorithm was used in the training process of the FFNN. 

2   The Research Method 

2.1   HR Prediction Model 

To investigate the relationship between the HR and PA, all the signals need to be 
recorded simultaneously. One portable HR and PA monitor from Alive Technologies 
was used here. The monitor measures and records the wearer’s ECG and PA (3-D 
acceleration) signals and determines the HR from the ECG in real-time. The left part 
of Fig.1 shows the subject (user) wearing the monitor. The specification of the moni-
tor will be described in Section 2.2. 

 

Fig. 1. The block diagram of the whole system 

Table 1. Data Specification of Alive Heart Monitor 

Signal ECG Accelerometer 

Channels/Axis Single Channel 3 Axes 

Resolution 8 bits 8 bits 

Sampling Rate 1 samples/sec 75 samples/sec 

Dynamic Range -2.66mV -2.66mV −2.7g - 2.7g 

Bandwidth 0.5Hz -90Hz 0Hz-20Hz 
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The middle part of Fig.1 is the preprocessor which converts the HR signal (hr(m)) 
and acceleration signals acx(l), acy(l), acz(l) into usable format. The outputs of the 
preprocessor include four synchronized sequences: HR(n) and Acx(n), Acy(n), Acz(n), 
which are used in the FFNN as inputs. The output of the neural network is HR(n + 1), 
which is the predicted HR in next time step.  

2.2   Heart Rate and Physical Activity Recorder 

Many studies on HR are based on the experimental data gathered in specific condi-
tions and/or environments, whereas, this research was conducted with the data col-
lected from normal daily activities, without any pre-planned routine. Consequently, a 
portable device is needed, which can monitor and record the HR and PA signals si-
multaneously for a period of time with relatively high accuracy. According to the 
device requirements, one commercial product Alive Heart Monitor (AHM) is chosen 
for our experiments. The collected data can be saved in an internal SD memory card 
or transmitted to PC, smart phone or PDA using Bluetooth in real time. The data 
specification of the AHM is shown in Table.1. 

2.3   Signal Preprocess 

The sampling rates of HR and acceleration are set differently in the AHM (1 sam-
ples/sec and 75 samples/sec, respectively) even though the inputs of the neural net-
work are required to be sequences with same sampling rate. Here, hr(m) and acx(l), 
acy(l), acz(l) are converted into four synchronized sequences HR(n) and Acx(n), 
Acy(n), Acz(n) through a processing period τ. 

Assume the whole recording period is T , the recorded data on each signal channel 
are evenly divided into N segments, each segment has the length of τ, When τ = 4s, 
HR segment has 1 samples/s ×4s = 4 samples (Nhr), and each acceleration segment 
has 75 samples/s×4s = 300 samples (Nac). Then, the nth (n = 1, . . .,N) hr segment is 
converted (1) into HR(n), and the nth acx, acy, acz segments are converted (2) into 
Acx(n), Acy(n), Acz(n). 

HR(n) is the average (1) heart rate of nth segment. Acx(n),Acy(n),Acz(n) are 
worked as average values (2) of the corresponding movements. However, instead of 
the HR signals being directly used, the absolute difference values of adjacent accel-
eration signals are adopted to calculate Acx(n), Axy(n), Acz(n). This reflects the PA 
change between adjacent time steps. 

It should be noted that the function of τ is not only to synchronize the inputs to 
neural network, but also to help to stabilize the prediction accuracy through averaging 
the noises. This works well, especially when some signals have high noises. 
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2.4   Feed Forward Neural Network 

In this work, there exit many factors which increase the difficulty of the prediction. 
The main factor is that the subject performs normal daily activities. The consequence 
is that the recorded HR is influenced by different aspects, such as, the subject’s body 
condition, mood and surrounding environment. 

These factors add uncertainties to the experiments. In fact, HR(n) and Acx(n), 
Acy(n), Acz(n), HR(n) and HR(n + 1) show nonlinear relationships in the data set 
obtained from the AHM, especially when τ is a relatively large value. Therefore, a 
mathematical method aiming at nonlinear prediction is needed. FFNN appears to be a 
good candidate [8]. With a certain structure, multi-layer FFNN can be used as a gen-
eral function approximator [9]. 

Without needing any mathematical knowledge between the input and output, the 
FFNN [10] is trained based on comparisons of the output and the target, until the 
network reaches the goal. 

Normally, the FFNN is trained with a backpropagation method, which includes 
many variations. Here, the Levenberg-Marquardt backpropagation algorithm [11] was 
adopted based on its steady performance of convergence and fast training speed for 
moderate-sized FFNN [12]. 

3   Experiment 

3.1   Experiment Specifications 

In this paper, the subject was a 33 years male with no record of heart disease. The 
recording time period was 12/90 minutes (τ=4/30s). During this continuous period, 
the subject wore an AHM and performed the daily activities. To find the effect of the 
prediction interval τ to the predictor, the parameter τ was set to be 4s and 30s in two 
schemes. The recorded signals were evenly separated as two parts. In the two 
schemes, the first part of signals (6min and 45min respectively) were adopted as the 
training set, which was used to train the FFNN; the remaining part of signals (6min 
and 45min respectively) was for the test set, which was used to validate the trained 
neural network. Therefore, for both the training and test sets, N = 90. In Fig.2, we 
elucidate the corresponding HR(n) and Acx(n), Acy(n), Acz(n) of the training set and 
test set, which were preprocessed using (1) and (2), and will be used in our follow 
experiment. 

C/C++ was chosen as the programming language. Two-layer FFNN was selected 
as the predictor for this experiment. The four inputs of the FFNN were HR(n) and 
Acx(n), Acy(n), Acz(n). The output layer (the last layer) had one neuron, HR(n + 1), 
the predicted HR of the next time step. According to Kolmogorov theorem [13], the 
number of neurons in the hidden layer (first layer) we set is 9. Fig.3 shows the struc-
ture of the FFNN used in this paper. 

The network was trained for 500 generations on the training set unless the train 
goal meets. Then it was tested on the test set. 
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Fig. 2. Data sets for neural network training and validation, T = 12min, τ = 4s, N = 90. 
HR(n)/Acx(n)/Acy(n)/Acz(n)  (a) Training Set; (b) Test set. 

 

Fig. 3. Two-layer FFNN structure 
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3.2   Experiment Result 

The performance of the neural network predictor on the training set and test set is 
shown in Fig.4. To make a clear identification, the predicted HR(n + 1) is denoted 
with a red unbroken line, while the actual HR(n+1) is represented by a blue dashed 
line. The figures indicate that the HR(n + 1) follow the variance of HR(n + 1) on both 
the training set and test set after training. 

Table 2. The Mean Absolute Error between the actual and the predicted data 

MAEs(training/test) τ= 4s τ= 30s 
2 inputs 4.121/6.317 3.132/4.094 
4 inputs 1.889/2.183 3.422/3.881 
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Fig. 4. Performance of the predictor(τ= 4s): predicted HR(n+1) and actual HR(n + 1), and the 
corresponding residual error. (a) Training set; (b) Test set. 
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The residual errors between the actual HR(n + 1) and the predicted HR(n + 1) are 
also shown in Fig.4. The corresponding mean absolute errors (MAEs) on training set 
and test set are 1.889 and 2.183 when τ = 4s, 3.422 and 3.881 when τ= 30s. Consider-
ing that the experiment was worked on real-life data, the MAEs on both training and 
test sets are acceptable. However, the variances of the error are still large relatively: 
9.7236 and 12.0022 when τ = 4s, 26.5524 and 24.8011 while τ= 30s, respectively. It 
can be found that, some residual errors of test set are as big as 15 (when τ= 30s), 
although most of the residual errors are smaller than 5. Table.2 compares the MAEs 
of 2 inputs and 4 inputs models .As it shows, the MAEs of 4 inputs model is smaller 
than that of 2 inputs model. But the results of 2 inputs model are steadier than that of 
the 4 inputs.  

The MAEs of the predictor increased obviously as the prediction interval raised. 
However, a larger prediction interval could also bring more useful information into a 
same size training set and often represents a better performance of the predictor. 

4   Conclusion and Discussion 

In this experiment, prediction was performed every 4 seconds and 30 seconds. The 
result showed the potential of the predictor with the results close to the actual data. 
The mean absolute error could be restricted within a small range (inside 5). The con-
sistency of the prediction needs be improved and will be addressed in the future work. 

To validate the universal of the proposed method and improve the neural network 
performance, more and deeper investigations should be implemented. Firstly, more 
and various Data from subjects of varying age, gender and health level should be 
tested. Secondly, more tests on different system parameters, including prediction 
interval, total time length and sampling rate of the hardware. Thirdly, more Neural 
Network structures and types are needed. The RBF is another type of Neural Network 
which can be used as a predictor. And the most important factor to improve this  
system may be the PA Preprocess part. More useful signals preprocessed from PA 
(standard deviation, gradient) could be added into the predictor as inputs. The other 
possible varying factors include: data structure and training algorithm. 
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Abstract. The bi-directional prediction between processing parameters and 
weld penetration benefits electron beam welding (EBW) production by reduc-
ing costly trials. An artificial neural network (ANN) model was established for 
the bi-directional prediction between them in EBW. The main processing pa-
rameters consist of accelerating voltage, beam current and welding speed, while 
weld penetration indicates penetration depth and penetration width of weld. The 
training and test sets were collected through EBW experiments by using 
1Cr18Ni9Ti stainless steel. Two-layer supervised neural networks were used 
with different number of hidden layer nodes. Comparison between experimental 
and predicted results show the maximum absolute-value error is 6.6% in for-
ward prediction from the main processing parameters to weld penetration, while 
that is 23.6% in backward prediction reversely. Combined the higher accurate 
forward prediction with the easy-use backward prediction in EBW production, a 
flow chart is proposed for optimizing prediction of processing parameters. 

Keywords: Bi-directional prediction, Electron beam welding, BP neural net-
work, Penetration depth, Penetration width, Processing parameters. 

1   Introduction 

Due to high-energy density, deep penetration, large depth-to-width ratio and small heat 
affected zone (HAZ) [1], electron beam welding (EBW) is widely used in aircraft, 
aerospace, machinery and other industries with requirement for low-distortion joints. 
Simultaneously, many EBW products are characterized by small quantities, various 
types of structure, and large differences in size. Therefore at presently, the procedure 
scheme and suitable processing parameters are determined by costly energy and time-
consuming experimental trials for a new welding product. Forward prediction from the 
main processing parameters to weld penetration in EBW is achieved, namely, the weld 
penetration can be obtained with given processing parameters. Backward prediction 
from weld penetration to the main processing parameters is implemented, that is to say, 
a set of processing parameters can be got if you input the desired penetration. Conse-
quently, bi-directional prediction between weld penetration and processing parameters 
is valuable to dramatically decrease the difficulty of determination of processing pa-
rameters, and to reduce the times of the costly experiments. 
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At present, predictions of weld penetration/shape and processing parameters in 
EBW are accomplished by three main ways: the finite element method based on the 
numerical simulation [2], statistical analysis [3, 4], and neural network [5]. Among 
them, the former two methods are trying to model the mechanism of welding process-
ing, which require the thoroughly understanding the internal characteristics of weld-
ing process. Furthermore, the numerical simulation often needs to refine meshing for 
better accuracy, which greatly increases the complexity of the time-consuming calcu-
lations. Regression analysis, one of the statistical analyses, is a most commonly used 
methods in data-processing, but the analysis needs to determine the type of regression 
equation in advance which could become a very difficult task, especially with many 
input and output variables and complex coupling interactions. 

Artificial neural network (ANN) does not need to fully understand the functional 
relation between input and output parameters, and can be trained iteratively from 
examples to learn and represent the complex relationships implied within the data. 
Moreover, the prediction with ANN is more accurate than that with regression equa-
tion. Predictions of welding performance and welding parameters based on ANN have 
been widely used in gas shielded arc welding, friction stir welding and other welding 
[6-9]. In this paper, an ANN model was established for the bi-directional prediction 
between the main processing parameters and weld penetration in EBW, and the train-
ing and test sets were collected through EBW experiments. Forward predictions from 
the main processing parameters to weld penetration and backward predictions re-
versely have been carried out by using the 2-layer ANN. A flow chart is proposed for 
optimizing prediction of processing parameters by combining the forward prediction 
with the backward prediction. 

2   Problem Representation and Modeling 

The typical cross-section shape of electron beam welding of 1Cr18Ni9Ti is shown in 
Fig.1, and looks like a ‘nail’ for deep penetrating of EBW. The main characteristic 
parameters of weld shape include penetration depth (H), penetration width (W). The 
former H refers to the distance between the weld root and specimen surface which is 
one of the most important parameters to evaluate the weld joints’ effective weld 
depth, while the latter W denotes the weld seam width of melting surface. Some other 
important parameters of weld seam, such as aspect ratio (H / W), that is, penetration 
depth-to-width ratio, can be deduced from the two basic parameters H and W. Aspect 
ratio is also a very important parameter in welding production because with the 
greater aspect ratio as to the same penetration depth, the smaller the amount of heat 
input, the smaller welding deformation. 

Accelerating voltage, beam current and welding speed constitutes the main electron 
beam welding processing parameters, and penetration depth, penetration width are 
important identification parameters of the weld shape. The forward prediction defined 
as the prediction from ‘accelerating voltage, beam current, welding speed’ to ‘pene-
tration depth, penetration width’ while backward prediction refers to that from ‘pene-
tration depth, penetration width’ to ‘accelerating voltage, beam current, welding 
speed’. The bi-directional prediction used in the paper includes the forward prediction 
and the backward prediction mentioned above. 
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Feed-forward neural network and recurrent 
neural network are the most common ones 
among nearly 200-kind neural network mod-
els. The error back-propagation neural net-
work (BP network) is commonly adopted in 
about 80% to 90% of all applications with 
feed-forward neural network. This article aims 
to establish the neural network model of the 
main processing parameters in EBW. The 
network should meet the following three con-
ditions: continuous input, continuous output 
and supervised training, so the choosing of BP 
network is appropriate. In fact the general 
applicability of the technique has been demon-
strated by the proof that BP networks with a 
single hidden layer, having sufficient number 
of neurons, using threshold or Sigmoid trans-
fer function, are universal approximators. 
Therefore, a single hidden layer of BP neural network with hyperbolic Sigmoid trans-
fer function is employed in this article. Forward and backward prediction models are 
respectively shown in Fig.2 (a) and (b). 

Accelerating 
Voltage

Beam 
Current 

Welding 
Speed

Penetration 
Depth

Penetration 
Width

Input Layer Hidden Layer Output Layer

Accelerating 
Voltage

Beam 
Current 

Welding 
Speed

Penetration 
Depth

Penetration 
Width

Input Layer Hidden Layer Output Layer

 

(a) Forward prediction                            (b) Backward prediction 

Fig. 2. The structure of three layered neural network of bi-directional prediction 

3   Collecting of Experimental Data 

All the training and testing samples were obtained through the test experiments. The 
welding machine in the experiments is high-pressure and high vacuum electron beam 
(EB) machine with its highest beam current of 100mA, maximum accelerating volt-
age of 150kV, a multi-purpose electron beam deflection generator, a vacuum chamber 
size of 1900mm × 1300mm × 1520mm, and maximum chamber vacuum degree of  
5 × 10-4mbar. 

 

Fig. 1. The typical cross-section shape 
of electron beam welding of 
1Cr18Ni9Ti 
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1Cr18Ni9Ti Cr-Ni austenitic stainless steel is taken as test material. It is known 
that austenitic stainless steels are prone to inter-granular corrosion and inter-granular 
stress corrosion cracking when they are subjected to sensitizing heat treatment be-
tween 723 and 1073 K, leading to premature failure of components during service 
[10]. Nevertheless, compared to carbon steel, austenitic stainless steel has a much 
larger expansion coefficient, leading to a larger welding deformation. However, dur-
ing the electron beam welding of this material, the heat affected zone extends only to 
a narrow region across the weld pool, thus resulting in a lesser degree of defects and 
smaller deformation in the weld zone. Experiments were carried out by using surfac-
ing welding for eliminating the effect of butt joint gap, and testing specimens with a 
dimension of 200 mm length, 160 mm width and 10 mm thickness.  

A total of 29 kind EBW experiments were carried out by changing the processing 
parameters of acceleration voltage welding, beam current and welding speed with the 
experimental conditions and results as shown in table 1. The other parameters in 
welding were recorded as vacuum degree of not more than 5 × 10-3mbar, deflection 
functions ∞, deflection length and width of 0.2 mm × 0.3mm, the deflection fre-
quency of 1000Hz, and different focusing current for focusing on the sample surface. 
26 were selected randomly from the 29 experimental results as neural network train-
ing sets, and the remaining 3 were taken as a test sets. 

Table 1. Experimental conditions and results 

Factors Experimental Results No. 
Accelerating 
voltage (kV) 

Beam current 
(mA) 

Welding speed 
(mm/s) 

Penetration  
depth (mm) 

Penetration  
width (mm) 

1 120 5 13.3 2.35 1.62 
2 120 10 13.3 5.33 1.63 
3 120 19 13.3 10.00 1.60 
4 120 5 20.0 1.98 1.19 
5 120 25 20.0 10.00 1.43 
6 120 25 26.7 8.75 1.26 
7 100 5 10.0 1.93 1.93 
8 100 10 10.0 5.19 1.99 
9 100 20 10.0 10.00 2.20 

10 100 20 20.0 10.00 1.80 
11 100 5 15.0 1.67 1.55 
12 100 25 15.0 10.00 1.99 
13 100 30 15.0 10.00 1.71 
14 80 5 10.0 0.91 1.42 
15 80 10 10.0 2.04 2.16 
16 80 25 10.0 5.06 3.56 
17 80 30 10.0 6.27 3.87 
18 80 35 10.0 7.41 4.15 
19 120 16 13.3 8.79 1.67 
20 120 20 20.0 8.99 1.28 
21 100 20 15.0 9.01 1.70 
22 80 20 10.0 3.90 3.21 
23 120 13 13.3 6.88 1.65 
24 120 15 20.0 6.60 1.29 
25 100 15 15.0 6.52 1.75 
26 100 15 10.0 8.33 2.08 
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4   Results and Discussion of Training and Testing of the Neural 
Network 

4.1   Training and Testing of the Forward Prediction Network 

Training and testing of the forward prediction models have been undertaken with the 
use of training and testing set shown as in Table 1, and the other network training 
parameters are as follows:  

The neurons number of the hidden layer, nNodeHide = 9;  
Maximum number of epochs to train, nEpochs = 2000;  
Performance goal, dbGoal = 0.005;  
Epochs between showing progress, nShow = 50;  
The target error of testing set, dbSset = 0.1. 

 

(a) Curve of network mean squared error vs. training epochs 

 

(b) Comparison of the experimental and predicted results of testing data 

Fig. 3. Training of the forward prediction network 

Trainlm, a network training function, is employed in training of the network which 
updates weight and bias values according to Levenberg-Marquardt (LM) optimiza-
tion. This LM algorithm appears to be the fastest method for training moderate-sized 
feed-forward neural networks (up to several hundred weights). Training process and 
results of the forward prediction network is shown in Fig.3, in which (a) represents 
curve of network mean squared error with training epochs, and it can be seen the 
network converges very quickly by the adoption of LM training function. From com-
parison between experimental and predicted results as shown in Table 2, it can  
be seen that percent error of penetration depth is range from -5.6% and 6.6% with 
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maximum absolute-value error 6.6%, and that of penetration width is range from -
4.4% to 4.5% with maximum absolute-value error 4.5%. Therefore the network is 
precise enough to meet the requirement of predicting penetration depth and penetra-
tion width within a certain upper and lower limits in EBW production, which is help-
ful to decrease the testing times for determining appropriate processing parameters. 

Table 2. Experimental data versus predicted results of the forward prediction 

Experimental Results Predicted Results Percent error (%) No. 
Penetration 

depth 
(mm) 

Penetration 
width 
(mm) 

Penetration 
depth 
(mm) 

Penetration 
width 
(mm) 

Penetration 
depth 

Penetration 
width 

1 4.32 1.29 4.08 1.34 -5.6 3.9  
2 4.07 1.57 4.34 1.64 6.6 4.5  
3 2.90 2.72 3.03 2.60 4.5 -4.4  

Maximum percent error of absolute value 6.6 4.5 

4.2   Training and Testing of the Backward Prediction Network  

The same training set and testing set were used in backward prediction as in forward 
prediction, and the difference lies in that the input data are exchanged with output one. 
The other network training parameters are used in backward prediction as follows: 

The neurons number of the hidden layer, nNodeHide = 13;  
Maximum number of epochs to train, nEpochs = 2000;  
Performance goal, dbGoal = 0.02;  
Epochs between showing progress, nShow = 50;  
The target error of testing set, dbSset = 0.4. 

Table 3. Experimental data versus predicted results of the backward prediction 

Experimental Results Predicted Results Percent error (%) No. 
AV  
(kV) 

BC 
(mA) 

WS 
(mm/s) 

AV  
(kV) 

BC 
(mA) 

WS 
(mm/s) 

AV 
(kV) 

BC 
(mA) 

WS  
(mm/s) 

1 120 10 20 127.2 10.2 23.1 6.0 1.5  15.3  
2 100 10 15 123.6 7.6 15.0 23.6 -23.6  0.3  
3 80 15 10 74.8 17.3 11.2 -6.5 15.0  12.1  

Maximum percent error of absolute value 23.6 23.6 15.3 

Notes: AV - Accelerating voltage; BC - Beam current; WS - Welding speed. 

Trainlm was still taken as the BP network training function. From comparison be-
tween experimental and predicted results as shown in Table 3, it can be seen that percent 
error of accelerating voltage is range from -6.5% to 23.6% with maximum absolute-value 
error 23.6%, that of beam current is range from -23.6% to 15% with maximum absolute-
value error 23.6%, and that of penetration width is range from 0.3% to 15.3% with 
maximum absolute-value error 15.3%. The network has the ordinary accuracy of the 
predicted processing parameters which can be referred as the initial parameters by opera-
tors, and then be further adjusted for desired weld penetration. 
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The network in backward prediction converges much slower than that in forward 
prediction. As we can see in Fig.4 (a), curve of network mean squared error versus 
training epochs of backward prediction with 13 number hidden layer nodes, the net-
work doesn’t reach its convergence until it trains 62 epochs later, with target error 
taken 4 times as much as that of forward prediction. 

The number of hidden layer nodes has a greater influence on network convergence 
in backward prediction. Fig.4 (a) ~ (d) show the curves of network mean squared 
error versus training epochs of backward prediction with different number of hidden 
layer nodes (nNodeHide). As presented in the figure, the network can not converge 
after 2000 epochs training with nNodeHide 7, and it converges more quickly with 
increasing nNodeHide. On the other hand, the network in forward prediction con-
verges quickly after 4 epochs training. There exist great differences in convergence 
between forward prediction and backward prediction. 

  
(a) nNodeHide=13 (b) nNodeHide=7 

  
(c) nNodeHide=9 (d) nNodeHide=11 

Fig. 4. Curves of network mean squared error vs. training epochs of backward prediction with 
different number of hidden layer nodes 

4.3   The Flow Chart for Optimizing Prediction of Process Parameters 

It is can be seen from the comparison of training of forward prediction and that of 
backward prediction: 

(1) The network used in forward prediction is more accurate and faster convergence that 
in backward prediction. One possible reason is that the network in backward predic-
tion is mapped from ‘2 dimension’ to ‘3 dimension’ which leads to more uncertain 
factors. Another likely reason is that coupling effect lies in processing parameters 
and several sets of parameters can lead to the same weld penetration in EBW. 
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 (2) The backward prediction can be 
used more directly than the for-
ward one in EBW production. As 
a matter of fact, operators in 
welding production would like to 
get a group of processing pa-
rameters from the network with 
input desired penetration depth 
and penetration width. 

Is there any way to combine the 
advantage of more accurate forward 
prediction with the virtue of easy-
use backward prediction? A flow 
chart for optimizing prediction of 
processing parameters as shown in 
Fig.5 was devised to attain this goal. 

Several steps are involved in the 
flow chart. Firstly, input the target 
penetration depth and penetration 
width, and the initial parameters 
could be obtained by using the back-
ward prediction. Secondly, round and 
adjust the initial parameters accord-
ing to the experience, and check whether the goal penetration is reached with the use of 
the forward prediction. If the target penetration has not been attained, adjust the input 
processing parameters and go back the second step until the desired penetration is 
reached. At last, the satisfied processing parameters can be employed in the welding 
production. In this way, the forward prediction is united with the backward prediction. 

The preliminary testing results show that the flow chart is useful to reduce trail 
times and lower production cost for it can provide welding production with more 
accurate processing parameters, and does not add much workload to operators. 

5   Conclusion 

Processing parameters and weld penetration in EBW has been predicted by using BP 
neural network, and the following conclusion can be reached. 

The artificial neural network models for EBW is been established which provides 
the means of predicting the weld penetration and processing parameters. Comparisons 
between experimental and predicted results show that maximum absolute-value error 
in forward prediction from processing parameters to weld penetration is 6.6%, and 
that in backward prediction reversely is 23.6%. 

Combined the higher accurate forward prediction with the backward prediction 
which can be used directly in EBW production, a flow chart is proposed for optimiz-
ing prediction of processing parameters which is valuable to be referred as processing 
parameters. The preliminary testing results show that the flow chart is useful to re-
duce trail times and lower production cost. 

Start

Input the target 
penetration depth and 

penetration width

Backward prediction, and get a group 
of the initial processing parameters

Forward prediction with the initial 
processing parameters

The obtained penetration from the 
forward prediction is acceptable

Output the processing 
parameters

Adjust the 
processing 
parameters

End

NO

YES

 

Fig. 5. Flow chart for optimizing prediction of 
processing parameters 
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Abstract. In this paper,we investigate the statistical properties of the
Shanghai stock exchange index(SSEI). A GARCH-M(3,4) model and
a TARCH-M(3,4) model successfully capture non-linear structure and
asymmetries in the conditional mean and conditional variance. The
TARCH-M(3,4) model is better in term of forecasting performance.

Keywords: Nonlinear, Asymmetry, Conditional heteroscedastic, Stock
exchange index.

1 Introduction

In the financial market research, people discovered that the change of asset prices
disobeys to random walk model. What kind of model can describe the change of
asset prices? Analysis of non-linear time series provided a tool for us to study
volatility of the financial time series. The financial time series usually presents
three following main characteristics: (1) heteroscedastic; (2) its distribution is
asymmetry and heavy-tailed, as a result deviates Normal distribution; (3) Lever
effect. The first characteristic was described in the autoregressive conditional
heteroscedasticity mode(ARCH) by the Engle [1] or in general autoregressive
conditional heteroscedasticity model(GARCH) by Bollerserlev [2]. The other
two characteristics was described by TARCH model which was put forward by
Zakoian [3] or EGARCH model by Nelson [4]. This paper is to get a model which
can describe successfully non-linear structure of the Shanghai stock exchange
index.

2 Basic Analysis of the Data

We collect datas of daily closing stock price from the SSEI, the period of collec-
tions is from Jan. 2nd of 1997 to Dec. 30th of 2006 for 10 years.

Let Pt denote the daily closing stock price from the SSEI.

Rt = 100 × Ln(Pt/Pt−1)

Rt means daily income percentage. We compute some statistic of Rt, and result
is shown in Table. 1.

W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 1106–1111, 2009.
c© Springer-Verlag Berlin Heidelberg 2009
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Table 1. Statistics about Rt

Sequence Mean Standard deviation Skewness Kurtosis Jarque-bear
Rt 0.0824 3.4919 5.1962 99.6014 789406.4

where Jarque-Bera is a value of test statistic JB. The JB is

JB =
n

6
(s2 +

(k − 3)2

4
)

where n is the sample size, s is the sample skewness, and k is the sample kurtosis.
The Jarque-Bera test is a two-sided goodness-of-fit test of the null hypothesis

that the sample comes from a normal distribution with unknown mean and vari-
ance, against the alternative that it does not come from a normal distribution.
Under null hypothesis the test statistic has a chi-square distribution with two
degrees of freedom.

According to statistic, if the random variable sequences obey independent
same normal distribution, its Skewness should equal zero and Kurtosis is three.
If the random variable sequences obey normal distribution. Jarque-Bera statistic
should obey a chi-square distribution with freedom 2, standard value of which
is 9.21 and 5.99 under Significance Level being 1% and 5% respectively. From
Tab.1, we find that the distribute of Rt far deviates normal distribute and it is
heavy-tailed. The result of remarkable deviation suggests that Rt sequence may
have non-linear dynamic structure.

3 Nonlinear Test

In order to examine whether the random variables are of independent identi-
cal distribution, Brock, Dechert and Scheinkman [5] developed an examination
method, which is called BDS test.

The Brock proved Cm(ε) = C1(ε)m with the hypothesis that random vari-
ables are independent identical distribution, and BDSn

m(ε) uniformly converge
to standard normal distribution.
Here

xm
t = (xt, xt+1, · · · , xt+m−1)

Cm(ε) = lim
n→∞

1
(n − m)(n − m + 1)

∑
i=j

I(|xm
t − xm

j | < ε)

BDSn
m(ε) =

√
n

Cn
m(ε) − Cn

1 (ε)m

σn
m(ε)

where n denotes sample number, I(·) denotes indicator function and σn
m(ε) is

the estimate number of Standard deviation.
If the Rt is a random variables sequence of independent identical distribution

by BDS test. the SSEI match to random walk model and explain that stock
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market in Shanghai is weak and valid. Otherwise the sequence Rt exists a non-
linear structure. How to choose a suitable non-linear model, we need to do a BDS
test to model’s standardize residual. If standardize residual sequence is tested
to be a random variables sequence of independent identical distribution by BDS
test, then the selected model is suitable. Otherwise we need to choose another
non-linear model.

4 Nonlinear Model

BDS test is sensitive to deviate independent identical distribution, so it is very
important to find the reason which refuse independent identical distribution.
Whether the deviate come from the conditional heteroscedastic of sequence or
distribute of asymmetry with fat tails? For answering this question, we will esti-
mate three types of models: GARCH-M model, TARCH-M model and EGARCH-
M model.

(1) GARCH-M model [6-8]
In equation of mean’s estimate, we consider influence of variance or Standard

deviation naturally, get GARCH-M model as follows:

Rt = c + λh2
t + ε or Rt = c + λht + ε (1)

εt|It−1 ∼ N(0, h2
t )

It is a set of information at time t, and h2
t is conditional heteroscedastic

(GARCH(p,q)), its form is as follows:

h2
t = αo +

q∑
i=1

αjε
2
t−j +

p∑
j=1

βjh
2
t−j

Among them, the p is the order of GARCH item and the q is the order of
ARCH item.

(2) TARCH-M model
An important fault of GARCH model is to can’t explain asymmetry, but the

ARCH model which put forward by Zakoian(1994) can describe asymmetry. The
equation of mean for ARCH model is the same as equation (1) in the GARCH-M
model, and The equation about variance was changed as follows:

h2
t = αo +

p∑
j=1

βjh
2
t−j +

q∑
i=1

(αiε
2
t−j + γiε

2
t−jdt−j)

here

dt =
{

1 if εt < 0,
0 otherwise
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(3) The EGARCH-M model
The EGARCH-M model can describe asymmetry,

Rt = c + λh2
t + ε or Rt = c + λht + ε

εt|It−1 ∼ N(0, h2
t )

It is a set of information at time t, and h2
t is conditional heteroscedastic its

form is as follows:

Ln(h2
t ) = αo +

p∑
j=1

βjLn(h2
t−j) +

q∑
i=1

(αi
|εt−i|
ht−i

+ γi
εt−i

ht−i
)

5 Model Analysis

5.1 The BDS Test of SSEI

We compute BDS statistics about Rt by using soft eviews, and result is shown
in Tab. 2.

Table 2. The BDS test of SSEI

m
ε 2 3 4 5

0.01944 15.994 20.603 26.120 32.457
0.03888 16.707 20.391 23.060 24.947
0.07776 13.104 17.204 18.407 18.898

From result of BDS test, we should refuse the assumption that the Rt are
random variables of independent identical distribution.

5.2 Nonlinear Model Fitting

By identification, we choose 3 order of Rt conditional variance for GARCH and
4 order for ARCH.

(1) GARCH-M(3,4) model fitting

Rt = −0.0547ht + εt

εt| It−1 ∼ N(0, h2
1)

h2
1 = 0.6926 + 0.3644ε2

t−1 + 0.3973ε2
t−2 + 0.2098ε2

t−3 +
0.4346ε2

t−4 − 0.1900h2
t−1 + 0.1069h2

t−2 + 0.1896h2
t−3

Next, we do a BDS test to model’s standardize residual, and find the hypothe-
sis that standardize residual is a sequence of independent identical distribution
should be accepted under Significance Level is 5%. This expresses that GARCH-
M(3,4) model fitting is successful.
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(2) TARCH-M(3,4) model fitting

Rt = −0.0362ht + εt

εt| It−1 ∼ N(0, h2
t )

h2
t = 0.6670 + 0.5672ε2

t−1 + 0.3812ε2
t−2 + 0.1879ε2

t−3 + 0.3871ε2
t−4

−0.3607ε2
t−1dt−1 − 0.1857h2

t−1 + 0.1128h2
t−2 + 0.2077h2

t−3

Next, we do a BDS test to model’s standardize residual, and find the hypothe-
sis that standardize residual is a sequence of independent identical distribution
should be accepted under Significance Level is 5%. This expresses that TARCH-
M(3,4) model fitting is successful.

(3) EARCH-M(3,4) model fitting

Rt = −0.2103 + 0.1031ht + εt

εt|It−1 ∼ N(0, h2
t )

h2
t = −0.551− 0.984Ln(h2

t−1) + 0.917Ln(h2
t−2) + 0.921Ln(h2

t−3)

+0.488
|εt−1|
ht−1

+ 0.124
εt−1

ht−1
+ 0.807

|εt−2|
ht−2

+ 0.049
εt−2

ht−2

+0.122
|εt−3|
ht−3

− 0.148
εt−3

ht−3
− 0.213

|εt−4|
ht−4

− 0.090
εt−4

ht−4

Next, we do a BDS test to model’s standardize residual, and result is that we
should refuse to accept the hypothesis that standardize residual is a sequence of
independent identical distribution under Significance Level is 5%. This expresses
that EARCH-M(3,4) model misfit.

5.3 The Model Evaluate

GARCH-M(3,4) model and the TARCH-M(3,4) can successfully describe nonlin-
ear dynamic structure of the Shanghai stock exchange index, so which is better?
In order to evaluate them, we need to compare their estimates effect. Therefore,
we compute their root-mean-square precited error(RMSE):

RMSE =

√√√√ 1
100

2008∑
t=1909

(Rt − R̂t)2

By the calculation, the RMSE of GARCH-M(3,4) model is 2.2539 and that of
EARCH-M(3,4) model is 1.8576. Hence the TARCH-M(3,4) model is better in
term of forecasting performance.
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6 Conclusion

In this paper, we study the statistical properties of the Shanghai stock exchange
index(SSEI). Our result shows three following points:

(1) Currently stock market in Shanghai is not a mature market.
(2) The wave of market is asymmetry and its distribution is heavy-tailed.
(3) A GARCH-M (3,4) model and a TARCH-M (3,4) model successfully capture

non-linear structure and asymmetries in the conditional mean and condi-
tional variance. The TARCH-M (3,4) model is better in term of forecasting
performance.
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Abstract. A new approach is proposed to achieve maximum wind power con-
version by directly controlling wind turbine to operate along the maximum 
power coefficient curve (PCC). The control design is based on the so called 
“power coefficient dynamics”. It turns out that such dynamics are highly 
nonlinear and strongly coupled with uncertainties due to the involvement of 
both rotor dynamics and actuation (pitch) dynamics. Two set of control algo-
rithms based on smooth variable structure control and memory-based control 
respectively are developed to ensure high precision PCC tracking, leading to 
high efficient power conversion. The effectiveness of the developed control al-
gorithms are also verified via simulation.  

Keywords: Wind power, Memory-based control, Pitch angle, Maximum energy 
conversion. 

1   Introduction 

Wind is a source of renewable sustainable power from air current flowing across the 
earth's surface. Wind turbines harvest this kinetic energy and convert it into usable 
electrical power. Showing in Figure 1 is the massive use of wind turbines in offshore 
[1]. Wind power represents the world’s fastest growing energy source with an annual 
growing rate in excess of 30% and a foreseeable penetration equal to 12% of global 
electricity demand by 2020. Reliable and cost-effective electric energy generation 
from wind power relies on enabling technologies, including advanced control 
schemes. Various control methodologies have been reported in the literature on the 
subject of wind turbine controls [1]-[19].  

Control of a DFIG wind turbine system was traditionally based on stator-oriented 
vector control [3-5], in which the control objectives were achieved with a rotor cur-
rent controller. One main drawback of this system is that its performance depends 
highly on accurate machine parameters such as stator, rotor resistances, and induct-
ances. Direct Torque Control (DTC) of induction machines provides an alternative to 
vector control [6]. This method directly controls machine torque and flux by selecting 
voltage vectors from a look-up-table using the stator flux and torque information. One 
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problem with the basic DTC scheme is that its performance deteriorates during start-
ing and low-speed operations. Later on, Modified DTC approaches [7] [8] were de-
veloped. Other control methods include traditional PI based control [9], nonlinear and 
adaptive control [10] [11], yaw control [12-14], pitch control [15-18], and inverter 
firing angle control [19]. It is noted that most existing wind turbine control methods 
are essentially “indirect” methods in that they address the issue of wind power con-
version efficiency indirectly through rotor speed adjustment to track the desired tra-
jectory (which is designed based on maximum.  

 

  

Fig. 1. An offshore wind farm Fig. 2. Blade pitch control mechanism 

In the paper, a direct approach is proposed to allow wind turbine to capture maxi-
mum power from available wind energy. The main idea behind this approach is to 
directly design a variable speed control strategy that forces the wind turbine to run 
along the maximum power coefficient curve (PCC) during its operation. This is 
achieved by adjusting blade pitch angle through the mechanism similar to the one as 
illustrated in Figure 2. Although several methods regarding pitch control have been 
reported [20-22], none of them addressed the power conversion issue directly. Fur-
thermore, most results are based on the assumption that all parameters of the wind 
turbine are precisely known and no disturbance was acting on the system. 

In this work, two sets of control algorithms are derived for maintaining high power 
conversion efficiency. The first one is Chattering-Free Variable Structure Control 
(CF-VSC), where the pitch angle rate (instead of pitch angle itself) is de-
signed/specified as the control input, which, upon integration, leads to continuous and 
smooth real control input, removing the inherent chattering phenomena in traditional 
VSC. The second control algorithm is inspired by human memory/learning mecha-
nism in which both rotor aerodynamics and pitch (actuation) dynamics are consid-
ered. The proposed memory-based control does not rely on precise system model, and 
demands much less computation as compared with most other methods. It learns from 
both past control experience and current observed system behavior to improve its 
performance. Both theoretical analysis and simulation studies confirm that the pro-
posed method is able to achieve maximum power conversion efficiency. 
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2   System Description 

2.1   Power Generation 

The power produced by a given wind turbine can be determined by [23, 24].  
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where P is the generated power, A is swept area, V is the wind speed, Vin, VR and Vout 
are the cut-in speed, nominal speed and cut-out speed, respectively, and C(β,λ) is the 
power coefficient. Note that C(β,λ) is a nonlinear function of the blade pitch angle β 
and the tip-speed-ratio (TSR) λ, as graphically shown in Figure 3 and Figure 4. The 
work in [25] attempted an analytic relation of C(β,λ) versus β and λ, which is ap-
proximated by the following formula, 
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Fig. 3. A 3D view of PCC C(β,λ) Fig. 4. PCC vs λ and β 

2.2   Wind Turbine Rotor Dynamics 

The dynamical model of a wind turbine can be descried by [24] [26].  

(.)a dJ T Tω = −  (3)
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21
( , )

2a rT C ARVβ λ ρ=  (4)

where J denotes the moment of inertia of the turbine-transmission-generator (all re-
ferred to the turbine shaft), Ta is the aerodynamic torque generated by wind flow, 
Cr(β,λ) is a variable defined as C(β,λ)/λ, and Td(.) is the resistant torque caused by 
friction, and electromagnetic damping, etc. 

2.3   Pitch Dynamics 

Wind turbine speed can be controlled by adjusting the blade pitch angle through the 
mechanism as shown in Figure 2. Most pitch based control methods ignore the pitch 
dynamics and assume that the pitch angle can be directly adjusted. A more practical 
method should take into pitch (actuation) dynamics into account. In this work, the 
following first order pitch dynamics is considered,  

( ) Niβ φ β= +  (5)

where i represents the driving motor current in the pitch mechanism, ( )φ β is a nonlin-

ear function and N is a constant. In next section, control algorithms based on pitch 
angle adjustment to achieve maximum power conversion efficiency are developed. 

3   Control Design 

3.1   Chattering Free-Variable Structure Control (CF-VSC) 

A. Algorithm Description 
First we define a control error e = C – C*, where C* is the desired power coefficient. 
Taking derivatives of both sides, yields, 

Note that: a dJ T Tω = − , substituting  ω  with a dT T
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Rewriting the error equation as, 
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e f g fβ= + + Δ  (8)

where, *
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. Unlike most 

existing methods in the literature, where the pitch angle β was directly designed, here 
the pitch angle variation rate is used as the virtual control input for developing the 
control scheme, this treatment leads to smooth VSC algorithms for the systems. To 
derive the control scheme, we need to assume that  
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d d

RTC R C
f T c

JV J Vλ λ
∂ ∂Δ = ≤ ≤ < ∞
∂ ∂

 
(9)

where cd is a constant. This assumption is reasonable and realistic because: 1) the 
external disturbance acting on the system is bounded; 2) R and J are system parame-
ters, which are bounded; and the partial derivative of C with respect to λ is also 
bounded; and 3) V is wind speed, the inverse of which is a small number intuitively. 
The control scheme for pitch angle varying rate is generated by, 

1 ˆ( )   with ( )c c dg f u ke u c sign eβ −= − + − = −  (10)

where ˆdc  is the estimation of cd, which is equal to 
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with the proposed control in (10). It follows that  
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Therefore, the asymptotic stability is established, ˆ, d dt c c→ ∞ →  and finally 0e → . 

And moreover, it is seen that the pitch angle β is uniformly continuous by integrating. 
 
B. Simulation Results 
In this section, we simulated a scenario where the variation of wind speed was shown 
in Figure 6. The CF-VSC was applied to the wind turbine, and then the control per-
formance was evaluated.  

The parameters chosen for simulation are form [27]: J = 32 kg.m2, R = 15 m,  
ρ =1.2 kg/m3, Td = 2sin(t) + 3cos(2t). Once the wind speed and the system parameters 
are given, the corresponding optimal power coefficient curve as shown in Figure 6 
can be acquired accordingly.  
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Fig. 5. Wind speed variation Fig. 6. Max power coefficient curve  
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Fig. 7. Pitch angle variation Fig. 8. Desired and actual power coefficients 

The plot showing the adjustment of blade pitch angle β  through the CF-VSC was 

given in Figure 7 and the desired versus actual power coefficients are plotted in Figure 8 
The power generated by the wind turbine is shown in Figure 9. As seen from the 

results presented, the proposed controller works fairly well in maintaining maximum 
power conversation. 
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Fig. 9. Power output 
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3.2   Memory-Based Control 

A.   Algorithm Description 
To apply memory-based control method to wind turbine systems, we recall the pitch 
actuation dynamics, 

( ) Niβ φ β= +  (13)

where i represents the driving current. Using both rotor dynamics and the actuation 
dynamics we have  
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w0 = 1, w1 = -2, w2= 1, w3= -1, w4 = 1, which leads to 

1 1( )k k ke T+ −= Δ − Δ  

Therefore, 

2
1 0ke T c+ ≤ < ∞  

where 0 max
d

c
dt

Δ=  is the maximum possible variation rate of Ä(.), which cannot be 

infinitely fast (otherwise no feasible control exists). Thus it can be concluded that ||e|| 
is bounded, and PCC tracking stability is ensured.  
 
B.   Simulation Results 
The simulation conditions and parameters used are the same as those for CF-VSC, 
except that Td was replaced by sin(10t) + cos(5t), which varies faster, therefore harder 
to deal with. The curve of control current was shown in Figure 10 and the tracking 
performance is illustrated in Figure 11. 
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Fig. 10. Control current Fig. 11. Tracking performance 

It is observed from the simulation that the memory-based control is able to achieve 
good PCC tracking with inexpensive on-line computations.  

4   Conclusions 

A new approach to achieve maximum power conversion in wind turbine systems is 
presented in this paper. Based on pitch angle adjustment through VSC and memory-
based control algorithms, high power conversion efficiency is obtained by control the 
wind turbine to operate along the desired optimal PCC. The salient feature of the 
memory-based control lies in its simplicity and less dependence on detail system 
dynamics model. Yet only limited memorized system information is needed in build-
ing the control algorithms.  
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Abstract. System dynamics and econometrics are proposed for a quantitative 
analysis of regional economy combined with qualitative analysis. The system 
dynamic model captures causal relationships of regional economic system, 
while econometrics is used to estimate equation parameters of system dynamics 
model. A system dynamics model for the development of regional economy is 
built by combination of system dynamics and econometrics. Finally, a case 
study of Shenzhen city gives some policy suggestions according to policy simu-
lation results. 

Keywords: System dynamics, Econometrics, Regional economy, Policy  
simulation. 

1   Introduction 

With China’s reform and opening up, government's means of controlling macroeco-
nomic gradually transformed into an indirect way. A variety of economic levers are 
used to adjust, affect macro-economic development situation to ensure sustained, stable, 
healthy and coordinated development of national economy. The impact of economic 
policies is not only limited to the economic field, but also brings synthetic influence to 
society and politics. Therefore, prospective study of economic policy is important. 

How to analyze and enact economic policy is concerned by both the government 
and society. Because of the irreversibility of policy implementation and in order to 
cope with various contingencies of the world economy, it is necessary to perform 
simulation experiments on virtual economic system to analyze various possible con-
sequences of economic policy.  

2   Regional Economic System and Modeling 

2.1   Regional Economic System (RES) 

Regional Economic System (RES) is a subsystem of National Economic System 
(NES). RES is a high order and non-linear dynamic complex system. Its boundary is 
fuzzy and has multiple feedback loops. There are complex interdependent relation-
ships among its subsystems [1]. 
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The combination of system theory, economics and other scientific disciplines pro-
vide a good theoretical basis and technological means to study RES. For example, 
using dissipative theory and synergetic to study equilibrium, coordination and dy-
namic evolution of RES; using SD and gray prediction model to model RES[2,3]; 
traditional statistics models and econometric methods, such as DEA analysis of time 
series and input-output model, are also used to establish evaluation index system of 
RES[4,5]; With the development of computer science, artificial intelligence and dis-
tributed computer network have gradually been applied to the regional economic 
dynamic simulation system, early warning system and decision support system[6,7].  

2.2   System Dynamics and Econometrics 

System Dynamics (SD) is a quantitative method which is based on feedback control 
theory and computer simulation technology to analyze complex socio-economic sys-
tem. It was founded in the middle 1950s by Professor Jay W. Forrester at MIT. Since 
SD takes large-scale systems, non-linearity as well as person’s decision-making role 
into account, it is useful to solve the cyclical and long-term problems such as policy 
simulation. Econometrics is derived from economics, mathematics and economic 
statistics. Econometrics is used to build mathematical models of economic system 
according to economic theory and statistics. Econometric models are used to predict 
economic trend and make economic policy. 

In this paper, SD and econometrics are combined to model regional economic sys-
tem. In details, the basic model framework of RES is built using SD, while economet-
rics is used to analyze and estimate equation parameters of system dynamics model. 

It brings several advantages to combine econometrics with system dynamics. First, it 
improves the accuracy of SD model’ parameters. Then, it increases the reliability of mid-
short term prediction. Last, it overcomes the disadvantage of econometrics which is diffi-
cult to analyze complex nonlinear systems and highly depends on the statistical data.  

3   Regional Economic Development Forecasting Model and Policy 
Analysis about the City of Shenzhen 

In the paper, synthetic modeling and policy simulation of regional economic system is 
illustrated with Shenzhen city. The main reasons are listed as follows: Shenzhen is a 
typical city of immigration with an obvious feature of large amount of floating popu-
lation. Nearly a decade of high-speed economic development of Shenzhen brings 
increasing pressure of bearing capacity of environment and resources. Regulating 
investment structure is an important means to optimize industrial structure and em-
ployee’s structure, and so guarantee a sustained, steady, coordinated growth of na-
tional economy. 

3.1   Sustainable Development and Population Movement of City 

The whole system’s main framework includes 5 sub-systems: population sub-system, 
industry sub-system, investment sub-system, science, technology and education sub-
system and resources sub-system. The main relationships among the five subsystems 
are shown in Fig. 1. 
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According to our research purpose, the population sub-system, industry sub-system 
and investment sub-system are mainly considered in our study, without ignoring the 
impact of science, technology and education sub-system on industry. The constraints 
of resources sub-system on the population and industry sub-systems are also consid-
ered in the paper.  

The influence of resources sub-system on the population and industry is regarded 
as an environment influence factor. The influence of science, technology and educa-
tion sub-system on the industry sub-system is treated as a technical influence factor in 
Cobb-Douglas production function. So our basic model not only highlights the rela-
tionships among the main sub-systems, but also considers the environmental and 
scientific influences on the economic development. 

 

 

Fig. 1. Regional economic system framework 

3.2   Economic Development of Shenzhen 

Shenzhen as a typical immigrant urban, the proportion of the transient population to 
the resident population is above 70 percent since 1990s. After reform and opening up, 
the proportion of primary industry investment to the state-owned fixed assets invest-
ment (mainly refers to the infrastructure and the investment for renovation and trans-
formation) in Shenzhen has dropped from 50% to less than 1%. The proportion of 
secondary industry investment and tertiary industry investment to state-owned fixed 
assets investment maintains respectively about 50%. From the viewpoint of gross 
domestic product (GDP), the three major industries keep rapid growth. From 1980 to 
2005, the average growth rate per annum of primary industry is 12.1 percent; the 
average growth rate per annum of secondary and tertiary industry is about 43% and 
37.4 %.  

The average growth rate per annum of per capita GDP is 20.3%. Although the in-
dustrial structure and economic environment of Shenzhen is unique, it is proven that a 
reasonable industrial structure can bring a high-speed economic development.  
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3.3   Regional Economic System Dynamics Model of Shenzhen 

3.3.1   Douglas Function 
In economics, the Cobb-Douglas functional form of production functions is widely 
used to represent the relationship of an output to inputs. Its basic form is: 

μβα KL)t(AY = . (1)

Where: 

    Y = total production (the monetary value of all goods produced in a year) 
    L = labor input 
    K = capital input 
    A = total factor productivity 

α and β are output elasticities of labor and capital, respectively. These values are 
constants determined by available technology.  

μ expresses the influence produced by random disturbance, μ≤1. 
The production function points out that the main factors determining the level of 

industrial development are labor force, fixed assets and integrated skills (including 
managerial and administrative expertise, labor force quality, technology and so on). 

Formula 1 is easily transformed to formula 2 in order to facilitate data processing, 
where we assume that B (t) = μA (t) 

lnKlnL)t(lnBlnY βα ++= . (2)

3.3.2   Primary Industry 
According to statistical data of Shenzhen, the proportion of employment, investment 
and GDP output value of primary industry to three industries are very small. So in the 
paper, we will mainly consider the second and tertiary industry in the economic sys-
tem dynamics model. 

3.3.3   SD Model 
The data used to establish SD model’s equations and their main parameters are based 
on the statistical data released by Shenzhen municipal statistical bureau [8]. In the 
system dynamic model, econometrics is used to estimate model parameters from 
statistical data. 

Fig. 2 shows the basic economic development system dynamics model of 
Shenzhen, which describes the main relationships among investment, industry and 
population sub-system. There are six state variables, six rate variables, thirteen  auxil-
iary variables and some constants in the model. Ln(*) denotes logarithm operation on 
parameter *. 

3.3.4   Models Verification 
In Table 1, compared the simulation data produced by the SD model to the statistical 
data between 1995 and 2005, almost all the errors are under 5%. As the simulation 
data of population is very close to the statistical data, we consider the SD model is 
valid. 
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Fig. 2. SD model of Shenzhen regional economic system 

The SD model tries to reflect and quantify the internal relationships among invest-
ment structure, GDP, industrial structure and population structure of Shenzhen. Accord-
ing to simulation results the SD model is accurately reflects the internal relationships 
among investment, industrial development and population structure. 

Therefore, the SD model can be used to simulate the policy’s impact on fixed as-
sets investment, GDP growth and population structure of Shenzhen, and to provide 
decision support for government.  

3.4   Model Simulation and Policy Analysis 

3.4.1   Forecast and Simulation from 2006 to 2015 
Based on the simulated data of 2005 and keeping influencing factors of technology 
and environment invariability, we set the ratio between the secondary and tertiary 
industry's fixed assets investment and simulate from 2006 to 2015 respectively to 
forecast the total population, GDP and per capita GDP. The ratio sets to 5:5 (referred 
to as 55-mode), 4:6 (referred to as 46-mode), 3:7 (referred to as 37-mode), just as 
shown in table 2. 
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Table 1. Simulation results (1995-2005) 

Year Simulation 
total  
population 
(ten  
thousand) 

Statistical 
total  
population 
(ten  
thousand) 

Simulati-
on GDP 
(hundred 
million 
Yuan) 

Statistical 
GDP 
(hundred 
million 
Yuan) 

Simula-
tion per 
capital 
GDP 
(Yuan) 

Statistical 
per  
capital 
GDP 
(Yuan) 

1995 450.078 449.15 825.692 842.4833 18291.61 19550 

1996 481.803 482.89 990.761 1048.442 20513.46 22498 

1997 516.487 527.75 1186.57 1297.421 22927.25 25675 

1998 553.867 580.33 1419.15 1534.727 25579.36 27701 

1999 593.343 632.56 1699.67 1804.018 28605.66 29747 

2000 635.004 701.24 2030.03 2187.452 31931.88 32800 

2001 678.446 724.57 2420.47 2482.487 35642.38 34822 

2002 723.142 746.62 2883.29 2969.518 39840.07 40369 

2003 769.032 778.27 3429.82 3585.724 48341.34 47029 

2004 815.561 800.8 4078.35 4282.143 49979.65 54236 

2005 862.872 827.75 4845.22 4950.908 56127.42 60801 

Table 2. Simulation data in three investment modes 

Simulation total popu-
lation of Shenzhen (ten 
thousand) 

Simulation GDP of 
Shenzhen (hundred 
million Yuan) 

Simulation per capital GDP 
of Shenzhen(Yuan) 

Year 

5:5 4:6 3:7 5:5 4:6 3:7 5:5 4:6 3:7 

2006 910 910 910 5753 5753 5753 63155 63155 63155 

2007 959 959 959 6828 6829 6834 71134 71162 71207 

2008 
101

0 
1010 1010 8101 8105 8114 80196 80248 80338 

2009 
106

2 
1062 1062 9609 9615 9630 90441 90515 90648 

2010 
111

7 
1117 1117 11394 11403 11425 101960 102053 102227 

2011 
117

6 
1176 1176 13507 13520 13550 114824 114931 115145 

2012 
124

0 
1240 1241 16009 16026 16066 129078 129195 129444 

2013 
131

0 
1311 1312 18972 18993 19045 144735 144858 145137 

2014 
138

9 
1390 1391 22479 22505 22571 161762 161885 162189 

2015 
147

8 
1479 1481 26630 26664 26746 180080 180196 180516 
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3.4.2   Simulation Results Analysis 
From the viewpoint of economic development, 37-mode is one investment mode to 
get a high-speed economic development. The tertiary industry level is one of the most 
important modernization indices of a country or region. The development of tertiary 
industry is an important way to raise the living standards and to promote the market 
economy growth. Tertiary industry development must be based on the development of 
the first, second industry. In its initial development stage, it can attract the massive 
transient population and solve the partial population employment problem. But, it 
brings the great population and resources pressure to Shenzhen's environment at the 
same time.  

From the viewpoint of population, 55-mode is a valid investment mode to avoid 
large amount of transient population emerging. But, in this mode, per capita GDP is 
lowest in three investment modes. 

From the comprehensive viewpoint, 46-mode may be a more reasonable compro-
mise investment mode according to the development situation of Shenzhen, whose 
industry investment must maintain at a reasonable level and introduce advanced 
manufacturing industries of energy saving, high output, low pollution and technology 
advanced. Only this can help Shenzhen to adjust and promote its manufacturing in-
dustries level and enhance the level of synthesis management of the second industrial. 
At the same time, environment excessive consumption often has the latency and delay 
characteristics, so the essential environmental resources investment is needed. 

4   Conclusions 

The system dynamics (SD) is mainly used to analyze and study non-linear informa-
tion feedback system and has already been widely applied in many domains such as 
sociology, economics, and management science and so on. The SD model is regarded 
as a valid policy simulation tool and can show its advantage in the analysis of non-
linear complex large-scale system. SD combined with econometrics, artificial intelli-
gence, complex network, game theory and other disciplines is a research direction 
with the extensive and deepening applications of system dynamics.  
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Abstract. The difference and imbalance of regional economic development is 
an objective fact existed in the process of the socio-economic development. 
Giving an example of Wuhan city circle, the paper calculates and analyzes in-
dustrial gradient based on theory of industrial gradient. According to the char-
acteristics of industries, the relevant industrial connection patterns are proposed, 
which provides the theoretical foundation for making development policy of 
regional industries. 

Keywords: Industrial gradient, Industrial connection, Connection pattern. 

1   Introduction 

The difference and imbalance of regional economic development is an objective fact 
existed in the process of the socio-economic development. The difference between 
regional labor force and resources inevitably leads to the difference of regional eco-
nomic development. The imbalance of regional economic development is especially 
obvious, such as the imbalance of regional economic development between the east-
ern coastal areas and the Midwest in China [1]. Even different cities in the same city 
circle have great differences in economic development, for example, Wuhan city has 
obvious advantages in economic development in Wuhan city circle, compared with 
other cities like Huanggang city. The difference in regional economic development in 
China has the trend to become wider gradually. 

National and regional competitiveness is embodied through comprehensive com-
petitiveness of national and regional industries. Industries are closely associated with 
regions, and the development of a region can’t be separated from industries. After 
years of unbalanced development in China, there are obvious industrial and economic 
gradients in domestic regions. At the same time industry transfer among domestic 
regions is increasing and bringing about industrial upgrading, which means industries 
in developed regions transfer to underdeveloped regions. So, the study of industry 
transfer and industrial connection in Chinese regional economy is of great signifi-
cance both in theory and practice. 

Based on the theory of industrial gradient and a comparative study of industrial 
structure in Wuhan city circle, the paper studies connection patterns and suggestions 
for economic cooperation and coordinated development of Wuhan city circle. 
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2   Industrial Gradient Theory 

Because of difference in production factors, industrial foundation and industrial divi-
sion, there are gradients in regional economic development, industrial structure and 
technological level. The industrial gradient makes industry transfer possible [2]. 

Actually, gradient reflects the relatively high or low potential of each industry in 
economic space. Because of the close connection among most industries, economic 
cooperation among different regions refer to not only the industrial transfer caused by 
the gradient of the same industry in different regions, but also the changes of indus-
trial structure caused by changes of different industries’ industrial position, role, im-
pact in the economic space. 

Industrial gradient coefficient is defined to measure the gradient of regional indus-
trial development [3]. The industrial gradient coefficient is mainly determined by two 
factors: one is innovation factor, which is expressed by comprehensive comparative 
labor productivity, and it depends on employee’s skills, technological innovation level 
and their ability of converting to production in a region. Another is industrial concen-
tration factor, which is expressed by the rate of production specialization, and it de-
pends on factors such as the utilization degree of natural resources and the number of 
professional equipments and professional technical personnel in the industry. 

2.1   Comparative Labor Productivity 

Comparative labor productivity (CLP) is also called relative national income, denot-
ing a comprehensive index of an industry’s comparative advantages in a region. CLP 
represents the technological innovation factors of an industry, and embodies the com-
petitive ability of an industry. Its formula is shown as follows: 

CLP = ratio of added value of an industry in a region to added value of the in-
dustry in its country / ratio of employees of a certain industry in a region to 

employees of the industry in its country) 
(1)

Table 1. The comparative labor productivity of five cities in Wuhan city circle in 2006 

  Wuhan Huanggang Huangshi Xiaogang Xiantao 

agriculture, forestry, animal 
husbandry and fishery 

1.679 0.775 0.792 0.947 0.791 

industry 1.227 1.054 0.815 0.560 0.554 
construction industry 1.601 0.615 0.300 0.016 15.567 

post, warehousing and 
transportation industry 

0.149 4.302 9.043 3.483 2.442 

wholesale retail 1.022 0.617 1.298 0.752 1.799 

lodging and catering trade 1.017 0.693 1.105 0.442 2.908 

finance 1.610 0.051 0.220 0.031 0.174 

real estate 1.139 0.319 1.561 0.715 1.084 
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2.2   Industrial Specialization Rate 

Industrial specialization rate is a basic index of distinguishing the patterns of regional 
division, used to explain the regionalization level of a certain industry in regional divi-
sion. Comparing industrial regionalization among different regions can show the basic 
pattern of territorial division, it is an indicator of analyzing regional industry layout and 
industrial advantages in modern economics. Industrial specialization rate is a propor-
tion of two ratios; one is a ratio of output value of an industry to output value of all the 
industries in a region, while another is a ratio of output value of the industry to output 
value of all the industries in its country or province. The formula is shown as follows: 

/

/
ia a

i

Y Y
Q

Y Y
=

 

(2)

Where: 

Q is the output value of the specialization rate; 

iaY
 is the output value of industry i in region a;  

aY
 is the output value of all the industries in region a; 

iY
 is the output value of industry i in its province;  

Y is the output value of all the industries in its province. 

When Q>1, it shows that the industry’s specialization degree is higher than the prov-
ince level in the region. It means that production of this industry is concentrated in this 
region with the comparative advantage. The higher the value of Q, the higher the spe-
cialization degree and the larger the advantage will be. It also means that the industry’s 
output in this region not only meets the needs of this region, but also provides products 
or services for exterior regions. Comparing two different regions, e.g. region a and b, 
the index shows that the professional level of region a is higher than that of region b, 
and the industry’s development of region a is more preponderant than that of b. 

Table 2. The industry specialization rate of five cities in Wuhan city circle in 2006 

  Wuhan Huanggang Huangshi Xiaogan Xiantao 

agriculture, forestry, animal 
husbandry and fishery 

0.438 3.029 0.766 2.410 2.156 

industry 1.031 0.683 1.286 0.866 0.896 

construction industry 1.112 0.981 0.603 0.851 0.627 

post, warehousing and 
transportation industry 

1.083 0.645 1.403 0.666 0.359 

wholesale retail 1.053 0.784 0.908 0.726 1.585 

lodging and catering trade 1.160 0.662 0.822 0.500 0.959 

finance 1.403 0.232 0.258 0.196 0.289 

real estate 1.027 1.093 0.830 1.026 0.711 
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To identify the leading industry, only those industries whose specialization rate is 
over 1 can constitute the foundational industries of the region and play a leading role 
in the local economic development. When Q<1, it means that the industry’s speciali-
zation degree of the region is lower than that of country, and its scale is disadvan-
taged. The smaller the value of Q, the lower industry specialization will be, which 
means that the industry’s output in this region can not meet the needs of the region, so 
it needs products or services provided by exterior region.  

2.3   Analysis of Industrial Gradient Coefficient 

The concept of industrial gradient comes from the concept of gradient in regional 
economics. From the perspective of regional economics, gradient is a representation 
of regional economic development gap on the map. The regional industrial gradient 
level is measured by the product of the rate of industry specialization and the 
comparative labor productivity, and it is called industrial gradient coefficient. The 
formula is shown as follows: 

Industrial gradient coefficient = Industrial specialization rate * 
Comparative labor productivity   

(3)

From the definition, the industrial gradient is codetermined by industrial concentra-
tion rate and labor productivity, which play a multiplier effect. That is to say, the 
higher the degree of specialization, the higher the labor productivity is. So their prod-
ucts are used to measure the size of industrial gradient. The method of the industrial 
gradient coefficient can make up the deviation caused by the inter-regional differences 
in labor productivity, which can’t be expressed accurately by specialization rate. It is 
easy to get the comparative labor productivity data and calculate the coefficient. 

Table 3. The industrial gradient coefficient of five cities in Wuhan city circle in 2006 

  Wuhan Huanggang Huangshi Xiaogan Xiantao 
agriculture, forestry, animal 
husbandry and fishery 

0.735 2.348 0.606 2.282 1.705 

industry 1.264 0.720 1.048 0.485 0.497 
construction industry 1.780 0.604 0.181 0.013 9.760 
post, warehousing and 
transportation industry 

0.162 2.776 12.684 2.319 0.877 

wholesale retail 1.076 0.484 1.178 0.546 2.852 

lodging and catering trade 1.180 0.459 0.909 0.221 2.788 

finance 2.258 0.012 0.057 0.006 0.050 
real estate 1.170 0.349 1.296 0.733 0.770 

From Table 3, there is certain difference in the development level of industries 
among these cities. Generally speaking, the proportion of the secondary and tertiary 
industry of Wuhan is bigger and relatively more developed, but at the same time, the 
primary industry and the warehousing and transportation industry of the other cities 
are relatively more developed. 
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From the viewpoint of difference in industry development, although the number of 
employees of Wuhan city's primary industry is relatively larger, the secondary indus-
try is in a dominant position, and it is in the middle stage of industrialization at pre-
sent. The other cities in Wuhan city cycle are different from Wuhan city. The output 
value of their three industries almost is same, and the employee is centralized in the 
primary industry, and the economic development level and the industrial structure are 
approximately in the initial stage of industrialization. On the whole, driven by produc-
tion costs, labor costs and market, some of the traditional manufacturing industries in 
Wuhan need to transfer to other cities in Wuhan city circle, and at the same time, 
these cities also have basic industry conditions to accept these industries. 

3   Industrial Connection Mode 

From the viewpoint of industry level, industry transfer begins with labor-intensive 
industries such as textiles, and then capital-intensive industries such as iron and steel, 
petrochemical, metallurgical, and lower-level technology-intensive industries such as 
electronics and communication industries [4]. From the viewpoint of region, it is 
often transferred from developed regions to sub-developed areas, and then to unde-
veloped areas. The industry transfer is focused on the secondary industry. Some terti-
ary industries also expand outwards, such as transportation, trade services, financial 
insurance and so on. Because of the primary industry's own characteristics, there are 
huge obstacles to transfer. 

3.1   Industrial Gradient Transfer Mode 

Because of the imbalanced development in economic and technology, an economic 
and technological gradient is formed objectively. The differences in regional eco-
nomic and technological gradient will give an impetus to economy, technology and 
productivity transfer on the space. According to gradient transfer rules of productiv-
ity, firstly, the regions of high industrial gradient introduce and master the advanced 
technology; and then transfer to regions of the secondary, third level gradient gradu-
ally [5]. With the economy developing, the speed rate of transfer accelerates, in order 
to narrow the gap in different regions and achieve a relatively balanced distribution of 
economy, and then achieve a balanced development of national economy. 

For Wuhan city circle, the gradient transfer modes mainly apply to heavy industries 
with high technology, such as electronic communication, electric machinery manufac-
turing and transportation equipment manufacturing. These industries have a certain 
amount of demands in the cities of low industrial gradient like Huanggang city. In these 
cities these industries have the disadvantages of technology, capital, and production 
scale and so on. So these industries in Wuhan city have the trend to transfer to these 
cities of low industrial gradient gradually with the adjustment of industrial structure. 

Industrial gradient transfer will bring about the development of related industries in 
low-gradient regions as well as optimize the industrial structure in high-gradient re-
gions, and promote the industrial upgrading. The industrial cooperation in the indus-
trial gradient transfer is effective in high technological industries and labor-intensive 
industries in the field of heavy industry, but less effective in the capital-intensive and 
knowledge-intensive industries.  
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3.2   Division and Cooperation Mode of Industrial Connection 

The industry cooperation can happen in the same industry of different regions as well 
as in different industries [6]. 

Most of the economic cooperation in different regions with different economic de-
velopment levels is the economic cooperation in different production stages, which is 
called vertical economic cooperation. The cooperation in Wuhan city circle is mainly 
based on vertical economic cooperation mode in the past years, which is a kind of 
vertical industrial division and has the characteristic of resources complementarity. In 
other words, other cities mainly product raw materials and provide Wuhan cities up-
stream products, while Wuhan is mainly engaged in the middle and downstream deep-
processing industry. The vertical economic cooperation mode can be mainly divided 
into industrial chain expansion pattern, production in the place of sale pattern, as well 
as the commissioned processing pattern. 

1) Industrial chain expansion pattern 
The industrial chain expansion pattern is mainly applied to resource-dependent indus-
tries, such as coal, oil and natural gas industry. Take the coal industry as an example, 
its related industrial chain such as coal processing equipment; mine mining equip-
ment, water supply and drainage tunnel ventilation equipment, instrumentation 
equipment and coal processing equipment can be developed, as well as the tertiary 
industry like the communication and transportation which is closely interrelated to the 
employee’s lives. Through the expansion of industrial chain, the low-gradient region 
in Wuhan city circle can transfer from the mineral resources-oriented industrial struc-
ture to a comprehensive industrial structure, and promotes the regional economic 
development. 

2) Production in the place of sale pattern 
Production in the place of sale pattern is mainly applied to manufacturing industries in 
the field of light industry, such as food and beverage industry. These industries often 
have potential markets in low-gradient regions. However these industries almost aggre-
gate in Wuhan city, where has the advantages of technology, capital and production 
scale. The advantage of having a large market in low-gradient regions is used to attract 
actively advanced enterprises in high-gradient regions to establish production bases and 
meet the local market’s needs. This pattern is an effective means that achieve win-win 
in low and high industrial gradient regions. 

3) Commissioned processing pattern 
The commissioned processing pattern is mainly applied to labor-intensive industries 
such as textiles and paper industry. In Wuhan these industries have a long history of 
development and produce high quality products. However, because of high demand of 
labors, it makes such industries transfer to low industrial gradient regions like Huang-
gang city where labor force is abundant. Through the commissioned processing pattern 
the high and low industrial gradient regions achieve economic cooperation in city circle. 

3.3   Horizontal Division Cooperation Mode  

The cooperation in similar economic development level regions is usually horizontal 
economic cooperation [7]. In Wuhan city circle, the horizontal division cooperation 
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includes two patterns: one is brand transplant pattern, and another is association and 
merger pattern. 

1) Brand transplant pattern 
The brand transplant pattern is mainly applied to the cooperation of those industries 
which have been formed large brand effect. Competition is actually the brand compe-
tition in the market economy, and a famous brand in a world or nation is a valuable 
intangible asset. So in the different industrial gradient regions, brand transplant can 
create higher profits and promote common development of city circle’s economy. In 
the example of Wuhan city cycle, brand transplant is that some well-known brands 
transfer in city cycle and realize localization production. 

2) Association and merger pattern 
The association and merger pattern is mainly applied to the cooperation of such indus-
tries as manufacturing industries with somewhat good industrial foundation. These 
industries have a long history of development in the low gradient region, but now they 
face some difficulties such as low management and technology level. Such industries 
with high gradient have strong development vigor due to its high capital and technical 
content. So the industry association and merger can bring about new development 
opportunities to those industries with low gradient. 

4   Conclusions 

Based on the theory of industrial gradient, the paper measures and analyzes industrial 
gradients through an example of Wuhan city circle. This paper points out that it is the 
existence of industrial gradient that makes the industry transfer possible and adjusts 
the industrial structure constantly. Several industrial connection patterns are discussed 
in the example of economic cooperation in Wuhan city circle, which provide a theo-
retical foundation for making regional industrial policy.  

References 

1. Taozhen, Y.: Industrial Migration and Chinese Regional Economic Gradual Development. 
Master’s Thesis of Wuhan University (2006) 

2. Hua, S.: Two Misunderstandings Concerning Theory and Practice of Industrial Transition. 
Journal of Lanzhou University (Social Sciences) 1, 137–140 (2001) 

3. Rui, C., Biling, X.: The Strategic Conception of Regional Industrial Gradient based on the 
Improvement of the Industrial Gradient Coefficient. Journal of Forum on Science and Tech-
nology in China 8, 7–11 (2007) 

4. Wenqi, T.: Research on the Industrial Pattern of Regional Economic Cooperation of the 
East and the West in China. Master’s Thesis of East China Normal University (2006) 

5. Zhongai, X.: A Study on Industry Gradient Transfer at the Region of Extensive-Triangle 
Zhu. Journal of Hebei University of Science and Technology (Social Sciences) 1, 16–22 
(2006) 

6. Rongqing, C.: How to Enhance Regional Industry Transfer and Structural Improvement. 
Journal of Zhejiang Normal University (Social Sciences) 4, 67–70 (2002) 

7. Dongchen, Y.: An Exploration on Matching of Industries under Regional Economic Integra-
tion. Master’s Thesis of Guangxi University (2007) 



W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 1137–1145, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Extracting Schema from Semistructured Data with 
Weight Tag 

Jiuzhong Li and Shuo Shi 

Department of Computer Engineering, Guangdong Industry Technical College,  
Guangzhou 510300, China 
gzlijz@163.com 

Abstract. This paper put forward the concept of OEM model with weight on its 
edges, developes a new approach to extracting schema from semistructured data 
with weight on its edges, and gives two theorems related to computing taget set 
of label path and suporting degree of label path. Using wideth-first and top-
down traversing strategy ,the algorithm computes target set and supporting  
degree of every label in a label path, and decides whether the label is retained in 
schema model according to its magnitude of supporting degree and weight of 
the label .In the last, we test the validity and efficiency of the algorithm. The 
schema scale of the semistructured data obtained from the same OEM database 
in this paper is smaller than that in other paper. 
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1   Introduction 

With the large number of Web applications, lots of semistructured data is generated. 
Semistructured data is in the form of data between strict structured data and structure-
free data (such as voice, image files). It has the following features [1-6]: (1) implicit 
schema information, (2) irregular structure, (3) no strict type constraint, but expresses 
through data. Since semistructured data has no explicit schema, it brings great diffi-
culties to data storage, quick query and optimization, which results in a low efficeincy 
in querying, browsing and integrating Web data. 

The aim of schema study is to extract the internal structures from semistructured 
data. There are two forms of schema descriptions, one is based on logic description, 
and the other is based on graphic description [1-2]. Some methods based on the graphic 
description were discussed in [3-6]. But the algorithms are complex, and the resulting 
schema is so large that their size even exceeds the original semistrutured data. 

In the algorithms proposed in [3, 5], label path with lower supporting degree would 
be pruned. However, some label paths contain indispensable information for the 
schema. To avoid pre-pruning such label paths we raise a new method in this paper, 
which extracts schema from semistructured data with weight. Comparing with those 
in [3-6] , this new method obtains smealler-scale schemas with a faster algorithm, 
overcomes their disadvantages. 
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2   Basic Concept 

2.1   Object Exchange Model（OEM) 

OEM [1-6 ] is a self-described object model, designed for presenting semistructured 
data. The model is composed of the nodes presenting data object and directed edges 
with label tag. Each data object contains an object identifier (Oid) and a value. A data 
object is identified by its Oid. A value may be of primitive type or composite type. 
Primitive types may be integer, string, real, etc, while a composite OEM value is a 
collection of references to sub-objects, presented by tuples in the form <LABEL, 
Oid>, where Oid is the object identifier of a sub-object, linked to the parent via an 
edge tagged LABEL. In this paper, we follow the OEM database instance in [4,5] 
with some modifications. The OEM database with weigh tags is showed in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
An OEM database can be represented by a directed graph G (r, V, E) with a desig-

nated root node r, the vertex set V and the directed edge set E, with a label on each 
edge representing the reference relations among objects. An edge is denoted by <oi, ln, 
oj>, which means that object oi refers object oj through label ln. If there is a series of 
directed edges <o1,l1,o2>，<o2,l2,o3> , …,< on, ln,o1> in G, then we say the OEM 
graph has a loop.  

We introduce OEM database with weight in this paper. Based on the OEM model 
motioned above, we assign a weight to each edge, to highlight the importance of some 
label path. In the process of extracting schema, we can not only pre-prune the label 

Fig. 1. OEM database with weight  
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paths according to the minimum support degree, but also selecte the label paths ac-
cording to the weight of edge contained in label path. 

2.2   Terms and Theorems on OEM with Weight and Schema Extracting 

Definition 1 [4, 6]. A label path of an OEM database G is a sequence of dot–seperated 
labels, such as l1.l2. ….ln. We can traverse a path of n edges e1, …, en, starting from 
the root node where edge ei has label li, the corresponding label path is lp= l1. l2. …. ln   

Definition 2 [4, 6]. A data path dp of an OEM database G is a alternating sequence of 
object identifiers and labels, written as dp= O0, l1, O1, l2 ,… , ln, On. We call n the 
length of the dp. A dp=O0, l1, O1, l2 ,…, ln, On is called a instance of the label path lp= 
l1. l2. …. ln. For a lable path lp there may exist more than one instances. 

Definition 3 [6]. In an OEM database G, a target set t of a label path lp= l1. l2. …. ln is 
defined as the set of the last object identifiers of all data path instances, that is, t={O 
|O0,l1 ,O1,l2 ,… , ln,O , where O0,l1 ,O1,l2 ,… , ln,O is a instance of the label path lp}. 
We also write t=T(lp) . 

Definition 4 [5]. Let lp= l1. l2. …. ln .The number of data path instances of lp is called 
the supporting degree of lp, denoted by Sup(lp). 

We set a minimum supporting degree threshold, denoted by minsup, in order to re-
move low-frequency label path. The label path is frequent if label path supporting 
degree is greater than or equal to minsup, otherwise, the non-frequent. 

To showe some of label paths an important position in model, we introduce to the 
concept of the directed edge with weight. 

Definition 5. In an OEM database G, we assign a number w as the weight to each 
directed edge. And hence an edge is now denoted by <oi, ln[w], oj>. For instance, a 
directed edge <0, name[2], 30> has the weight 2. The default value for the weight of a 
directed edge is 1, and we skip the number when the directed edge has weight 1. 

Now we can prove the following two theorems, which are related to target sets and 
supporting degree of label paths. 

Theorem 1. In an OEM database G, let O1 and O2 be two objects in the target set of a 
label path lp. And suppose that there are two directed edge <O1, l, Oi>, <O2, l, Oj>, 
then Oi, Oj

 belong to the target set of the same label path. 

Proof. Let lp= l1. l2. ….lk and the corresponding data paths for O1 and O2 are dp1=x0, 
l1, x1, l2, x2, …, lk, O1 and dp2=y0, l1, y1, l2, y2, …, lk, O2 respectively. Let dp1

’= x0, l1, 
x1, l2, x2, …, lk, O1, l, Oi and dp2

’= y0, l1, y1, l2, y2, …, lk, O2, l, Oj. Then dp1
’ and dp2

’ 

are two data path instances of label path l1. l2. ….lk .l . Therefore, Oi, Oj is two objects 
in the target set of the label path l1. l2. ….lk .l.             □ 

Theorem 2. In an OEM database G, let lpn= l1. l2. … .ln be a label path and T(l1. l2. 
…. ln-1)={Oi1, Oi2, …, Oik}, then the supporting degree of the label path lpn is equal to 
the number of directed edges that has label ln and starts from the objects in {Oi1, Oi2, 
…, Oik}, that is, the number of elemensts in target set of ln (repeated elements counted 
multiplication). 
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Proof. According to the definition of label path supporting degree, the supporting 
degree of the label path lpn= l1. l2. …. ln is equal to the number of data path instance. 
Let sup(lpn )=s, and let the s data path instance of lpn be dpi= xi0, l1, xi1, l2, xi2, …, ln -1, 
xi n--1, ln, xn, where i=1, 2, …, s. Then, there are s edges with label ln started from the 
set {x1n-1，x2n-1，xsn-1 }(including repeated elements). However, {x1 n-1，x2n-1，xs n-1 } 
is a subset of T(l1. l2. …. ln-1), hence the number of directed edges of label ln started 
from T（l1. l2. …. ln-1）is at least s. But sup(lpn )=s. So, the number of directed edges 
of label ln started from {Oi1 ,Oi2, …,  Oik} is exactly s, then, there are s elements in 
target set of label ln(repeated elements count multiplication).            □ 

2.3   Storing Semistructured Data in OEM Database with Weight on Its Edges  

Data storage structure is crucial for designing good algorithms. In order to rapidly 
compute the taget set and suporting degree of a label path, we stores the OEM database 
G (r ,V, E) with adjacency list method of directed graph deformation, the oids that start 
from the same oid and can be reached by the same label are stored together for rapidly 
computing. Stored node structure can be understood by the following example and we 
give no more explain. The head node and structure of a list is shown in Figure 2. The 
storage structure of OEM instance database with weight in Figure 1 is shown Figure 3. 

The head node of list is strored into a linear table, so that any node and their chil-
dren nodes can be randomly accessed. So we can rapidly compute the target set of any 
label and the label sets which started from the target set. 

 
 
  
 
 
 
 
 
 
 
 
 
 
 
 

3   Schema Extraction 

Schema extraction is to find out the inner schema picture from semistructured data, 
that is, the set of maximal label paths that appear with high frequency or have higher 
weights. To describe OEM data schema with weight, we establish a schema table. The 
node structure in the table is represented as (father,label,weight,T_objs,child), where 
father and child are both schema node Oid, and there is a directed edge with label con-
nection from father to child, T_objs is the target set of the label, mapped to the child 
node in schema table, and weight means the weight of the label, with default value 1. 

Fig. 3. OEM Examples of database storage structure with weight 

The type of the node in chained     The type of head node in chained list 

Fig. 2. 

Oid link  Label End_oids link  
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In order to solve the problem which the target set contain the atom type, we use the 
sign ‘⊥’ to indicate a special taget set of some label path which may contain atomic 
object of Oid.  

3.1   The Ideas of Schema Extraction 

The ideas of schema extraction are as below. Firstly, we map the root node of OEM 
database G with weight to the root node of the schema. Then, starting from the root 
node r of G, using wideth-first and top-down traversing strategy, we find out the label 
set that the label started form the root r, the target set of every label corresponding to 
the directed edges and the supporting degree of the label paths that contains the label. 
When the supporting degree of the label path is less than the minimal supporting 
degree and the weight of the label is less than minweight, this label will be pre-pruned 
from the label paths; when the weight value of the label is greater than or equal to 
minweight, or the label support degree is greater than or equal to minsup, we generate 
a composite node related to this label, node_y (father,label,T_objs,sup), and store 
node_y into a temporary array temp. Then, we sort the elements in arary temp by 
value of its supporing degree in descending order, and examine T_objs field of the 
elements to see whether which is subset of some node’s T_objs in the schema table. If 
the answer is ‘yes’, we add directed edge with lable from father node to the schema 
node which T_objs maps to the node; otherwise we generate the new schema node. 
Then, we put the corresponding element in temp array into queue (Q). While the 
queue is not empty, the head element of team sends out quequ, repeats the above 
process to compute the label set, label supporting degree starting from the target set 
T_objs, and then, deices whether some label should be pruned by the same standard. 
The process is repeated until the queue is empty. 

3.2   The Algorithm for Schema Extracting with Weight Tag 

Algorithm 1. An Algorithm of Schema Extracting with Weight Tag 

Input:The root node r and their label root_label of graph G, minimal support de-
gree minsup, minimal weight minweight 

Output: Schema table Schema _table  
Schema_extracting(r,minsup ,root_label,minweight) 
{Initquequ(Q);//Initialization and the queue Q is set to be 

empty  
ln= root_label; Count = 0; 
T_objs={ r };//Target set of root_label sets as {r} 
Schema_tabel.Insert(Generate_point_node(null,root_label,T_objs

,count)) 
//mapping OEM root node into schema root node ,then inserting 

into schema table 
Father = count;  

Node_x=Newobject(father,T_objs)//generating a new node 
AddQ(Q , Node_x)//compound node enters queue Q 

Do while not empty(Q)  
{ Node_x = DEL(Q);//The head element of queue sends out queue  
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s_objs = Node_x.T_objs; Father = Node_x.father;  
ls = labels_starting(s_objs);//The function returns to the 

all label set which starting from s_objs 
if(ls=null) continue;  
Temp = { }; // Initializing the temporary array   

for each ln∈ls 
{ sup = 0; T_objs = target_objects(ln , s_objs, &sup);  
//Return the target set and supporting degree which  

starting from s_objs 
   ln_wight =1;//The default weight of label is 1  
   ln_wight = readweight(ln);//Fetching the weight of label ln 
   If (sup>= minsup or ln_wight >=minweight) 

{node_y=newobject(father,ln,T_objs ,sup) 
//generating a temporary node which has 4 fields  
insert into temp array;//insert into temp array in turn}}  
sort elemnts of temp by value of temp[i].sup in descending 

order  
    for each temp[i]// i from 1 to maximum 

{d=schema_table.search(temp[i].T_objs,count) 
//Searching for Schema_table, if temp [i].T_objs is the  

subset of T_objs of some node in  schema table, then returning 
the schema node Oid which Corresponding this set, otherwise  
returing null.// 
if(d!=null and Schema_tabel[d].Label<>ln)  
Schema_tabel.Insert(Generate_point_node(temp[i].Father,temp[i]
.Label, temp[i].T_objs , d) );  
//insert a node into the schema ,adding a directed edge with 

the label temp[i].label pointing to the schema node d// 
 Else  

{ d = Generate_point_node (temp[i].Father, temp[i].Label , 
temp[i].T_objs, ++count);//target set temp[i].T_objs of 
temp[i].Label is mapped to a new schema node d 
Schema_tabel.Insert(d);//node d is inserted into Schema_tabel 
Node_x = newobject(temp [i].Father,temp[i].T_objs)   
 AddQ(Node_x);  //Enter queue } } } } 

 
Algorithm 2. Computing the label set which starts from the nodes in the set of target 

Labels_starting(s_objs) 
{ ls={}//Initializing the label set  
    For each obj ∈s_objs  

Add each label name stored in linknode in the adjacency 

list of adjlist[obj] into ls;  
Return ls; } 

 
Algorithm 3. Computing target set of label ln and which starts from object of objs and 
support degree of label path lp which ends with ln 

Target_objects(ln , objs, *count_ln)  
{// computing the target set T of label ln,where *count_ ln is 

the supporting degree of ln 
*count_ln=0; T = { }; 
 for each obj∈objs and adjlink_list[obj]  
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{for each linknode of adjlink_list[obj] 
{ IF ((*p).Label = ln) 

{//The p points to a node of adjacency list of adjlink_list[obj] 
   for each oid ∈(*p).End_oids 
 { (*count_ln)++;  T =T ∪{ oid }; 
   If ( the oid node is atomic type )  
    T =T ∪{ ‘⊥’ }; 
         }  }   }  } 
    Return  T;    } 

3.3   Instance Analysis   

Applying above algorithms to Figure 1 of OEM with weight sample database, we can 
obtain the schema table shown in Table 1. The schema graph for sup =1 , weight =1 is 
shown in Figure 4. However , to obtain the schema table for sup>=minsup or weight 
>=minweight, we only need to delete the row corresponding to sup<minsup and 
weight <minweight as well as the branch row for this row target set. 

Table 1. Schema table for Minimum supporting degree 1 

S_objs father Label Weight T_objs sup Child 
 Null premiership maxsize { 0} maxsize 0 

{ 0} 0 Club 1 {1,20,24} 3 1 
 0 Name 2 {30} 1 2 

{1,20,24} 1 player 1 {5,14,22,28} 4 3 
 1 Name 1 {2,21,25,⊥} 3 4 
 1 captain 1 {5} 1 3 
 1 stadium 1 {26} 1 5 

{30} 2 first 2 {31, ⊥} 1 6 
 2 last 2 {32, ⊥} 1 7 

{5,14,22,28} 3 Name 1 {6,15,23,29, ⊥} 4 8 
 3 nationality 1 {12,19, ⊥} 3 9 
 3 number 1 {13,18, ⊥} 2 10 
 3 formerclub 1 {1,24} 2 1 

…… …… ……  …… …… …… 

As Table 1 shows, the target set of label player is {5, 14, 22, 28} and the target set 
of caption is {5}, which is the subset of label player’s. So, in the algorithm we just 
add a directed edge with label captain pointing to schema node ③, which is consistent 
with Figure 1. Obviously, captain branch is redundant, because the structure of cap-
tain branch is the same with player’s. So our algorithm excel those in [4, 5], whose 
outcoming schema still have such a branch. Analogously, the formerclub target set is 
subset of club target set, so we add the directed edge with label formerclub pointing to 
schema node ①. So, we have solved schema extracting from semistructured data with 
loop structure and with weight on its directed edge. 
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Remark. A. As S_objs column in schema table is the same with T_objs, it can be  
removed in schema table. The root schema node is a special node; it needs to be gen-
erated in all case. Therefore, it is given the maximum value of Weight and sup. Corre-
sponding to Figure 1, the schema graph for sup=3, weight =2 is shown in Figure 5. 

 
 
 
 
 
 
 
 
 
 
  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

3.4   Algorithm Validity 

We use the data example of [5] to test the validity and efficiency of our algorithm. 
The result is shown in Table 2. 

Table 2. Algorithm running time 

 

Fig. 4. Schema for supporting degree 1 ,minimum weight 1 

Fig. 5. Schema for supporting degree 3 ,minimum weight 2
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The experimental result in Table 1 shows that the algorithm efficiency is signifi-
cantly improved in our paper, comparing with [5]. And the algorithm can be used in 
wider range than those in [4-5]. The algorithms in this paper can apply to extracting 
schema from semistructured data with loop structure and with weight tag on its edges. 

4   Conclusion 

This paper proposes a new algorithm for extracting schema from semistructured data 
with weight and improves and extends the algorithms of schema extraction in [4-6]. 
The schema scale of the semistructured data for same database obtained in this paper 
is smaller than that in paper[4-6], and the algorithm can be applied in a wide 
range.There are still much to discuss on the study of semistructured data, such as 
semistructured data model, semistructured and materialized view and other dynamic 
view of maintenance.  
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Abstract. Work breakdown structures are the basis of project management. But 
there are few researches on the methods or tools to design work breakdown 
structures effectively. In this paper, a framework which employs neural net-
works to plan the work breakdown structures has been introduced. The main 
concepts, including domain tree structure(DTS), domain work breakdown struc-
ture(DWBS) and relational work breakdown structure(RWBS), have used to 
form the outputs of the model. The nature of projects, which have been repre-
sented by a limited set of attributes, are considered as the main inputs of the 
model. Since the work breakdown structure is a hierarchical structure, DWBS 
has been broken into levels to reduce the complexity of reasoning and calcula-
tion. In addition, to make sure the result WBS is optimized and can be mapped 
into other WBSs effectively, Axiomatic Design Theory was used to verify the 
RWBSs at each level.  

Keywords: Domain work breakdown structure, Neural network, Domain tree 
structure. 

1   Introduction 

Nowadays, projects become so large and complex that it is very difficult to manage 
the projects effectively. Especially, project planning is facing a huge challenge. Pro-
ject planning is one of the most important steps in the process of project management, 
which impacts many of the steps to follow. The main goal of project planning is to 
develop the project work plan, considering various aspects. The project work plan 
could be used to predict the situation of project during its lifecycle, and enables the 
control of its progress trend.  

Many researches were mainly about developing mathematical models for time 
scheduling and resource assignment, which should be done after the planning of work 
breakdown structure(WBS). Despite of WBS’s importance and profound effects, there 
are a few researches about the methodologies or tools to develop the appropriate work 
breakdown structure for a given project. Most of the related works are only usable in 
special conditions and for very special kinds of projects. Then the planner should 
apply trial and error and unknown methods, to find the work breakdown structure and 
activities of a given project, which could increase the total risk. 
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This paper is going to introduce a process which shows how the work breakdown 
structure (WBS) and the activities of projects could be developed, with the aid of 
neural networks. 

2   Related Works 

There has been a lot of research on developing network-based planning methods and 
project management techniques, assuming that the activities and network structure are 
readily available for the project manager. Results of Tavarez's reviews shows that 
most of the related researches were mainly based on tree subject categories including 
project modeling, project evaluation and project scheduling and monitoring[1]. He 
noted that most of the researches were about developing mathematical models in 
resource assignment or project scheduling for different kind of projects. Meanwhile 
only some simple activity and network-based modeling techniques were stated, and 
there were not any procedures or even prescriptions about how to recognize the activi-
ties of projects. 

Recently some emphasis has been placed on implementing neural network tech-
nology, in the development of automated process planning systems. Knapp and Wang 
formulated an approach for the automated acquisition of process selection and within-
feature process sequencing knowledge using neural networks[2]. It is believed that 
human project planners will have more problems in generating the work breakdown 
structure, activities and network plan of projects, without referring to previous cases. 
The main reason for this is the huge amount and very complex of required knowledge. 
Therefore it is expected that project planners will try to search within previous project 
plans, and modify the most similar, to generate the work breakdown structure and 
activities of the current project. 

From the view of decision making, the planning of project work breakdown struc-
ture and activities is a decision problem which should be solved by the project plan-
ner. Therefore some kind of decision support system could be applied to manage the 
knowledge of previous decisions and use them to support the planning of future pro-
jects. As the knowledge seems to be very complex, the system should be some kind of 
hybrid or intelligent decision support systems, which has been discussed and devel-
oped for some other decision problems[3,4]. 

Hashemi, et al. have presented a process to design WBS with the aid of neural net-
works[5]. They classified the WBSs of a project into three categories: Project Control 
Work Breakdown Structure(PCWBS), which shows the overall components of project 
main deliverable or subject; Functional Work Breakdown Structure(FWBS), which 
shows the scope of functions and operations; Relational Work Breakdown Struc-
ture(RWBS), which shows the relationship between PCWBS and FWBS. They also 
presented a modular neural network to generate PCWBS, FWBS and RWBS for a 
project. But their research has some main defects. A project usually contains several 
domains and the WBS used within a specific domain may be different from other do-
mains’. Because of the projects’ scale and complexity, the number of components of 
WBSs is too huge to be calculated effectively as a whole. Using neural network is only 
to generate a WBS for a specific project. Whether the resulted WBS is the best or not 
has not been verified by the authors. 
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3   Project Structures 

3.1   Domain Tree Structure (DTS) 

A domain is a collection of activities, which are launched by a specific group of ex-
perts in a particular environment for the completion of specific goals and tasks. Do-
main’s definition. An equipment acquisition project usually contains domains of func-
tion requirement(FR), design parameters(DP), process variables(PV) and maintenance 
processes(MP). Activities within a specific domain are relatively independent of ac-
tivities of other domains. But the domain itself usually has relationship with other 
domains. We can illustrate these relationships by a tree. Within the domain tree struc-
ture, each parent domain has one or more children domain and each child domain can 
only has one parent. Parent domains defines the targets for their children domains and 
Children domains present the solutions for their parent domains. Fig. 1 shows the 
sample domain tree structure for an equipment acquisition project. 

MP

FR

PV

DP

 

Fig. 1. An equipment acquisition project’s domain tree structure 

In Fig. 1, FR is the root of the tree structure and has no parent domain. In other 
words, a project usually starts with requirement analysis. FR has one child of DP. So 
FR defines the targets that DP must reach. DP has two children, PV and MP. So PV 
and MP provide solutions for DP from different aspects. 

Table 1. A DTS’s Adjacency Matrix 

D FR DP PV MP CC 

FR 0 1 0 0 1 

DP 0 0 1 1 2 

PV 0 0 0 0 0 

MP 0 0 0 0 0 

PC 0 1 1 1 ---------- 

We have implemented the equivalent adjacency matrices of DTS. In general, let 

( )EDDTS ;=  be an undirected graph with vertices { }mdDD d ≤≤= 1,  and 

edge set E . D  is the set of domains and d  is the ID of a specific domain; m  is the 

maximum number of domains within a project. The adjacency matrix [ ]ijaA =  of 

DTS  is the mm ×  symmetric matrix in which 1=ija  if and only if ji ≠  and iD  

is adjacent to jD , which means there is an edge between iD  and jD . 
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∑
=

=
m

j
iji aCC

1

 means the children number of domain i  and ∑
=

=
m

j
jii aPC

1

 means 

the parents number of domain i . Table 1 shows a DTS’s adjacency matrix that corre-
sponds to Fig. 1. 

3.2   Domain Work Breakdown Structure (DWBS) 

Even though working with the same system towards the same goal, experts from the 
different domains use their own specific tools, providing their own specific views of 
the system to be developed. So different work breakdown structures (WBS) are used 
in different domains. In fig. 1, the first step is to determine the Customer Needs or 
attributes that the system must satisfy and to create the FR structure to satisfy the 
customer needs. The next step is to map the FR structure into the DP domain – con-
ceiving a design embodiment and identifying the DP structure. In this case, the WBS 
of a specified domain is not independent of the WBSs of other domains. They must be 
mapped each other. 

The Domain Work Breakdown Structure(DWBS) is the hierarchical structure 
which shows the overall components of project main deliverable or subject within a 
specific domain. Fig. 2 and 3 illustrate the DWBSs of FR and DP domain of the pro-
ject of “Acquisition of Missile” as an example. 

Kill Tank Detect

Maneuver

Shoot
 

Fig. 2. The FR DWBS of project of Acquisition of Missile 

Missile Detect

Track

Fire
 

Fig. 3. The DP DWBS of project of Acquisition of Missile 

Since DWBS is a hierarchical structure, it consists of components from different 
levels. DWBS is usually designed through a top-down procedure. In other words, the 
first level of DWBS is designed first and then the second level and then the third 
level, etc. And the components at a level must be mapped to the components at the 
same level which belong to other domains. So we breakdown the DWBSs into vectors 
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according to the components’ level, { }
lnld vvvDL ,...,, 21, = . ldDL ,  means  

DWBS’s level vector of domain d  at level l ; l  means level ID; iv  means compo-

nent i ; ln  means the maximum number of components at level l . The DP  

DWBS in Fig. 3 can be broken into two vectors, { }MissileDL =1,2  and 

{ }FireTrackDetectDL ,,2,2 = . 

Since the matrix form is more suitable to be used as the inputs and outputs of neu-
ral networks, we have implemented the equivalent adjacency matrices of DWBS. 
Because of the huge number of DWBS’s components, we break the adjacency matri-

ces into leveled matrices. In general, let 1, −ldDL  be the rows and ldDL , be the col-

umns. The adjacency matrix [ ]ijld aA =,  is the ll nn ×−1  matrix in which 1=ija  if 

and only if iv  is adjacent to jv , which means there is an edge between iv  and jv . 

The design DWBS in Fig. 3 can be illustrate by the matrices in table 2. 

Table 2. Design DWBS’s adjacency matrices 

 Detect Track Fire 

Missile 1 1 1 

3.3   Relational Work Breakdown Structure(RWBS) 

The Relational Work Breakdown Structure(RWBS) represents the relationships be-
tween the components of different DWBSs. In other words, RWBS shows what com-
ponents of a DWBS should be performed to obtain each component of the adjacent 
DWBS. The RWBS should be presented by a matrix, where the components of a 
DWBS are considered as the columns, and the components of the parent DWBS as 
the rows. If any part of the DWBS was in the process of achieving a certain part of the 
parent DWBS, the cell which is located in the intersection of the related row and 
column should be assigned to (1), otherwise to (0). Each RWBS is for a specific level. 

So RWBS was defined as ljiRWBS ,, . The i  and j  are Domain ID; l  means level 

ID. Table 1 corresponds to a part of the RWBS between requirement DWBS and 
design DWBS at level 1, which has been considered for the project of “Missile Ac-
quisition”. The matrix was showed in Table 3. 

Table 3. The RWBS between requirement DWBS and design DWBS at level 2 

 Detect Track Fire 

Detect 1 0 0 

Maneuver 0 1 0 

Shoot 0 0 1 
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3.4   Project Attributes 

Project attributes are a limited set of variables which describes the characteristics of 
projects. We have defined two major sets of project attributes. The first is the general 
set of attributes(PA), which is applicable in describing the whole project instead of 
domains within the project, such as the project main domains, the project main sub-
ject, total amount of time, total amount of budget, maximum amount of expected risk, 

etc.. The second is the specific set of attributes( dPA , d  means domain ID), which is 

applicable in a specific domain, such as domain’s main subject, domain’s time, do-
main’s budget, etc.. 

4   The Methodology 

The overall process, which is proposed to model the relationships between project 
attributes and structures with the aid of neural networks, is presented in Fig. 4. 

 Start

Constructing DTS
& Data Collection

Constructing DWBS and 
RWBS Matrices

Constructing Project 
Attributes Vectors

Design of Neural Network 
Structure

Secondary Data Preparation & 
Network Training

Neural Network Testing & 
Evaluation

Finish
 

Fig. 4. The overall process 

① Constructing DTS and Data Collection 
The main objective of this step is to collect sufficient amount of data from the pre-

vious projects and to identify the domains of project. The projects’ domain tree struc-
tures must be created during this step. 

② Constructing DWBS and RWBS Matrices 
After identifying the domains of projects, we have constructed the DWBS for each 

domain at each level and RWBS between domains with respect to the collected data. 
③ Constructing Project Attributes Vectors 
In this step, we have constructed the global project attributes and domain project 

attributes for each domain. 
④ Designing the structure of neural network model 
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PA

DTS

PA1

DWBS1,l

DTS

DWBSd1,l

DL1,l DLd1,l

RWBS1,d2, l

DWBSd2,l

DLd2,l

RWBSd1,d2,l

PAd1 PAd2

 

Fig. 5. The overall structure of proposed neural network 

In this step, the structure of the proposed neural network which should be imple-
mented for learning the relationships between projects attributes and their structures 
should be designed. In this regard, we have used a hierarchical neural network.  

The first network is DTS with the input of the global project attributes. Its output is 
project’s DTS matrix. The DTS matrix is also the input of other networks to describe 
the domains’ relationships. 

The set of networks for DWBS  is for a specific level. The level starts with 1 and 
end with the maximum level number. While a specific level’s training finished, a 
higher level’s training begins. Since the root domain of DTS has no parent, so a spe-

cial network is designed, which is named lDWBS ,1 . lDWBS ,1  has inputs of DTS 

and domain project attributes( 1PA ) and generates lDL ,1 . The successor DWBS net-

works have inputs of DTS, domain project attributes, DL and RWBS. 
⑤ Secondary preparation of data and training the neural network 
After completing the design of neural network model, we have to process the col-

lected data, to prepare the training and testing patterns with respect to the final struc-
ture of the modules.  

⑥ Testing and evaluating the neural network 
In this step, the neural network modules should be tested and evaluated by sample 

projects.  

In addition, each network’s output must be evaluated to assure the design result is 
the best for the project. Using Axiomatic Design Theory[6,7], the relationships be-
tween two adjacent domains’ WBSs at a specific level was illustrated in formula  (3). 

ldlddld DLRWBSDL ,,,, 2211
•=  (1)

Whether the resulted DWBS is optimized or not depends on the corresponding 
RWBS’s form. According to the axiomatic design theory, optimized RWBS usually  
has two typical forms: diagonal matrix and triangular matrix. If RWBS is diagonal  

matrix, ldDL ,2
 is an uncoupled solution for ldDL ,1

. And if RWBS is triangular matrix, 

ldDL ,2
 is a decoupled solution for ldDL ,1

. So during the evaluation of the neural net-

works, the resulted RWBSs must be in the form of diagonal matrix or triangular matrix. 
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5   Conclusions 

Above all, we have decomposed a project into domains and created domain tree struc-
ture. In the DTS, the relationships among domains have been classified as parents and 
children, or targets and solutions. Different domains use different work breakdown 
structures, which is defined as DWBS. And The WBS of children domain should be 
mapped into the one of parent domain. The mapping process is at each level. So we 
have decomposed DWBS into levels(DLs) and created the corresponding relationship 
matrices(RWBSs) at a specific level. We presented a neural network model to help 
designing the project’s WBS domain by domain and level by level. At last, axiomatic 
design theory was used to evaluate the effectiveness of the resulted WBSs. 
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Abstract. This work provides practical guidelines for an efficient hardware im-
plementation of Neural Networks. Networks are configured using a practical 
self-learning architecture that iterates a basic Genetic Algorithm. The learning 
methodology is based on the generation of random vectors that can be extracted 
from chaotic signals. The proposed solution is applied to estimate the process-
ing efficiency of Spiking Neural Networks. 

Keywords: Neural Networks, Spiking Neural Networks, Hardware implemen-
tation of Genetic Algorithms. 

1   Introduction 

The development of efficient solutions for the hardware implementation of neural sys-
tems is currently one of the major challenges for science and technology. Due to their 
parallel-processing nature, among other applications, neural systems can be used for 
real-time pattern recognition tasks and to provide quick solutions for complex problems 
that are intractable using traditional digital processors [1,2]. The distributed information 
processing of Neural Networks also enhances fault tolerance and noise immunity with 
respect to traditional sequential processing machines. Although all these processing 
advantages, one of the main problems of dealing with neural systems is the achievement 
of most advantageous network configurations since network complexity increases ex-
ponentially with the total number of connections. Therefore, the development of learn-
ing strategies to quickly obtain optimum solutions when dealing with huge network 
configuration spaces is of high interest for the research community.  

Recently, a lot of research has been focused on the development of Spiking Neural 
Networks (SNN) [3] as they are closely related to real biological systems. In SNN 
information is codified in the form of voltage pulses called Action Potentials (APs). 
At each neuron cell the AP inputs are weighted and integrated in a single variable 
defined as the Post-Synaptic-Potential (PSP). The PSP is time dependent and decays 
when no APs are received. When input spikes excite the PSP of a neuron sufficiently 
so that it is over a certain threshold, an Action Potential is emitted by the neuron and 
transmitted to the rest of the network.  

In this work we present a practical implementation of SNN. We also develop a 
simple architecture that can be used for SNN self-configuration. The proposed  
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self-learning solution has been applied for temporal pattern recognition. The rest of 
this paper is organized as follows: in section 2 we show the proposed SNN self-
learning architecture, while in section 3 we apply the proposed system to temporal 
pattern recognition analysis. Finally in section 4 we present the conclusions. 

2   Digital SNN Architecture 

2.1   Digital Spiking Neuron Model 

As mentioned in the previous section, in SNN the information is codified in the form 
of pulses. We used a simplified digital implementation of the real behavior of 
biological neurons. In the proposed system, the PSP decay after each input spike is 
selected to be linear instead of the real non-linear variation while the refractory period 
present after each spike emission has been neglected. The main objective of this work 
is not to provide an exact copy of the real behavior of biological systems but to 
develop a useful Neural Network configuration technique. In Fig. 1 it is shown an 
example of the dynamic behavior of the digital model implemented.  

 

Fig. 1. Dynamic behavior of the digital implementation of spiking neurons. Action potentials are 
represented as digital pulses while post-psynaptic potential variation is assumed to be linear with 
time. The typical refractory period after each output spike has been neglected in this model. 

In the digital version implemented the PSP is codified as a digital number. At each 
spike integration the PSP is increased a fixed value that depends on the type and the 
strength of the connection. Therefore, positive (negative) increment values are associ-
ated to excitatory (inhibitory) connections. Each neuron is implemented using a 
VHDL code in which the connection strength is selected to be a fraction of the neuron 
threshold (in particular, these fractions are selected to be ±2/5 and ±1/10).  

2.2   Self-learning Architecture 

The proposed self-learning architecture is shown in Fig. 2. It consists in two basic 
blocks, a Genetic Algorithm Circuitry (GAC) and a Fitness Circuitry (FC). The GAC 
generates new configurations based on the better configuration obtained, that is stored 
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in the configuration register. Using a Random Number Generator (RNG) a random 
mutation vector is generated. The mutation vector is operated using XOR gates with 
the better configuration found until the moment (placed in the configuration register). 
The result is a new configuration (binary output of XOR block) that is equal to the 
previous except in those cases where the RNG provides a HIGH state. The new con-
figuration is directly applied to the SNN when the controlling signal of the GAC mul-
tiplexer (SL) is HIGH (self-learning selection). When signal SL is LOW (operation 
mode) the better configuration obtained until that moment is applied to the SNN.  

 

Fig. 2. Block structure for the dynamic configuration of SNN. The GAC block is used for the 
network configuration while the FC block evaluates the network efficiency. 

The FC block evaluates the aptness of each new configuration for a selected net-
work task. During the training mode an evaluation circuitry (EC) compares the SNN 
behavior with respect to the expected behavior, thus evaluating a cost function (the 
configuration fitness). The value obtained in this process is then compared to the one 
associated to the better configuration at the moment (stored at the fitness register). 
When a better fitness is found at the end of the evaluation time, the digital comparator 
output is set to a HIGH state and both the fitness and the configuration registers are 
updated with the new values. When the system is in operation mode, the SNN con-
figuration is fixed to the better solution obtained at the moment. A global reset is used 
to start with pre-selected initial conditions. 

2.3   Random Vector Generation 

The mutation vector is used to generate a new configuration that is equal to the previ-
ous one, except in those cases where the RNG provides a HIGH state. The election of 
the RNG is important since all the possible mutation vectors must have the same 
probability of being generated. Therefore, the percentage of mutation ranges between 
the 0% (mutation vector 00…0) and the 100% (mutation vector FF…F). Using this 
strategy we ensure the possibility of moving from a local minima to a deeper (and 
therefore better) minima. Make note that, since the system is directly implemented in 
hardware it can sweep millions of different configuration vectors per second, thus 
obtaining a good solution in a reasonable time (although, of course, the absolute 
minimum is not guaranteed).  
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Fig. 3. Integrated circuits presenting a chaotic behavior can be used to quickly generate a muta-
tion vector with N-bits. In this figure we can see an integrated prototype that present a chaotic 
behavior. The result is a completely random vector of N bits. 

For the generation of the mutation vector we can choose either a pseudo-random or 
a random number generator. In FPGA applications we can use the first one since it is 
easily implemented using LFSR counters. For VLSI implementations we can choose a 
lower-cost solution as true random number generators [4]. The solution proposed in 
[4] represent a low cost in terms of hardware resources if compared to LFSR counters. 
The mutation vector is obtained using a chaotic circuit that generates a chaotic binary 
signal that is used to serially fill a shift register. 

In Fig. 3 we show a photograph of an integrated circuit that is able to generate a 
chaotic binary signal. A N-bit shift register is serially filled with the product of per-
forming the XOR function of the chaotic binary signal and the output bit of the regis-
ter. In contrast to pseudo-random signal generators, the bit sequence generated does 
not present a periodic behavior (an LFSR of n-bits presents a period of repetition of 
2n-1 bits). For more details about the integrated circuit of Fig. 3 the reader is referred 
to the work in [4]. 

3   Application to Temporal Pattern Recognition 

We applied the proposed SNN architecture to evaluate the processing behavior of 
various networks. The selected SNN task is the temporal pattern recognition (that is 
directly related to the “memory” capacity of the system). During the training mode, a 
finite sequence of vectors is repeatedly applied at the SNN input (the training bit se-
quence) and the task of the network consists in recognizing the sequence: at each time 
step the SNN has to provide the next bit of the sequence (see the illustration of Fig. 4). 
The network efficiency is evaluated estimating the probability of the SNN prediction 
success. At each evaluation step a mutated configuration provided by the GAC is used 
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Fig. 4. A complete SNN implements all the possible inter-neuron connections. Such networks 
are trained to recognize temporal patterns. 

to configure the SNN. The FC bloc evaluates the probability of success of SNN predic-
tions and the mutated configuration is therefore stored or discarded (see Fig. 2).   

We configured different networks containing three, four and five neurons, each one 
connected to the rest of the network thus assembling a complete topology. In Fig. 4 
we show the case with three neurons (defined as a 3-SNN).  

The training bit sequence must be as complex as possible to maximize the pattern 
recognition difficulty. Therefore, we selected the generation of pseudo-random strings 
provided by LFSR digital blocks. Pseudo-random bit strings are characterized to have 
the same statistical properties as random sequences with the only characteristic that 
pseudo-random sequences have a periodicity. In our experiment we used training 
sequences of N=7, 15, 31, 63, 127, 255, 511 and 1023 bits. With the selection of this 
type of pseudo-random sequences, the memorization task difficulty is maximized. 

We applied each pseudo-random training sequence to three different SNN with 
complete topology (using 3, 4 and 5 neurons). Each SNN is configured by the pro-
posed genetic-based self-learning architecture. At each time step, the network has to 
guess the next bit that will be provided by the LFSR. Once the configuring circuitry 
has been stabilized to an optimum configuration we evaluate the probability of suc-
cess associated to this final configuration. In Table I we provide the different predic-
tion success (in percentage) for each network and training sequence together with the 
results of the model explained next. It is observed that, as parameter N decreases and 
as the number of neurons increases the network has a higher prediction success. 

From measurement data, we inferred a rule to estimate the prediction success of 
each network. This rule is found to provide very close results to the measured data as 
is shown in Table 1. The rule is an analytical expression that relates the success prob-
ability (p) to the training sequence length (N): 

                                                 (1) 

where parameter K is dependent on the type of the network (number of neurons, con-
nection topology, etc.). For the networks trained we obtained K=1.36, 1.68 and 2 for 
the 3-SNN, 4-SNN and 5-SNN networks respectively. The expression in Eq. (1), indi-
cates that as the length of the pseudo-random sequence increases the success probabil-
ity of the network decreases to the limit value of 0.5 (50% of success probability). 
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Table 1. Temporal recognition effectiveness of SNN (success probability) 

 

4   Conclusions 

In this work we propose a simple architecture for SNN self-configuration. The pro-
posed system implements in hardware a simplified genetic algorithm. We applied the 
proposed architecture to temporal pattern recognition analysis. Different pseudo-
random sequences were applied to different networks and the success probability was 
evaluated. It is shown that prediction success seems to follow a law in which the suc-
cess probability is inversely proportional to the square root of the number of bits of 
the sequence. 
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Abstract. This paper presents a Multi-Agent Parallel Computing Model 
(MAPCM) for solving hydrothermal scheduling in the power system. The pro-
posed model is hierarchical with two levels—decomposition level considering 
real time dispatch with optimal power flow and a coordination level considering 
the selection method of hydro-coal transfer coefficient under different situation 
about water head, and active power coordination with generation ramping con-
straints. The model is applied to a simple case study exploring the effect of 
multi-agent parallel computing about hydrothermal system. The efficiency 
analysis shows that the model has much potential for the real-time dispatching. 

Keywords: Multi-agent parallel computing, Decomposition and coordination, 
Hydrothermal scheduling, Power system. 

1   Introduction 

Electricity industries world-wide are entering a period of implementing on-line en-
ergy manage system with precise and efficient calculation for daily dispatch, state 
analysis, and risk analysis. Electric power calculations are becoming more complex as 
grid sizes increase, especially considering electricity from renewable sources such as 
distributed hydropower station.Traditional economic dispatch problem in a bulk 
power system refers to active power dispatching of generation system, and can’t con-
sider both units operation constraints of active and reactive power and system con-
straints of transmission system, such as node voltage magnitude restricts and phase 
shift angle limits.  

Optimal power flow (OPF) has developed for more than twenty years, and can ac-
commodate types of controlled variable including active and reactive power injec-
tions, generator voltages, transformer tap ratios, and phase shift angles, even phase 
angle difference and node voltage magnitude. In a hydrothermal economic dispatch, 
the present OPF real-time off-line calculation are serial computation consuming a 
long time, and cannot satisfy the requirement of real-time on-line economic dispatch 
of large power system. It has become an urgent issue to develop efficient method for 
on-line dynamic hydrothermal real-time schedule. Parallel computation can cater for 
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the unending pursuit—ultrahigh speed. Multi-Agent based hydrothermal economic 
dispatching can solve the problem.  

The multi-agent approach has been proposed in power system to solve the follow-
ing issues: power system restoration[1-2], fault section and switching operation[3], 
electrical plant condition monitoring[4-5], test system for power system control[6], 
operation of distribution systems[7], outage work allocation[8], and control center 
infrastructure[9]. Besides the applications mentioned above, the multi-agent model 
can also be used in hydrothermal economic dispatch in power system. 

A multi-agent system (MAS) is different from existing systems. It is a system 
comprising two or more agents or intelligent agents with three characteristics: reactiv-
ity, pro-activeness and social ability [10]. MAS should be considered for applications 
in an environment which display several characteristics [10]: a requirement for inter-
action between distinct conceptual entities, a very large number of entities in a system 
where it would be difficult to explicitly model overall system behavior, and enough 
data or information available locally to undertake an analysis or decision intelligently. 
In Energy Management System (EMS), which has the above characteristics, eco-
nomic dispatching world-wide is facing a trend of energy conservation and sustain-
able development based on efficient and effective on-line computation platform. 
Multi-Agent Parallel Computing Model caters for this purpose.  

This paper is concerned with the design and implementation of MAPCM in Eco-
nomic Dispatching. There are three fundamental questions to be considered, namely: 

·How should a physical model of MAPCM for economic dispatching be built? 
·How should mathematical models of the computer simulation explain the physical 

model of MAPCM? 
·How should a collection of agents communicate with each other and how to evalu-

ate the efficiency? 

This paper discusses a two-level model of intelligent agency—decomposition and 
coordination level. Consideration is given to coordinate hydrothermal economic  
dispatching and real-time communication of one agent with another agent entity in 
decomposition level. Finally, compared with the serial computation, standard of 
evaluation is given for MAPCM based economic dispatching. 

2   Multi-Agent Parallel Computing Model 

A multi-agent system consists of a collection of autonomous agents that communicate 
and collaborate to solve a complex problem [11]. In a power system, a multi-agent 
system offers organization plan by having agents as modular components that special-
ize some certain function of a composite problem. The MAPCM proposed in this 
paper differs from the Foundation for Intelligent Physical Agents’ (FIPA) agent man-
agement reference model given by [12-13] aiming to define standards that can be used 
to support interoperability between agent-based systems.  

2.1   Physical and Mathematical Modeling Approach Based on Two-level Agents 

The physical model of MAPCM has two parts, the Master-agent and the distributed 
Agents according to time periods. In a 24 time periods real-time power scheduling per 
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day, shown in Fig. 1, Master-agent is the agent center that conserves data information 
and assigns real-time economic dispatching tasks to the Agents. Each node is named 
as Agent i that undergoes optimal power flow calculation in every time period i. The 
Agent exchanges information and communicates with the adjacent agent.  
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Fig. 1. Multi-agent Parallel Computing Model 

The economic dispatching problem can be separated to two levels, decomposition 
level and coordination level. The mathematical theory of them is as follows. 

1) Decomposition level for real-time power dispatch 
The decomposition level is built for two purposes. 

·For the Master-agent to assign the whole task of all time periods to every agent 
node i according to the assumptive time periods (eg.24 or 96). 

·For the management of independent task of Master-agent and every other agent. 

The hydrothermal economic dispatch is a complex optimization problem with ine-
quality constraints for the control variables. It can be stated as  
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Where, 
Fi(xi,ui) is energy consumption function 
[us] is a finite vector of the control variables  
[x] is a vector of state variables x 
PTm is the active power of thermal generator m 
PHn is the active power of hydro generator n 
Rther is a finite set of thermal generators 
Rhyd is a finite set of hydro generators  
PDi is the load of the time period i 
PLi is the transmission losses 
Wn(PHn) is the water consumption of each hydro generator n in the time period i 
Wi is the total water consumption  
[umin ], [umax ] is the limits of the control variables vector including active power, 

reactive power, voltage magnitude and phase angle difference, namely,  

min min min min min min min min max max max max max max max max, , , , , , , , , , , , ,
T T

Tm Tm Tm Hn Hn Hn jk Tm Tm Tm Hn Hn Hn jku P Q V P Q V u P Q V P Q Vδ δ⎡ ⎤ ⎡ ⎤= =⎣ ⎦ ⎣ ⎦  

δjk is phase angle difference between node j and node k with the limits. 
Ptie is the active power of the tie line 
Pl

max is the upper bound of the Ptie 
ΔPTm is the normal unit response rate (MW/hour) for unit m in hour i [14] 
Pm

Ra is the minimum ramp rate for unit m 
Pi

FIX is the required change in generation from hour i-1 to hour i [14] 

Equation (2) is a system constraint about power balance. Equation (3) is the daily 
energy constraint of individual hydro unit. The two inequality constraints in (4-a) are 
the capacity constraints of individual thermal unit and hydro unit. The five inequality 
constraints in (4-b) are the bus state constraints. (4-c) includes two constraints. One is 
ramp rate constraint of the available thermal unit. The other is the system total ramp 
rate constraints. 

This optimization problem is solved by introducing a vector of Lagrangian multi-
pliers λi and minimizing the unconstrained Lagrangian function L(x, u). 

( , ) ( , ) [ ] [ ( )]
Th er H yd

T
i T m H n D i L i

m R n R

L x u F x u P P P Pλ
∈ ∈

= + + − +∑ ∑ ∑           (5) 

Note that (5) contains objective function (1) and equality constraints (2) without 
considering (3). When (5) is satisfied, (3) is not satisfied in fact. As a matter of fact, 
(3) is an inequality condition, which has gradual convergence feature. It can be de-
scribed exactly as 

0max ( ) ,
Hyd

n Hn i
n R

W P W ε ε
∈

→− < ∀∑                                             (6) 

Assuming the energy consumption function is characterized by quadratic function, 
namely,  

2

2

( )

( )

i Tm m m T m T m

i H n n n H n H n

F P a b P P

W P a b P P

⎧ = + +⎪
⎨

= + +⎪⎩
 



1164 B. Zhang et al. 

According to the coordination equation approach, water consumption functions of 
n hydro units can be converted to n thermal energy consumption functions, as 

( ) ( )n Hn n Tn
n

Hn Tn

dW P dF P

dP dP
γ =  

where, γn is a hydro-coal transfer coefficient, much depends on the hydraulic head of 
the hydraulic generators. If the hydraulic head maintain the same, γn is a constant. 
Otherwise, γn changes with the hydraulic head. This is important for building this 
multi-agent model. Assuming the hydraulic head γn of each hydraulic generator is a 
continuous function indexed by time, namely γn(t). In the MAPCM, shown in Fig. 2,  

setγn
(0)(i), k=0

Economic dispatch by
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k+1

outputγn
(k)(i) and [u]

N

Y

Master-agent

Agent i

0max ( ) ,
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n Hn i
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W P W ε ε
∈

→− < ∀∑

1k k k
n n ni iγ γ γ−= +( ) ( ) ( )( ) ( ) Δ
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n Hn i
n R

W P W ε ε
∈

→− < ∀∑

1k k k
n n ni iγ γ γ−= +( ) ( ) ( )( ) ( ) Δ

 

Fig. 2. Flow chart 

the Master-agent can use an extra helper piecewise linear variable γn(i) for each such 
γn(t) in each time period t and set the initial value γn

(0)(i). Agent i uses OPF method to 
solve the single objective optimization problem.  

2) Coordination level for  communication between agents 
Coordination level is built for the following two communication behaviors: 

·The interaction between the Master-agent and Agent i.  
·The interaction between Agent i and Agent j. 

As shown in Fig. 2, the Master-agent can calculate γn(i) using an iteration method 
because it is difficult to work out γn(i) in a complex and large scale composition 
hydrothermal system. The iteration method uses a steady incremental step Δγn

(k), the 
value of which can be surplus or minus using the dichotomy method or the interpola-
tion method according to the demand for precision. 

In the time period i, a steady step Δγn
(k) accumulate to γn

(k-1)(i) step by step in order 
to form γn

(k) (i), as  
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where K is a upper bound of k, that satisfies the following inequality condition 

( 0 )

( )

( ) 0

( ) 0

H yd

H yd

n H n i
n R

K
n H n i

n R

W P W

W P W

∈

∈

⎧ − >
⎪
⎨
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⎩

∑

∑
                                        (7) 

From inequalities (7), the iteration can stop only when γn
(k) (i) satisfies  

( ) ( ) 0
Hyd

k
n Hn i

n R

W P W
∈

− =∑  ( ) 0or max ( ) ,
Hyd

k
n Hn i

n R

W P W ε ε
∈

→  − < ∀∑                  (8) 

2.2   Information Management 

Information management aims to manage data that may be some physical and 
mathematical constraints. In a composite generation and transmission system, there 
are some operation constraints including the ramping limits of the thermal generators, 
and some system constraints for the control parameters and the state parameters, the 
latter including the maximum capacity of each tie line. These control variables which 
need to be interactive between the agents, can be ensured in this model. 

The abstract architecture of the Master-agent and the Agents is presented in Table 1. 

Table 1. Environment variables for master-agent 

Variables the Master-Agent  the Agents 
[u] V and δ of slack node, 

P and Q of each P,Q-node 
P and V of each P,V-node 
(read information) 

the same as the Master-agent 
(deal with information) 

[Δu ] none [ΔP ΔQ  ΔV Δδ] or only ΔPT 
(coordinate level)  

[x] V and δ of each P,Q-node, 
δ of each P,V-node 
(read information) 

the same as the Master-agent 
(deal with information) 

Others γn
(k) (i) (coordinate level) Cost to start up and shut down  

Agents exchange accumulated vector [Δui] in order to restrict the active power in-
crement ΔPi and reactive power increment ΔQi of generator nodes, voltage magnitude 
increment ΔVi and phase shift angle increment Δδi of generator nodes, namely,  

T
i i i i iu P Q V δΔ = Δ Δ Δ Δ[ ] [ ]， ， ，  
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where, 
[Δui] is a control variable incremental vector.  
In some cases, [Δui] can’t be considered, and use only ΔPT instead. ΔPT is the ramp 

rate constraint of the thermal generators. When the information about ΔPT is delivered 
from the agent i to the agent (i+1), the control variables Pm(i+1) will be amended to 
become Pm’(i+1) with regulated upper and lower bound, namely 

}Δ)(,min{)1(}Δ)(,max{ Tmm
max

m
'

mTmm
min

m PiPPiPPiPP +≤+≤−  

Master-agent

Agent1

Agent2

Agent3

Agent24

……
1uΔ

2uΔ 3uΔ

Master-agent

Agent1

Agent2

Agent3

Agent24

……
1uΔ

2uΔ 3uΔ  
Fig. 3. Information flow in MAPCM 

As shown in Fig. 3, in MAPCM, each agent has a unique ID number. Like the de-
veloped MAS, the agent with the smallest ID number is defined as the root agent of 
the system, which initiates the information flow in the system [15]. The Master-agent 
is the root agent of MAPCM. In the decomposition level, the Master-agent charges 
the independent task about reading information, while the Agents majors in dealing 
with information and reading information about cost of starting up and shutting down. 
In the coordination level, the Master-agent coordinates γn

(k)(i) and transforms it to the 
Agents i, while the Agents coordinate information about [Δui] and ramp rate ΔPTm. 

3   Index for Efficiency Evaluation 

For the purpose of the efficiency evaluation, the proposed indices of a MAPCM based 
composite generation and transmission systems depend on two basic aspects: the 
speed of calculation coordinating the Master-agent with the Agents and the time con-
sumption of the repeated iteration computation in all of the Agents with the OPF. The 
latter aspect accounts for more time. With the scale of the power system increasing, 
the obvious advantage of the MAPCM can be seen. 

(1) Absolute Cumulative Time (second) — ACT 
ACT means the total time that the computation spends on the process from reading 

data information to printing the results. In a parallel computation, assuming each 
agent i spend tagent(i) in receiving information from Master-agent and executing the 
dispatch task in the MAPCM, ACT means the maximum value of tagent(i) and can be 
described as  

1
m ax{ ( )}agent

i T
A C T t i

≤ ≤
=                                                (9) 

If repeating this work by a serial computation, absolute cumulative time is the sum 
of the time that each agent spends: 
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1

( )
T

a g e n t
i

A C T t i∗

=

= ∑                                                (10) 

Compared (9) with (10), it is obvious that the value of ACT obtained from (9) is 
rather smaller than that obtained from (10).In fact, tagent(i) is the sum of the time ta

 (j)(i) 

that each iteration spend on OPF computation in order to find the appropriate γn
(k)(i) to 

satisfy (8). Equation (9) can be stated exactly and completely as 

( ) ( )

1
0

m a x { ( )} , a n d ( ) s a t i s f i e s (8 )
k

j k
a n

i T
j

A C T t i iγ
≤ ≤ =

=    ∑  

(2)Relative Time Saving Rate — RTSR 

ACT ACT
RTSR

ACT

∗

∗

−=  

To evaluate the effect of multi-agent parallel computation, RTSR indicates the 
relative efficiency by this approach compared with using a serial computation. The 
value of RTSR limits to an open interval (0, 1). The more the value of RTSR is, the 
more efficient this parallel computation can be. RTSR is affected by the number of 
the agents. The situation that one agent is only for one task has a high efficiency, 
while in practice the number of the agents is always pre-determined. The efficiency 
with the limited agents is lower than that with the unlimited ones.  

4   Efficiency Analysis 

Based on the above efficiency evaluation method, a test example has been taken for 
calculating the indices of IEEE 14-, 30-, 57-, and 118-bus test system in 12 hours and 
24 hours using the following three assumptions: 

(1)Assume that the number of the agents is 24. 
(2)The original data information of bus, generator and branch is under the situation 

that the load ratio is 1.0 for the 18th time period. The load on each bus in every 
other time period is proportionally converted into the new case for each time  
period. 

(3)All of the computations converge after three-time iterations, namely K=3. 

The simulation study of this test example was conducted on a AMD 64 Dual 5200+ 
computer. Though the process of finding right γn

(k)(i) is added to the whole access, it 
spend a little time relatively compared with the OPF computation. The ACT is de-
cided primarily by the time of the OPF computation. Table 2 shows the load ratio of 
each time period for 24 hours. The test example indices for these test system are given 
in Table 3.  

Fig. 4 shows the tagent(i) in 24 time periods for 14-, 30-, 57- and 118-bus system. It 
is noted that the time increases approximately in the form of the exponential function 
with the scale of the power system increasing. RTSR given in Fig.5 has two charac-
teristics. (i) In the same test system, the longer the time is, the more the value  
of RTSR can be. The slope of the curve is the sensitivity of RTSR with time periods. 
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(ii) In the same time period, the larger the scale of the test system, the more time can 
be saved. It can be concluded that the advantage of multi-agent parallel computation 
can be rather obvious with the increasing in the scale of power grid and the time when 
the number of the agents is equal to that of the time periods.  

Table 2. Load ratios for 24 time periods Table 3. Indices for test example 

1            0.941           13         0.953
2            0.941           14         0.956
3            0.939           15         0.956
4            0.937           16           0.96
5            0.935           17           0.97
6            0.940           18         1.000
7            0.955           19         0.993
8            0.958           20         0.991
9 0.960           21         0.995
10          0.965           22           0.99
11          0.965           23           0.98
12          0.958           24         0.946

Time       Load         Time         Load  
Period     Ratio       Period        Ratio

1            0.941           13         0.953
2            0.941           14         0.956
3            0.939           15         0.956
4            0.937           16           0.96
5            0.935           17           0.97
6            0.940           18         1.000
7            0.955           19         0.993
8            0.958           20         0.991
9 0.960           21         0.995
10          0.965           22           0.99
11          0.965           23           0.98
12          0.958           24         0.946

Time       Load         Time         Load  
Period     Ratio       Period        Ratio

ACT- 24 t. (sec.)        1.76        7.56        13.64       4917.44
ACT -12 t. (sec.)        1.76        7.56        12.68       4917.44
ACT*-24 t (sec.)      37.96    129.56      284.48     94326.32
ACT*-12 t (sec.)      18.96      66.08      141.04     47142.40  
RTSR-24 t              0.9536    0.9416      0.9521         0.9479
RTSR-12 t              0.9072    0.8856      0.9101         0.8957

prog /CPU time        14-bus      30-bus     57-bus     118-bus

ACT- 24 t. (sec.)        1.76        7.56        13.64       4917.44
ACT -12 t. (sec.)        1.76        7.56        12.68       4917.44
ACT*-24 t (sec.)      37.96    129.56      284.48     94326.32
ACT*-12 t (sec.)      18.96      66.08      141.04     47142.40  
RTSR-24 t              0.9536    0.9416      0.9521         0.9479
RTSR-12 t              0.9072    0.8856      0.9101         0.8957

prog /CPU time        14-bus      30-bus     57-bus     118-bus

 

 

Fig. 4. The tagent(i) for IEEE 14-, 30-, 57-, 
118-bus system on log plot 

Fig. 5. RTSR in all time periods for 14-, 30-, 
57, 118-bus system on bi-coordinate plot 

It can be seen that RTSR for 24 time periods is around 0.95, indicating that multi-
agent approach can save approximate 95 percent of working time spent by the serial 
computation. In practice, however, this advantage in efficiency can seldom be seen 
because this high efficiency value is obtained with the assumption that the number of 
iteration is three-time and the number of the agents is 24. When γn

(0)(i) is chosen im-
properly, it is impossible that each iteration process runs the same three times as oth-
ers in the economic dispatch of hydrothermal system. However, the cumulative CPU 
time is determined by the frequency of the iterations. If the frequency of the iteration 
in each ACT can be decreased, namely, the time spent on finding the appropriate 
γn

(k)(i) be less, the RTSR can be increased. In the real-time dispatching, according to 
the historical data about γn

(k)(i), γn
(0)(i) can be chosen appropriately by the approximate 

evaluation, which makes the iteration run three or four times at most to find the ap-
propriate γn

(k)(i). RTSR can also be decreased by reduction in the agents. 
The above analysis is based on assumption and reasoning. The proposed model can 

also consider the tie line constraints and several unit operating constraints such as mini-
mum up and down times in a composite generation and transmission system. In a large 
scale hydrothermal power system, to consider all kinds of demands such as the adequacy 
and economical efficiency, the proposed economical dispatch approach based on Multi-
agent Parallel Computing Model has tremendous potential for future development. 



 Research on MAPCM of Hydrothermal Economic Dispatch in Power System 1169 

5   Conclusions 

This paper presents a Multi-Agent Parallel Computing Model for hydrothermal eco-
nomic dispatch in power system. The proposed model is hierarchical with two lev-
els—decomposition level considering real time dispatch with optimal power flow and 
a coordination level considering the selection method of hydro-coal transfer coeffi-
cient under different situation about water head, and active power coordination with 
generation ramping constraints.  

Case studies with IEEE 14-, 30-, 57-, and 118-bus system in 12 hours and 24 hours 
with three assumptions. Table 3 provides the comparable values for those indices 
proposed in part III. The efficiency of this proposed model is obvious. The model 
presented is a useful design for application of Multi-Agent System in the economic 
dispatch of the large scale hydrothermal power system, especially for nowadays pol-
icy to save energy, lower energy consumption and reduce pollutants discharge. 
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Fast Decoupled Power Flow Using Interval Arithmetic 
Considering Uncertainty in Power Systems 

Shouxiang Wang, Chengshan Wang, Gaolei Zhang, and Ge Zhao 

School of Electrical Engineering and Automation, Tianjin University,  
Nankai District, Tianjin 300072, China 

Abstract. In order to overcome the weakness of the conventional crisp analysis 
method, interval arithmetic is used in this paper to represent uncertainty in power 
sysetems. An interval fast decoupled power flow algorithm, which can be applied 
in large-scale power system analysis under uncertainty, is proposed. This pro-
posed interval algorithm, taking many kinds of uncertainty into account, uses the 
Gauss elimination to solve two sets of interval linear equations, i.e. the decoupled 
P equations and Q equations. And the bounds of power flow results under un-
certainty, namely the solution of interval flow equations, are obtained. Monte 
Carlo method based on fast decoupled power flow is also implemented to verify 
the validity of the proposed interval algorithm. The proposed mehtod is testified 
with IEEE 14-node test system and a real large scale power system in North 
China. The test results illustrate the effectiveness and practical value of the 
proposed method by comparing with the results of Monte Carlo simulation and 
traditional crisp method. 

Keywords: Uncertainty, power flow, Interval arithmetic, Monte Carlo simulation. 

1   Introduction 

More and more attention is paid to the problem and solution methods of uncertainty in 
the planning and operation of power systems. As a basic tool to power system analysis, 
power flow calculation encounters the difficulty in dealing with uncertainty. At present, 
there are three kind of algorithms of power flow calculation considering uncertainty in 
power systems: 1) fuzzy power flow algorithm [1], using fuzzy numbers to express 
uncertainty and calculate on the basis of fuzzy theory;  2) probability power flow al-
gorithm [2-3], using probability theory to deal with the uncertainty; 3) interval algo-
rithm [4-5], using interval number and interval arithmetic to process uncertainty which 
has explicit extension and indefinite connotation, or the information whose bounds are 
fixed and known exactly while whose accurate value is uncertain. 

Interval Arithmetic [6] was established by R.E.Moore et al in 1960s, and has been 
applied widely in fields such as physics, chemistry, engineering, social science, etc. In 
engineering field, when we don’t know the primary data of a problem exactly while we 
know that they are included in given ranges instead. In other words, the primary data 
are intervals instead of crisp point values, in such condition interval arithmetic can be 
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used to obtain the interval solution or the range over which solution of the present 
problems covers.  

It is not a problem now to apply interval arithmetic into power flow calculation of 
large-scale distribution system, since the distribution network is mostly of radial 
structure and interval arithmetic can be easily introduced into the backward-forward 
sweep power flow algorithm, which is widely used in radial distribution network.  

High-voltage transmission network however is generally of the loop structure, its 
power flow calculation problem in mathematics is ascribed to solve a set of 
multi-dimensional nonlinear equations, and the direct substitution of general mathe-
matical operation with interval operation is not feasible. It is quite difficult to apply 
interval arithmetic into large-scale transmission systems. Zian Wang and Fernando L. 
Alvarado present an early discussion of interval arithmetic in power flow analysis [4]. 
They used interval arithmetic to solve power flow problem with interval input data. To 
solve interval non-linear equations, the Newton operator was used. For each iteration, 
the Gauss-Seidel Method was used to solve the interval linear equations. But the dif-
ficulty of application of interval arithmetic in large-scale power system was not solved 
in their paper. The convergence of interval power flow is not good and the result ap-
peared too conservative which was far away from the true bound. In other literatures, 
other interval iterative methods such as Krawczyk-Moore method are also used. The 
common shortcomings of general interval iteration methods are that they are complex 
and need large amount of computation, they are not suitable for the solution of 
large-scale problems.  

This paper proposes an interval fast decoupled power flow algorithm under uncer-
tainty, which introduces interval arithmetic into traditional fast decoupled power  
flow [7] widely used in power systems. In this proposed algorithm, interval numbers 
are used to express the uncertainty of load variety. And the interval extension model of 
fast decoupled power flow is built. Then it is ascribed to the solution of two sets of 
interval equations with P, Q decoupled and interval Gauss elimination is applied to 
solve each set of interval linear equations independently. Through the iteration of P, Q 
equations separately, the interval computation result is obtained. For the purpose of 
comparison and verification, Monte Carlo simulation based on fast decoupled power 
flow considering uncertainty is also implemented. Test results verify the validity and 
value of the proposed interval power flow algorithm. 

2   Interval Arithmetic and Interval Equations Solution 

An interval number is defined as a pair of real numbers  

}|{],[][ xxxRxxxX ≤≤∈== ,                                    (1) 

where Rxx ∈, , xx ≤ , and xx,  are known as the inferior bound and superior 
bound of the interval number ][X , respectively. A rational number k is represented 
as an interval number [k, k]. 
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Let ],[][ xxX =  and  ],[][ yyY =  be the two interval numbers, then addition, 
subtraction, multiplication and division of these two interval numbers are defined as 
below: 

,                                           (2) 

,                                             (3) 

,          (4) 

.                         (5) 

Consider a set of interval linear equations 

][]][[ BXA = ,                                                       (6) 

where ][A  is an interval coefficient matrix（ )(][ nnRIA ×∈ ）, 

][X is an interval solution vector（ )(][ 1×∈ nRIX ）, 

][B is an interval constant vector（ )(][ 1×∈ nRIB ）. 

Equation (6) is the interval expansion of linear equations with fixed parameters to 
interval linear equations with interval parameters considering uncertainty. 

The solution of interval linear equations is very different from that of the ordinary 
linear equations. Many researches have been done on solving interval linear equations 
[8-9], among which interval Gauss elimination method is widely used. In this paper, 
interval Gauss elimination is adopted too to solve interval linear equations in fast de-
coupled power flow. The procedure of this method consists of three steps as below. 

1)   Elimination process 

For some k<n, making the following three operations from 1 to n-1: 

(1) Choose the biggest element in absolute value from the right bottom sub-matrix 

starting from the kth line, the kth row of coefficient matrix A, and exchange it to the 

pivot position by row and column exchanges. 

(2) Normalization 

kjkkkj aaa ⇒/ ， nkj ,,1L+=                                  (7) 

[ ] [ ]/k kk kb a b⇒ .                                                (8) 

][ yxyxYX

][ yxyxYX

)]max(),[min( yxyxyxyxyxyxyxyxYX

]/1/1[][/ yyxxYX  if Y0
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(3) Elimination 

ijkjikij aaaa ⇒− ， nkj ,,1L+=                                (9) 

[ ] [ ] [ ]i ik k ib a b b− ⇒ ， nki ,,1L+= .                            (10) 

2)   Back substitution process 

(1)   [ ] [ ]/n nn nb a x⇒                                                     (11) 

2           (12) 

3)   Finally, adjust the order of the elements in the solution vector. 

3   Fast Decoupled Power Flow under Uncertainty Using Interval 
Algorithm 

The basic idea of the fast decoupled power flow using interval arithmetic being proposed 
in this paper is as follows. First, use interval numbers to express the uncertain variables in 
power system such as the uncertainty of load variety. Then, the mathematical model of 
the fast decoupled power flow using interval arithmetic is built as below: 

[ ] [ ] [ ][ ]θΔ′=Δ VBVP ][/  ,                                         (13) 

[ ] [ ] [ ]VBVQ Δ′′=Δ ][/  .                                            (14) 

Note that in equation (13) and (14), the branch parameter matrixes are interval ma-
trixes and state variable vectors are interval vectors, which mean that the elements of 
them are mostly interval numbers.  

In the operation of actual power system, the influence of parameter uncertainty of 
electric lines and transformers factor is often small enough to be neglected, so the 
equations (13) and (14) can be simplified as below. 

[ ] [ ] [ ][ ]θΔ′=Δ VBVP /  ,                                            (15) 

[ ] [ ] [ ]VBVQ Δ′′=Δ / .                                                 (16) 

After the interval model of the fast decoupled power flow is established, the solution 
of the mathematic model becomes essential. The essence of the interval fast decoupled 
power flow is the solution of two sets of interval linear equations corresponding to P 
and Q iterations respectively. It is also the difficulty of implementing interval fast 
decoupled power flow. The aim of the interval power flow is to find an interval solution 
of node voltages and the phase angles with a boundary as small as possible, which 
reflects the influence on power flow of the uncertainty of generator actual active and 
reactive output, and load variety. 

n

[ ]i ij jb a x
1j

ix 0,1,,1ni .
i
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This paper has implemented the proposed algorithm with C++ standard language. 
The program is based on a traditional fast decoupled power flow program. In the tra-
ditional power flow program, sparse matrix and sparse vector technique are adopted. So 
it can be used to solve large-scale power systems. And its accuracy has also been 
verified with test data in literatures.  

Monte Carlo simulation based on traditional fast decoupled power flow considering 
uncertainty is also implemented in this paper to verify the accuracy and the validity of 
the result obtained from the proposed interval method. The key points of Monte Carlo 
simulation method based on fast decoupled power flow are as follows: 1) sample 
randomly in variety intervals of uncertain parameters; 2) calculate crisp value of system 
state using traditional fast decoupled power flow algorithm; 3) get the upper bound and 
the lower bound of the system state from random sampling.  

4   Numerical Results 

To illustrate the application of interval fast decoupled power flow, two systems of the 
IEEE 14-node standard test system (see fig. 1) and the North China Power Grid have 
been chosen.  

 

Fig. 1. IEEE 14-node test system 

Taking the 14-node test system for example, two different cases with different degree 
of uncertainty are studied. In each case, the result of the fast decoupled power flow under 
certain conditions, the result of interval decoupled power flow under uncertainty, and the 
result of Monte Carlo simulation are listed, analyzed and compared. 

Case 1. consider the uncertainty of load power only while power outputs of all gen-
erators are assumed fixed. 
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Table 1 and Fig. 2 show the result of the node voltage magnitude of the fast decoupled 
power flow under certain conditions, interval decoupled power flow under uncertainty, 
and Monte Carlo simulation (range of variation is %5± ).  

Table 1. Voltage magnitude (p.u.) (range of variation is %5± , only consider uncertainty of 
load power) 

Under uncertainty 
Node 

Traditional 
crisp method Interval method Monte Carlo simulation 

1 1.06000 [1.06000, 1.06000] [1.06000, 1.06000] 

2 1.04500 [1.04500, 1.04500] [1.04500, 1.04500] 

3 1.01000 [1.01000, 1.01000] [1.01000, 1.01000] 

4 1.01367 [0.99014, 1.03744] [1.01220, 1.01509] 

5 1.01635 [0.99720, 1.03615] [1.01497, 1.01769] 

6 1.07000 [1.07000, 1.07000] [1.07000, 1.07000] 

7 1.05008 [1.01386, 1.08230] [1.04860, 1.05153] 

8 1.09000 [1.09000, 1.09000] [1.09000, 1.09000] 

9 1.03344 [0.97086, 1.08911] [1.03116, 1.03568] 

10 1.03234 [0.96107, 1.09614] [1.03006, 1.03457] 

11 1.04737 [0.99826, 1.09487] [1.04604, 1.04869] 

12 1.05552 [1.02161, 1.10492] [1.05475, 1.05628] 

13 1.04727 [1.00633, 1.09110] [1.04604, 1.04850] 

14 1.02122 [0.94993, 1.08445] [1.01842, 1.02399] 

 

Fig. 2. Node voltage magnitude (p.u.) in case 1 (range of variation is %5± ) 
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From Table1 and Fig. 1, we can see that the result from interval method encloses the 
result of traditional crisp method when the parameter being set the midpoint of given 
interval, at the same time it also encloses the result calculated by Monte Carlo method. 
This demonstrates the validity of the proposed method. It verifies the completeness of 
interval arithmetic and interval method. 

Result of the interval method under different degree of uncertainty is shown in Fig. 3 
when the range of variation is %2± , %5± , %10± respectively. It again shows that 
the result of interval method encloses the result of traditional crisp method and that of 
the Monte Carlo method. And it can be also found that the smaller the range of varia-
tion, the smaller the resulted interval, and the closer of the result of interval method to 
Monte Carlo method. 

 
Fig. 3. Node voltage magnitude under different degree of uncertainty (p.u.) 

 

Fig. 4. Node voltage magnitude (p.u.) in case 2 
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Case 2. consider the uncertainty of load power and generator power. 

Fig. 4 shows the result of the node voltage magnitude of the fast decoupled power flow 
under certain conditions, interval decoupled power flow under uncertainty, and Monte 
Carlo simulation (range of variation is %2± ).  

Through the above two case studies, the accuracy and validity of the proposed fast 
decoupled power flow using interval arithmetic have been verified. The proposed 
method is computationally superior to Monte Carlo simulation method although the 
result of the former is a little conservative than that of the latter. 

The proposed interval power flow method can be effectively used in large-scale 
power systems such as the power grid of North China. The result is omitted here for 
space limitation. 

5   Conclusion 

Comparing to traditional crisp method, the proposed interval algorithm can take many 
kinds of uncertainty into account. And the bounds of power flow results under uncer-
tainty, namely the solution of interval flow equations, are finally obtained. Hence op-
erators in power system have got more information than before.  

Comparing to Monte Carlo method, the proposed method is computationally supe-
rior to Monte Carlo simulation method although the result of the former is a little 
conservative than that of the latter. 

The proposed method is testified with IEEE 14-node test system and a real large 
scale power system in North China. The test results illustrate the effectiveness and 
practical value of the proposed method. 
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Power System Aggregate Load Area Dynamic Modeling 
by Learning Based on WAMS 

Huimin Yang and Jinyu Wen 
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Abstract. This paper is concerned with an investigation of a methodology using 
intelligent learning techniques based on WAMS to construct power system load 
area model. An aggregate load area dynamic model (ALADM) is proposed to 
represent large area loads of power system. A population diversity-based ge-
netic algorithm (GA) combined with the recursive least squares (RLS) method 
is used to obtain the structure and parameters of the load model. Simulation re-
sults on EPRI 36-bus power system is given to show the potential of this new 
methodology of power system modeling. 

Keywords: Genetic algorithm, Recursive least squares, Load area modeling, 
ALADM, Power system. 

1   Introduction 

There hasn’t been any research about dynamic modeling for complex load centre of 
power system. Previous studies about load area modeling mostly concerning power 
system with simple structure, using bus load modeling method [1]. To modeling load 
centre with complex structure, the effective data measurement is prerequisite. But it is 
impossible to realize in the past. Recently, wide area measurement system (WAMS) 
and the corresponding information transmission network have been developed. The 
real-time information of different nodes in power system can be obtained by WAMS, 
which makes modeling of complex load area to be possible [2].  

Ref [3] give a static modeling method for complex load centre. But it doesn’t con-
sider dynamic characteristics of power system components because of the complexity. 
So, besides data measurement, the complexity and excessive calculation in dynamic 
load modeling is another difficulty.  

System parameter identification techniques have been widely studied for system 
modeling. The observed stimulus-response data are usually used to identify the model 
parameters. An error criterion of the response data is an objective function to be 
minimized, which is typically a function of the squared predictive errors. Least 
squares estimation (LS) is widely used in parameter identification for its unbias and 
effectiveness. The recursive least squares (RLS) is a common methods derived by LS 
and it is more efficient in estimation [4]. However, this quadratic mapping between 
the predictive errors and the identified model parameters is generally a complex, 
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nonlinear, and possibly nonconvex function in multi-parameters identification of 
complex system. LS could not deal with the problems of local minima, poor robust-
ness and sensitivity to initial condition. It tends to diverge when used in real systems 
where uncertainties exist [5].  

Genetic algorithms (GAs) [6] provides a new way to achieve system modeling, in 
particular for large-scale and complex industrial systems. It’s one of the simulated 
evolution method which is a newly developed learning method. The technique is 
inspired by natural phenomena and simulated from natural genetics and evolution 
processes. It is population-based algorithms and provides a stochastic search capabil-
ity which overcomes the shortcomings of LS [7]–[10]. However, to ensure identifica-
tion accuracy of power system complex structures parameters, excessive calculation is 
a problem needs to be considered [11]. 

Combine the GA and RLS is an appropriate way. First, use GA to obtain values of 
parameters needed to be identified and the results can be used as the initial value of 
RLS. Then, they can be further optimized by RLS quickly through a little calculation. 
It can not only deal with the local minima and sensitivity to initial condition problem 
but also can satisfy high accuracy by less calculation. 

This paper proposes power system aggregate load area dynamic model (ALADM) 
to represent load centre based on WAMS. The population diversity-based genetic 
algorithm (PDGA) and RLS are combined to identify the parameters of ALADM. 
Simulation results on EPRI 36-bus power system is given to show the potential of this 
new methodology of power system modeling. 

2   Formulation of the Load Modeling 

2.1   ALADM 

There are some standard models recommended by IEEE for power flow and dynamic 
simulation programs. Most of these models are ‘bus load’ [12], [13], that is: a portion 
of the system that is not explicitly represented in a system model, but rather is treated 
as if it was a single power-consuming device connected to a bus in the system model. 
In practice, there is usually a complex load area to be tackled as an equivalent ‘area 
load’ as in Fig. 1(a). At this time, the power system can be classified into three parts: 
load area part, remainder system (or external system) part, and a connecting part (or 
boundary line) between these two sections. Under many conditions, this connecting 
part includes some main buses which may be the secondary buses of substations 
and/or the output buses of generating stations. 

In Fig. 1(a), there are n buses between the load area and the external system. Pi and 
Qi（i=1，2，…，n）are the active and reactive power injected into the ith bus from 

external system. iV  and if are the ith bus voltage and frequency, respectively. The 

value of the above operating states can be measured by WAMS in an industrial power 
system. It should be pointed out here that the totally consumed active power 

1

n

l i
i

P P
=

=∑ and reactive power 
1

n

l i
i

Q Q
=

=∑ (including the loss of the distribution net-

work). It can be seen that the bus load is the special case (n=1) of the area load. 
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(a) Original system    (b) Model system 

Fig. 1. Power system with a complex load area 

As shown in Fig.1(b), ALADM is assumed to be connected to a fictitious load bus 
directly, and this load bus connects to each bus i through a fictitious transmission line. 
There are three parameters of the transmission line: the line resistance, the line reac-
tance, and the shunt susceptance at the ith bus. The idea of the fictitious bus has been 
used for other applications such as the generator dynamic equivalence [14], [15].  

ALADM should represent the relationship between the total power and the voltage 
and frequency of each bus with which the load area is connected. That means the 
model of the load area can be represented by the following equations: 

1 2 1 2

1 2 1 2

( , , , , , , , )
.

( , , , , , , , )
l p n n

l q n n

P F V V V f f f

Q F V V V f f f

⎧ =⎪
⎨ =⎪⎩

… …
… …

 (1)

Subject to the constraints 

.

ic im

ic im

ic im

ic im

P P

Q Q

V V

f f

=⎧
⎪ =⎪
⎨ =⎪
⎪ =⎩

 (2)

where
im

P is the measured active power injected into the ith bus in original system 

(Fig.1(a)), and
ic

P is the calculated power in model system (Fig.1(b)). Other variables 

are similar to it. 

2.2   Evaluation of Model Accuracy 

When the comprehensive load model is used to model a load area, the connecting line 
parameters also need to be determined. An error between the data measured from the 
practical system and those computed from the model system given below can be used 
to evaluate the accuracy of the model system. 

1

( ) ( )
n

p im ic q im ic v im ic f im ic
i

e X k P P k Q Q k V V k f f
=

= − + − + − + −  ,∑  (3) 

where e(X) implies that the error is mainly affected by X which is a vector of the 
parameters to be estimated and consists of two parts, X=[Z, Y]: Z denotes a set of zi, 
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(i=1,2,…，n) consists of the ith line resistance, reactance, and the shunt susceptance 
at the ith bus; Y denotes the coefficients of (1), kp, kq, kv and kf are the weighting fac-
tors. Noting that (3) is the system error at a time instant, a series of measured data has 
to be used to get the precise parameter values; therefore, the practically used error 
criterion is 

1

( ) ( ) ,
N

i

E X e X
=

=  ∑  (4) 

where i denotes time instant and N is the total number of samples. The load modeling 
process is to find a set of parameters which minimizes E(X). It is a parameter optimi-
zation problem. As described in the introduction, a PDGA-RLS method is used to 
solve this problem. 

3   GA-Based Load Model Parameter Identification 

3.1   PDGA 

Basic GA is often binary coded in bits (i.e., 0 or 1 s) and concatenated as a string 
which refers to a point in the solution space. A disadvantage of the binary-coded 
method is that when using GA for a multi-parameter problem, the length of each indi-
vidual string has to be very long in order to get a sufficiently precise solution, but as 
the length increases, the efficiency of the GA reduces and the population evolves 
more slowly. On the other hand, if the length of the string is reduced, the solution 
precision may not be satisfactory.  

In PDGA, the length of each string can be much shorter than a conventional GA, but 
a high precision solution can still be obtained fairly quickly. In this research, popula-
tion diversity is introduced to solve this problem. In fact, the population diversity de-
scribed before provides important information about the global optimal solution. As 
GA is a global search method, the population converges toward the global optimal 
solution. In a multi-parameter problem, the GA cannot find the best solution when 
using a short string length, but the last population should have covered the global op-
timal solution area. Obviously, the smaller the population diversity is, the smaller the 
area will be in which the global optimal solution can be found. Assume that the low 

precision solution when the GA stalls is 0 0 0
1 2, , , nx x x , the population diversity is 

0( )D P  at this time. The new search space (ak
0,b k

0) for the kth parameter can be set to 

0 0 0 0

0 0 0 0

max[ ( ) , ]
.

max[ ( ) , ]

k k k k

k k k k

a x D P x a

b x D P x b

⎧ = − ×⎪
⎨

= − ×⎪⎩
 (5) 

Obviously, the new search space is smaller than the previous one. Therefore, in the 
new space, a string with the same length codes parameters with higher precision. The 
PDGA then, regenerates a new population with the same string length and continues 
to search for the best solution in the new space. This processes each time when the 
PDGA stalls until the set convergence is achieved. 
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The detailed process of application of PDGA to an optimization problem can be 
found in [16]. 

3.2   PDGA-RLS Based Parameter Identification 

When using PDGA to optimize the parameters of the ALADM, expensive computa-
tion will be involved in the search process, as the power system load flow calculation 
will be called for each fitness computation. To simplify the process, Z and Y in X are 
decoupled as follows to avoid calling load flow calculation each time, which signifi-
cantly saves computation time. A two-step optimization procedure is proposed. The 
PDGA is employed to optimize the fictitious connecting line impedances first and use 
RLS for further optimization. Then used again for the load model coefficients. 

Referring to Fig. 1(b), the voltage value of the fictitious load bus sV can be calcu-

lated out according to the following equation: 

,i
s i i iV V I z= −   (6) 

where iV and iI are the measured voltage and current values at the ith connecting bus; 

zi is the impedance value of the ith connecting line as defined before. Since there are n 
connecting lines, n voltage values for the fictitious load bus might be calculated and 
they should be equal to each other. As these zi are the parameters to be optimized, the 

differences between these voltage values ( 1, 2, , )i

s
V i n= can be used to measure the 

quality of Z, that is 

1

1 1

( ) ,
n n

i j
s s

i j i

e Z V V
−

= = +

= −  ∑ ∑  (7) 

where Z can be optimized from (6) and (7). Then, 
s

V can be calculated out according 

to the optimal Z. After that, the power consumption in the fictitious load bus Ps and Qs 
can be calculated by the following equation: 

1

1

cos

,

sin

n

s s i i
i

n

s s i i
i

P V I

Q V I

θ

θ

=

=

⎧ =⎪⎪
⎨
⎪ =
⎪⎩

∑

∑
 (8) 

where Ii is the measured value of the current flowing into the ith bus in Fig. 1(b); θi is 

the phase angle between Vs and Ii. With the 
s

V obtained, corresponding Pl and Ql for 

the load model at this bus can be calculated from (1). Pl and Ql should be equal to Ps 
and Qs, respectively. Therefore, the differences between Pl , Ql and Ps , Qs can be used 
to evaluate the quality of the coefficients, that is 

( ) ,p s l q s le Y k P P k Q Q= − + −   (9) 

Y can be optimized from (8) and (9). 
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The overall procedure of the parameter optimization using the PDGA for the com-
prehensive load model is realized in the following steps. 

Step 1) PDGA is applied to optimize the impedance values of the n fictitious connecting 
lines, using (6), (7), and (4), then use RLS to optimize the coefficients further; 

Step 2) upon the optimization of the impedances, the PDGA is employed again to find 
the optimal coefficients in (1) based on (8), (9), and (4), then use RLS to op-
timize the coefficients further. 

4   Simulation Results 

The proposed method has been used to construct area load models for EPRI 36-bus 
power system shown in Fig. 3. This system consists of 8 units and 9 loads. There are 
two power supply area shown in dotted rectangle consists of 5 units. The load centre 
shown in the rectangle consists of 6 loads on bus 16, bus 18, bus 19, bus 20, bus 
21and bus 29 separately. There are also 3 small units in load centre. About 1000 MW 
power is transmitted to the load centre via 5 transmission lines from the two power 
supply areas. The data of the units, the main transformers, and the original network in 
the load area are given in [17].  

Units are represented by five order model considering excitation system and gov-
ernor. Loads in original system and equivalent with ALADM are all represented by 
dynamic load model of induction motor model paralleled with a constant impedance 
shown in Fig.2. The induction motor model is in the form shown in [16]. And the load 
coefficients of ALADM to be determined are: [R2, X2, X1, α, P, s(0), Tdol, TjL, Kpq ], Kpq 
is the ratio of the constant impedance load in total load, others are the parameter of 
induction motor[17].  

The load area is linked to the external system by five lines. When the performance 
of the external system is concerned, this area can be tackled as an area load. The 
ALADM can be used to represent this load area and the model system shown in Fig. 4 
can be obtained. 

Now the modeling process is regarded as determining the coefficients of load and 
the impedance values of 5 fictitious lines to minimize (9) and (7). Set three-phase 
short circuit fault on line between bus 22 and bus 23 and system dynamic response 
can be obtained. The PDGA-RLS is then used to identify the above coefficients. Re-
sults are shown in Table 1 and Table 2. 

MZ

Constant-Impedance Induction Motor

Fictitious

Bus

 

Fig. 2. Structure of load model 
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Load
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Fig. 3. 36-Bus power system with a comprehensive load model 

Load

 
Fig. 4. Model power system with ALADM 

Table 1. Parameters of fictitious Connecting lines 

Line R(p.u.) X(p.u.) B/2(p.u.) 
1 0.0307 0.0553 0.4000 
2 0.0312 0.0054 0.4000 
3 0.0010 0.0600 0.4000 
4 0.0070 0.0308 0.0200 
5 0.0178 0.0010 0.4000 

Table 2. Parameters of dynamic load model 

2R  2X  1X  α  P  (0)s  '

doL
T  jLT  pqK  

0.0186 0.2524 0.2505 1.6696 3.774 0.0500 16.00 0.0022 0.2326 
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Fig. 5. Fitting effect of active and reactive power curves on fictitious bus 
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Fig. 6. Voltage of Bus30 under two tests 
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Fig. 7. Active injection power of Bus30 under two tests 
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Fig. 8. Reactive injection power of Bus30 under two tests 
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Errors of voltage between model system and original system are calculated. The 
maximum errors of voltage amplitude and phase angle are less than 0.06p.u. and 
0.1rad at Bus30.  

Fig.5 gives the fitting effect of the dynamic load parameters on fictitious bus ob-
tained by PDGA-RLS method. The above results show that the proposed ALADM 
can effectively simulate the original system.  

To evaluate the equivalence of dynamic performance between model system with 
ALADM and original system, states on boundary buses, i.e. P, Q and V are calculated 
under the following two different typical operations. As limited space, only results of 
Bus30 which have the largest error are given. The voltage, active and reactive injec-
tion power are shown in Fig.6 to Fig.8.  

Test 1: Three-phase short circuit fault lasting for 0.1s occurs on the line between 
bus 9 and bus 23.  

Test 2: The output of unit 2 whose capacity is the largest in this power system, de-
crease 50% from 1st second. The results are shown in Fig. 8.and Fig.9. 

It can be seen that although the load area has been simplified greatly, the external 
system and boundary line still keep their original characteristics well. This simulation of 
load modeling and network reduction based on the complex EPRI 36-bus power system 
shows that the methodology proposed in this paper has great potential in practice. 

4   Conclusions 

This paper presents a new methodology of using learning techniques based on 
WAMS to construct power system load models alongside network reduction. The 
ALADM, which is suitable for any real power system, is proposed and a PDGA-RLS 
algorithm is developed to optimize the parameters of this model. Simulation results 
show that this methodology offers a powerful modeling approach which can find a 
highly precise model to represent the load area in real power systems. As the data 
requested by the learning algorithm for constructing the equivalent model can be 
measured easily in the real power systems, it should be a practical technique with a 
great potential for exploitation in power system load modeling. 
 
Acknowledgments. This work was supported in part by National HI-Tech Research 
and Development Program of China No.2006AA03Z209, Key Project of Chinese 
Ministry of Education No.107128, Program for NCET No.06-0643, and National 
Basic Research Program of China No.2004CB217906. 

References 

1. IEEE Task Force on Load Representation for Dynamic Performance: Bibliography on 
Load Models for Power Flow and Dynamic Simulation. IEEE Trans. Power Syst. 10,  
523–538 (1995) 

2. Yuan, Y., Ju, P., Li, Q., Wang, Y.Z.: A Real-time Monitoring Method for Power System 
Steady State Angle Stability Based on WAMS. In: Power Engineering Conference, pp. 
761–764. IEEE Press, New York (2005) 



1188 H. Yang and J. Wen 

3. Zhang, J., Yang, H.M., Li, K.: Power System Aggregate Load Area Model Based on Wide 
Area Measurement System. Automation of Electric Power System 31, 17–21 (2007) 

4. Shen, S.D.: Power System Identification. Tsinghua University Press, Beijing (1993) 
5. Ma, J.T., Wu, Q.H.: Generator Parameter Identification using Evolutionary Programming. 

Int. J. Electr. Power Energy Syst. 17, 417–423 (1995) 
6. Goldberg, D.E.: Genetic Algorithms in Search, Optimization and Machine Learning. Addi-

son-Wesley Longman Publishing Co., Boston (1989) 
7. Wu, Q.H., Ma, J.T.: Genetic Search for Optimal Reactive Power Dispatch of Power Sys-

tems. In: 1994 Int. Conf. Control, pp. 717–722. IEEE Press, New York (1994) 
8. Power System Optimal Reactive Power Dispatch using Evolutionary Programming. IEEE 

Trans. Power Syst. 10, 1243–1249 (1995) 
9. Linkens, D.A., Nyongesa, H.O.: Genetic Algorithms for Fuzzy Control. IEE Proceedings-

Control Theory and Applicat. 142, 161–176 (1995) 
10. Yin, X., Germang, N.: Investigations on Solving the Load Flow Problem by Genetic Algo-

rithms. Electrical Power Syst. Res. 22, 151–163 (1991) 
11. Ju, P., Handschin, E., Karlsson, D.: Nonlinear Dynamic Load Modeling: Model and Pa-

rameter Estimation. IEEE Trans. Power Syst. 11, 1689–1697 (1996) 
12. IEEE Task Force on Load Representation for Dynamic Performance: Load Representation 

for Dynamic Performance Analysis. IEEE Trans. Power Syst. 8, 472–482 (1993) 
13. IEEE Task Force on Load Representation for Dynamic Performance: Standard Load Mod-

els for Power Flow and Dynamic Performance Simulation. IEEE Trans. Power Syst. 10, 
1302–1313 (1995) 

14. Chang, A., Adibi, M.M.: Power System Dynamic Equivalents. IEEE Trans. Power App. 
Syst. PAS-89, 1737–1744 (1970) 

15. Wang, L., Klein, M., Yirga, S., Kundur, P.: Dynamic Reduction of Large Power Systems 
for Stability Studies. IEEE Trans. Power Syst. 12, 889–895 (1997) 

16. Cao, Y.J., Wu, Q.H.: A Cellular Automata Based Genetic Algorithm and its Application in 
Mechanical Design Optimization. In: 1998 Int. Conf. On Control, pp. 1593–1598. IEE, 
London (1998) 

17. CEPRI, PSASP6.24 User Manual (2003) 



W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 1189–1196, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Optimal Preventive Maintenance Inspection Period on 
 Reliability Improvement with Bayesian Network  

and Hazard Function in Gantry Crane 

Gyeondong Baek1, Kangkil Kim2, and Sungshin Kim1 

1 School of Electrical Engineering, Pusan National University, 627706 Busan, Korea 
{gdbaek,sskim}@pusan.ac.kr 

2 Equipment & Maintenance, Hajin Transportation Co., LTD, Pohang, Korea 
kangkkim@hanjin.co.kr 

Abstract. In this study, using Bayesian network about degradation model ap-
plied practically in gantry crane, the optimal preventive maintenance inspection 
period is suggested to improve the reliability of the parts. Central to this paper 
are two ideas. Bayesian network serves to indicate causal relation of the degra-
dation units, and degradation of each unit is defined hazard function. Experi-
mental results are presented to prove that the increase in degradation rate is due 
to the relation of parts. Proposed analysis method provides a stepping stone for 
developing basic technique for designing scheduled maintenance under uncer-
tainly failure information. 

Keywords: Bayesian network, Hazard function, Failure rate, Maintenance, 
Degradation model, Gantry crane. 

1   Introduction 

The gantry cranes occupy a crucial role within container terminal. A container termi-
nal is a facility where containers are transshipped between different ships or yard 
tractors. And the gantry cranes, like the one shown in Fig. 1, are types of crane which 
lift objects by a hoist which is fitted in a trolley and move out along the rails to place 
the containers on the ship. As of present, marine transport accounted for 75 percent of 
total trade volume in the world. So the concern with automated container terminal 
design technology has been growing. Automated container terminal is an efficient 
operating system supported by cutting-edge technology. But in repair policy perspec-
tive, complex system has much cost to verify and test the unit [1-2]. For this reason, 
improving the maintenance effectiveness of crane can be extremely valuable. 

Maintenance has always been important to the industry as it affects the perform-
ance. In general, maintenance is divided in corrective and predictive maintenance in 
ISO/SS 13306 standardization, predictive maintenance is further divided into time-
based maintenance and condition-based maintenance in Fig. 2. It is a necessary action 
to sustain the performance, reliability and safety of the unit. To describe process of 
degradation units, it has been proposed hazard function. The bathtub-shaped hazard 
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function is described in nearly standard reliability [3-6]. And to represent causal rela-
tionships of units, it has been proposed Bayesian network. Bayesian network can 
provide probabilistic method to deal with uncertainty. A. Bobbio provides a helpful 
summary of the analysis of dependable systems by mapping fault trees into Bayesian 
network [7]. 

The main objective of this paper is to investigate the probabilistic relationships 
among units of gantry crane. With regard to dependable system, preventive mainte-
nance inspection period relied on causal relation of the degradation units. The follow-
ing section provides a structure of gantry crane, and faults of unit. Section 3 presents 
fault mechanism based on experience, and Bayesian network for extracting knowl-
edge, and explains how hazard function is combined into each unit. Section 4 shows 
experimental result, and contains concluding remarks. Experimental data are used to 
compare with degradation time. 

 

Fig. 1. A gantry crane in the Hanjin Transportation Co., LTD 

Maintenance

Corrective
Maintenance

Predictive
Maintenance

Deferred Immediate Condition
based Time based

Scheduled ,
continous

or on request

Scheduled

After a detected fault Before a detected fault

 

Fig. 2. ISO/SS 13306 standardization of maintenance terminology 
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2   Structure of Gantry Crane System and Fault of Unit 

A gantry crane has many units. Their relations are portrayed in considerable detail, as 
shown in Fig. 3a. It is difficult that potential faults in gantry crane can be categorized. 
To find relation of faults easily, this paper will be limited to consideration of units, as 
shown in Fig. 3b. Trolley means a unit that travels on the bridge rails and carries the 
hoisting mechanism. Hoist means a system of power-driven drums, gears, cables, 
chains, or hydraulic cylinders capable of lifting and lowering a load. Spreader denotes 
a lifting device used to distribute forces. Twist lock is a function that locks between 
spreader and container using con-unit. 

(a)

(b)
 

Fig. 3. Structure of a gantry crane: (a) units of general gantry crane system, (b) units related on 
hosting operation 
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The principal maintenance is concerned with hoist wire rope, and hoist motor. 
Maintenance inspection period of each unit is 1,800 hours, and 25,000 hours based on 
manufacturer. Since there are internal disturbances in the field, the causal relation 
caused a failure within maintenance inspection period. A failure within period is 
shown in Table 1. So it stands to reason that there are faults within maintenance in-
spection period. 

Fault cases in Fig. 4 were divided into two groups: corrective maintenance and 
preventive maintenance. Causal relation in Fig. 5 is concerned with units of preven-
tive maintenance. Among them are the following: hoist wire rope is influenced by 4 
units, and hoist motor is influenced by 4 units. 

Motor Insulation Fault Wire Rope Fault

Boom Wire FaultHoist Cable Fault Electric Unit Fault

Units of Preventive Maintenance

 

Fig. 4. Two fault cases: corrective maintenance and preventive maintenance 

(G)
Hoist Motor

(I)
Trim/List/Skew
& Electric Parts

(F)
Blower Fan

(A)
Hoist Wire 

Sheave

(H)
Load Sensor

(D)
Hoist Wire 

Rope

(C)
T/L/S Cylinder

(E)
Spreader Con

(B)
Lubricating Oil

 

Fig. 5. Causal Modeling of faults in gantry crane 
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Table 1. Replacement day and used time of hoist wire rope on gantry crane 

 Replacement 
Types 1 2 3 4 5 6 7 8 

G/C101 98.8.8 99.3.8 99.11.8 00.12.8 01.11.23 02.11.25 03.10.1 
04.7.2

6 
Used (h) 1700 1145 1316 1865 1794 1653 1825 1781 

G/C103 98.8.15 99.2.20 99.10.22 00.10.20 01.11.3 02.8.26 03.5.13 
04.1.1

8 

Used (h) 2000 1088 1376 1822 1867 1878 1891 1592 

3   Combined Bayesian Network and Hazard Function 

A Bayesian network is popular representation for uncertain expert knowledge in ex-
pert systems [8-9]. Bayesian networks learn about causal relationships. Knowledge of 
causal relationships allows us to make predictions. This section is devoted to the de-
tailed method of degradation model for optimal preventive maintenance inspection 
period as shown in Fig. 6. The maintenance Bayesian network consists of two parts: 
prior probability and likelihood probability. Define the prior probability of degrada-
tion by 

( ) ( )1 H tF t e−= −  (1)

Where ( )F t  is the cumulative distribution function of time to failure, and ( )H t  is the 

cumulative hazard function. This probability is defined according to: 

( ) ( )
1 2

1 21 1 1 ,      0
t t

F t e e t

β β

η ηλ λ
⎛ ⎞ ⎛ ⎞− −⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

⎛ ⎞ ⎛ ⎞
⎜ ⎟ ⎜ ⎟= − + − − >
⎜ ⎟ ⎜ ⎟
⎝ ⎠ ⎝ ⎠

 (2)

Where 1β , 2β  are weibull shape parameter, 1η , 2η  is scale parameter, and λ is mixing 

parameter. Scale parameter is used to time of early failure and wear-out failure. For 
example, T/L/S electric unit has 48 hours in early failure, and 300 hours in wear-out 
failure as shown in Fig. 7. The parameters of hazard function are defined in Table 2. 

Table 2. Hazard function parameters to describe self-degradation. (the effect of B neglecting). 

 
1β  2β  1η (h) 2η (h) λ  

A 5 5 48 3000 0.01 
C 5 5 48 600 0.05 
D 5 5 48 1800 0.01 
E 5 5 48 35000 0.001 
F 5 5 48 3000 0.01 
G 5 5 48 25000 0.001 
H 5 5 48 1000 0.01 
I 5 5 48 300 0.05 
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To calculate ( )bayesF t , Table 3.a and Table 3.b show the likelihood tables of the 

relevant evidence based on operator`s experience. ( )bayesF D , probability of hoist wire 

rope, is determined according to: 

( ) ( )
, , , , , ,

, , , , , , ,bayes D A C E F G H I
F D F A C D E F G H I− =∑  (3)

Then, 

( ) ( ) ( )
( ) ( )
( ) ( ) ( )
( ) ( ) ( )

Pr

                   Pr

                   Pr |

                   1 Pr |

    

estimated D D bayes D

D bayes D D bayes D

D bayes D D bayes D bayes D

D D bayes D bayes D

F t F t F t

F t F t F F

F t F t F F F t

F t F F F t

− −

− −

− − −

− −

⎡ ⎤= ⎣ ⎦
⎡ ⎤= + − ⎣ ⎦
⎡ ⎤= + − ⎣ ⎦

⎡ ⎤= + − ⎣ ⎦

∪

∩

                =ρ

 (4)

Where ( ) ( )11 Pr | 1 DF t
D bayes DF F e θ−

−⎡ ⎤− = −⎣ ⎦  mean that the effect of internal disturbance is 

smaller until wear-out failure. So estimated using time of is determined according to: 

( )1
estimated DF tρ−

−=  (5)

Therefore, degradation time DT  is as follows: 

D estimated D used DT t t− −= −  (6)

F t
bayesF t

1
_estimated timeF t

*
bayesF P F t F t

bayesF t

bayesF t F t

 

Fig. 6. Proposed degradation model to optimize preventive maintenance inspection period 
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Fig. 7. T/L/S electric unit of gantry crane which has early failure and wear-out failure 

Table 3. Effect of three units to hoist wire rope. (the effect of B neglecting). 

Hoist wire sheave T/L/S cylinder Spreader con Hoist wire rope 
T 0.1 T 
F 0.6 
T 0.34 

T 
F 

F 0.7 
T 0.6 

T 
F 0.8 
T 0.7 

F 
F 

F 0.9 

Table 4. Effect of four units to hoist motor 

Hoist wire rope Blower fan Load sensor T/L/S elec. unit Hoist motor 
T 0.1 T 
F 0.3 
T 0.6 

T 
F 

F 0.7 
T 0.6 

T 
F 0.7 
T 0.7 

T 

F 
F 

F 0.8 
T 0.35 

T 
F 0.65 
T 0.75 

T 
F 

F 0.65 
T 0.75 

T 
F 0.75 
T 0.85 

F 

F 
F 

F 0.9 
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4   Experimental Result and Conclusion 

In our experiments, bayes DF −  means internal disturbances of gantry crane. When inter-

nal disturbance is increased, estimated time is also increased as shown in Table 5. 
Bayesian network and bathtub-shaped hazard function are used to derive degradation 
time of equipment. Although available data is insufficient, analysis about system 
degradation is available by experience of operator and fault information from port. 
And proposed method will be available foundation technology to establish plan for 
preventive maintenance. 

Table 5. Result of degradation time on hoist wire rope 

Hoist wire rope 
Used time (h) 

( )bayes DF t−  Estimated time (h) 
(min, max) 

Degradation (h) 
(min, max) 

400 [0.1, 0.9] (663, 1018) (263, 618) 

800 [0.1, 0.9] (909, 1257) (109, 457) 

1200 [0.1, 0.9] (1300, 1789) (100, 589) 
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Abstract. Wastewater treatment is a nonlinear, time-varing and time- delay 
process. It is difficult to establish exact mathematic model. A novel radial basis 
function (RBF) neural network model based on immune algorithm (IA) is 
presented in this paper. It combines the merits of IA and neural network. The IA is 
used to determine the hidden layer clustering centers of RBF neural network. The 
wastewater treatment process is established with the novel RBF neural network. 
Simulation results prove that the method has the advantages of less computation 
and higher precision. 

1   Introduction 

Wastewater treatment is a complex and nonlinear biological reaction process. Exact 
mathematic model includes many biochemical reactions. Because it is difficult to 
obtain reliable kinetic parameters, the predicting of wastewater treatment is not exact. 

The emergence of intelligent algorithms makes it possible to establish complex sys-
tem models [1,2]. Andrea [3] applied BP neural network to establish model of waste-
water treatment process. Yu [4] adopted adaptive fuzzy neural network to establish 
activated sludge treatment process model, achieving satisfactory results. Wan [5] 
combined artificial neural network and genetic algorithm (GA) to predicting of efflu-
ent water quality. 

However, due to BP neural network use of steepest descent method to search for 
the optimal solution, it can not guarantee that the error function converge to the global 
optimum. Adaptive fuzzy neural network inevitably exists structure identifying prob-
lems. Neural network has some shortcomings such as the longer training time and the 
random choice structure of network. GA can not guarantee that the training of the 
network will not be local minimum region. 

The IA is inspired by the human immune system which is a remarkable natural de-
fense mechanism that learns about foreign substances [6]. It is one of the evolutionary 
algorithms that imitate the immune system to solve the optimization problem. Al-
though IA is very similar to GA, there are essential differences owing to the memory 
education system and production system for various antibodies. IA is widely applied 
in pattern recognition and data clustering [7]. 
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This paper combines the merits of IA and RBF neural network. The IA is used to 
determine the hidden layer clustering centers of RBF neural network. The novel RBF 
neural network model is used to predicting of effluent water quality. 

2   Wastewater Treatment Process 

A general overview of wastewater treatment process is shown in Fig.1 .Sewage is 
collected by local pumping stations to the plant. Influent firstly passes through an-
aerobic tank and anoxic tank in which nitrate is reduced to nitrogen and organic car-
bon is consumed. In the aeration tank, further consumption of organic carbon occurs, 
and ammonia is converted to nitrate. The secondary tank returns a concentrated 
stream of activated sludge to the anaerobic tank while passing clarified effluent 
through the filter to the disinfection tank for inactivation of harmful microorganisms. 

 

Fig. 1. Schematic diagram of wastewater treatment process 

3   Algorithm Analysis 

3.1   RBF Neural Network 

RBF neural network structure includes input layer, hidden layer and output layer 
[8]. The input 

1 2[ , , , ]NX x x x= ⋅⋅⋅  (1)

1 2[ , , ]T
i i i iPx x x x=  (2)

The output 

1 2[ , , , ]OY y y y= ⋅⋅⋅  (3)

1

, 1,2, ,
m

T
i i ij i

j

y W G w g i O
=

= = = ⋅⋅⋅∑  (4)
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1 2[ , , , ] , 1,2, ,T
i i i imW w w w i O= ⋅⋅⋅ = ⋅⋅⋅  (5)

1 2[ , , , ]T
mG g g g= ⋅⋅⋅  (6)

Where G is radial basis function. 

2

2

, 1, 2, ,

j

j

x c

j

j j
j

x c
g e j m

σψ
σ

−
−−

= = = ⋅⋅⋅  (7)

Where jc is the center of basis function, and jσ  is the width of radial basis function 

around center. 

3.2   RBF Network Based on IA 

Definition 1: Affinity 
The affinity represents the matching level between the antigen Ag and the antibody 

Ab . The affinity can be computed through 

1

1
a

Ab Ag
=

+ −
 (8)

Definition 2: Similarity 
The similarity represents the matching level between the antibody iAb  and the anti-

body jAb . The similarity can be computed through 

1

1 i j

s
Ab Ab

=
+ −

 (9)

The IA is used to determine the hidden layer clustering centers of RBF neural net-
work. The steps of RBF network based on IA can be described as follows: 

Step1: Initialize hidden layer centers. N random data are generated as hidden layer 
centers cluster C . Antibodies correspond to C . 

Step2: Antigens correspond to ix .Each input ix is operated as follows: 

Step2.1: Calculate the affinity values of C with ix . A better antibody 

has a higher affinity with the antigen. 
Step2.2: Select the highest affinity antibody, and reproduce 1N  copies as 

cluster K . Then mutate K  as cluster 1K . 

Step2.3: Calculate the affinity values of 1K  with ix .Select 2N  higher af-

finity antibodies as cluster 2K , then eliminate the antibodies which affin-

ity is lower than threshold as new cluster 3K . 
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Step2.4: Clone restrain. In order to boost up the multiplicity, eliminate the 

antibodies which similarity is larger than threshold as new cluster 4K . 

     Step2.5: Combine 4K  which is produced by ix  as new cluster 1C . 

Step3: Clone restrain 1C . Eliminate the antibodies which similarity is larger than 

threshold as new cluster 2C . 

Step4: Stop and go to Step5 if the stopping criterion is satisfied, otherwise add ran-
dom antibodies to 2C  and return to Step2; 

Step5: 2C  are the hidden layer centers, then establish RBF network. 

4   Simulation and Analysis 

Effluent water quality is the most important criterion of wastewater treatment effect. 
Effluent water quality is affected by a number of factors. Effluent NH3 is choosed as 
the output of RBF network. Through in-depth researching the removal mechanism of 
nitrogen and phosphorus of wastewater, dissolution oxygen (DO), PH, chemical oxy-
gen demand (COD), total phosphorus (TP) and influent NH3 are choosed as the input 
of RBF network. 

The simulation was implemented with MATLAB version 6.5 and its nnet toolbox. 
Simulation data came from the Guangzhou Lijiao sewage treatment plant. As waste-
water biological reaction process is slow, the data will not vary much in a short time. 
The data sampling period is 10 minutes. The simulation results presented in Fig. 2 and 
Fig. 3 illustrate that the RBF network based on IA performs quite well for the predic-
tion of effluent NH3. The prediction precision of RBF network based on IA is higher 
than RBF network. Fig. 4 and Fig. 5 show the convergence of RBF and RBF based on 
IA training. The training process is activated to a performance target of 0.005. RBF 
network training epoch is 65, while RBF network based on IA is 33. The RBF net-
work based on IA has a faster speed of training. 
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Fig. 2. RBF network prediction for NH3 Fig. 3. RBF based on IA prediction for NH3 
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Fig. 4. Convergence of RBF training Fig. 5. Convergence of RBF based on IA training 

5   Conclusions 

Traditional algorithms to predicting of the wastewater treatment process have 
many defects. The simulation illustrates that RBF neural network based on IA is 
effective. The method has the advantages of less computation and higher preci-
sion. Certainly, choosing different parameters will affect the result of this algo-
rithm, and how to realize adaptive selection of the parameters is a question which 
worth further study. 
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Abstract. Efficient emergency response for disasters needs systematic response 
preparedness and plan. Distributed computer simulation and practice drilling 
can help to perfect the emergency response plan and train the participants. In 
this paper, a distributed simulation and practice framework which realizes ex-
tending HLA/RTI to Internet based on Grid service is proposed. The framework 
aims to the advantage of Grid technology as well as the reusability and interop-
erability of simulation modules. The results of experiments of the prototype in-
dicate the feasibility of the framework, which provide a platform for emergency 
response drilling distributed simulation over Internet. At the end of paper, the 
future development plan has been discussed. 

Keywords: Emergency response, Simulation and practice, Grid service, HLA, 
WS-Notification. 

1   Introduction 

Disasters such as floods, earthquakes, and outbreak of epidemics pose a greater risk to 
populations [1,2]. Efficient emergency response for both natural and man-made disas-
ters can reduce the damage and casualties. Thus, it is important for emergency plan-
ners to take a broad approach to disaster preparedness and plan for the consequences 
from disasters [4,5]. However, the emergency response plan is typically composed by 
the idea of diverse stakeholders and subject matter experts and it should be evaluated 
and revised through practical drilling repeatedly to be optimized. Computer modeling 
and simulation can help to train response participation people and ensure that the 
planning and evaluation process is systematic, logical, and complete in a low cost, 
risk-free setting.  

Disaster preparedness planning operates in a convoluted, confused, and fragmented 
environment. It involves a variety of governmental and no-governmental agencies, 
including decision-making body, fire, emergency medical services, hospitals, police, 
and public health, with overlapping jurisdictions and competing agendas and interests 
[3,4,5]. These agencies, which involved in simulations of Disasters response, are 
commonly geographically distributed and subjected to different organizations. Since 
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their private computer networks need not exchange large data, special net lines are 
seldom constructed. Therefore the public Internet is the appropriate way if they are 
managed to interconnect to set up a distributed computer simulation. 

Currently in most research projects of disaster emergency response simulation & 
practice, for convenient intercommunication between simulation model components 
of diverse agencies, they are centralized in a simulation center. However, since simu-
lation drilling of disaster emergency response often need to access local data of the 
agencies and refers human-computer interaction, it’s impracticable to run a simulation 
in a simulation center and inconvenient to assemble all related staff of multi-agencies 
every time when to organize a simulation drilling. 

The High Level Architecture (HLA) is an IEEE standard for simulation and model-
ing and provides application developers with a powerful framework for distributed 
simulation reuse and interoperability. However its design was not intended to support 
software applications that need to integrate instruments, displays, computational and 
information resources managed by diverse organizations [6]. In order to run a distrib-
uted simulation over the Wide-Area-Network (WAN) using the IEEE HLA/RTI di-
rectly, special arrangements have to be made beforehand to ensure the availabilities of 
the required hardware and software. Such arrangements are typically made with a 
centralized control or simply within an organization, because inter-organizational 
sharing of resources involves issues such as security [7].  

The advent of computing Grid technology enables the use of distributed computing 
resources and facilitates the secure access of geographically distributed data. It pro-
vides an unrivalled opportunity for facilitating the large-scale distributed simulation. 

The Open Grid Services Architecture (OGSA), developed by The Global Grid Fo-
rum, aims to define a common, standard, and open architecture for grid-based applica-
tions. Web services provide an approach to distributed computing with application 
resources provided over networks using standard technologies. It is based on a de-
fined set of technologies, supported by open industry standards, that work together to 
facilitate interoperability among heterogeneous systems. Web Services Resource 
Framework (WSRF), a specification developed by OASIS, extends Web services to 
stateful services, which OGSA requires. 

WS-Notification is a family of related specifications (including WS-BaseNotification, 
WS-BrokeredNotification, and WS-Topics) that define a standard Web services approach 
to notification using a topic-based publish/subscribe pattern and it had been approved to 
be OASIS standard in 2006. WS-BaseNotification defines the Web services interfaces for 
NotificationProducers and NotificationConsumers. WS-Topics define a mechanism to 
organize and categorize items of interest for subscription known as "topics." WS-
BrokeredNotification defines the Web services interface for the NotificationBroker. The 
Globus Toolkit 4.0 (GT4) is a software toolkit developed by The Globus Alliance. It is an 
implementation of OGSA and a sort of de facto standard for the Grid community.  
GT4 currently implements part of WS-Notification including effective topic-based notifi-
cation [8]. 

In recent years, some remarkable research work focus on combining Grid Technol-
ogy and HLA for simulations to take advantages of both. Katarzyna Zajac, etc. gave 
the idea of a three-level approach to building the Grid services for HLA-based appli-
cations. They also care about supporting execution of HLA distributed interactive 
simulations in a Grid environment and federate migration [6,9]. 
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Stephen J. Turner etc. propose a distributed simulation framework, called HLA 
Grid. The framework uses a Federate-Proxy-RTI architecture, which allows resources 
on the Grid to be utilized on demand by using Grid services. In HLA Grid, RTI ser-
vices are exposed as Grid services and federates’ RTI Ambassador call is translated to 
remote Grid service invocations. Correspondingly, federates’ Federate Ambassador 
callback is also exposed as Grid services to be invoked by the RTI side [8]. Grid ser-
vice invocation communicates via Simple Object Access Protocol (SOAP), which 
commonly bases on HTTP. So translating the Federates-RTI communication to Grid 
services invocations provides the feasibility that Federates-RTI communicates across 
the public WAN environment. 

In this paper, in order to execute distributed simulations of emergency response 
plan over the Internet, we propose a distributed simulation framework which realizes 
extending HLA/RTI to Internet based on Grid services. In the proposed framework, 
it’s maintained that RTI Ambassador call is encapsulated within Grid service, while a 
multithreading Grid service is designed. Federates’ Federate Ambassador callback is 
implemented with WS-Notification. Thus simulation federates need not to be exposed 
as Grid service that lighten the development and running complexity of the system. 
Since the distributed applications run on Internet environment, the security problem is 
also considered in the framework. The implemented system provides a flexible and 
extensible environment, which can be used to set up the distributed simulation drilling 
of the emergency response planning over Internet. 

The rest of this paper is organized as follows. In Section 2, the overall architecture 
of the proposed simulation framework is described. In Section 3, a distributed simula-
tion environment is constructed using the design of Section 2. In Section 4, based on 
the environment, simulation example applications are executed to verify the environ-
ment and system, while conclusions and future works reside in Section 5. 

2   Distributed Simulation System Design 

2.1   Framework Overview  

The basic components of simulation framework are showed in figure 1. The system is 
composed of two essential parts: RTI service side and simulation federates side. 

In RTI service side, RTI execution has a corresponding Grid service. The Grid ser-
vice may be in the same LAN environment with the RTI and communicate with RTI 
via common LRC (Local RTI Component). Grid service also provides services to be 
invoked by the remote simulation federate. The Grid service keeps multiple threads 
that correspond to simulation federate one by one. Each thread contains an instance of 
LRC, through which to interact with RTI.  

The practical simulation application may involve series of simulation federates. 
Each simulation federate contains simulation code and a fake LRC component. The 
fake LRC component provides standard IEEE HLA interface to above simulation 
code. It invokes remote Grid service and   accepts the notifications from the grid ser-
vice to interact with RTI. 

Communication authentication and encryption communication between  
Federate/Client side and RTI services side ensures secure conversation. 
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Fig. 1. Architecture of simulation based on Grid service 

The system also contains an Index service. Index service provides registry service 
for Grid service and maintains information of RTI and the corresponding Grid service 
to be query by the fake LRC in federate side. 

2.2   RTI-Federate Interaction Procedure 

WS-Notification is used to realize Federate Ambassador callback, while RTI Ambas-
sador call remains to be transferred to Grid services invocation. The Interaction pro-
cedure between federates and RTI is showed as Figure 2. 

It’s assumed that the Grid service invocations are on secure communication and 
both sides have been authenticated before. 

When federate code calls RTIAmbassador interface function, the local fake LRC 
will encode the parameters to Grid service invocation format and then invoke remote 
Grid service. Grid service in RTI service side will decode the parameters back to 
RTIAmbassador call format and call the local common LRC, which corresponds with 
the federate, to realize interaction. The call return process is similar and converse. As 
showed in Figure 2, RTIAmbassador call procedure takes mode of synchronization, in 
order to not disturb the internal Time Management of RTI. 

To realize FederateAmbassador callback, Grid service in initialization will firstly 
publish WS-topics and fake LRC in federate side will subscribe the WS-topics before 
joining the simulation federation. When LRC in Grid service receives FederateAm-
bassador callback, Grid service will encode the parameters to notification format and 
notify the corresponding federate. Whenever fake LRC in federate side receives the 



 HLA-Based Emergency Response Plan Simulation and Practice over Internet 1207 

notification, it decodes the parameters and calls the federate’s corresponding Feder-
ateAmbassador function. In FederateAmbassador callback procedure, federates are 
running in asynchronous mode. When receiving notification, federates will be inter-
rupted to handle it. 

 

Fig. 2. Interaction procedure between federates and RTI 

Simulation Federate

Client (Fake LRC)

Participating Simulation 
A

Simulatio
n Control 
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Fig. 3. Simulation application procedure 
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2.3   Practical Application Procedure 

The practical procedure of running a emergency response simulation over Internet is 
showed in Figure 3. The application system contains three kinds of participators: the 
Computer Simulation Center (CSC), the Emergency Response Simulation Control 
Center (ERSCC) and the Participating Simulation Agency (PSA). Index service, Grid 
service and RTI can be deployed in CSC. ERSCC is responsible for the simulation 
coordination control and does not join the simulation. In each PSA, simulation model 
of itself runs locally. PSA communicates with CSC via Internet. 

When CSC and PSAs receive the command of joining a simulation drilling prac-
tice, they will deploy and initialize the related components. ① During initialization, 
Grid service registers the information of corresponding RTI and itself in the Index 
Service, and publishes the WS-Topics. After initialization, CSC makes response to 
ERSCC. ERSCC then informs PSAs. ② During the initialization of Fake LRC com-
ponent in PSA, it will inquire about appropriate RTI and corresponding Grid Service 
at Index Service before Grid Service invocation. ③ When Fake LRC firstly receives 
RTIAmbassador call from simulation code, it will invoke the corresponding Grid 
Service. Grid Service then begins a new threading, which keeps an instance of LRC. 
Once the federate joins the Federation, Fake LRC will subscribe the corresponding 
WS-Topics. Though the communication procedures showed as Figure 2, federates 
interact with RTI and enter simulation cycle. ④ At the end of simulation, federate 
calls the LRC in Grid Service to resign and destroy simulation federation. And the 
corresponding threading will be stopped.  

3   Prototype Implementation 

Based on above framework, a simplified simulation environment prototype for feasi-
bility issues has been implemented. It’s developed in Java. The Grid middleware runs 
the GT4, and DMSO RTI NG 1.3V6 is used. 

At federates side, to realize the Fake LRC, the class hla.rti1_3V6.RTIambassador 
is rewritten and recompiled. In detail, the interface of the class methods is maintained, 
but the material realization content is rewritten. In constructor function, it mainly 
contains the Grid Service invocation initialization and WS-topics subscription. The 
other methods transfer RTIAmbassador call to Grid Service invocation. In addition, 
the class provides a callback for WS-Notifications. The callback interrupts the feder-
ate to handle corresponding FederateAmbassador callback. 

A Grid Service named RTI_Service is developed based GT4. RTI_Service provides 
interface for service invocations in Fake LRC. The methods implementations mainly 
transfer Grid Service invocation to RTIAmbassador call. In order to handle Feder-
atAmbassador callback, it takes charge of WS-Topics publish and notification. De-
signed as a multithread Architecture, it also manages the multiple instances of LRC. 

Index Service is reduced. Fake LRC addresses RTI_Service directly. 

4   Experiments and Results 

In order to demonstrate the feasibility and evaluate system quality, two experimental 
tests are executed based on the prototype platform. 
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Fig. 4. Experiment hardware configuration 

 
As showed in Fig4, the testing is done using the computational resource at Systems 

Engineering Institute (SEI) of Huazhong University of Science & Technology 
(HUST) in Wuhan China and other two workstations. Machines S1, S2 and P1 in SEI 
are inter-connected using Ethernet. The workstations P2, P3 connect with SEI via the 
public WAN of campus network of HUST and have an interval of 6 hops to SEI. 
Individual machines’ specifications are shown in Table1. 

Table 1. Specification of machines for experiments 

 S1, S2 P1 P2, P3 
Hardware IBM(886MB256MB×2) PentiumⅣ

2.0GHz256MB 
PentiumⅣ

2.0GHz512MB 
OS FedoraTM Core2 FedoraTM Core2 FedoraTM Core2 

In experiment 1, there are three components: RTI, RTI_Service and Federate1. RTI 
and RTI_Service are executed in SEI on machines S1, S2. Federate1 is executed on 
P2 and connects with RTI through Fake LRC-RTI_Service. Federate1 runs the Hello-
Java demo program successfully. 

Comparison experiments are done to analyze time-delay brought by the system 
structure. Federate1 is executed on P1 in the same LAN with RTI. The simulation 
time consumptions are recorded while federate interacts with RTI through either 
common LRC or Fake LRC-RTI_Service. In each step of the simulation loop of Hel-
loJava program, there mainly are an updateAttributeValues, a timeAdanceRequest 
RTIAmbassador call and a timeAdvanceGrant FederateAmbassador callback. 50 steps 
of simulation loop are selected.  

The experimental result data are showed in Table 2. The data of LAN network 
show that each step of simulation loop based on our prototype consumes more time of 
420ms. That is mainly due to network transmission delay and encoding/decoding of 
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parameters cost. In Grid Service invocation, formed into XML and transported though 
SOAP, the communicated data is greatly increased. When it comes to campus public 
WAN, the time-delay is more remarkable because of network bandwidth limit. 

Table 2. Data of time-consumption 

Communication  
network 

LAN Public WAN 

Interactive mode LRC Fake LRC-
RTI_Service 

Fake LRC-
RTI_Service 

Time-consumption 
(50steps) 

610ms 21700ms 158000ms 

In experiment 2, based on the prototype platform, a simplified emergency response 
scenario is simulated. Showed as Figure 5, the simulation federation contains three 
federates: Federate1 models the emergency decision command center actions,  
Federate2 models a medical institution, which include two departments: a hospital 
and medical transport service, and Federate3 models a drugs manufacturing enter-
prise. The emergency decision command center is responsible for connecting the 
potential productivity data and making the response plan. 

The interactive data between federates is little. Firstly, the decision command center 
gets a call that several casualties of high severity at certain location is waiting for help. 
Through man-computer interaction in the center, it is determined how to service the 
casualty including dispatching an ambulance to the casualty using a specific selected 
route and then on to the hospital. Then the command information is sent to medical fed-
erate. When the hospital urgently needs some drugs, it requests the command center. The 
command center analyzes the demand information and sends the order to drugs manufac-
turing enterprise. When the hospital gets the drugs, the simulation drilling is over.  

That experiment that simulating a simplified emergency response drilling further 
verifies the feasibility of the framework. 

 

Fig. 5. A simple emergency response scenario simulation 
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5   Conclusion and Future Work 

In this paper, we purpose a distributed simulation framework, which realizes extending 
HLA to Internet environment based on Grid service. It provides a platform for disaster 
emergency response drilling distributed simulation over Internet. The framework takes the 
advantage of the security management of Grid to run distributed simulations that span 
several organizations over Internet and provides standard HLA interface for simulation 
federate components, considering reusability. WS-Notification is used to implement Fed-
erateAmbassador callback. Thus local federates need only get the Fake LRC component to 
connect with remote RTI, which provides flexibility and practicability to end-users.  

The experiments of prototype indicate the feasibility of providing platform for the 
distributed simulation of the disaster emergency response drilling over Internet. How-
ever, since a Grid service is imported between the federate and RTI, additional time-
consumption is incurred. That will be remarkable especially in Internet environment. 

The presented work is a first step approach yet. Much work remains to be done to 
perfect the prototype system to fulfill the overall framework, such as adding security 
to Grid service and development of Index service. 

Reducing the time-consumption of communication between Federate/RTI in the 
system need to be further researched to meet the real time requirement of some dis-
tributed simulation applications. The future work also includes fault-tolerance, con-
sidering robustness of the system. 

Acknowledgments. Great thanks for the support from National Natural Science 
Foundation of China (NSFC, Grant 60773188) and China Postdoctoral Science Foun-
dation (CPSF Grant 20080430961). 

References 

1. Pan American Health Organization: Natural Disasters: Protecting the Public’s Health. 
Washington, DC (2000) 

2. Levy, B.S., Sidel, V.W.: Terrorism and Public Health. Oxford University Press, Oxford 
(2003) 

3. Making the nation safer: The role of technology and science in countering terrorism, 
http://www.nap.edu/catalog/10415 

4. Emergency Responders: Drastically Underfunded, Dangerously Unprepared,  
http://www.cfr.org/pdf/Responders_TF.pdf  

5. Nash, D.B.: Being Ready for an insidious Threat. Managed Care 12(1) (2003) 
6. Zaja, K., Tirado-Ramos, C.A., Zhao, Z., Sloot, P.: Grid Services for HLA-based Distributed 

Simulation Frameworks. In: 1st European AcrossGrids Conference, pp. 147–154. Springer, 
Heidelberg (2003) 

7. Xie, Y., Teo, Y.M., Cai, W., Turner, S.J.: Service Provisioning for HLA-based Distributed 
Simulation on the Grid. In: Workshop on Principles of Advanced and Distributed Simula-
tion, pp. 282–291. IEEE Press, New York (2005) 

8. The Globus Toolkit 4 Programmer’s Tutorial (2006), http://gdp.globus.org/gt4-tutorial/  
9. Zajac, K., Bubak, M., Malawski, M., Sloot, P.M.A.: Towards a Grid Management System 

for HLA-based Interactive Simulations. In: 7th IEEE International Symposium on Distrib-
uted Simulation and Real Time Applications, Delft, Netherlands, pp. 4–11 (2003)  



W. Yu, H. He, and N. Zhang (Eds.): ISNN 2009, Part III, LNCS 5553, pp. 1212–1221, 2009. 
© Springer-Verlag Berlin Heidelberg 2009 

Dynamic Cooperation Mechanism in Supply Chain for 
Perishable Agricultural Products under One -to- Multi 

Lijuan Wang1, Xichao Sun1, and Feng Dang2 

1 Department of Computer, Henan Agricultural University,  
Zhengzhou 450002, China  
wsk@henau.edu.cn 

2 Department of Information Management of Zhengzhou University,  
Zhengzhou 450002, China 

Abstract. This paper is to study dynamic cooperation mechanism in a two-
stage perishable Agricultural products supply chain by applying grey system 
theory. The two-stage perishable agricultural products supply chain system is 
consist of a farmer and many companies. the grey game model is first set up by 
analyzing the characteristics of dynamic price. Then, the various factors of  
impacting a farmer and companies cooperation are analyzed. In doing so, the 
optimization equilibrium strategy and measure to maximize both sides profit 
under grey market price are discussed. The dynamic cooperation mechanism is 
designed to optimize the system. Finally, the reasonable and effective of dy-
namic cooperation mechanism are shown by an example. 

Keywords: Dynamic cooperation mechanism, Perishable products, Grey ma-
trix, Grey game, One -to-multi. 

1   Introduction 

Supply chain management has received considerable attention in the business-
management literature [1]. Coordination has been a major research issue in the study of 
supply chain management. The cooperation mechanism or cooperation contract is the 
main means which coordinates and constraints every one of supply chain to operate to 
make the whole supply chain performance is optimal[2-3].In the supply chain for per-
ishable agricultural products which is consist of Corporation & Farmer Mode, It is 
always to happen that the breaching of contract behavior in "Company & Farmer 
Household under present mechanism. This hinders seriously the development of Cor-
poration & Farmer Mode. How to deal with their cooperation is the main key to im-
prove the supply chain performance and to realize overall optimization. During recent 
years, the research of cooperation mechanism for Corporation & Farmer Mode under 
dynamic focuses on three central themes: (i) dynamic game[4], (ii) contract, the theory 
of principal and agent, (iii) technology analysis of feed-back dynamic complexity 
combined with the theory of principal and agent[5-13]. The above studies have provided 
tremendous help for SCM management. However, they did not research the coopera-
tion issue from dynamic characteristics under strong uncertain marker price.  
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Due to the impact of natural disaster, market, national macro policies, and the fu-
ture uncertain random fluctuation factors and so on, this made fresh agricultural prod-
ucts price very strong uncertain and the market price isn’t judged quite accurately 
beforehand. This situation results in that the profits of “Corporation & Farmer” ,the 
perform-contract and the game results between “Corporation & Farmer” in actual 
perishable agricultural products supply chain don’t judge quite accurately beforehand. 
According to the above problems existing, this paper applies the grey system theory 
to supply chain management (SCM) and focus on the aspect of price dynamic charac-
teristics of perishable agricultural products.  

The author has already made a series of studies in supply chain for perishable agri-
cultural products: the first dynamic cooperation cechanism has been discussed in grey 
price under one -to- one in 2007, then, the second one has been researched in grey 
demand under one -to- one in 2007, next, the dynamic cooperation cechanism in 
multi-stage trade under one -to- one has been studied in 2008, the dynamic coopera-
tion cechanism under multi -to-one has been discussed in 2008. Based on above the 
researches, in this paper, The author is try to study the dynamic cooperation cecha-
nism in supply chain for perishable agricultural products under one -to- multi. The 
grey matrix game model is esrablished, the key factors to influence the cooperation 
between a farmer and many companies are analyzed.the dynamic cooperative incen-
tive mechanism and measures to realize the united optimization of perishable products 
supply chain system are studies, and the dynamic cooperation mechanism to reach the 
performance of whole supply chain optimal is designed. 

2   Assumptions and Notations 

The market changes is assumed only two states: (i) the market price is higher than 
contract price ; (ii) the market price is lower than contract price. Owing to the impact 
of natural disaster, market, national macro policies, and the future uncertain random 
fluctuation factors and so on, the market price is very strong uncertain: when it is 
higher than contract price or lower, the market price still changes in a interval. The 
number which only know its about scope and don’t know it accurate value is a grey 
number[14-18]. So, the market price of perishable agricultural products is assumed a 
interval grey number. The profits of “a farmer household & many companies” under 
contract price are still grey numbers. The game between a farmer household & many 
companies are grey game. The supply chain which is consist of a farmer and each 
company j  is called channel j , In order to analyze the issue expediently, the follow-

ing assumptions and notations are used throughout this paper: (1) In each supply 
chain channel j , the two players are rational economic men; (2) The market price is 

mutual knowledge; (3) There is the same the contract price in each supply chain 
channel j ; (4) There is the same penalty for company of an item in each supply chain 

channel j ; (5) There is the same bonus given to farmer of an item in channel j .In 

addition, the notations is shown in table.1: 
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Table 1. Variables notations 

],[)( 1H1L1m PPP ∈⊗  market price higher than 

contract price  
jQ  the purchase quantity in channel j  

],[)( 21H2L2m PPP ∈⊗  market price lower 

than contract price 
jγ  the bonus given to farmer of an item 

in channel j  

fC  the cost of farmer )(1 ⊗fπ  the income of farmer under P  

in channel j  

cjC  the cost of company j  )(1 ⊗cπ  the income of company j  under 

P  

fF  the Penalty for farmer of an item )(2 ⊗fπ  the income of farmer under 

)(1m ⊗P  in channel j  

cF  the Penalty for company of an item )(2 ⊗cπ  the income of company under 

)(1m ⊗P  in channel j  

jG  the profit of company j  )(3 ⊗fπ  the income of farmer under 

)(2m ⊗P  in channel j  

P  the contract price  )(3 ⊗cπ  the income of company under 

)(2m ⊗P  in channel j  

jiβ  the competition influence coefficient 

between companies 

θ  the deterioration rate of perishable agri-
cultural products 

3   Grey Game Model and Analysis 

3.1   Grey Game Model 

The payment functions of company j and a farmer are their revenues .The income of 

farmer and company j  under each situation: 

(1) The revenues of farmer and company j  under the contract price  

][)(1 jjjfjjfjf QPQCPQPQCPQ γθθπ +−−−−∈⊗ ，  

)](),([)(1 cjjjjjcjjjc CPQGQCPQG +−++−∈⊗ γπ  

(2) The revenues of farmer and company j  under the market price which is higher 

than contract price 

,[)( 112 jfjLfjLf QFQPCQP −−−∈⊗ θπ
]11 jfjHfjH QFQPCQP −−− θ  
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∈⊗)(2cπ ],[ jfjf QFQF  

(3) The revenues of farmer and company j  under the market price which is lower 

than contract price 

)](),([)(3 jjijcjjijcf QQFQQF ββπ −−∈⊗  

)),()(([)( 23 jjiiccjjjijHjc QQFCQQPG ββπ −++−−∈⊗
))]()(( 2 jjiiccjjjijLj QQFCQQPG ββ −++−−  

The payment matrix of company j  and a farmer is a grey game matrix as figure 1. 

company �

farmer                performance                 breach of faith 

)(1� , )(1� )(3� , )(3�

)(2� , )(2� 0 ,         0 

Performance  

Breachoffaith 

 

Fig. 1. The grey game matrix 

The grey game matrix shows that when company j  and farmer breach of faith at 

the same time, their profits are both zero. So, there are only three types: 

(i) When the market price is the same as the contract price , the corporation and the 

farmer cooperate. There revenues are )(1 ⊗fπ , )(1 ⊗cπ separately.  

(ii) When the market price is higher than contract price, the farmer breaches of faith，
the farmer revenue is greater than the revenue when they cooperate, the company 

j  revenue decrease. Their revenues are  )(2 ⊗fπ , )(2 ⊗cπ  separately, 

)(2 ⊗fπ > )(1 ⊗fπ , )(2 ⊗cπ < )(1 ⊗cπ . 

(iii) When the market price is lower than contract price, the corporation breaches of 
faith，the company j  revenue is greater than the revenue when they cooperate, 

the farmer revenue decrease. Their revenues are  )(3 ⊗fπ , )(3 ⊗cπ  separately, 

)(3 ⊗cπ > )(1 ⊗cπ , )(3 ⊗fπ < )(1 ⊗fπ . 

From above discussing , if the game between the company j  and the farmer reach 

cooperation Nash equilibrium, the measures must be taken effectively to make their 
revenues are higher than these one under non-cooperation .That is 
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)(1 ⊗fπ ≥ )(2 ⊗fπ and )(1 ⊗fπ ≥ )(3 ⊗fπ ，

)(1 ⊗cπ ≥ )(2 ⊗cπ and )(1 ⊗cπ ≥ )(3 ⊗cπ . 

3.2   The Model Analysis 

Theorem 1. when the market price is higher than the contract price, If, 

jLf PPF γθ −−−> ))(1( 1 , 

))(1( 1 PP Hj −−< θγ , then, >⊗)(2fπ )(1 ⊗fπ . The game result is that the 

farmer breaches of faith, and this is independent the competition between companies.  

Proof. Let: ,[],[)( 11222 jfjLfjLf QFQPCQPba −−−=∈⊗ θπ  

]11 jfjHfjH QFQPCQP −−− θ
][],[)( 111 jjjfjjfjf QPQCPQPQCPQba γθθπ +−−−−=∈⊗ ，  

So,.we can get the Superiority Position Degree of the grey number )(2 ⊗fπ  relative 

to the grey number )(1 ⊗fπ . 
j1L1H

j1H

22

12

))(1(

]))(1[(

QPP

QPP

ab

bb
M j

S −−
−−−

=
−
−

=
θ

γθ
 , 

Since 0))(1( j1L1H >−− QPPθ , ))(1( 1 PP Hj −−< θγ ， 0>⇒ sM , ac-

cording to the grey system theory , the Inferior Position Degree of the grey number 

)(2 ⊗fπ  relative to the grey number )(1 ⊗fπ : 0=IM ， 0>+⇒ IS MM . 

Moreover , we can have that  0]))(1[( j1H12 >−−−=− QPPbb jγθ  , It is 

easy to get that 12 bb > .Similarly, we can get 

that 0]}))(1[({ 121 >−−−−=− jLfj PPFQab γθ , 21 ab >⇒ , therefore 

21 a>b  . That is 212 a>> bb .Hence, we can conclude that 

>⊗)(2fπ )(1 ⊗fπ by the the grey system theory. The proof is therefore complete. 

Theorem 2. When the market price is higher than the contract price, if 

))(1( 1 PP Hj −−≥ θγ , 

))(1( 1 PPF Hf −−< θ ,then, )()( 21 ⊗≥⊗ ff ππ . The game result is that a 

farmer cooperates with company j . and this is independent the competition between 

companies.  

Proof. The Superiority Position Degree of the grey number )(1 ⊗fπ  relative to the 

grey number )(2 ⊗fπ . 
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=
−
−

= , since, ))(1( 1 PP Hj −−≥ θγ ， 

0≥⇒ SM ,according to the grey system theory , the Inferior Position Degree of 

the grey number )(1 ⊗fπ  relative to the grey number )(2 ⊗fπ : 0=IM ，

0>+⇒ IS MM , Moreover, we can have that 

0]))(1([ j1H21 ≥−−−=− QPPbb j θγ ， 

It is easy to get that 21 bb ≥ , Similarly, j1H12 ]))(1[( QFPPab f−−−=− θ
，since, ))(1( 1 PPF Hf −−< θ ， 12 ab ≥⇒ ，therefore 121 abb ≥≥ , hence, 

)()( 21 ⊗>⊗⇒ ff ππ , The proof is complete. 

Theorem 3. When the market price is lower than the contract price, 

if  
11 22 L

ji
cH
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P
P
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P −

−
<<−

− ββ
, then, )()( 13 ⊗>⊗ cc ππ . The game 

result is that the companies breaches of faith. 

Proof. Let,  

)),()(([],[)( 2333 jjijccjjjijHjc QQFCQQPGba ββπ −++−−=∈⊗  

))]()(( 2 jjijccjjjijLj QQFCQQPG ββ −++−−  

)](),([],[)( 441 cjjjjjcjjjc CPQGQCPQGba +−++−=∈⊗ γπ  

so, we can get the superiority position degree of the grey number )(3 ⊗cπ  relative 

to the grey number )(1 ⊗cπ . 
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ji
cH

ji

P
P

FP
P −

−
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− ββ
, we can get that 0>sM , according to the 

grey system theory , the Inferior Position Degree of the grey number )(3 ⊗cπ  rela-

tive to the grey number )(1 ⊗cπ : 0=IM ， 0>+⇒ IS MM . 

Moreover , we can have that 

0)](1 )1([ j243 >−−−−=− QFPPbb jicLji ββ , 43 bb >⇒ .  

then, =− 34 ab 0)]}1([)1({ 2 >−−−− jjiHjic QPPF ββ ,  34 ab >⇒  

,so, 343 abb >>⇒  
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Thus, according to the grey system theory, we can easy obtain, 

)()( 13 ⊗>⊗ cc ππ ,The proof is complete. 

Theorem 4. If ))(1( 1 PP Hj −−≥ θγ ，

))(1( 1 PPF Hf −−< θ ,

ji

j
L

ji
cL

ji

P
P

FP
P

β
γ

ββ −
+−

−
≤≤−

− 111 22  

then, )()( 21 ⊗≥⊗ ff ππ ， )()( 31 ⊗≥⊗ ππ c , The game result is that a farner and 

the companies both cooperate. 

Proof. Based on above the discussing in theorem 2,  if ))(1( 1 PP Hj −−≥ θγ ，

and ))(1( 1 PPF Hf −−< θ  

Then )()( 21 ⊗≥⊗ ff ππ . The following proof is similar to theorem 3, since, 

L
ji

c P
P

F 21
−

−
≥

β
,so, we can easy get the superiority position degree of the grey 

number )(1 ⊗cπ  relative to the grey number )(3 ⊗cπ  

0
]} )1([)(1{ 2

44

34 ≥
−−−−

=
−
−

=
jj

jLjijic
S Q

QPPF

ab

bb
M

γ
ββ

, according to the 

grey system theory , the Inferior Position Degree of the grey number )(1 ⊗cπ  relative 

to the grey number )(3 ⊗cπ : 0=IM ，so, 0>+ IS MM . Moreover ,owing to 

0]} )1([)(1{ 234 ≥−−−−=− jLjijic QPPFbb ββ ， so, 34 bb ≥ , 

0)](1 )1([ j243 ≥−−+−−=− jjicLji QFPPab βγβ ， so, 43 ab ≥ ， we 

can easy get 434 abb ≥≥  ，based on the grey system theory , we can easy obtain 

)()( 31 ⊗≥⊗ cc ππ ，The demonstration is finished. 

Theorem 5. When the market price is lower than the contract price, the competition 
between companies can reduce the default rates of companies, and the default rates of 
companies are decreased with the the competition influce coefficient between compa-

nies jiβ  increasing. 

Proof. When there is on competition between companies , if Lc PPF 2−≥ , com-

pany coopetates, while L
ji

c P
P

F 21
−

−
≥

β
, company coopetates under competition. 
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Since, 10 << jiβ , so, 
ji

P
P

β−
<

1
. Thus,we can obtain that the penalty for com-

pany of an item in competition is higher than the one in no- competition. the penalty 

for company of an item in competition is increased with jiβ  increasing.So, the de-

fault rates of companies are decreased. 

4   Numerical Example 

The following example is illustrated to show the applicability and effectiveness of the 
above theorems .some vegetable process centers signs contract to a farmer , set 

=jQ 710, =fC 200, =cjC 100,  =P 1.4 , ∈⊗)(1mP [3.2,4.7] ，

∈⊗)(2mP [0.4,0.7], =θ 0.02, =fF 1.4 ， =cF (1.4,0.5,0), 

=jγ (1.8,1.0,0), =jiβ (0.8, 0.4, 0), =jG 5800. 

The various values of )(1 ⊗cπ ， )(2 ⊗π ， )(1 ⊗cπ ， )(3 ⊗cπ which are calcu-

lated by using the software of MATLAB7.0 under different condition. and their varia-
tion trend are shown in figure 2, figure 3, figure 4. 

  

Fig. 2. The changing trend of a farmer 
cooperation/default of companies coopera-

tion/default with jγ changing 

    Fig. 3. The changing trend of with cF changing 

 

Fig. 4. The changing trend of companies cooperation/default with jiβ changing 
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From the figure 2, it is observed that when ))(1( 1 PP Hj −−< θγ ,and 

jLf PPF γθ −−−> ))(1( 1 , then >⊗)(2cπ )(1 ⊗cπ , and the trend decreases 

with the increasing of jγ . That is to say while the market price is higher than the 

contract price , the farmer income under market price is more than one under contract 
price, the farmer breaches of faith. As the bonus which vegetable process centers give 
to farmer increase, the farmer default rate reduces. From the figure 2 , it is also ob-

served that when ))(1( 1 PP Hj −−≥ θγ , and ))(1( 1 PPF Hf −−< θ ,then 

)()( 21 ⊗≥⊗ cc ππ , and the trend increases with the increasing of jγ .  

Similarly ,from the figure 3, it is observed when 

 
11 22 L

ji
cH

ji

P
P

FP
P −

−
<<−

− ββ
, then )()( 13 ⊗>⊗ cc ππ . The companies 

breaches of faith and the trend reduces with the increasing of cF . Moreover, its de-

fault rate reduces through increasing the punishment intensity. From the figure 3, it is 

also observed when 
ji

j
L

ji
cL

ji

P
P

FP
P

β
γ

ββ −
+−

−
≤≤−

− 111 22 , then The 

companies cooperate and the trend of cooperation increases with the increasing of cF .  

From the figure 4, it is also easy observed that the competition between companies 
can reduce the default rates of companies, and the default rates of companies are de-

creased with the the competition influce coefficient between companies jiβ  increasing. 

5   Conclusion and Further Research 

The above theorems imply that in the game Mode between a farmer and some com-
panies, which compete each other. When the risk of breaching of faith is less and the 
mechanism of revenue sharing is not perfect, the senses of a farmer and some compa-
nies for performing contract are both weak. There are higher break contract rate ; If 
the responsibility of bearing risk reinforces, the effective revenue sharing is set up 
between a farmer and some companies, and the effective dynamic cooperation 
mechanism is established to make the incomes of a farmer and some companies  per-
forming contract must not be less than that of breaking contract and the a farmer and 
some companies are effective supervised . Those are the optimization equilibrium 
strategy and measure to maximize both sides profit in two- stage perishable agricul-
tural products supply chain system. The results also show that the competition be-
tween companies can reduce the default rates of companies, and the default rates of 
companies are decreased with the the competition influce coefficient between compa-
nies increasing. It is independent the competition of companies that the farmer coop-
erates or breaches of faith.  

This paper applies the grey system theory to supply chain management and re-
searches the dynamic cooperation incentive mechanism for perishable agricultural 



 Dynamic Cooperation Mechanism in Supply Chain 1221 

products supply chain system. It is a new try for supply chain management to use grey 
system theory either in theory or in practice. Our next study is to research grey game 
in agricultural perishable products supply chain under multi-to-multi. 
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Abstract. Base on the theory of computational methods of experiments and 
agent modeling technology, combining with sociology and psychology, the paper 
presents method of computational experiments for research of Urban Mass Panic 
(UMP). The method proposed a panic-information transmitting artificial system 
for computational experiments with agent modeling technology. The system 
planed two kinds of agents: social individual agents and panic alarming agents. 
Social individual agents are designed to simulate persons living common human 
society. These agents which contain the ability of panic information recognition, 
reflection and making different decision are simulated with some nonlinear 
methods, such as fuzzy neural network. Panic alarming agents are designed to 
simulate circumstance which engenders panic information or panic phenomenon. 
These agents collect information about panic and release information to social 
individual agents by different transmitting methods we can image. The paper also 
discusses how to carry through measurement to check the level of UMP by the 
information entropy theory dynamically.  

Keywords: Computational Methods for Experiments（CME），Urban Mass 
Panic (UMP). 

1   Introduction 

The Urban Mass Panic (UMP) is always defined as people’s collective mental reactions 
and behavioral reactions which were noncooperation and inconsequence, because of 
people’s ignorance of these events they faced [1].The water crisis, in Jilin City starting 
November 22,2005, is a classical sample for UMP: A massive explosion took place in a 
petrochemical plant in neighboring the city on November 13. With a government an-
nouncement of a four-day stoppage of water supply after 9 days, many rumors about 
earthquake, terrorism attack and water pollution spread quickly in the city. These panic 
phenomena, such as buying water and escaping from this city, emerged gradually. 
Therefore, it is very import to research the characters and mechanisms of UMP caused 
by emergencies because UMP is a kind of objective existence. The traditional research 
                                                           
* Corresponding author. 
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of UMP always adopted methods which gather and analysis the information of reac-
tions of human being after or when the emergency took place (such as social alarming 
system[2], a web mining based measurement and monitoring model of UMP [3]). 
Those methods can only be used to analyze the situation which has lead to serious panic 
result and cannot be used to present developing and spreading rules of UMP clearly 
from the point of view of these essence characters and internal mechanisms. 

Scholars, in the field of systems engineering, have presented the Computational 
Methods for Experiments (CME) or Computational Experiments (CE) [4,5] for re-
searching complex social systems. Those scholars wanted to become the CME to serve 
as a laboratory replacing with these actual nature systems and do different experiments 
related to system’s actions or decision analysis. It provides a new thought to study the 
UMP phenomena. 

A computational method for experiments is given in this paper. An agent-base 
panic-information transmitting artificial system, which study these actions of panic 
information recognition, reflection and making different decision, has been designed. 
At last, the way to measure the level of UMP dynamically by the theory of information 
entropy is also discussed. 

The rest of the paper is organized as follows. Section 2 discusses related works in 
field of UMP and CME. Section 3 presents the design of agent-base panic-information 
transmitting artificial system and the measurement for the level of UMP by the theory 
of information entropy. Section 4 concludes. 

2   Related Works 

2.1   Urban Mass Panic’s Origin 

There are many reasons which lead to UMP, but tale or rumors’ spreading may be the 
most significant reason. Many scholars in the field of sociology and psychology have 
got many achievements from studying rumor and its spreading. The latest definition of 
the rumors is that statements or annotations about those issues concerned with public, 
which are transmitted by means of public or non-public methods and unproved or not 
based on definite knowledge[6]. There were many statements about the generating 
mode for rumor and these most popular ones are given behind. Allport defined the 
mode as[7]: 

R i a= ×  (1)

R:rumor 
i: importance. The importance of the issue involved; 
a :ambiguity. The ambiguity of the issue involved. 
Cross add a parameter- c to the mode [8]: 

R i a c= × ×  (2)

c: the critical ability of audience. 

Cao and Huang proposed that the circumstance in which rumors were transmitted is 
also very important[6]. They deemed that any rumor’s transmission cannot success 
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without these three behind factors: transmitter, receiver and the circumstance of ru-
mor’s transmission. 

Recently, many scholars have focused on the UMP issue- public psychology prob-
lems and inadaptable actions which were largely due to the rumor’s transmission in 
public emergencies. Liu has studied the process people how to cognize and react the 
emergency originally under the restriction of outside circumstance and individual 
factors[9]. Wang has studied two methodologies of psychology to social alarming 
system: The relation between attitudes and reactions, sampling investigation issues[4]. 
As earthquake took place frequently and always had great influence, the earthquake 
rumor has been studied more deeply. Gu has studied the cause of the earthquake rumor 
[10].He presented that it is the most essential cause that the earthquake forecast hadn’t 
been hold by human being, it is the recognition source that the lack of earthquake 
knowledge and it is the psychology factor that the horror of earthquake disaster. Hong 
has studied the issue why earthquake rumor transmitted more and more quickly and 
become more and more strange[11]. These research works listed above almost studied 
rumors by mathematical induction methods, such as statistical analysis, from the point 
of view of sociology and psychology and based on those phenomena or data after or 
when the emergency took place. These research works listed above hadn’t formed 
theories and methods of experiments, which adopt these latest information technolo-
gies, such as computer simulation or data fusion, to research UMP’s phenomenon and 
mechanisms. Li and Chen had tried to analyze UMP’s characters and help to seize 
panic’s spreading[3]. They wanted to implement a kind of online analysis method 
which adopt OLAP(On-Line Analytical Processing）to do web-based investigation 
including discovery, measurement and monitoring. However these available research 
works about UMP have some shortages, especially in the field of the internal mecha-
nisms of UMP caused by rumors spreading and transmitting rapidly in different in-
formation transmitting networks. On the whole, if we take a careful consideration, it is 
not difficult to draw the conclusion that researchers should search more effective re-
search techniques to analyze the internal mechanisms and to measure complex horror 
information generated from people society. 

2.2   Computational Methods for Experiments 

At present, computer simulation has entered a new era when parallel computing, dis-
tributed computing and grid computing, and other large-scale simulation methods and 
structures become common. Simulation has developed quickly, from simulating the 
natural process based on the differential equation to simulating the artificial or com-
bination process of social system and human behaviors. Because of inherent subjec-
tivity of the complex system, such as human or society, we can further regard the 
"simulation" results as a realistic alternative version, or a possible reality, and only 
regard the actual system as a possible reality, just like a kind of simulation result [4]. 
This thought is the thinking foundation which changes from the computation simula-
tion to the computational experiments. 

In the computational experiments, the traditional computation simulation has be-
come a “test” process in "computation lab ", and become an approach to "grow or train" 
all kinds of complex systems. At the same time, the actual system only becomes a result 
in the "computational experiments". As a result, computational experiments are  
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different from the common computation simulation, because the common computation 
is compliance with the belief which the actual system is the only real existence and it is 
the only aim to simulate the actual system realistically and it regards the actual system 
as the only reference standard to test the success of the simulation and to seek the 
"truth". In the computational experiments, the computation simulation is also a kind of 
"reality" and may be a substitute form for the actual system or another possible way to 
achieve [4]. According to this understanding, we can carry out "computational ex-
periments" by computation simulation naturally. 

Many scholars had done some in-depth studies and applications, since the method-
ology of the computational experiments was presented. Wang studied the framework, 
main approaches and problems of the computational experiments[5]. Wang also ana-
lyzed its status in the field of complex social-economic system. Miao and TANG re-
searched and implemented the artificial transport system based on the computational 
experiments[12]. Cai and Zhao studied combat system with the computational ex-
periments[13]. From these researches and applications, the computational experiments 
is beneficial to change the situation in which the study of complex systems rely on the 
induction and the deduction too much simply and to provide a kind of method of in-
duction- deduction based on computer simulation experiments with the adoption of 
integrated systems science, management science and information science. The new 
method will provide advantages to in-depth research of complex system, such as human 
society. 

On the whole, in the field of public safety and emergency management, the existing 
researches are short of advanced theories and approaches of experiments to study and 
analyze the internal mechanisms of UMP in human society. At the same time, in the 
field of complex systems, the method of computational experiments is rising day by 
day. At present, the research works which combine with the tow fields and promote 
each other haven’t been started, that is what this paper wants to discuss. 

3   Research Thought of Computational Methods for Experiments 
for UMP 

The approach of computational methods for experiments for UMP involves three parts: 
Firstly, the approach needs to study the model and specification of UMP problems 
using knowledge of sociology, psychology and journalism. Secondly, it needs to design 
an agent-base panic-information transmitting artificial system. At last, it needs to de-
sign a measurement model-UMP measurement model to measure the panic level. 
Figure 1 shows the framework of computational methods for experiments for UMP. 
The agent-base panic-information transmitting artificial system, which contains the 
first and second steps, is responsible for receiving information from external envi-
ronment (such as emergency information, networks environmental information), and 
simulates the process of individual panic information’s transmission by instantiating, 
starting and stopping agent-related entities, according to the external environmental 
information. The artificial system also is responsible for collecting information of 
interaction between different agents and generating experimental data. UMP meas-
urement model is responsible for analyzing information from agent-base panic- 
information transmitting artificial system and measure or evaluate degree of public 
panic dynamically and continuously. 
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agent-base panic -information transmitting 
artificial system information from 

external environment
Individual Agent Model Environment Model

experimental data  UMP measurement 
model

 

Fig. 1. The actual framework of computational methods for experiments for UMP 

3.1   Agent-Base Panic-Information Transmitting Artificial System 

Agents are the autonomous programs situated within an environment (either a host or a 
network), which sense the environment and acts upon it to achieve their 
goals[14,15].An agent uses the internal world state information and inference engine to 
compute the actions to be performed on the environment either by sensing environment 
or upon reception of messages from other agents/users[16]. Multi-agent systems con-
tain a group of agents which have certain resource and capability, relatively inde-
pendent and interactive cooperation. As the multi-agent systems provide a multi-level 
bottom-up approach which research complex systems, it can offer fundament effec-
tively for studying complex systems -such as human society. As a result, we can es-
tablish the agent-base panic-information transmitting artificial system for researching 
panic mechanism. This artificial system contains individual agent model and envi-
ronment model. The architecture of the artificial system is shown in Figure 2 as below: 

Panic Alarming 

Agent A

Environment

 model

Individual Agent

Individual Agent

Individual Agent

Individual Agent

Individual Agent

Individual Agent

Individual Agent

Panic Alarming 

Agent
B

Panic Alarming 

Agent
C

……

 

Fig. 2. Architecture of agent-base panic-information transmitting artificial system 
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The environment model is implemented by a number of panic alarming agents. The 
panic alarming agent is, actually, abstract models for external crisis alarming system 
and it can present some units which have the capacity to control or produce the in-
formation’s broadcast, such as governments, media units. The following contents take 
earthquake alarming information as example to describe the process of panic alarming 
agent how to react the warning information which maybe produce rumor. Receiving the 
earthquake warning or alarming information, these panic alarming agents’ judge by the 
rules in the rule bank, which can be maintained dynamically, and draw a conclusion 
that whether and how to convey this warning message to all social agent entities. 
Warning or alarming information contains the warning information’s classification, 
occurrence time, place, agent receiving information and warning intensity and so on. 

At present, for the individual in society, the UMP caused by public emergencies 
involves people’s physical and psychological issues, and the public panic information 
involves features of transmitting networks. Therefore, it is necessary to research public 
panic information’s classification, society factors and individual factors from the point 
of view of panic information’s interactions. At the same time, it also need to study 
networks where panic information transmits and the networks’ characters based on 
these theories of information transmission and complex network. In addition, the 
process from cognize behaviors to decision-making also should be reflected in agent’s 
model.  

In case of great many inaccuracy, imperfection and uncertainty of panic information 
received from other social individual agents, the information often cannot be describe 
as precise "true" or "false". As a result, it is impossible to use linear methods which 
need precise data when we need to simulate how to a large number of external envi-
ronment panic information which may be conflict with each other can be accepted by 
social individual and how to produce the relevant response. As the fuzzy theory being 
beneficial to describing the inaccuracy, imperfection and uncertainty, it is possible, in 
the framework of fuzzy theory, to fuse panic information which come from different 
source and information transmitting networks, and then to simulate people react to 
panic information by reasoning and judging methods, at last to simulate the spread of 
panic information. 

3.2   UMP Measurement Approach Based on Information Entropy Theory  

It would be unlikely to be able to adopt one certain common analysis evaluation method 
to measure public panic information related to many different factors. At present, 
conventional analysis evaluation methods involves statistical analysis, AHP (Analytic 
Hierarchy Process), data mining and so on. Based on perfected theory and mathe-
matical skill, Most of the statistical analysis techniques’ forecast accuracy is satisfying, 
but it is high demand for users. Data mining (sometimes called data or knowledge 
discovery) is the process of analyzing data from different perspectives and summa-
rizing it into useful information. It allows users to analyze data from many different 
dimensions or angles, categorize it, and summarize the relationships identified. It is the 
process of finding correlations or patterns among dozens of fields in large relational 
databases. But, data mining need a large amount of historical data-it is sometimes so 
difficult. AHP is a structured technique for helping people deal with complex decisions. 
AHP is clear, easy to user and also needn’t a larger amount of data. However, all 



1228 X. Chen, Q. Fei, and W. Li 

evaluation must be based on the same weight system. It is difficult to confirm a stan-
dard weight system in actual situation which contains various factors (time, place, 
occupation, etc.).Therefore, we present a kind of dynamic measurement approach for 
measuring public panic information. Based on the theory of information entropy, the 
approach integrates statistical analysis method and clustering technique in data mining.  

Concrete method can be summarized as follows: 1)Design rules (can be changed 
dynamically) of data mining ,according to data related to each other (social environ-
mental and individual factors, such as age, occupation, sex or spreading networks, etc.). 
2) Carry out data mining for huge data getting from computational experiments with 
clustering technology. Then do some data collation, explore data relationship and make 
a reasonable evaluation to these different types of earthquake panic information which 
produce from data mining .At last, help researchers or officers to find different char-
acteristics groups in earthquake panic information. 3) Combine with information  
entropy theory, according to different characteristics groups in earthquake panic in-
formation as well as definition and classification of the earthquake panic information, 
calculated different information entropy of panic related to certain characteristics or 
certain levels (such as general information entropy of earthquake panic, dangerous 
level information entropy of earthquake panic, female information entropy of earth-
quake panic in certain region etc.). As result, we can measure total quantity of earth-
quake panic information caused by relative characteristics’ information sources. In 
addition, we can define total quantity of interactive information getting from compu-
tational experiments as total information entropy of panic, and define the ratio of dif-
ferent characteristics’ earthquake panic information and total information entropy of 
panic as the ratio of different characteristics’ earthquake panic information. These 
ratios can provide a wide range of research data and samples. 

4   Conclusion 

UMP not only is an old problem accompanied with human society existing, but also is a 
new thing keeping on evolving and developing. With the development of human soci-
ety and science, UMP’s research becomes further and improving. This paper presents a 
new way to study UMP, which combine with sociology, psychology and computational 
methods of experiments in the field of computer simulation. Of course, this new ap-
proach just a research prototype .It is a long way to go on the way. We will do further 
research in the field in the future. 
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Abstract. Steam Generator (SG) is the barrier between primary loop and sec-
ond loop in a nuclear power plant. As an important device, once SG fails to 
work due to the aging problem, the safety, economic and reliability of the nu-
clear power plant will be affected seriously. An important issue in the ageing 
and life management of SG is the understanding of its structure, operation 
mechanism and its ageing mechanism. Virtual reality is an advanced human-
computer interface that simulates a realistic environment. Virtual environment 
technologies have been shown to provide invaluable training in the performance 
of complex procedural tasks. Of paramount importance to the success of any 
VR is realism; entities must move and behave believably and approximate to 
the complexity of the real world.A PC (Personal Computer)-based visualization 
system of SG is developed. The physical structures and the internal interactions 
of SG in various conditions, even those are invisible in the real world, can be 
visually demonstrated in detail by this system. This development system can 
provide vital indications of the equipments’ ageing condition, integral evalua-
tion of SG tube and also be useful for the staff training in the Nuclear Power 
Plants (NPPs).�

Keywords: Virtual Reality (VR), Steam Generator (SG), Ageing and life man-
agement, Nuclear power plants (NPPs), Training. 

1   Introduction 

VR systems use software and hardware to create and manage a virtual, interactive 3D 
environment that includes visual and sometimes audio and tactile elements. They 
generally include various types of display, sensor, and user-tracking and -navigation 
technologies. The systems can either simulate a real environment, such as a building, 
or create an imaginary one. With this system, participants can cruise around in the 
virtual world, behave believably and approximate to the complexity of the real world. 
They can see the object from different angles and also reach into it, then grab and 
reshape it. Neither symbol on screen for manipulation nor commands is required to 
run the program in the computer. As the VR technology has the advantages shown 
above, it offers accessible and cost-effective means for training personnel who cur-
rently made little or no experiential preparation for their assigned task. 
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In recent years, virtual reality has benefited tremendously from a variety of fields. 
Its implementation involves computer graphics advances, ranging from computing 
platforms, display technology, and software techniques to the understanding of human 
perception. The results of this progress are evident in the increasing number of VR-
based training systems, immersive visualization systems, and visually realistic video 
games. 

The nuclear power plant (NPP) is a very complicated structural system that is of 
strict requirements for the nuclear safety. And the nuclear safety is a matter of pri-
mary importance for a NPP. As a barrier between primary loop and second loop in a 
NPP, once SG fails to work, the safety, economic and reliability of the NPP will be 
affected seriously. Moreover, the public health and safety will be damaged, which is 
more serious. The ageing of SG has been recognized for many decades as an impor-
tant cause of the premature failure of a wide variety of NPPs in worldwide scale. 
Consequently it is a topic that has received considerable attention. Much effort has 
been expended in attempting to understand the processes of ageing and degradation, 
what types of test should be undertaken to ascertain the condition of SG, and how 
short-term accelerated testing might be carried out in order to forecast the long-term 
life of SG.  

At the end of 2008, China has 11 reactors in commercial operation. Table 1 is the 
information of Chinese mainland NPP steam generator. By the year 2014, the two 
main NPPs, QNPC and DayaBay will have been operating for twenty years. There is, 
nonetheless, a general desire to continue operating them for as long as possible. As 
the population of commercial nuclear power plants has matured, the need to manage 
the SG ageing problems and extend the SG life has increased. 

Table 1. Information of Chinese mainland NPP steam generator 

NPP 
Reactor 

type 
SG type 

SG 
number 

Commercial 
operation 

QNPC PWR 300MWe 1×2 1994.4 
2002.4 

NPQJVC PWR 60F 2×2 
2004.5 

2002.12 
TQNPC CANDU Candu-6 2×4 

2003.7 
1994.2 

DayaBay PWR 55-19B 2×3 
1994.5 
2002.5 

Lin Ao PWR 55-19B 2×3 
2003.1 
2007.5 

TianWan 
WWWER 

-1000 
PGV-
1000 

2×4 
2007.10 

Within the past 5 years SG Ageing and Life Management (ALM) have become 
important facets of nuclear power plant operations in China. Related researches are as 
follows:  
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   QNPC 
2003, AMP & SGAMDB development 
2007, SG lifetime evaluation 

 TQNPC 
2005, ageing mechanism analysis, AMP & SGAMDB development 

 DayaBay 
System and equipment screening, SGAMDB development 

 TianWan 
SG Ageing and life management 

2   ALM-VR System 

The technique of SG ALM has been fruitfully developed since 80s of the last century. 
Results are obtained from the research. Some of the results have been applied to the 
ageing evaluation of the SG. However, quite large numbers of them are not as ex-
pected. Most of the ageing location and life evaluation have to be made by human 
experts. An ALM system for the operation of SG is proposed in this paper. The archi-
tecture of ALM system is shown in Fig. 1.  

 

Fig. 1. ALM system architecture 

It is primly important to collect information for ageing management. Three ap-
proaches can be used for the information collection about the condition of the equip-
ment: on-line continuous condition monitoring; on-line or off-line periodic test; and 
human inspection. Terabytes of historical data are stored in the Server. It consists a great 
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deal of experience obtained from other plants, such as the ageing problems observed; 
the location and type of ageing that has occurred; the date that ageing problem was first 
detected and the progression rate of that problem; how sleeving, peening, temperature 
reduction, or heat treatment may assist in long term SG operation and so on.   

The ALM system will be externally integrated with the VMMI and the MIS to per-
form the simulation of the mechanism of the human society and to achieve higher 
performance and reliability.  

Details of the system ALM-VR are described below. 

2.1   Structure of the ALM-VR System  

ALM-VR is realized as a part of the ALM system, which is mainly designed to offer 
the ageing condition indication, the interactive evaluation, the maintenance guidance 
and the staff training. It is based on low-cost PCs. The advantages of the developed 
system are as reducing the cost of the VR software itself and preserving realism and 
real-time performance. The system structure of ALM-VR is shown in Fig.2. 

 

Fig. 2. ALM-VR hardware structure 

The Server is to store information of the whole system such as the historical data 
of SG, the operational data of SG, the fault/detect information from other plants etc. 
Additional information such as physical model, action model, acoustic model etc. 
used for visible normal and fault feature simulation are also stored in the server. 

ALM-VR is an advanced human-computer interface. It provides vital indications 
of the condition for the equipment, warnings of latent ageing problems, feedback ex-
perience, and online guidance. As a result, it is also a useful tool for the training of the 
maintenance engineers. 

Human experts can log in the ALM-VR Website, where they can acquire the  
information of the equipment easily. Also they can exchange the experiences of the 
maintenance with the system. Upon the occurrence of the degradation/fault/detect of 
equipment, human experts can on-line participate in diagnosis and make the final judg-
ments. The experts even need not to attend the spot and can solve problem remotely.  

The operators can also acquire the equipment condition through the internet in-
stead of on duty. 

2.2   Software Tools 

While a comprehensive coverage of currently existed VR development software on 
market or available for public use cannot be performed here, a brief survey of popular 
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VR toolkits or software function libraries for VR application development is  
presented here to situate ALM-VR within the context of existing VR software. It inte-
grates different software and toolkits to realize a virtual environment. It involves Ac-
tify SpinFire, SolidWorks and so on. 

Actify SpinFire™ Professional enables manufacturing organizations and their sup-
ply chains to easily access, interact with, and communicate part data plus related files 
and documentation. All major 3D and 2D CAD data formats allowed. SpinFire Pro-
fessional streamlines the communication of CAD files and related data by enabling 
users to save and share this design data as a compact .3D file. It cuts costs and boosts 
productivity across the manufacturing enterprise and supply chain by enabling faster, 
more efficient communication of 3D and 2D design data. Use it to produce quick and 
accurate quotes, inspect the quality of 3D designs while on the shop floor to limit ex-
cess scrap, and much more. 

However, appropriate modeling of the equipment is remained a problem to be 
solved. Although Actify SpinFire is very apt to realize various kinds of the model 
varying in color, illumination, lamination, mutual operation and cartoon, it only offers 
basic geometry modeling function of element, and makes complicated modeling rela-
tive difficulty of model. 

SolidWorks on the other hand provides an effective way to solve this problem. It is 
the world™s best-selling professional 3D modeling, animation and rendering  
software for creating visual effects, character animation and next generation game 
development. SolidWorks delivers a fully collaborative 3D environment and new 
high-speed interactive rendering. Its completely customizable and extensible architec-
ture allows for absolute artistic freedom. 

3   Implementation of the ALM-VR 

ALM-VR is an advanced graphic user interfaces (GUIs). It consists of following four 
levels, which provide information of SG to the operators in NPPs: (1) 3D model struc-
ture of SG; (2) vital 3D indications of the SG’s condition; (3) integral evaluation of 
SG tube and (4) staff training. Details of the four levels are given below. 

3.1   3D Model Structure of SG 

SG contains many complexity components. These components work together to trans-
fer heat from the primary system to the secondary system. To understand components 
of the SG and its operation is not an easy task for many engineers and managers, es-
pecially their mechanical interactions. In conventional methods, the main structure 
information about the SG is displayed with 2D graphics. It is difficult for operators to 
effectively master the structure information. For this reason the ALM-AR changes 
such a traditional representation. It utilizes three-dimensional model technique to de-
velop the visualization system. In this system, the user can freely control the viewing 
angle of the object as if they move the object with the feeling of total immersion in 
the environment. The user can understand the basic information of SG and disassem-
ble it. The visualization of upper internals is presented in Fig.3. 
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Fig. 3. The visualization of upper internals 

3.2   Vital 3D Indications of the SG’s Condition 

SG contains many different subsystems. Each of the components has to be properly 
specified, tracked, and inspected. This needs to create literally millions of documents. 
In conventional methods, the main information about SG is displayed with forms of 
figures and numbers. It is sometimes difficult for operators to effectively handle such 
information especially in the urgent condition. For this reason ALM-VR changes such 
a traditional display method. It utilizes three-dimensional model technique to develop 
the virtual environment system in which the operators can understand the basic in-
formation of the equipment and find out the relationship of the information with cor-
responding equipment. Fig.4. is the three-dimensional indication of SG. 

 

Fig. 4. 3D indication of SG 
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3.3   Integral Evaluation of SG Tube 

Once SG fails to work, the safety, economic and reliability of the NPP will be af-
fected seriously. Moreover, the public health and safety will be damaged, which is 
more serious. As the central component that transfers heat from primary side coolant 
to secondary side water, the SG tube which is only about 1mm thick is a weak and 
pivotal element of SG. And its condition is a matter of primary importance for a 
steam generator. The historical overview of all tube repairs for a SG (Fig.5) provided 
by the ALM-VR gives the benefits of extending equipment lifetimes, reducing risk of 
failures and avoiding significant safety incident. 

 

Fig. 5. The historical overview of all tube repairs for a SG 

 

Fig. 6. The historical overview of a particular tube repairs 
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This window displays all the defect tubes of this SG grouped by defect style. The 
simple defect information can be got when the mouse approach a particular tube. By 
clicking it, the tube scene is loaded in the main window and its related information is 
also displayed (Fig.6). By this way, users can easily get the defect location and other 
detail information of the tube. 

3.4   Staff Training 

Staff-training programs for NPPs must take into account high safety requirements. 
These programs must efficiently train workers to manage both normal and abnormal 
operational conditions and to respond correctly to abnormal conditions through estab-
lished procedures.  

In the past, staff training employed physical copies of NPP’s subsystems (for ex-
ample, the reactor core and the instrumentation and control systems), with the same 
structure as the real ones. Because these copies were large and expensive, computer-
based NPP simulation has become an alternative. ALM-VR is an advanced computer- 
assisted training system using VR technology. Compared with the traditional training 
approaches, the developed system offers accessible and cost-effective means for train-
ing personnel who currently made little or no experiential preparation for their as-
signed task and also allows the trainees to properly operate new equipment before its 
actual installation. Besides demonstrating the installation, operation and the mainte-
nance procedures, this system can also simulate incidents or accidents. In addition to 
these advantages, ALM-VR provides all of the electronic documents of SG, such as 
the 3D model structure of SG (Fig.3), the welding information, the water quality re-
quests, design documents etc. Fig.7 is the welding information of SG, including the 
detail information of the welding and the 2D graphic. 

    

Fig. 7. The welding information of SG 

The important perceptual cues and multi-modal feedback (e.g., visual, auditory 
and haptic) provides to the trainees the capability to effectively transfer from the vir-
tual training to the real-world operation skills. More importantly, as the system pro-
vides higher freedom to the operators and the results of improper operation can be 
simulated, the additional injure of human and equipment can be avoided. 
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4   Conclusions 

Advantages of applying the virtual reality in steam generator ALM system have been 
highlighted in this paper. For most unskilled operators and managers, it is difficult to 
analyze the information acquired from different components, so a general cruise and 
3D indication system for SG is developed. In the environment of virtual reality pro-
viding by the developed system, operation, maintenance and installation of the SG 
can be easily done by all engineering staff. The SG’s condition, integral evaluation of 
SG tube and the latent ageing problems are also shown with the three-dimensional 
scene. In addition to this, as all information that the staff training needs are displayed 
in the three-dimension visualization, the system is a very useful tool of training.  

Virtual reality is proven to be a cost efficient technique in an ever-tougher com-
mercial world. As the related software technology increase, its ability to simulate the 
world also increases. VR technology has a wider spectrum from classroom to indus-
trial giant environments. 

The presented ALM-VR is now under evaluation in DayaBay Nuclear Power Plant 
in China, although it is still in the initial stage. Many topics are remained open to 
study. 
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