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Preface

Atomic force microscopy (AFM) was invented in 1985 by G. Binnig,
C.F. Quate and Ch. Gerber. Since then it has successfully achieved many
outstanding results on micro- and nanoscales and even on atomic and molec-
ular scales by simple contact measurements, although contact AFM cannot
achieve atomic resolution in a stable manner.

In 1994 F.J. Giessibl succeeded in obtaining an atomically resolved AFM
(noncontact [NC]-AFM) image of the Si(111)-(7×7) surface under a weak
attractive tip–sample interaction in UHV at room temperature (RT) by
utilizing a frequency modulation (FM) detection method combined with a
large oscillation amplitude of the cantilever. Soon the NC-AFM success-
fully accomplished atomically resolved imaging on various surfaces such as
compound semiconductor [InP(110) (1995)], insulating [NaCl(001) (1997)]
and metal oxide [TiO2(110) (1997)]. Then in 1998 the first NC-AFM work-
shop that developed into the annual NC-AFM conference was held, where
atomic and molecular resolution imaging of metal [Ag(111) and Cu(111)],
molecule [C60/Si(111)], layer material [Graphite(0001) at 22K] and ferro-
electric material [TGS] surfaces was reported. Moreover there were several
remarkable achievements in this workshop such as force spectroscopy [tip–
sample distance dependence of frequency shift and NC-AFM image], Kelvin
probe force imaging on an atomic scale and electrostatic force imaging with
atomic resolution.

In 2002 “Noncontact Atomic Force Microscopy” edited by S. Morita,
R. Wiesendanger and E. Meyer was published from Springer, which introduced
the principles of NC-AFM and remarkable progress achieved by NC-AFM.
Since then the NC-AFM has developed further. This book deals with the out-
standing results obtained with atomic resolution after the publication of the
previous book.

At first, in Chap. 1, S. Morita introduces the history, present status and
future prospects. Then, in Chap. 2, M. Abe and K. Morita introduce the
method for precise force measurement even at room temperature by com-
pensating the thermal drift. In Chap. 3 by O. Custance et al. and Chap. 4
by R. Hoffmann, applications of force spectroscopy to semiconductor surfaces
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such as single atom chemical identification, and to insulating surfaces such as
KBr(001) are explained.

In Chap. 5 by A. Schirmeisen et al., force field spectroscopy in three
dimensions including energy dissipation is explained. In Chap. 6, F.J. Giessibl
explains the principles and applications of the qPlus sensor based on a quartz
tuning fork, which is becoming more and more important in this field. In
Chap. 7 by M. Heyde et al., applications of NC-AFM/STM based on a quartz
tuning fork at 5K to thin oxide films are explained.

In Chap. 8, Y. Sugimoto explains various modes of mechanical atom
manipulation such as atom interchange manipulation, and applications to
semiconductor surfaces such as the construction of “atom inlay” at RT. In
Chap. 9 by M. Ternes et al., atomic manipulation based on a quartz tuning fork
at 5 K, and applications to metal surfaces such as force measurements during
adsorbate manipulating and mapping of the energy landscape are explained.
In Chap. 10 by S. Hirth et al., atomic manipulation of atomic defects on an
insulator surface is introduced. In Chap. 11 by P. Pou et al. and Chap. 12
by T. Trevethan et al., modeling, theoretical simulation and mechanism of
mechanical atom manipulation in semiconductor and insulating surfaces are
explained, respectively.

In Chap. 13, A. Schwarz et al. explain in detail the magnetic exchange
force microscopy experiments such as tip preparation, and applications to
NiO(001) and Fe/W(001). In Chap. 14 by C. Lazo et al., the contrast mech-
anism and first-principles simulation of magnetic exchange force microscopy
on Fe/W(001) are explained.

In Chap. 15 by K. Kobayashi and H. Yamada, the principles of atomically
resolved NC-AFM imaging in liquid, and then applications are explained. In
Chap. 16 by T. Fukuma and S. P. Jarvis, biological applications in liquid envi-
ronment such as lipid-ion network are explained. In Chap. 17 by H. Kawakatsu
et al., high frequency more than 1–200 MHz and low amplitude of a few 10 pm
to a few 100 pm based on heterodyne laser Doppler interferometry and pho-
tothermal vibration excitation both in the deflection and tortional modes,
and application to imaging of structured water molecules are explained. In
Chap. 18 by A. Raman et al., cantilever dynamics and nonlinear effects and
their operation in liquids are discussed.

I thank all the authors for their contributions to this book on NC-AFM
Vol. 2. I also thank Springer-Verlag for their fruitful collaborations. Finally I
thank Yukako Miyatake, Masayuki Abe and Junko Abe for editing this book.
It is hoped that this book will accelerate the NC-AFM field toward rapid and
continuing growth and that it will stimulate further efforts to develop atomic
and molecular tools based on mechanical methods.

Osaka, Japan, Seizo Morita
Regensburg, Germany Franz J. Giessibl
Hamburg, Germany Roland Wiesendanger
May 2009
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1

Introduction

Seizo Morita

Abstract. Since the publication of Noncontact Atomic Force Microscopy in 2002,
the noncontact atomic force microscope (NC-AFM), which can image even insula-
tors with atomic resolution, has achieved remarkable progress. This second volume
deals with the following outstanding results obtained with atomic resolution after
the publication of the previous books: (1) Force Spectroscopy and Force-Mapping
with Atomic Resolution, (2) Tuning Fork/qPlus Sensor, (3) Atomic Manipulation,
(4) Magnetic Exchange Force Microscopy, (5) Atomic and Molecular Imaging in
Liquids, (6) New Technologies in Dynamic Force Microscopy. These results and tech-
nologies are now varying the NC-AFM with imaging function on an atomic scale
toward characterization and manipulation tools of individual atoms/molecules and
nanostructures with atomic/subatomic resolution. Therefore, the NC-AFM is now
becoming a crucial tool for nanoscience and nanotechnology.

1.1 Rapidly Developing High Performance AFM

In the previous book published in 2002 [1], we mentioned that the atomic force
microscope (AFM) is a unique microscope based on a mechanical method with
the following features:

• True atomic resolution
• Observation of insulators
• Three-dimensional (3D) measurements of atomic-forces (atomic force spec-

troscopy [AFS])
• Control of atomic forces
• Measurement of mechanical response
• Mechanical manipulation of individual atoms
• Atom-by-atom mechanical assembly

In fact, the previous book reported true atomic resolutions on various semi-
conductor surfaces [Si(111)7 × 7, Si(100)2 × 1, Si(111)-c(4 × 2), GaAs(110),
InP(110), InAs(110), Si(111)

√
3 × √3-Ag, Si(100)2 × 1:H, Si(100)1 × 1:2H,
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Si(111)5
√

3 × 5
√

3-Sb, Ge/Si(111)] and HOPG. Besides, it observed atomic
structures even on various ionic crystals [NaCl(100), KCl(100), KBr(100),
SrF2(111), CaF2(111), BaF2(111), KCl0.6Br0.4, NaCl/Cu(111), CaCO3] and
various metal oxides [NiO(001), α−Al2O3(0001), TiO2(110), TiO2(100),
SnO2(110), Al2O3/NiAl(110), CeO2(111), (H, K)/TiO2(110)1×1]. Further, it
achieved molecular/submolecular resolution on various molecules {(RCOO-/
TiO2) [R=H, CH3, C(CH3)3, C ≡ CH, CHF2, CF3], C60, adenine/HOPG,
thymine/HOPG, DNA/mica, octanethiol, hexadecanthiol, alkanethiol/
Au(111), dimethylquinquethiophene (DN5T), VDF oligomer, poly (vinylidene
fluoride) [PVDF]}. Thus the previous book fully proved the ability of NC-
AFM on true atomic resolution and observation of insulators with atomic
resolution.

To measure three-dimensional (3D) atomic-forces (atomic force spec-
troscopy [AFS]), the previous book introduced two methods. In one method,
the site-dependence of the site-specific frequency shift curve at atomically
specified sites (A, B, C) was measured as shown in Fig. 1.1a, while, on the
other method, the tip–sample distance dependence of the NC-AFM image at
different atomic spacing (a, b, c) was measured as shown in Fig. 1.1b. Thermal

Fig. 1.1. Schematic model of atomic force spectroscopy to obtain a three-
dimensional force-related map [1]. (a) The method using the site-dependent
frequency-shift curves obtained at sites A, B, C, etc. (b) Alternating method using
the tip–sample distance dependence of the NC-AFM images obtained at tip–sample
distance a, b, c, etc.
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drift along the sample surface at room temperature (RT), however, gradually
shifted the tip apex outermost atom away from the atomically specified site
and thus disturbed the former method that obtains the precise site-specific
frequency shift curves at atomically specified sites. As a result, only at low
temperature (LT) without thermal drift, the site-specific frequency shift curve
measurements were achieved at atomically specified sites on a few limited
samples such as Si(111)7×7 and graphite in 2002. Similarly, thermal drift per-
pendicular to the sample surface at RT gradually changed the atomic spacing
and thus disturbed the latter method that obtains the tip–sample distance
dependence of the NC-AFM image. As a result, atomically resolved NC-AFM
images were acquired only at 2 ∼ 3 limited tip–sample distance in 2002. Now
we can carry out precise force spectroscopy measurements and force-mapping
with atomic resolution even at RT on various samples as introduced in this
second volume.

To control atomic forces, measure mechanical response, and mechani-
cally manipulate individual atoms, we have to precisely decrease and also
control the tip–sample distance by varying the tip-to-sample gap from non-
contact region toward nearcontact region as shown in Fig. 1.2. Precise control
of tip–sample distance, however, was incomplete in 2002. As a result, con-
trol of atomic forces, measurement of mechanical response, and mechanical
manipulation of individual atoms were tentatively investigated in 2002. Now
we can precisely control tip–sample distance, and thus carry out precise
control of atomic forces, measurement of mechanical response, and mechani-

Fig. 1.2. Transition from noncontact AFM (NC-AFM) region for nondestructive
topographic imaging to nearcontact (or precisely controlled contact) AFM region
for atom manipulation, atom-by-atom assembly, and chemical identification using
atomic force spectroscopy
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cal manipulation of individual atoms even at RT as introduced in this second
volume.

In 2002, we could not build nanostructures by mechanical atom mani-
pulation with AFM. Therefore, atom-by-atom mechanical assembly (true
bottom-up nanostructuring) was a dream in AFM field at that time. Now
we can construct “Atom Inlay,” that is, embedded atom letters, consisting of
two atom species even at RT using AFM as introduced in this second volume.
Thus, now, all above special features inspired in the previous book are fulfilled
by AFM and such rapid development of AFM are completely introduced in
this second volume.

1.1.1 Present Status of High Performance AFM

Here we will shortly introduce a few important results in relation with
present-day high performance AFM. Those are spatial resolution, chemical
coordination effect, and mechanical atom manipulation.

NC-AFM Spatial Resolution Beyond STM

Before 2004, spatial resolution of STM was entirely superior to AFM, because
of better signal-to-noise ratio (S/N) of STM with better rigidity and tip–
sample distance regulation in conjunction with the tunneling effect. AFM,
however, measures chemical bond localized more than moving (spreading)
delocalized electron measured by STM. Furthermore, difference of S/N
between AFM and STM became smaller recently, so that we achieved AFM
spatial resolution better than STM in a few samples [2, 3]. Figure 1.3a–d
show successive AFM topographic images of Sn/Si(111)- (2

√
3×2

√
3) surface

obtained by decreasing tip–sample distance [3]. Rhombuses indicate the unit
cell of 2

√
3× 2

√
3 surface lattice structure. As unveiled by Fig. 1.4a expanded

from Fig. 1.3d and cross-sectional line profile (Fig. 1.4b) obtained along the
solid line in Fig. 1.4a [3], by approaching the tip apex toward the sample sur-
face, number of atom observed in the unit cell increases from 4 to 8, because
AFM can achieve the highest spatial resolution just before the contact [1]. In
case of STM, however, only four atoms were found in the unit cell [4].

Thus, we already achieved AFM spatial resolution beyond STM in a few
samples. AFM already demonstrated the possibility to attain even subatomic
resolution [5].

Chemical Coordination Effect in NC-AFM Topographic Image

It was found that, in the filled state STM image of (Sn, Pb)/[Si(111), Ge(111)]-
(
√

3×√3) surfaces, relative atom heights of (Sn, Pb) adatoms become higher
by increasing the number of the nearest neighbor heterogeneous (Si, Ge)
adatoms [6–8]. This is the chemical coordination effect in STM topographic
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Fig. 1.3. Tip-to-sample distance dependence of NC-AFM topographic image of
Sn/Si(111)-(2

√
3× 2

√
3) surface from (a) far distance to (d) near distance, through

(b) and (c) [3]. Rhombuses indicate the unit cell of 2
√

3 × 2
√

3 surface lattice
structure. By approaching the tip apex toward the sample surface, number of atom
observed in the unit cell increases from 4 to 8
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Fig. 1.4. (a) NC-AFM image expanded from Fig. 1.3d, and (b) cross-sectional line
profile obtained along the solid line in (a) [3]

image. Therefore, its mechanism has been intensely investigated [6–8], and
was attributed to the effects induced by electron transfer from (Si, Ge) dan-
gling bond orbital to the nearest neighbor (Sn, Pb) dangling bond orbital. By
investigating such coordination effect in NC-AFM topographic images, the
imaging mechanism of NC-AFM will be clarified in more detail, but there was
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no report in 2002. To measure such chemical coordination effect, NC-AFM
with a single pm vertical resolution is crucial.

Experimentally, surrounding atom dependence of relative atom height of
Sn adatom (open square) in filled state STM topographic image of Sn/Si(111)-
(
√

3×√3) surface [6] is very clear and agrees well with the calculated one (filled
square) [7] as shown in Fig. 1.5. On the other hand, theoretical simulation
on Pb/Si(111)-(

√
3 × √3) surface [8] suggests that the dangling bond of Si

adatom has always empty orbital regardless of the coordination number, and
that there is no corresponding coordination effect for Si adatom (open circle,
filled circle) [6, 7].

In case of NC-AFM topographic image of Sn/Si(111)-(
√

3 × √3) sur-
face [9, 10] as well as Pb/Si(111)-(

√
3 × √3) surface [10], however, relative

atom height of Si adatom (filled triangle) shows clear coordination number
dependence as shown in Fig. 1.5. Thus, NC-AFM has different chemical coor-
dination mechanism. Accordingly, by investigating such surrounding atom

Fig. 1.5. Relative atom height of Si and Sn adatoms in Sn/Si(111)-(
√

3 × √
3)

intermixed surface measured by filled state STM topographic image and NC-AFM
topographic image as a function of the chemical coordination number at RT. [expt.]
and [calc.] show experimental and theoretically calculated results
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dependence of relative atom heights in NC-AFM topographic images, the
imaging mechanism of NC-AFM will be clarified in more detail. On the
other hand, such chemical coordination effect in intermixed heterogeneous
surface will deteriorate chemical discrimination potential of NC-AFM topo-
graphic image (so-called atom selective image) using height difference between
heterogeneous atoms.

Mechanical Atom Manipulation Under Nearcontact Region

In 2002, by decreasing the tip–sample distance and by varying the noncon-
tact region to the nearcontact region (Fig. 1.2), vertical atom manipulation
(removal of Si adatom) by mechanical vertical contact of AFM tip apex with
Si(111)7× 7 sample surface was tentatively realized at 9.3K [1]. Immediately,
both removal and deposition of Si adatom were successfully demonstrated at
78K [11]. Then, by precisely controlling the tip–sample distance and by alter-
nately changing the noncontact region and the nearcontact region, site-by-site
lateral atom manipulation of single Ge atom adsorbed on Ge(111)-c(2 × 8)
surface was carried out using the raster scan under the nearcontact region
at 80K [12]. Finally, novel atom manipulation phenomena were discovered at
RT. Those are lateral and vertical atom interchange manipulations. By using
the lateral atom interchange manipulation combined with the vector scan
under the nearcontact region, substituted Sn adatoms embedded in Ge(111)-
c(2 × 8) substrate were laterally interchanged 120 times with the selected
adjacent Ge adatoms. Then a protruded “Atom Inlay,” that is, embedded
atom letters consisted of a little large Sn atoms embedded in a little small Ge
atoms was constructed at RT as shown in Fig. 1.6a [13]. On the other hand,
by using the vertical atom interchange manipulation induced by mechanical
vertical contact, tip apex Si atoms were directly interchanged 11 times with
the selected Sn adatoms of Sn/Si(111)-(

√
3×√3) surface. As a result, a hol-

SnGe SnSi 
(a) (b)

Fig. 1.6. (a) A protruded “atom inlay” [13] and (b) a hollowed “atom inlay” [14]
constructed by atom-by-atom assembly
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lowed “Atom Inlay” consisting of a little small Si adatom embedded in a little
large Sn adatom was constructed at RT as shown in Fig. 1.6b [14]. The latter
is a true single atom pen method using a Si tip apex.

Thus, AFM can construct embedded atom letters consisting of two atom
species even at RT. Furthermore, AFM can measure the force needed to move
single atom/molecule [15, 16].

1.2 Future Prospects for High Performance AFM

As written in Table 1.1, many topics continuously appeared in annual non-
contact AFM conference. Thus, high performance AFM field are still rapidly
growing every year. Here, we will briefly introduce several significant regions
in relation with future AFM fields.

1.2.1 Atomic and Molecular Imaging in Liquids

In 2002, true atomic resolution was possible only under ultrahigh vacuum
(UHV) environment. In air and liquid environments, Q-factor of mechanical
resonant oscillation of cantilever drastically reduces and the small Q-factor
gets disturbed to obtain atomic resolution. In 2005, by improving frequency
noise in frequency modulation (FM) detection method and using small oscilla-
tion amplitude of cantilever, vertical and lateral resolutions of 2-6 and 300pm
were achieved, respectively, even with a low Q-factor in water [17]. Such
true atomic resolution in water with the minimum deflection noise density of
5.7 fm/

√
Hz in air and 7.3 fm/

√
Hz in water [18] will open the door to atomic

scale imaging of biological materials in liquids and atomic scale science taking
place at the liquid/solid interface.

1.2.2 Magnetic Exchange Force Microscopy

In the previous book, the short-range magnetic exchange force interaction
between a ferromagnetic Fe-coated tip and a NiO(001) surface was explored
at RT by using a magnetic tip as a force sensor. As a result, atomically
resolved NC-AFM topographic image showed topographic asymmetry of the
different directions on oxygen sites, which seems to have a correlation with
the spin alignment of NiO(001) surface. This early attempt, however, did not
use an external magnetic field to align the magnetic polarization at the tip
apex and also low temperature. As a result, topographic asymmetry of the
different directions was uncertain and less than a value of about 1%. Besides,
they could not observe asymmetry by Fourier transforms of their raw data
because of insufficient S/N. Recently, by applying an external magnetic field of
Bext = 5 T perpendicular to the sample surface for the magnetic polarization
of the iron film of the tip, the topographical asymmetry increased up to about



1 Introduction 9

Table 1.1. Noncontact AFM conferences

Year Papers/
Date Location Persons Topics

1998
July
21–23

Osaka, Japan 47/104 True Atomic Resolution [TiO2, Ag, Cu,
NaCl, TGS, HOPG at LT], Atomically
resolved (KPFM, dissipation), Force
curve, Theory, Tip-sample dependence
of image [Si(111)

√
3×√

3-Ag, InAs at
LT], C60

1999
Sept.
1–4

Pontresina,
Switzerland

99/134 Alkanethiol, NiO, (Au−, Al−)/Si(111)7×7,
Higher flexural mode, Submolecule
resolution (adenine, thymine), Bias
dependence

2000
July
16–19

Hamburg,
Germany

93/176 Imaging mechanism [negative or positive
tip] of insulators (CaF2),
Cu−TBPP/Cu(100), HCOO−,
CH3COO−/TiO2, (Xe/HOPG, NiO)
at LT, Dissipation, Si(111)2×1-Sb

2001
Sept.
2–5

Kyoto, Japan 101/163 (RCOO−/TiO2)[R=H, CH3, C(CH3)3,
C≡CH, CHF2, CF3], qPlus sensor,
Alkali halides, CeO2, Imaging
mechanism of molecules

2002
August
11–14

Montreal,
Canada

88/121 Vertical atom manipulation, Chemical
identification using height difference,
KPFM of Si(111)5

√
3×5

√
3-Sb,

NC-AFM/STM of Cu(100)-c(2×2)N,
MgO, Sub-Å oscillation amplitude,
BCO SAM, Oxygen adsorbed
Si(111)7×7, Vortex

2003
Aug. 31–
Sept. 3

Dingle, Ireland 84/111 Subatomic resolution, Theory of
Si(111)

√
3×√

3-Ag, Simulated force
curves of CaF2, Submolecule resolution
of CuPc, Lateral mode image of
Si(111)7×7, (O2, CH3OH,
NO2)/CeO2, Na/TiO2

2004
Sept.
12–14

Seattle, USA 92/109 Lateral interchange atom manipulation,
Embedded atom letters, Lateral atom
manipulation, Laser cooling of
cantilever, (Atomic image, Force
curves) of SWCNT, (Sub Å resolution,
CaF2) with qPlus sensor, Surrounding
atom effect on NC-AFM topography,
Molecular resolution in air, Scanning
nonlinear dielectric microscopy
(SNDM)

(continued)
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Table 1.1. (continued)

2005
August
15–18

Bad Essen,
Germany

104/150 Lateral Mnipulation of atomic defects on
(CaF2, KCl) at RT, Lateral
manipulation of Si(111)7×7 adatom at
RT, Molecular resolution in liquid,
Atom tracking for force spectroscopy,
H2O dissociation/TiO2 , O2

dissociation/CeO2 , SNDM data
storage

2006
July
16–20

Kobe, Japan 128/229 Single-atom chemical recognition,
Vertical interchange atom
manipulation, Si(111)7×7 by SNDM,
Magnetic exchange force microscopy,
Rapid scan AFM, Potential mapping
of Si(111)7×7 at RT, Photoswitching
single-molecular tip, Atomic resolution
in liquid, Subatomic resolution of
tip-atom by CO on Cu(111)

2007
Sept.
16–20

Antalya,
Turkey

96/102 Force measurement during atomic
manipulation at LT, Tip effect on
(TiO2, MExFM, PTCDA), Alumina
oxide on NiAl, Subsurface oxygen
vacancy ordering on reduced CeO2,
Force mapping of NaCl, Theory of
MExFM, Local solvation force, Laser
cooling of cantilever down to 44 mK,
(C60, STO, HOPG) with SNDM,
Short-range electrostatic force in
KPFM

2008
Sept.
16–19

Madrid, Spain 131/180 3D Force and damping maps on
nanotube peapods, Theory of vertical
interchange atom manipulation, Water
chemistry on (CeO2, CaF2), Charge
state and imaging of a single atom,
Si-tip imaging of TiO2, Vertical and
lateral force mapping, MExFM of
Fe/W(001), Hydration structures,
Atom-manipulation on Cu(111)-O at
LT, High- speed AFM in liquid with
atomic resolution, Short-range
chemical interaction driven zero
tunneling current, Superstructure in
KBr/(Cu, NaCl)

2009 (New Haven, USA)
2010 (Kanazawa, Japan)
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17% on the nickel atom sites [19]. Both atomically resolved unfiltered data sets
and the Fourier transformed sets for 30 pm difference of tip–sample distance
clearly showed the 1 × 1 at far distance and the (2 × 1) at near distance,
respectively [19]. The (2×1) is antiferromagnetic surface unit cell of NiO(001).
Magnetic exchange force microscopy based on AFM can detect the short-range
magnetic exchange force interaction between a magnetic tip and a magnetic
sample, and observe the arrangement of spins with atomic resolution even on
insulating surface. Therefore, such spin imaging based on AFM will contribute
to understanding magnetism on the atomic scale.

1.2.3 Rapid Growth of Tuning Fork/qPlus Sensor

AFM based on tuning fork (cf. qPlus sensor) now demonstrated several
advantages. It is a kind of self-detection AFM so that it is compatible with
conventional STM instrument with atomic resolution. In other words, AFM
with atomic resolution can be incorporated with conventional STM instrument
with atomic resolution. As a result, it progresses from a simple STM instru-
ment to combined AFM/STM instrument with atomic resolution. Therefore,
it can simultaneously observe atomically resolved AFM and STM images and
has the potential ability of simultaneous spectroscopy (AFS and STS) [20].
Further, it can use small amplitude less than 10 pm and hence achieve high
signal-to-noise ratio (S/N). It can achieve subatomic resolution [5,21]. Besides,
it can mechanically manipulate metal atom/molecule [16]. Therefore, we can
expect rapid growth of such AFM/STM based on tuning fork (cf. qPlus sensor)
that will incorporate STM field with AFM field.

1.2.4 Differentiation of Atomic Force

Atomic force in AFM means chemical force between tip apex atom/molecule
and sample surface atom/molecule. Besides chemical force between interacting
atoms/molecules includes various kinds of force such as covalent bonding force,
ionic bonding force, metallic bonding force, van der Waals force, and hydro-
gen bonding force. Therefore, by investigating the imaging mechanism of AFM
with various samples and tips in more detail, differentiation of atomic force
will progress at the atomic scale. In case of ionic crystals such as CaF2(111)
surface, we already know that short-range electrostatic force is the origin of
atomically resolved image. In this case, tip will pick up small cluster of ionic
crystal, and then picked-up tip works as positive or negative tip depend-
ing on topmost ion species with positive or negative charge. As a result,
because of the attractive force imaging method in noncontact AFM, positive
tip can image only negative surface ion (anion), while negative tip can image
only positive surface ion (cation) [22]. In case of TiO2(110) surface, however,
quite seldom Si tip that can form covalent-like bond and hence image the
real topographic structure of the surface was found in addition to positive
and negative tip [23]. In case of molecular samples, van der Waals force and
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polarization force contribute to AFM imaging [1]. Thus, by investigating the
imaging mechanism of AFM with various samples and tips in more detail,
difference of imaging mechanism will become clearer and hence differentiation
of atomic force in AFM will progress at the atomic scale. Besides, such inves-
tigation will disclose the bonding nature between various atom pairs in more
detail.

1.2.5 Atom-by-Atom Assembly of Complex Nanostructure at RT

The nanostructure is the base of the quantum effect. On the other hand,
multi atom species are a key issue for functional materials. Therefore, com-
plex nanostructures consisting of multiatom species will combine the quantum
effect with functional materials and hence deliver abundant novel func-
tional materials/devices. To construct complex nanostructures, true bottom-
up nanostructuring, that is, atom-by-atom assembly, is crucial. It requires,
first, imaging and chemical identification of individual atoms [9, 10, 24]
(Fig. 1.7a), second, atom manipulation of selected atom species to the designed
site [11, 12, 15] (Fig. 1.7b), and finally, atom-by-atom assembly of complex
nanostructures [13, 14] (Fig. 1.7c).

Recently, these three procedures were developed based on AFM. As a
result, a kind of complex nanostructures consisting of two atom species,
protruded “Atom Inlay” [13] (Fig. 1.6a) and a hollowed “Atom Inlay” [14]
(Fig. 1.6b), were constructed at RT. Now we can try to construct complex
atom clusters/wires consisting of multiatom species. Such research will dis-
close the bonding nature and chemical coordination effect of various atom
species consisting complex nanostructures in more detail. In future, we may
investigate the possibility to construct more complex nanostructures such as
molecule and polymer.

Ge Cantilever Deflection

Displacement
sensor 

Displacement
sensor 

Evaporation of 
multi atom species 

Tip

Chemical
Identification 

Cantilever Deflection

@RT

Ge
Ge

Sn

Sn

Selective
manipulation/

assembly

Imaging

(a) (b) (c)

Ge

Sn Sn

Fig. 1.7. Atom-by-atom assembly of complex nanostructure at RT. (a) Imaging
and chemical identification of individual atoms, (b) atom manipulation of selected
atom species to the designed site, and (c) atom-by-atom assembly of complex
nanostructures
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Method for Precise Force Measurements

Masayuki Abe and Ken-ichi Morita

Abstract. Quantitative force analysis using noncontact atomic force microscopy
(NC-AFM) requires strict experimental conditions. Tip–sample positioning is an
especially critical issue and thermal drift is a significant disturbance effecting pre-
cise force measurements. This chapter concentrates on techniques of tip–sample
positioning at the atomic level for force measurements. Methods for compensat-
ing the thermal drift enable measurements of force spectroscopy and force mapping
even at room temperature, for which precise force measurement had previously been
thought impossible. The methods are also useful at low temperatures.

2.1 Quantitative Force Calculation

In the frequency modulation detection mode of non-contact atomic force
microscopy (NC-AFM) [1], the observable is the frequency shift (Δf) of the
cantilever resonance that results from the interaction force F between the
tip apex and the sample surface. For a set force,1 the frequency shift Δf
depends on the resonance frequency f0, spring constant k, and oscillation
amplitude A of the cantilever. To normalize the variation caused by the mea-
surement parameters, the normalized frequency shift γ is introduced, given
by γ(Z, A) = kA1.5

f0
Δf(Z, A), where Z is the tip–sample displacement [3].

The force displacement (F–Z) curve can be obtained from the change of
Δf with the tip–sample distance (Δf–Z) curve. The relation between the
Δf–Z and F–Z curves is given by

Δf(Z) =
f0

πkA

∫ 1

−1

F (Z + A(1 + u))
( −u√

1− u2

)
du (2.1)

If A is small relative to the force region, (2.1) can be simplified to Δf =
f0

1
2k

∂F
∂Z . For large amplitudes, we can use several deconvolution algorithms for

1 Note that the interaction force F acting on the tip also depends on the structure
and composition of the tip apex. For details, see [2] and Chap. 3.
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force inversion [4–6]. Integration of the obtained F–Z curve in the Z direction
gives the potential U–Z curve. It is expected that the inverted F–Z curve is
a total superposition of the various forces acting on the AFM tip. By fitting
and subtracting the long-range part of the F–Z curve, the short-range force
Fs–Z curve, which dominates the interaction between atoms of the tip apex
and the sample, can be extracted [7].

There has been a recent trend to map the Δf field in two or three dimen-
sions and then convert this map to F and U fields (see Chap. 5). From U
mapping, the lateral interaction force can be extracted by differentiating the
U field in a lateral direction [8, 9]. The lateral force acting on the AFM tip
during atom manipulation can be estimated using this analysis scheme at low
temperatures [10]. Although quantitative force measurements provide insight
into the mechanical properties at the atomic level, highly precise tip–sample
positioning is required for the three orthogonal directions (X , Y , and Z).

2.2 Thermal Drift

Thermal drift is a problematic disturbance for precise force measurement caus-
ing unwanted shifts in the relative tip–sample position and is the main subject
of consideration in this chapter. Even at low temperatures, some influence
due to thermal drift remains. This unavoidable effect prevents site-specific
and quantitative force measurements, especially at room temperature. In the
direction of the tip–sample displacement (Z direction), conventional integral
feedback for keeping Δf constant can compensate the thermal drift. In this
case, the influence of thermal drift is included in the acquired image and can be
removed by off-line processing. In the horizontal X and Y directions, however,
it is difficult to compensate for the thermal drift with a conventional NC-AFM
experiment setup. The influence of thermal drift is commonly observed in
continuous imaging. Figure 2.8d–f show NC-AFM images of a Si(111)-(7× 7)
surface obtained at room temperature at 4 min intervals. Despite the fact that
the same area is imaged, the three images are shifted slightly (see the triangles
in the figures). This phenomenon is particularly problematic for experiments
that require precision and quantitative accuracy, such as site-specific force
spectroscopy.

2.3 Three-Fold Feedback for Precise Tip–Sample
Positioning

To perform precise force measurements, a method for compensating for ther-
mal drift at the atomic level is required. One successful method for positioning
the tip and sample is to use threefold feedback, in the X , Y , and Z directions
[11,12]. In this scheme, conventional Z feedback in the vertical direction is used
to maintain the tip–sample displacement. To control the lateral (X and Y )
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Fig. 2.1. (a) Concept of atom-tracking and (b) its principles, illustrating the one-
dimensional case

position at the atomic level, the atom-tracking technique proposed by Pohl
and Möller [13] is applied (Fig. 2.1).

2.3.1 Principle of Atom-Tracking

In atom-tracking, the response of the force interaction to lateral tip–sample
modulation is detected and used for positioning feedback. In fact, there are
two independent feedback loops, for the X and Y controls. For simplicity, we
consider only one lateral direction. The principle of control in two lateral direc-
tions can be extrapolated from the one-direction case. Figure 2.1b shows the
principle of atom-tracking in which the atoms of the AFM tip apex and sam-
ple surface are drawn in the interaction force region.2 Consider a modulation
of the AFM tip (or the sample) in a lateral direction (X) with a small ampli-
tude δR in the interaction force region. When the AFM tip apex is shifted
laterally from the apex of a sample surface atom (X = X1 in Fig. 2.1b), the
lateral modulation induces a synchronous response in the vertical (Z) direc-
tion δZX . If δR is much smaller than the atomic size, the magnitude of δZX

is proportional to the differentiated value a. When the tip is at the apex of
a surface atom (X = X2), there is no response at the modulation frequency
(δZX � 0) because the inclination a is zero. At X = X3, where the absolute
distance from the tip apex is the same but at the opposite symmetric side
(|X2 −X1| = |X2 − X3|), we obtain a response of the same amplitude δZX

but with a phase shift of θX = π. In this case, the relative tip–sample posi-
tion from the apex of the sample surface atom can be determined from the
2 The concept of atom-tracking is the same as Kelvin probe force microscopy

(KPFM). In KPFM experiments, the Δf–Vs space is considered (here Vs is the
bias voltage at the sample or tip). In the atom-tracking, the same scheme is used
in real space and expanded to two dimensions (X and Y ).
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amplitude and phase of δZX . When the tip–sample position is controlled so
that the response is zero, the tip can be fixed at the position where a � 0 top.
In the one-dimensional case in Fig. 2.1b, the tip can be positioned on top of a
surface atom and the same positioning scheme can be used in the Y direction.

We can then compensate for thermal drift in three dimensions by using a
conventional Z feedback to maintain Δf . This operation mode also allows us
to position the AFM tip with equal precision at other surface sites such as
vacancies or saddle points by changing the polarities of the X and Y feedbacks.

2.3.2 Experimental Setup

Figure 2.2 shows an NC-AFM setup with an atom-tracking module added.
In this setup, the AFM tip is fixed and the sample is allowed to move in
the three orthogonal spatial directions. Since independent X and Y position-
ing controls are required for atom-tracking, the modulation signals in the X
and Y directions should be orthogonal to each other. In this experimental
setup, orthogonal modulation signals δX = δR sin ωt in the X direction and
δY = δR cosωt in the Y direction are employed. Here, δR, ω, and t are
the amplitude, angular frequency of the atom-tracking modulation, and time.
A π/2 phase difference in the modulation signals creates a circular movement
(Fig. 2.1a) with radius δR above the probed atom.3 This radius should be
smaller than the dimensions of the detected protrusions of the surface atoms.
As the AFM tip is in the interaction region, there is a response δZ 4 in the Z
direction due to the X–Y modulation.

For a single, smooth topographic protrusion and for small δR, the time
evolution of the signal in the vertical direction (δZ) during the circular motion
oscillates with the same frequency ω as the reference signal. Thus, it can be
broken down into the in-phase and the quadrature terms:
3 The circular motion is not essential for the atom-tracking implementation. Atom-

tracking can be performed using modulation signals with two different frequencies
(δX = δRX sin ωXt and δY = δRY cos ωY t). In this case, two lock-in ampli-
fiers are required. Moreover, if ωX and ωY are similar, interference can arise
between the two frequencies. It is also important to consider the band-width of
the FM-demodulator when using two different frequencies. In the experimental
setup shown in Fig. 2.2, we believe that interference between the in-phase and
quadrature components can be neglected, and a two-phase lock-in amplifier is
sufficient for detection of the two components.

4 The lateral modulation frequency ω should be optimized by setting the experi-
mental conditions and parameters, especially the cut-off frequency ωZ of the filter
for Z feedback. In Fig. 2.2, δZ is detected from the Z feedback output, meaning
that the ω component from the topographic signal is detected as δZ. The value
of ω must be smaller than ωZ . In other words, the setup is in the topographic
mode where this circular movement evolves into a contour line of constant Δf .
If this condition is not held, that is, ω > ωZ , the input signal of the Z feedback,
that is, the output signal of the FM demodulator, should be measured as δZ. Of
course, the larger ω becomes, the faster the response is to large thermal drift.
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Fig. 2.2. The combination of atom-tracking and NC-AFM. The atom-tracking mod-
ule consists of a two-phase oscillator, two feedback circuits, and a two-phase lock-in
amplifier

δZ � δZX sin(ωt + θX) + δZY cos(ωt + θY ) (2.2)

where δZX and δZY are the respective amplitudes, and the phases θX and
θY have two possible values, 0 or π, depending on the position of the tip over
the probed adatom (Fig. 2.1b). According to the signals received by the lateral
scanner, the first and second terms of (2.2) can be respectively associated with
the topographic response to the oscillations in the X and Y directions, and
they can be separated using the two-phase synchronous detection method. For
small δR values, the vertical amplitudes δZX and δZY can be considered to be
proportional to the slope of the topographic signal of the probed surface atom
along the X and Y directions, respectively (Fig. 2.1b), and their values depend
on the relative position between the outermost atom of the tip and the atom
at the surface. When the tip is exactly above the probed atom, δZX cos θX

and δZY cos θY are very close to zero. In the atom-tracking implementation,
the lateral tip–sample position is controlled using two independent feedbacks
so that δZX cos θX � ZY cos θY � 0.

Figure 2.3 shows an example application of atom-tracking for the com-
pensation of thermal drift at room temperature. The images in Fig. 2.3a show
NC-AFM topographic images of a Si(111)-(7 × 7) surface before and after
the atom-tracking implementation. After acquisition of the upper-left image,
the tip was positioned over the Si(111)-(7 × 7) corner adatom indicated by
the white arrow in the image and atom-tracking was activated. The two feed-
backs of the atom-tracking implementation gave the required DC voltages to
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Fig. 2.3. Compensation of the lateral thermal drift by tracking an Si adatom of an
Si(111)-(7×7) surface at room temperature. (a) Topographic images. After acquisi-
tion of the topographic image (left), the AFM tip was positioned on the arrowed Si
adatom and the atom-tracking is activated. The graph shows the total displacement
in the orthogonal lateral scan directions (X and Y ) obtained from the output volt-
ages of the atom-tracking feedbacks. The atom-tracking was operated for 61min,
after which the topographic image on the right was obtained. (b) Enlargement of a
part of the X–Y track in (a) to illustrate the precision of the atom-tracking. The
atom-tracking oscillation amplitude and frequency for the X and Y feedback were
δR = 43 pm and ω/2π = 10 Hz

correct the sample lateral positions X and Y against thermal drift so that the
tip was continuously maintained over the same surface spot. In this experi-
ment, a total displacement of 138 Å larger than the image lateral dimensions
was obtained by continuously tracking the Si adatom for slightly more than
1 h, yielding a thermal drift velocity of vtd = 2.3 Åmin

−1
. In Fig. 2.3b, a mag-

nification of the initial part of the X and Y lateral displacements is shown.
This magnification shows that the atom-tracking can reach a precision of posi-
tioning control better than ±0.1 Åpp even at room temperature. The lateral
stability is comparable to that for inelastic electron tunneling spectroscopy
(IETS) measurements at cryogenic temperatures [14].

2.3.3 Site-Specific Force Spectroscopy at Room Temperature

Through the compensation process for thermal drift and precise lateral posi-
tioning of the AFM tip over a surface atom, the atom-tracking technique
provides the necessary stability required for force spectroscopic measurements,
at both room and low temperatures. However, as atom-tracking requires a sig-
nal of the Z component (frequency shift or surface topographic signal) for its
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Fig. 2.4. Timing diagram for site-specific force spectroscopy at room temperature

operation, Δf–Z curves should be acquired over several short intervals in
which the atom-tracking feedbacks and Z feedback are momentarily open.
Thus, a protocol is required with thermal drift velocity as the main limit-
ing factor for the repeated acquisition of equivalent Δf–Z curves at room
temperature.

For obtaining reproducible Δf–Z curves, an example timing diagram is
shown in Fig. 2.4. A precise position with atom-tracking is achieved and,
together with topographic Z feedback, maintained for precise three-
dimensional positioning of the tip on the probed atom (stage I). For the
acquisition of a Δf–Z curve, atom-tracking and the topographic feedbacks
are open and the voltage ramps for the forward and backward vertical tip–
sample relative displacement are applied while recording the Δf variation
(stage II). At room temperature, after the acquisition of a set of forward and
backward Δf–Z curves, it is convenient to restore the topographic feedback
for a very short time interval in order to compensate the vertical thermal drift
(stage III). Additionally, to minimize the voltage-induced creep in the vertical
piezoelectric ceramic, a group of several sets of forward and backward scans
should be performed (repeating stage III–IV).

At room temperature, the number of sets that can be acquired during
an interval in which the atom-tracking is deactivated is limited by the drift
velocity and the lateral positioning precision. The largest interval τXY in
which the atom-tracking can be maintained for the acquisition of a group of
n forward and backward sets, each measured in a time τZ , is determined by
the relation

τXY � n× τZ < NAT/vtd, (2.3)
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Fig. 2.5. (a) Δf–Z curves acquired over an Si(111)-(7× 7) corner adatom at room
temperature using the method proposed in the text. Ten of a total of 80 Δf–Z curves
measured during tracking of the adatom are shown in gray. The average curve from
these 80 Δf–Z curves is shown in black. The inset shows a comparison of a single
Δf–Z (gray) with the averaged curve (black). (b) Short-range force Fs–Z curves
calculated from the Δf–Z curve obtained in (a). The averaged curve (black) and
the nonaveraged single curve (gray) are shown

where vtd is the thermal drift velocity and NAT is the precision of the lateral
positioning. After the acquisition of a set of Δf–Z curves, the atom-tracking
feedbacks are close for repositioning of the AFM tip above the probed surface
atom. Applying the timing diagram of Fig. 2.4 and the limitations imposed
by (2.3), room temperature spectroscopic measurements on an Si(111)-(7×7)
surface are demonstrated in Fig. 2.5 [11]. In this experiment, 80 curves were
acquired. Ten of these Δf–Z (a forward and a backward curve from each
acquisition interval) are displayed in Fig. 2.5a by gray lines. They overlap
with a very low dispersion. In the absence of tip apex and/or surface changes,
this close similarity among the curves allows us to average them in a single
curve for a further reduction of noise. The averaged Δf–Z curve resulting
from the 80 curves is shown in Fig. 2.5a as a black line. Comparing the noise
between the averaged and the nonaveraged single curves, as in the inset of
Fig. 2.5a, we can clearly see an improvement of a factor of 5–10.

Noise reduction of the Δf–Z signal is critical to avoid possible amplifica-
tion in inverting the frequency shift to force. Figure 2.5b shows short-range
force curves calculated from a nonaveraged Δf–Z curve (gray) and the aver-
aged curve in Fig. 2.5a.5 We can clearly see that the magnitude of the noise
in the nonaveraged curve is greater than that of the averaged curve. Smooth-
ing or performing a running-average of the Δf–Z curve is one method for
reducing noise. However, care should be taken in heavy filtering because the

5 To obtain the short-range force to displacement Fs–Z curves in Fig. 2.5b, Δf–Z
curves are inverted to F–Z curves using the method in [6]. Then, long-range
van der Waals force are subtracted from the F–Z curve. Electrostatic forces are
minimized by controlling the sample bias voltage before the data acquisition. The
procedure is the same as that in [7].
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shape of the curve may change, especially after the inversion to force. Tak-
ing an arithmetic average of several Δf–Z curves is an appropriate method of
noise reduction. From this point, reproducibility of positioning and measuring
is important for precise force measurement.

2.4 Thermal Drift Compensation
for Force Field Mapping

2.4.1 Concept of Feedforward

As mentioned earlier, the atom-tracking technique enables precise tip posi-
tioning on a probed surface atom for precise force measurements with force
spectroscopy even at room temperature. This technique is very effective, as
previously it was thought that site-specific force spectroscopy could only be
performed at low temperatures where the effect of thermal drift is small. In the
experimental scheme presented in Sect. 2.3.3, atom-tracking must be stopped
temporarily, which causes a relative shift in the tip–sample position due to
thermal drift during data acquisition. This means that as the force measure-
ments owe their reproducibility to precise positioning of the tip apex, a smaller
drift velocity is preferable. Practically, according to the (2.3), it is difficult to
perform force spectroscopy with a thermal drift velocity of vtd > 5 Åmin

−1
.

Also, using only atom-tracking is not effective for NC-AFM applications such
as force mapping and atom manipulation. Moreover, although atom-tracking
allows the same area to be imaged repeatedly, as shown in Fig. 2.3a, the
obtained images are distorted. As atom-tracking is feedback, the AFM tip
must be in the force region of a specific surface atom during its activation for
precise positioning.

An effective way to improve the performance and precision of NC-AFM
is to add feedforward to the AFM. Feedforward is a system operation tech-
nique normally used in control engineering. Figure 2.6 shows the concept of
NC-AFM with feedforward. For precise positioning, the atom-tracking tech-
nique and conventional Z control are feedback controls corresponding to K(s)
in Fig. 2.6. Relative position differences in three directions are detected at the
NC-AFM (controlled object P (s)) and controlled with K(s). Various types of
disturbances di(i = 1, 2, . . . ), such as instabilities in the system, internal and
external vibrations, outside ambient sound, and tip–surface position change
due to thermal drift, enter the NC-AFM system. If a disturbance can be
modeled as F (s) in Fig. 2.6, we can cancel the real disturbance by adding the
modeled disturbance into the system. Although most of the disturbances are
not predictable, some are, including thermal drift. For large data acquisition
of force spectroscopy and force mapping at room temperature, feedforward is
essential. Note that under real experimental conditions, we cannot detect the
difference between the output of the feedforward and the real system varia-
tion caused by model errors. Nonetheless, even when a nonlinear disturbance



24 M. Abe and K.-I. Morita

K(s)−
+

r y

controlled object
(FM-AFM)

controller
(3 feed-backs in XYZ)

set value

(=d1+d2+....+dn)d

disturbance
(thermal drift, 
vibration, etc.)

controlled value

F(s)

P(s)+

+

modeled disturbance
(feedforward)

Fig. 2.6. Control diagram of NC-AFM. To perform NC-AFM (given in P (s)),
feedback (K(s)) is used to maintain a set value y = r. F (s) is a modeled disturbance
for feedforward activation

enters the system, the feedforward lightens the burden on the atom-tracking
feedback control and improves the system response to reduce positioning error.

2.4.2 Force Mapping at Room Temperature with Feedforward

Figure 2.7 shows an example of time variations of lateral thermal drift [9]. The
data were logged from the output of atom-tracking feedbacks for an adatom of
a Si(111)-(7× 7) surface. We observe a linear change in each lateral direction
of at least 10min. This means that the thermal drift velocity vtd(vX , vY , vZ)
is constant for this period. Therefore, vtd can be used as a model parameter
for the feedforward. Applying a voltage corresponding to vtd× t to the system
as in Fig. 2.6 compensates for the thermal drift.

To observe the performance of the feedforward implementation, NC-AFM
topographic imaging at room temperature where thermal drift exists is shown
in Fig. 2.8.6 Figure 2.8a–c shows a series of NC-AFM images of the same
area obtained over 256 s with feedforward activated at room temperature [9].
On the same surface and with the same AFM tip but with the feedforward
switched off, the area imaged in the series scan is shifted, as can be seen in
Fig. 2.8d–f. Even for heavy thermal drift condition (vX = 6.9 Åmin

−1
and

vY = 3.2 Åmin
−1

), as in Fig. 2.8g, the feedforward provides effective com-
pensation. In Fig. 2.8g, image acquisition was started from the upper part
with the feedforward activated. At the middle of the image (dotted line),
the feedforward was turned off. Comparing the shapes of the unit cells in
the upper and lower areas shows that the distortion in the upper area is
negligible. These results indicate that the thermal drift compensation using
6 In previous studies and in commercial controllers for scanning probe microscopy,

a method for thermal drift compensation has been used, where a final image of
a region is obtained by comparing a series of acquired images. In this scheme of
pattern recognition, atomic level precision cannot be expected.
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Fig. 2.7. Time variation of lateral thermal drift measured at room temperature.
Output signals were logged of atom-tracking feedback performed on an adatom of
Si(111)-(7 × 7)

Fig. 2.8. NC-AFM topographic images of a Si(111)-(7 × 7) surface acquired at
room temperature. The scan area was 85 × 85 Å2. The images (a–f) were obtained
at 256 s intervals: (a–c) were obtained with feedforward implementation and (d–f)
were obtained without feedforward. In (d–f), the open triangles indicate the position
of a corner hole imaged in (d). The arrows in (e) and (f) show the shift due to the
lateral thermal drift of the hole. (g) NC-AFM topographic image obtained under
heavy thermal drift condition [9]. The feedforward was switched from “ON” to
“OFF” during a scan, with the area above the dotted line scanned with feedforward
and the area below without feedforward
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feedforward simulates the condition of quasi-low temperature even at room
temperature.

2.4.3 Force Mapping with Feedforward

As mentioned in the first textbook on NC-AFM [15], in a low thermal drift
condition such as at low temperature, a narrow bandwidth setting of the
NC-AFM system improves the signal-to-noise ratio. In a similar manner, at
room temperature, compensation of the three-dimensional tip–sample posi-
tion with feedforward enables a reduction in the bandwidth of the Z and the
atom-tracking feedbacks, which improves the image quality of NC-AFM oper-
ated at room temperature. The feedforward data acquisition approach also
enables force mapping with atomic resolution. Force mapping is a method for
visualizing a force field [16, 17] and can be used to visualize phenomena on
surfaces such as atom identification, direction of dangling bonds, friction, and
relaxation. For force mapping experiments, a condition of sufficient stability
of the instrument is required, including high lateral resolution, sensitivity,
and low thermal drift. In addition, at room temperature, the measurement
time needs to be small due to the possibility of slight changes in the ther-
mal drift velocity and positioning error due to nonlinear thermal drift that
cannot be modeled. Also, numerous sampling points are preferable for high
spatial resolution mapping. We present here two examples of force mapping.
For both examples, if the experimental conditions satisfy the requirements
for data acquisition, we can ignore the effect of nonlinear thermal drift that
cannot be compensated with the techniques above.7

Example 1: Numerical Analysis for Potential and Lateral Force

Figure 2.9 shows experimental and analytical results of two-dimensional
force mapping [18]. The frequency shift map (ΔfZ(X, Z))8 acquired with

7 However, note that there are remnant errors (in the author’s case, these are at
most 0.8, 0.8, and 0.6 Å during data acquisition in the X, Y , and Z directions,
respectively, at room temperature.). These were the results of inaccuracies due
to quick drift measurements before the feedforward activation. To minimize the
effect of remnant errors, fast scans were performed along the X direction by
changing the tip–sample displacement Z in the data acquisition of Figs. 2.9b and
2.10b. The data acquisition in the examples consisted of 1024 × 1024 points and
were taken over about 3.5min. These experimental conditions and the use of
atom-tracking and feedforward meet the requirements for force mapping at room
temperature.

8 In the discussion earlier in this chapter, we implicitly assumed the interaction
forces F and resulting frequency shift Δf to be in the vertical Z direction. In this
subsection, as the interaction force in the lateral (X) direction is also discussed,
subscripts are introduced to indicate the direction of the force. For example, ΔfZ

denotes the frequency shift due to the vertical (Z) force.
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Fig. 2.9. Experimental and analytical results of two-dimensional force mapping
on the Si(111)-(7×7) surface [18]. (a) Structure model of the Si(111)-(7×7) sur-
face. Two unit cells are drawn. (b) Two-dimensional ΔfZ maps on a Si(111)-(7×7)
surface. After the feed-forward was activated, data acquisition of the ΔfZ map was
performed along the horizontal line connecting the three corner holes (CH) by chang-
ing the tip–sample distance. The maps include two unit cells, with the left and right
halves corresponding to the unfaulted and faulted halves in each unit cell. (c) Force
(FZ) map calculated using the protocol of Sader and Jarvis [6] (d) Potential (U)
map calculated from (c). (e) Lateral force (FX) obtained by differentiating (d). The
dotted lines indicate Si adatom sites

feedforward activated at room temperature is shown in Fig. 2.9b.9 As the
line profiles in the vertical direction in Fig. 2.9b correspond to the ΔfZ − Z
curves, all the profiles in the Z direction can be inverted to FZ −Z curves by
deconvolution using (2.1). We obtain a force map (FZ(X, Z)) by compiling the

9 The actual data acquisition needed to be determined so that we could correctly
invert the frequency shift ΔfZ to force FZ . That is, the measurement was per-
formed until a certain distance where the ΔfZ became almost zero. In Figs. 2.9a
and 2.10b, the obtained ΔfZ map was cut such that the visible map appears in
the vicinity of the surface.
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inverted fZ − Z curves, as shown in Fig. 2.9c. Assuming that the interaction
force is conservative (energy dissipation is negligible), we can calculate the
interaction potential map (U(X, Z) = − ∫ Z

∞ FZ(X, Z ′) dZ ′), as in Fig. 2.9d,
and also the lateral force map

(
FX(X, Z) = −∂U(X,Z)

∂X

)
, as in Fig. 2.9e [8, 9].

Mapping allows more than just visualizing the force (or the potential)
field [18]. Once the FZ(X, Z) (or integrated U(X, Z)) map is obtained, we
can acquire topographic signals for a range of experimental parameters (e.g.,
amplitude, spring constant, resonant frequency of cantilevers). Even torsional
mode [19] images can be acquired. Moreover, numerical analysis of force
mapping gives the lateral force for manipulating single atoms [10].

Example 2: Surface Atom Discrimination

Figure 2.10a shows an NC-AFM topographic image of a surface alloy com-
posed of Si, Sn, and Pb atoms on a Si(111) surface. Although three different
species are present on the surface, two contrast patterns (bright and dim
spots) appear. The ΔfZ map in Fig. 2.10b was acquired along the arrow in
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Fig. 2.10. (a) NC-AFM topographic image of a surface alloy composed of Si, Sn,
and Pb atoms on a Si(111) substrate. (b) Two-dimensional ΔfZ map acquired along
the arrow in (a). (c) Short-range force to displacement (FZs − Z) curves above the
twelve adatoms mapped in (b). The colors of the curves correspond to the colors of
the maximum attractive ΔfZ values in (b). The red, yellow, and green curves are
for Si, Sn, and Pb, respectively
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the NC-AFM topographic image [20]. In the ΔfZ map, three patterns (peaks
with red, yellow, and green bases) are clearly resolved. The different colors
indicate that they have different maximum ΔfZ values due to the presence of
different atom species.

An analysis of the ΔfZ map (and also the inverted Fz map) reveals con-
siderable information useful for visualizing the surface and understanding
interaction forces, as well as providing data for determining atomic differ-
ences. One useful piece of information is the color contour lines in Fig. 2.10b,
which correspond to topographic signals. Since relaxation at both the AFM
tip and the sample is small in the small Δf region [21], we can investigate the
atom height and interaction force simultaneously. Comparing the contour lines
shows that the atomic height is small between the peaks with yellow and green
bases. However, there is a clear color contrast in the ΔfZ map for these two
types of peak. Comparing the minimum values of the short-range force FZs,
the determined ratios of Sn to Si and Pb to Si are the same as those determined
from force spectroscopy on the same surface system (see [2] and Chap. 3). This
means that we can assign the red regions, which have the largest attractive
Δf , as representing silicon, while the yellow and green regions represent Sn
and Pb, respectively. In this way, force mapping not only yields significant
information on the surface atoms, but also allows quantitative analysis for
atom discrimination.

2.5 Summary

Force spectroscopy and force mapping have provided physical and chemical
insights at the atomic scale. For precise force measurements, experiments
require strict conditions, with tip–sample positioning being an especially crit-
ical issue. Usually, a low temperature environment is more suitable because
thermal drift is negligible. However, in some fields, such as biophysics and
catalysis, kT can be an important factor. It is difficult to build AFM instru-
ments that are not subject to thermal drift at room temperature or higher.
Atom-tracking and feedforward techniques can compensate for thermal drift
motion, which can be useful in a low temperature environment. Finally, it
should be noted that atom-tracking and feedforward do not improve the
stability of the instruments and only function fully with a stable AFM
instrument.
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Force Spectroscopy on Semiconductor Surfaces

Oscar Custance, Noriaki Oyabu, and Yoshiaki Sugimoto

Abstract. In this chapter, we introduce recent works on force spectroscopy per-
formed using the frequency modulation detection method that have contributed
to widen the knowledge and applicability of atomic force microscopy (AFM) for
the study of surfaces with atomic resolution. We first introduce some experimental
considerations regarding force spectroscopy acquisition. Then, we discuss how the
combination force spectroscopy and first-principle calculations has contributed to
clearly identify a channel for the dissipation of energy from the cantilever oscillation,
as well as to clarify the interplay between atomic relaxations and differences in the
tip–surface short-range interaction detected over atoms populating heterogeneous
semiconductor surfaces. We introduce a protocol for single-atom chemical identifi-
cation using AFM, which is based on the precise quantification of the tip–surface
short-range interaction forces. Finally, anticipating the future general use of small
cantilever oscillation amplitudes, we discuss force spectroscopy acquisition using
higher flexural modes of rectangular cantilevers and oscillation amplitude values as
small as 3.6 Å.

3.1 Introduction

Soon after its invention, the atomic force microscope (AFM) [1] demonstrated
to be a very versatile tool for exploring and interacting with matter at the
micro- and nanoscale, in different environments and with multiple applica-
tions in fields ranging from biology to semiconductor industry. Depending on
the research field, the AFM is renamed as scanning force microscope, surface
force microscope, and alike. However, the name selected by Binnig, Quate, and
Gerber to succinctly refer to their invention [1] was probably chosen to stress
that with this apparatus it could be possible to detect interatomic forces,
and therefore, explore surfaces with true atomic resolution. It took almost a
decade to beat all the technical adversities and demonstrate that AFM can
certainly detect interatomic forces and obtain atomically resolved images of
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highly reactive surfaces [2–4]. This breakthrough was in part possible, thanks
to the development of the frequency modulation detection method by Albrecht
and co-workers [5]. Since the achievement of true-atomic resolution with AFM,
there was an increasing number of groups and researchers showing interest in
frequency modulation atomic force microscopy (FM-AFM) not only for the
study of conducting an insulating surfaces at the atomic scale, but for many
other additional possibilities that this highly sensitive detection scheme offers
to study different kind of phenomena at surface. There are excellent reviews
that describe pioneering works in FM-AFM [6–8], that have instructed and
inspired new generations of researchers excited by the possibilities offered by
this technique.

Since the publication of these reviews, there has been significant progress
in the field. One of the subjects that has undertaken an extraordinary develop-
ment in recent years is force spectroscopy, which is the technique that allows
us to quantify very precisely the tip–surface interaction forces exerted on the
cantilever. In FM-AFM, these forces are indirectly obtained from variations of
the cantilever resonant frequency as the tip–surface distance is continuously
explored.

One of the first attempts to quantify the tip–surface interaction force as a
function of the tip–surface distance in FM-AFM was performed by Gotsmann
and co-workers [9–11]. Almost at the same time, important contributions were
also performed by the group at Hamburg University [12–15]. However, it was
the group of Basel University the one who achieved the breakthrough of quan-
tifying the short-range forces associated with a single bond formation between
the outermost atom of the tip and the atoms probed at the surface [16]. These
pioneering works inspired and encouraged us to implement and make use of
force spectroscopy in our AFM experiments.

In this chapter, we will introduce recent works on force spectroscopy
performed on semiconductor surfaces, which have contributed to widen our
knowledge on phenomenology of FM-AFM and have broaden the applicability
of AFM for the study of surfaces with atomic resolution. We will first introduce
some experimental considerations regarding force spectroscopy acquisition.
Then, we will discuss how the combination force spectroscopic measurements
and first-principle calculations has contributed to clearly identify a channel for
the dissipation of energy from the cantilever oscillation, as well as the inter-
play between atomic relaxations and differences in the tip–surface short-range
interaction of atoms populating heterogeneous semiconductor surfaces. We
will introduce a protocol for single-atom chemical identification using AFM
based on the precise quantification of the tip–surface short-range interaction
forces. And finally, anticipating the future general use of small cantilever oscil-
lation amplitudes, we will discuss force spectroscopy acquisition using higher
flexural modes of rectangular cantilevers and oscillation amplitude values as
small as 3.6 Å.



3 Force Spectroscopy on Semiconductor Surfaces 33

3.2 Experimental Considerations

In FM-AFM, the cantilever is constantly excited at resonance keeping the
oscillation amplitude constant. In this detection scheme, the main observable
is the frequency shift: the variation of the cantilever resonant frequency with
respect to the free oscillation value upon the presence of an inhomogeneous
force field between the cantilever tip and the surface.

Scanning the surface maintaining constant a frequency shift value cho-
sen as image set point gives access to topographic maps of the surface, when
properly adjusting the feedback parameters to obtain a minimal error in the
frequency shift signal with respect to the set point value. It is convenient to
record in every moment the cantilever oscillation amplitude – to corroborate
that it is kept constant – and the excitation signal applied to the piezo actu-
ator that drives the cantilever oscillation (which is related to the additional
amount of energy one has to put into the cantilever oscillation to keep the oscil-
lation amplitude constant under the presence of nonconservative tip–surface
interaction, see Sect. 3.3 for more details).

Atomic resolution experiments normally require operation of the AFM in
ultrahigh vacuum (UHV) environment. In UHV, the common forces sensed
by the cantilever tip are the electrostatic interaction due to the presence of a
charge difference between tip and surface; the van der Waals interaction, which
is originated by dipole fluctuations at tip and surface; and the short-range
forces between the closest tip–surface atoms responsible of atomic contrast
[17–19]. For magnetic tips or surfaces, there may be also magnetic forces
involved even at atomic level [20]. To maximize sensitivity to the short-range
forces, a bias voltage between tip and sample is normally applied to cancel
the tip–surface contact potential difference to minimize the long-range elec-
trostatic interaction [21, 22], and cantilevers with sharp tips at their free end
– tips with typical radius of a few nanometers – are used to reduce the van
der Waals contribution to the total interaction force.

Sharp yet atomically reactive tips are required to explore semiconductor
surfaces. To this end, prior the experiments, it is convenient to prepare a
new cantilever tip by ion Ar sputtering. We use an ion energy of ∼0.6 keV
for our Si cantilevers, adjusting the partial pressure of Ar to get a typical
ion current of ∼0.2 μA measured at the cantilever holder, setting the sputter
time to obtain reactive yet sharp tips giving high quality atomic resolution
images (the sputter time must be recalibrated for a given cantilever wafer).
Sometimes, gentle contacts with the surface are required to improve atomic
resolution image quality or to stabilize the tip apex after unintended mod-
ifications during scanning or force spectroscopy measurements. If the tip is
producing stable imaging and good force spectroscopy data, it can be used
over several measurement sessions without any further cleaning treatment.

When using cantilevers and a detection system based on optical interfer-
ometry, higher sensitivity is obtained by positioning the laser spot as close as
possible to the cantilever-free end, while keeping a good and stable oscillation
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signal coming out from the interferometer and the frequency demodulator.
This optimum positioning of the laser spot can be easily performed by looking
at the diffraction patterns provided by the output signal from the interferom-
eter when longitudinally and transversally scanning the laser spot over the
cantilever-free end. This requires a system of piezoelectric motors capable of
moving the laser spot in three dimensions [23].

Site-specific force spectroscopy is performed by recording the frequency
shift signal over a surface atomic site while decreasing the relative tip–sample
distance. It is convenient to explore a distance range from the free oscillation
region (absence of any force exerted on the cantilever) to distances beyond
the onset of significant short-range interaction responsible of atomic con-
trast [17–19]. A set of forward and backward curves is usually acquired upon
approach (retraction) of the tip towards (from) the surface and, under normal
acquisition conditions, the curve upon retraction should match – within the
experimental noise – the one acquired during the approach. After the acqui-
sition of force spectroscopic characteristics, the surface should be imaged to
assure that neither the tip nor the surface has changed. High degree of pre-
cision and reproducibility in positioning the tip over the top most part of a
surface atom at both cryogenic and ambient temperatures can be achieved by
using the atom tracking technique [24,25]. In UHV experiments at room tem-
perature, this tool can also be applied for the prediction and compensation of
constant thermal drift in the three spatial dimensions [26] (for more details
see Chap. 2).

3.2.1 Extraction of the Short-Range Force
from the Frequency Shift

In FM-AFM, the frequency shift is proportional to a weighted average of the
tip–surface interaction force over one cantilever oscillation cycle. For small
enough perturbations of the harmonic behavior of the cantilever oscillation,
the frequency shift (Δf) can be expressed as [14, 27, 28]

Δf =
fr

πksA0

∫ 1

−1

Fint[z′ + A0(1 + u)]
( −u√

1− u2

)
du, (3.1)

(where fr is the free-oscillation cantilever resonant frequency, ks is the
cantilever stiffness, A0 is the cantilever oscillation amplitude, Fint is the tip–
surface interaction force, and z′ = z − q is the tip–surface distance, with q
being the generalized coordinate of the point-mass model that describes the
harmonic oscillation of the tip [11, 14]). The kernel function

K(u) =
( −u√

1− u2

)
u ∈ {−1, 1} (3.2)

has important consequences when operating FM-AFM at either large or small
oscillation amplitudes. For large oscillation amplitudes, this kernel assures
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Fig. 3.1. A total interaction force (Fint) comprised by the short-range forces asso-
ciated with a Si–Si interatomic interaction and the van der Waals force for a Si tip
of 5 nm nominal radius. The behavior of the kernel function shown in (3.2) over a
cantilever oscillation amplitude of 1 nm (total cantilever oscillation path of 2 nm)
and a closest tip–surface distance approach (d) of 5 Å is also displayed

that the main contribution to the frequency shift comes from the point of
closest proximity of the tip to the surface, as at the divergence for u = 1,
the tip–surface interaction is normally negligible [28] (see Fig. 3.1). For small
oscillation amplitudes, the kernel is responsible for the partial cancelation of
the long-range interaction upon a small enough variation of these forces over
a distance range equivalent to the total cantilever oscillation path [29, 30].

Force spectroscopy is based on (3.1), and obtaining the tip–surface inter-
action force from the measured frequency shift requires the inversion of this
expression. This is, however, a nontrivial mathematical operation. Gotsmann
[10], Durig [28], Giessibl [29], and Sader [31] have proposed different inver-
sion procedures to obtain the tip–surface interaction force from (3.1). We
have found that the methods proposed by Giessibl and Sader are more robust
against the presence of experimental noise. While Giessibl’s method requires
powerful mathematical routines – commercially available – to invert a matrix
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of (n × n) elements, with n the number of points of the frequency shift vs.
tip–sample distance curve, the method proposed by Sader can be easily imple-
mented having basic computational programing skills. Proper extraction of the
tip–surface interaction force with Sader’s method requires, however, exploring
a tip–surface distance range extending to the free oscillation region; otherwise,
the whole force curve will be shifted as a unit to smaller absolute force values.
In cases where it is not possible to reach tip–surface distances entering in
the free oscillation region, Giessibl’s method may provide more accurate force
values as the separation from the short-range interaction region is increased.
In an overall evaluation, when reaching tip–sample distances corresponding to
the free oscillation region, we have obtained a better performance using the
method proposed by Sader and Jarvis [31]. The force extracted from frequency
shift curves presenting significant instabilities loses its meaning as (3.1) is not
well defined upon the presence of jumps in the frequency shift [14,27,32], and
an alternative analysis is then required [33].

The tip–surface interaction forces extracted from the frequency shift vs.
tip–sample distance curves include both long- and short-range interactions.
The short-range forces can be obtained by subtracting the long-range contri-
bution from the total force [22]. As during data acquisition the electrostatic
force is minimized by compensating the tip–surface contact potential dif-
ference, the main long-range contribution comes from the van der Waals
interaction. When possible, the long-range contribution should be character-
ized over surface sites not showing an apparent short-range interaction over
a significant tip–surface distance range close enough to the surface, like, for
example, over holes or vacancies [16, 24, 34]. In heterogeneous surfaces, upon
the absence of surface sites for the direct characterization of the long-range
interaction, it can be assumed that the long-range region embraces a distance
from the free-oscillation regime to the position at which the total force curve
for the different atomic species populating the surface starts deviating from
a common behavior [35] (care about possible topographic offsets due to the
acquisition protocol has to be taken [36], see Sect. 3.4 for details). An appro-
priate fitting of the total force over the long-range region to a Hamaker-like
analytic model for the van der Waals interaction of a sphere over a plane [16]
provides a good approximation to characterize the long-range contribution.
Finally, the short-range interaction force is obtained by the subtraction of
this fit evaluated over the whole tip–sample distance range explored to the
total force curve.

3.2.2 Determination of Relevant Acquisition Parameters

The accuracy quantifying the tip–surface interaction force essentially depends
on a proper characterization of the relevant acquisition parameters in FM-
AFM. These are the cantilever oscillation amplitude, the cantilever stiffness,
and the quality factor (Q) of the cantilever oscillation (in case that the
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quantification of the energy dissipated from the cantilever would be also
required).

The Q-value can be determined by the ring-down method, in which the
excitation driving the cantilever at resonance is suddenly interrupted and the
evolution of the square of the amplitude with time follows an exponential
decay with a time constant given by Q/2πf0, where f0 is the cantilever res-
onant frequency. The Q-value can be also obtained from the width of the
resonant peak of the power spectral density of the cantilever thermal motion
measured with a spectrum analyzer.

For rectangular Si cantilevers operated in UHV, the method proposed by
Cleveland and co-workers [37] produces a fair estimation of the cantilever
stiffness. In this method, the equivalent static stiffness for the fundamental
oscillation mode of the cantilever can be expressed as a function of the resonant
frequency and the length and width dimensions of the cantilever. These geo-
metrical dimensions are well defined during the cantilever production process,
normally presenting a very low dispersion with respect to the corresponding
nominal values, in comparison with the cantilever thickness. In case that it
would be impossible to directly measure the cantilever dimensions, good esti-
mations of the length and width values of the cantilevers can be obtained from
the quality-control data provided with each cantilever wafer.

The main contribution to the uncertainty in the estimation of the tip–
surface interaction force comes, by far, from the determination of the can-
tilever oscillation amplitude. In an optical interferometer detection scheme,
the measured cantilever oscillation amplitude depends on the position of the
laser spot along the cantilever longitudinal axis. Values closer to the real oscil-
lation amplitude will be obtained when positioning the laser spot as close as
possible to the cantilever free end, over the tip position; otherwise, correc-
tions considering the distance of the laser spot from the cantilever free end
must be undertaken. The magnitude of the cantilever oscillation amplitude
is normally obtained from the detector output in volt units. A conversion
factor to distance units can be calculated using the normalized frequency shift
[27]. For an identical tip–surface interaction force and large enough cantilever
oscillation amplitudes (see Sect. 3.6), the normalized frequency shift remains
constant independently of the oscillation amplitude [13]. Thus, a calibration
of the cantilever oscillation amplitude can be performed by tracing the rel-
ative tip–sample distance while changing the oscillation amplitude, keeping
constant the normalized frequency shift over the same spot on the surface
(this requires readjustment of the frequency shift set point for each oscillation
amplitude) [24, 38]. A set of several pairs of oscillation amplitude values and
corresponding relative tip–sample displacements should follow a linear behav-
ior with slope as the calibration constant. To minimize the influence of piezo
creep and assure reproducibility, several cycles increasing and decreasing the
cantilever oscillation amplitude can be measured. This calibration should be
performed at tip–surface distances corresponding to a significant long-range
interaction force, avoiding possible contributions from atomic-scale variations
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of the surface. Since the determination of the cantilever oscillation ampli-
tude depends on the position of the laser spot, the calibration should be
performed for each experimental session or after repositioning the laser spot
on the cantilever.

3.3 Energy Dissipation and Force Spectroscopy

The combination of force spectroscopy and first-principles calculations has
contributed in a decisive way to further clarify the enhancement of atomic
contrast in the dissipation signal upon increasing the tip–surface short-range
interaction force when probing semiconductor surfaces [39].

The dissipation signal is the additional amount of energy that the can-
tilever requires to keep the oscillation amplitude constant and at resonance
under the presence of nonconservative tip–surface interaction forces. This
additional energy is put into the cantilever by increasing the voltage ampli-
tude of the harmonic signal applied to the piezoelectric actuator that drives
the cantilever oscillation [14]. This voltage is determined by the feedback con-
troller that keeps the oscillation amplitude constant in a FM-AFM detection
scheme [5]. The extra excitation applied to compensate reductions in the can-
tilever oscillation amplitude can be fairly related to the energy dissipated from
the cantilever within an oscillation cycle, as it was shown by Cleveand and
coworkers [40]. An interesting review on phenomenology and first observations
of dissipation signal at atomic scale in FM-AFM together with explanations
about the possible origins of this atomic contrast can be found in Chaps. 19
and 20 of the first NC-AFM volume [6].

In those pioneering works, a puzzling experimental observation was that
the contrast in the dissipation signal shows a dramatical variability upon
modifications of the tip apex [41, 42], indicating a clear dependence of the
atomic contrast in the dissipation signal with the nature and structure of the
tip termination. It was later suggested that this contrast could even be an
artifact due to the electronics regulating the oscillation amplitude [43].

3.3.1 Tip-Apex Characterization Combining Force Spectroscopy
and First-Principles Calculations

To contribute to the understanding of the mechanics for the atomic contrast
in the dissipation signal, we elaborated force spectroscopy experiments on the
Ge(111)-c(2 × 8) surface. Similar to the Si(111)-(7 × 7) surface, this germa-
nium reconstruction presents both adatoms and rest atoms terminating the
surface [44, 45]. In preliminary experiments on the Ge(111)-c(2 × 8) surface
with AFM, we obtained typically two atomic patterns in topography [46]: one
displaying both adatoms and rest atoms (A pattern), usually with a clear dis-
sipation signal registered over the adatom positions; the other showing only
the adatoms (B pattern), normally accompanied of a faint atomic contrast
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Fig. 3.2. Measured and calculated short-range forces over specific positions of the
Ge(111)-c(2 × 8) surface with two tip terminations producing different atomic pat-
terns. (a) and (b) Simultaneously measured short-range force and dissipation signal
with the tip resolving both adatoms and rest atoms. Simultaneous topographic and
dissipation images (A pattern) are displayed as insets. (c) and (d) Similar data as
in (a) and (b) for a tip resolving only the adatoms of the Ge(111)-c(2 × 8) sur-
face (B pattern). Acquisition parameters were f0 = 183,663 Hz, k = 44 : 3N m−1,
A0 = 182 Å, Q = 259,500 in both cases. Experiments were performed at 80K tip–
surface temperature. The most probable candidates to reproduce the tip termination
during the experiments, together with the short-range forces calculated over the
adatom, rest atom, and hollow sites using the corresponding tip model are displayed
in (a) and (c), respectively. Figure adapted from [39]

in the dissipation signal, if any. Representative images of these atomic are
displayed in Fig. 3.2.

Trying to clarify the origin of these two types of topographic contrast
and the presence of atomic contrast in the dissipation signal only in one of
them, we measured site-specific force spectroscopic characteristics – simul-
taneously recording the frequency shift, the cantilever oscillation amplitude,
and the dissipation signal – over the adatom, rest atom, and hollow sites of
the Ge(111)-c(2× 8) surface. We started the measurements with a tip termi-
nation producing A pattern imaging. Then, we intentionally modified the tip
by producing gentle and controlled contacts with the surface until obtaining
a tip termination only resolving the adatoms of the surface and giving no
contrast in the dissipation signal. Finally, we repeated the force spectroscopic
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measurements with this tip producing B pattern imaging over the same sur-
face sites but at a different location on the surface, keeping exactly the same
experimental – resonant frequency, oscillation amplitude, cantilever stiffness,
and Q-value – and cantilever dynamic regulation parameters as for the force
spectroscopic series acquired with the tip producing A pattern imaging. Only
the frequency shift set point was varied from −15.5Hz for imaging with the
tip producing A patterns to −13.4Hz for the tip producing B patterns. This
corresponds to imaging at very similar maximum total force values (including
the long range interaction) of −1.4 and −1.2 nN, respectively. This proce-
dure rules out possible artifacts in the dissipation signal coming out from the
cantilever dynamics regulation electronic.

The short-range force and the dissipation energy measured in these exper-
iments are summarized in Fig. 3.2. Despite the resemblance of the short-range
force in both cases (especially over the adatom site), the behavior of the energy
dissipated from the cantilever is completely different. A dramatic increment in
the dissipation signal is obtained for the tip termination producing A pattern
imaging, while complete absence of additional dissipation with respect to the
intrinsic energy losses associated with the cantilever oscillation is obtained for
the tip providing B patterns, even at the closest tip–sample distances. Inter-
estingly, there is a plateau-like behavior for the dissipation signal over the
adatom positions for the tip showing A pattern imaging, in contrast to the
monotonic growth for the rest atom and hollow sites.

To elucidate the origin of this behavior in the dissipation signal, we under-
took a characterization of the tip–apex termination for each spectroscopic
series. This tip characterization is based on an extensive and methodical com-
parison of the measured short-range forces with the calculated ones using
atomically extended and well-tested models to describe the tip–apex structure
and composition. For the tip–apex characterization, a set of many possible tip
were tested over the adatom and the rest atom positions. Some of these tip
models were chosen from the experience gained in previous atomistic sim-
ulations [17, 18], others were produced after sharpening a bulk structure by
cleaving over different crystalline plane directions, and the rest were the result
of heating and quenching process of some of the tip models generated by the
cleaving method. Some of these tip terminations are shown in Fig. 3.3.

We found that most of these structures can be grouped into very few
families based upon the qualitative force and dissipation characteristics they
exhibit, as it also happens in the experiments. A comparison of the calcu-
lated force upon approach over the adatom and rest atom positions with the
corresponding experimental forces allowed us to perform a first screening. An
analysis of the contribution to the interaction force of the different parts of
the remaining tip models enabled us to discard some of the structures and to
look for an optimum orientation with respect to the surface. Small variations
regarding composition and atomic coordination at the very apex enable us a
final selection that was based on the best reproduction of the force minima
and the attractive and repulsive regions of the experimental curves (Fig. 3.2).
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Fig. 3.3. Some of the tip models tested for the characterization of the AFM tip ter-
mination during the experiments. The tip characterization is based on an extensive
and methodical comparison of the measured and calculated short-range forces. The
color code for the tip-model composition is green for Ge atoms, cream for Si atoms,
and white hydrogen. Figure adapted from [39]

The tip models satisfying the overall best fit to the experimental curves of
both spectroscopic series were selected as candidates to simulate the AFM tip
apex during the corresponding experiments.

This tip characterization yielded to an asymmetric Ge dimer terminated
tip (tip A in Fig. 3.2) as the most probable candidate to reproduce the tip–
apex termination for pattern A imaging. Although the tip A reproduced the
force value and the stiffness of the attractive and repulsive regions of the
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experimental curve over the adatom, an excessive attractive force over the
rest atom was obtained due to the interaction of the tip–apex body with the
surrounding Ge adatoms. By rotating the tip A with the dimer line oriented
30◦ clockwise with respect to the adatom row direction, both the value at the
force minimum, and the stiffness of the attractive and repulsive regions were
also well reproduced for the rest atom site. In contrast, pattern B imaging
was probably produced by a symmetric tip apex terminated in a single atom
with a T4 coordination and a dangling bond pointing perpendicular towards
the surface (tip B in Fig. 3.2). The excellent agreement in the comparison of
the calculated and the experimental short-range forces for each of these tip
models is shown in Fig. 3.2.

3.3.2 Identification of an Energy Dissipation Channel

In previous works, Durig [47], Sasaki, and Tsukada [48] predicted that atomic
contrast in the energy dissipated from the cantilever oscillation may be orig-
inated by hysteresis in the tip–surface interaction force. Later, Kantorovich
and Trevethan [49] elaborated this idea further by applying the soft-mode con-
cept and transition state theory to FM-AFM. In atomistic simulations, these
authors showed that energy dissipation of similar values to the ones recorded
during experiments can be obtained considering the hysteresis originated by
the existence of two or more solutions in the tip–surface interaction force upon
approach and retraction of the tip over the surface [49].

In practice, however, it is very difficult to experimentally discern the
existence of several solutions in the tip–surface interaction force over one
oscillation cycle of the AFM tip. If different force solutions occur, their pres-
ence should be blurred when measuring frequency shift curves alone, as the
frequency shift is basically a weighted average of the total tip–surface inter-
action over one oscillation cycle [27, 32]. Thus, experimental forces obtained
from continuous frequency shift curves reflect, under normal conditions, only
the conservative part of the tip–surface interaction [14]. We have to rely on
atomistic simulations to investigate the existence of several force solutions and
to corroborate whether there is hysteresis between them that may develop in
energy dissipation from the cantilever oscillation.

The characterization of the most probable termination of the tip apex dur-
ing the experiments described in Sect. 3.3.1 enables to clarify the existence of
different force solutions during an approach and retraction cycle of the tip
over the surface. Figure 3.4 displays the calculated short-range forces upon
the approach and retraction of the tip A and tip B displayed in Fig. 3.2 over
an adatom site of the Ge(111)-c(2× 8) surface, together with the calculated
potential energy as a function of the adatom vertical displacement perpen-
dicular to the surface for different height positions of the corresponding tip
model. While in the case of tip B both force curves are very similar, clear hys-
teresis between two solutions upon approach and retraction appears for the
tip A. These two force solutions are associated with a bistability [47,48] of the
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Fig. 3.4. Calculated short-range forces upon a tip approach and retraction cycle over
an adatom site of the Ge(111)-c(2 × 8) surface, and potential energy as a function
of the adatom vertical displacement perpendicular to the surface for different tip
height positions. (a) and (b) correspond to calculations performed with the tip A
and tip B models displayed in Fig. 3.2, respectively. Figure adapted from [39]

potential energy of the surface adatom due to the tip–apex proximity. The
first force solution corresponds to a situation in which the adatom is perfectly
sited at its surface position during the tip approach, while the second solution
is associated with a situation in which the adatom is slightly pulled out from
the surface following the tip retraction (see details of the respective atomic
configurations in the images displayed in Fig. 3.4a). The evolution of these two
solutions are closely related to the development of two minima at the potential
energy curve, labeled as α and β in Fig. 3.4a, upon the surface adatom vertical
displacement. The stability of the second force solution during the retraction
of the tip model A is originated by the existence of apparent energy barriers
between these two minima for a significant tip–surface distance range. The
presence of these barriers is favored by structural changes that take place at
the apex of tip A during the approach, which lead to a sharpening of the
apex structure. Moreover, the accumulation of charge at the lower atom of
the dimer at the tip apex reinforces its interaction with the surface adatom
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upon retraction. These effects are not present in the single-atom apex of tip B,
as it is shown in the potential energy of the surface adatom calculated using
the tip B (Fig. 3.4b), leading to almost negligible energy barriers.

Upon these results, the behavior of the measured dissipation signal with
the tip–sample distance over a surface adatom with the tip producing A pat-
tern imaging can be explained by taking into account the finite temperature
at which the experiments were performed. At zero temperature, a step-like
behavior of the dissipation would be expected, as the transition between the
two force solutions cannot take place until reaching the tip–surface distance
where the barrier goes to zero (around 3.5 Å at the energy plot in Fig. 3.4a).
Upon retraction, the system would stay in the second force solution until the
barrier for the transition back to the original structure disappears (around
6 Å), following the whole hysteresis cycle shown in the force plot. However,
at the tip–sample temperature the experiments were performed (80 K), the
system has a probability to overcome these barriers and to jump by ther-
mally activated processes between the two energy minima. This originates
transitions between the two force solutions at larger tip–surface distances
during the approach and at shorter tip–surface distances during the retrac-
tion, completing in this case only a fraction of the whole hysteresis cycle in
the force. This situation explains the onset of dissipation at 4.4 Å and the
steady increase of the dissipation signal for distances below 3.5 Å in Fig. 3.2b.
At tip–surface distances where the barrier for the transition during approach
vanishes (below 3.5 Å), the system completes the relevant part of the whole
hysteresis cycle by following the first force solution during the tip approach
towards the surface and the second solution upon the tip retraction. Under
these conditions, the energy dissipation is to be almost steady, reaching the
plateau regime. Notice that the energy associated with the hysteresis between
the two force solution for the tip A is ∼0.53 eV; a value close to the dissipation
signal at which the plateau in the dissipation curve recorded over the adatom
is observed (∼0.75 eV, see Fig. 3.2b). Further raising of the dissipation signal
after the plateau is originated by the onset of a second dissipation channel
involving significant distortions of the tip apex and the adatom configuration,
as well as bonding interactions beyond two atoms. This second dissipation
channel is closely related to processes, leading to vertical atomic manipula-
tion [50,51] (see Sect. 3.3.4 and Chap. 8), and to tip apex or surface permanent
modifications.

The behavior of the dissipation signal with the tip–sample distance for
the tip termination producing A pattern imaging at the rest atom and hollow
sites in Fig. 3.2b might be originated by a concomitant dissipative interaction
between the nearby tip–apex atoms and the neighboring surface adatoms,
similar to the adatom case.

Upon these calculations, the energy dissipated from the cantilever oscil-
lation when probing a Ge adatom – located in a T4 bonding configuration –
with a tip producing A pattern imaging is mainly related to the breaking and
remaking of the bond with the beneath surface atom, as it is highlighted by
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the different bonding configurations for the Ge adatom in the atomic models
shown in Fig. 3.4a. The energy dissipation observed at the plateau in Fig. 3.2b
might be therefore considered as an estimation of the adhesion associated with
this single atomic bond of the Ge adatom with the surface atom underneath.

3.3.3 Surface Adhesion Maps at Atomic Scale

The results described in Sect. 3.3.2 suggest that energy dissipation imaging
and spectroscopy measured at atomic scale with FM-AFM may provide infor-
mation about the adhesion response of surface atoms to a single atomic contact
with the tip apex. This information may then be related to the specific nature
of the different atomic species forming an heterogeneous surface – leading to
an additional channel for atomic recognition – or to variations of the local
atomic structure. In this context, the constant height scan and dissipation
images of the Si(111)-(7 × 7) surface shown in Fig. 3.5 are of most interest.
While in the constant height scan image, the contrast of the Si atoms shows
an homogeneous appearance at the respective faulted and unfaulted half unit
cells [16, 52], in the dissipation image, the contrast on the corner adatoms
considerably differs from that of the center adatoms. Furthermore, while the
center adatoms of both half-unit cells present similar contrast in the dissipa-
tion signal, the corner adatoms of the faulted-like half-unit cell display less
contrast than the corner adatoms of the unfaulted-like half-unit cell. Taking
into account the mechanism for the energy dissipation channel described in
Sect. 3.3.2, this dissipation image could be considered a map of the adhesion
response of the surface adatoms to a single atomic contact with the tip apex,
which clearly reveals subtle local structural differences between the adatoms
that are imperceptible to the frequency shift. Upon this assumption, the cor-
ner adatoms of the faulted-like half-unit cell should be more strongly bonded
to the surface than the ones of the unfaulted-like half-unit cell. In addition, a
higher vertical mobility of the center adatoms – nearly equal for both half-unit

Constant Height Scan Dissipation Signal
–40.7 Hz

–25.5 Hz

0.28 eV/Cycle

0.01 eV/Cycle

Fig. 3.5. Constant height scan (left) and simultaneously measured energy dissipa-
tion images of the Si(111)-(7× 7) surface acquired at 10 K tip–surface temperature.
Image size is (5 × 5) nm2. Acquisition parameters were f0 = 173, 833.1 Hz, K =
37.5 N m−1, A = 133 Å, Q = 91, 700. Figure adapted from [39]
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cells – due to a softer interaction with the underlying atoms is expected, in
good agreement with previous experimental observations [50,53]. There is also
an increment of the dissipation signal in the right-lower part of each adatom
independently of its location. These asymmetric structures can be ascribed to
the tip apex (because they are common to all the adatoms), and they denote
an increment of the adhesion response due to a preferred directionality in the
tip–apex configuration, as it has been pointed out in [54, 55].

With a proper tip–apex characterization, atomically resolved dissipation
imaging in FM-AFM may develop in quantitative surface adhesion maps at
atomic scale.

3.3.4 Signatures of Energy Dissipation in Frequency Shift
and Force Curves

In FM-AFM, the frequency shift is proportional to a weighted average of
the tip–surface interaction force over one oscillation cycle [14, 27, 32] (see
(3.1) and Fig. 3.1). If several force solutions with apparent energy barriers
for transitions between them are explored at the closets tip–surface distances,
then the presence of these force solutions is going to be smeared off in the
frequency shift signal. Thus, frequency shift curves (and the tip–surface inter-
action forces obtained from them) should not contain information about the
nonconservative processes that lead to energy dissipation from the cantilever
orcillation [39,48,49]; they are only to reflect the conservative part of the tip–
surface interaction [14, 27, 32]. However, in some cases, it is possible to find
signatures of nonconservative processes at the tip–surface interface in both
frequency shift and force curves, which are subtler than mere discontinuities
associated with atomic instabilities either at the tip [33] or at the surface.
One example is the spectroscopic curves obtained during vertical interchange
manipulation processes [51].

Figure 3.6 shows the variation of the frequency shift, the short-range inter-
action force, the cantilever oscillation amplitude, and the energy dissipated
from the cantilever oscillation, simultaneously recorder during the approach
and retraction of the sample over the AFM tip, corresponding to the deposi-
tion of a tin atom (Fig. 3.6a) and a silicon atom (Fig. 3.6b) in two consecutive
vertical interchange atom manipulation processes, respectively.

A characteristic feature of the frequency shift curves in vertical interchange
atom manipulation experiments is the appearance of a shoulder at close tip–
surface distances. This shoulder develops into a double well structure in the
corresponding short-range interaction force, with similar maximum attractive
force values and that seem to concur with a significant increase in the dissipa-
tion signal (see Fig. 3.6b and Fig. S2 in [51]). These structures are originated
by thermally activated jumps between different force solutions – associated
with several energy branches available for the system – as the tip explore dis-
tances close to the repulsive regime of the tip–surface short-range interaction,
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Fig. 3.6. Frequency shift, short-range force, cantilever oscillation amplitude, and
energy dissipation per oscillation cycle characteristics simultaneously acquired dur-
ing the deposition of tin atom (a) and a silicon atom (b) coming from the AFM
tip in two consecutive vertical interchange atom manipulation processes on a
Sn/Si(111)-(

√
3×√

3)R30◦ surface. Acquisition parameters were f0 = 193,738.0 Hz,
k = 48.8 N m−1, A = 219 Å, Q = 13,000. The experiments were performed at room
temperature. Figure adapted from [51]

where the atomic rearrangements in the contact area leading to atom manipu-
lation take place [51]. In particular, a double minima in the experimental force
curve is an indication of the system evolving between two different bonding
configurations during the approach and retraction cycle (see Chap. 11 and the
Supplementary Online Material of [51]).

Similar behavior of the tip–surface interaction force has been also observed
in force spectroscopy experiments on insulating surfaces like NaCl(100) [56]
or MgO(100) (see Fig. 3.7), where a double minima in the force curve appears
only over a specific site at the surface. As in the case of the spectroscopic
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Fig. 3.7. Site-specific force spectroscopy over atomic positions in the vicinity of
an atomic defect at the (100) surface of an MgO single crystal. At the sadle-point
over the ionic species not resolved in the topographic images (position 3 ), a double-
well structure in the short-range force is clearly observed. These minima can be
ascribed to transitions between different force solutions accessible for the tip–surface
system. Acquisition parameters were f0 = 175,048.0 Hz, k = 38.3 Nm−1, A = 24 Å,
Q = 186,857. Experiments were performed at 80K tip–sample temperature. Image
sizes are (2.5 × 2.5) nm2 and (1.0 × 1.0) nm2

curves in vertical interchange atom manipulation experiments, the presence
of these double minima may be ascribed to transitions between different force
solutions accessible for the tip–surface system. The energy barriers for the
transitions between these different force solutions as a function of the tip–
surface distance dictate where the system jumps during either approach or
retraction in an stochastic process driven by the available thermal energy
and, thus, determine the details of both frequency shift and force curves.

3.4 Force Spectroscopy and Atomic Relaxations

The combination of interatomic force measurements on heterogeneous semi-
conductor surfaces and first-principle calculations has also enabled to clarify
the relation between striking observations of the topographic contrast at close
tip–surface distances, the real surface structure, and role played by atomic
relaxations of the closest tip and surface atoms [36].

Figure 3.8 summarizes the behavior of the topographic contrast when
imaging silicon defects (protrusions with diminished contrast) at the perfect
single-atomic later of tin atoms (bright protrusions) that form the Sn/Si(111)-
(
√

3 × √3)R30◦ surface [57, 58]. For a low density of defects, these Si atoms
are usually equally surrounded by six Sn atoms, showing an identical height
difference with respect to the Sn atoms. We have found, however, a reduc-
tion of the relative topographic height between Sn and Si upon increasing
the tip–surface interaction force. This effect is shown in Fig. 3.8d, where the
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Fig. 3.8. (a)–(c) Images showing the reduction of the topographic height difference
between substitutional silicon defects and the tin atoms of the Sn/Si(111)-(

√
3 ×√

3)R30◦ surface when decreasing the tip–sample distance. Image dimensions are
(8.5 × 8.5) nm2. (d) Dependence of the Sn–Si topographic height difference with
the frequency shift image set point. Acquisition parameters were f0 = 162,285.8 Hz,
k = 30.5 Nm−1, and A = 200 Å. Figure adapted from [36]

topographic height difference between Sn and Si is quantified from a series of
images measured – over the same surface area and with the same tip apex ter-
mination – consecutively increasing the absolute value of the frequency shift
imaging set point. As is evidenced by the images depicted in Fig. 3.8a–c, the
Sn–Si height difference decreases almost up to disappearance at the closest
tip–surface distances.

The atomically resolved topography images displayed in Fig. 3.8 are con-
sequence of the forces associated with the bonding interaction between the
outermost atom of the tip apex and the surface atoms [17, 18]. It has been
demonstrated that atoms on heterogeneous semiconductor surfaces occupying
nonequivalent positions provide a different force response to the interaction
with the AFM tip [59, 60]. This is not the case in the surface under con-
sideration here, as both Sn and Si are occupying equivalent T4 adsorption
positions over the Si(111) surface, each atom having four valence electrons in
a sp3-like-hybridization and one dangling bond pointing outwards from the
surface plane. Thus, the reduction of the Sn–Si topographic height difference
when decreasing the tip–surface distance suggests several possible scenarios:
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one, that there is a different chemical interaction between the Sn and the Si
atoms, respectively, with the tip apex; other, that the interaction with the
AFM tip produces structural vertical distortions of the atoms that manifest
in a reduction of the topographic height difference; finally, there may occur
a combination of these two cases depending on the strength of the interac-
tion force. Information to further clarify this matter can be obtained by the
analysis of site-specific force spectroscopic measurements.

Figure 3.9a shows frequency shift curves measured over the Sn and the
Si atoms pointed out in the inset image. These curves were measured using
the atom tracking technique to assure a precision in positioning the AFM tip
over the topmost part of the surface atoms better than ±0.1 Å [24–26]. Mea-
suring site-specific force spectroscopic characteristics with the atom tracking
technique requires locking onto the top-most par of the surface atom using
the topographic signal (see Chap. 2 for details). In the case of heterogeneous
surfaces with atoms showing variability in the topographic contrast, this pro-
cedure causes variations in the absolute tip–surface distance at which the
acquisition of the frequency shift curve starts for the different atoms. For
instance, when probing an Si adatom using a set point close to the onset of
significant short-range interaction force, the tip is going to be closer to the
sample than in the case of an Sn atom. This effect manifests in a different
trend in the long-range interaction region of the frequency shift curves, which
in principle should be common to all the curves measured with the same AFM
tip in a surface area where local variations of the long-range interaction are
not expected. This different trend in the long-range interaction is apparent in
the curves shown in Fig. 3.9a. These curves meet at a frequency shift value of
−5.4Hz (the set point for the topographic feedback during both imaging and
atom-tracking operation), point that corresponds to the origin of the relative
tip–sample displacement (see the upper scale). A fair comparison of these
curves, as well as the force curves obtained later on, requires compensation
of this topographic effect associated with the acquisition protocol. Common
values in the tip–sample displacement with respect to the surface plane are
obtained by shifting the curve measured over the Si atom by a distance that
matches the measured Sn–Si height difference at the given frequency shift
topographic set point at which the curves were acquired. From the image
recorded after the spectroscopic acquisition (inset in Fig. 3.9a), this distance
corresponds to 0.54 Å (see the topographic profile displayed in Fig. 3.9b). The
frequency shift curves after the topographic effect compensation are shown in
Fig. 3.9b; now both curves share the same behavior over the long-range inter-
action region up to reaching the tip–surface distance where the contribution
of the short-range interaction over the Sn atom becomes dominant.

The new crossing point of the frequency shift curves displayed in Fig. 3.9b
provides an explanation for the reduction of the topographic height difference
between Sn and Si upon decreasing the tip–surface distance (Fig. 3.8). Accord-
ing to the curves in Fig. 3.9b, the difference in topography at a given imaging
set point should gradually decrease when increasing the absolute value of the
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Fig. 3.9. (a) and (b) Force spectroscopic measurements over the Si and the Sn atoms
pointed out the inset image. In (b), the frequency shift curve for the Si atom has
been shifted by the height difference between Sn and Si (measured from the image in
(a) and shown in the inset profile) to compensate the topographic effects associated
with acquisition using the atom tracking technique. The dotted line highlight the
position of the crossing point between both curves. Acquisition parameters were
f0 = 162285.8 Hz, k = 30.5 N/m, and A = 259 Å. The frequency shift set point for
imaging and atom-tracking operation was −5.4 Hz. Image size is (8.5×8.5) nm2. (c)
Short-range forces corresponding to the frequency shift curves shown in (b). The
tip–surface distance in estimated by assuming the surface position at the divergence
for the fitting to the long-range contribution. Figure adapted from [36]

frequency shift up to reaching the crossing point, at which both atomic species
would present the same height. This behavior is due to a different strength in
the bonding interaction of Sn and Si, respectively, with the outermost atom
of the tip apex, as it is evidenced by the corresponding short-range force char-
acteristics displayed in Fig. 3.9c: the bonding force over the Sn atom is sensed
at farther tip–surface distances, and, additionally, the value of the maximum
attractive force is larger for the Si atom.

Contributions from atomic relaxations due to the interaction with the tip
apex cannot be neglected as possible origin of the topographic height dif-
ferences between Sn and Si. To investigate their influence, we have relied
on atomistic simulations and the ability to characterize the most probable
tip–apex termination during the experiments by the combination of force
spectroscopic measurements and first-principles calculations (see Sect. 3.3.1).

Figure 3.10a shows the comparison of the short-range forces obtained
from first-principles calculations upon approaching the tip model depicted in
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Fig. 3.10. (a) Comparison of the measured short-range forces displayed in Fig. 3.9c
with the calculated interaction force of the tip model depicted in (c) with a Sn
and a Si atom of the Sn/Si(111)-(

√
3 ×√

3)R30◦ surface, respectively. (b) Induced
relaxations of the vertical position of the surface atoms due to the interaction with
the tip model. The dotted lines denote the position of the crossing point between
the frequency shift curves in Fig. 3.9b. For a proper comparison with the theoretical
curves, the experimental force curves and the dotted line were shifted as a unit by
2.25 Å with respect to Fig. 3.9c, to align the minima of the force curves obtained
over the Sn atom. Figure adapted from [36]

Fig. 3.10c – representing a quite stiff tip-apex termination – on a Sn and a Si
atom of the Sn/Si(111)-(

√
3×√3)R30◦ surface with the corresponding exper-

imental curves (shown in Fig. 3.9c) over the closest tip–surface distance rage.
Although the agreement between the force values at the minima is excellent,
the stiffness of the attractive and repulsive interaction regions (i.e., the slope
of the force curve in each of these two regimes) slightly differs from those of the
experimental curves. This difference may be originated by a higher softness of
the real tip apex during the experiments, which would allow atomic relaxations
beyond the atomic positions considered in the tip model to accommodate the
stress caused by the interaction with the surface, either in the attractive or
the repulsive regime. Simulations using more realistic tip models [39,55] have
provided short-range force curves in a notable good agreement with the exper-
imental ones, in both the maximum attractive force and the stiffness of the
attractive and repulsive regimes [39] (see Sect. 3.3.1). The excellent agree-
ment between the maximum attractive force values of the experimental and
calculated short-renge force curves in Fig. 3.10a suggests, however, a tip-apex
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termination during the experiment in the form of a Si atom with a single
dangling bond pointing perpendicular towards the surface plane.

The analysis of the vertical displacements of the surface atoms upon prox-
imity of the tip model (Fig. 3.10b) indicates that the attractive interaction
with the tip originates local distortions that lift the Si atom upwards slightly
more than for the Sn atom. At very low interaction forces, the height difference
between Sn and Si remains close to the value for the isolated surface (∼0.5 Å).
Upon increasing the attractive interaction force, both surface adatoms expe-
rience a vertical relaxation towards the tip, which is more prominent in the
case of the Si atom. The onset of the covalent bonding with the tip outermost
atom provides extra charge to the surface Si atom (that initially has a charge
deficiency due to a charge transfer to the neighboring Sn atoms [61]), favor-
ing a larger vertical displacement than that of the Sn atom. At a tip–surface
distance close to the force minimum, there is a strong relaxation of both the
tip outermost atom and the surface atom in order to accommodate an atomic
separation between them similar to the sum of the corresponding covalent
radii. This situation has important consequences for the single-atom chemical
identification capability of AFM, as it is discussed in Sect. 3.5. At tip–surface
separations smaller than the distance for the maximum attractive force, the
surface atoms relax back towards the surface due to Pauli repulsion of the
electron clouds of the interacting tip and surface atoms.

These results suggest that when imaging heterogeneous semiconductor
surfaces, FM-AFM can provide a fairly direct access to the true structure
of the surface. In principle, topographic measurements does not correspond
to the real height difference between surface atoms, as the topography mea-
sured with FM-AFM is a complicated convolution of the total tip–surface
interaction (which shows variability upon different tip-apex terminations, see
Sect. 3.5) and the structure of the surface (that can also be affected by the
interaction with the tip). However, the results described here show that when
imaging at the onset of the short-range interaction (exploring weak forces
that barely disturb the surface structure), the registered corrugation seems
to closely reproduce the real atomic height differences expected for the free
surface. At smaller tip–surface separations, the tip–surface interaction gradu-
ally produces significant displacements of both tip and surface atoms during
every oscillation cycle, and differences in the strength of the short-range inter-
action intrinsic to each of the atomic species composing the surface start to
dominate over the distance dependence; under these conditions, the measured
topographic contrast cannot be related anymore to the geometry of the free
surface.

3.5 Single Atom Chemical Identification

When exploring semiconductor surfaces with FM-AFM, atomic contrast is
obtained by detecting the forces associated with the onset of a bond formation
between the outermost atom of the AFM tip and the atoms at the surface
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[17, 18]. In the case of heterogeneous surfaces, these short-range forces will
show small variations for the different atomic species composing the surface.
An example of this behavior can be seen in Figs. 3.9 and 3.10. Thus, these
inter-atomic forces should contain information about the chemical nature of
the different surface atoms, and, in principle, the precise quantification of the
tip–surface short-range force over each atom at the surface should lead to the
possibility of chemically identifying them.

The realization of this concept is, however, quite complex as the short-
range forces obtained with FM-AFM ultimately depend on the tip-apex
termination. This variability of the measured forces with the AFM tip is
shown in Fig. 3.11b–f, where several sets of short-range force curves obtained
over Sn and Si atoms of the Sn/Si(111)-(

√
3×√3)R30◦ surface are displayed.

These sets of force curves were obtained over Sn and Si atoms in an equivalent
local surface configuration similar to the one shown in Fig. 3.11a, using iden-
tical acquisition and analysis protocols (see [62] for details) but over multiple
measurement sessions involving different tip–apex terminations. Some of these
sets were even measured with the same cantilever and acquisition parameters –
resonant frequency, oscillation amplitude, cantilever stiffness, and Q-value –
but after intentionally modifying the tip apex by producing gentle tip–surface
contacts. The comparison of all these sets of force curves (Fig. 3.11g) reveals a
strong tip dependence of both the registered maximum attractive force values
and the distance dependence of the forces over the attractive and repulsive
regimens.

In spite of the variability of the measured forces with the AFM tip, we have
found a parameter that remains nearly constant, independently of the tip–
apex termination [62]. This parameter is the relative interaction ratio of the
maximum attractive short-range force within a set of force curves measured
with the same tip. A graphical visualization of this parameter can be obtained
by normalizing the two curves within each set by the absolute value of the
maximum attractive force registered over the Si atom (|FSi(Set)|). Doing so,
the curves corresponding to the Si atom will present their minimum value
at the unit, and the curves measured over the Sn atoms will display their
minimum value at the relative interaction ratio. The result of applying this
normalization for all the sets of force curves shown in Fig. 3.11 is displayed in
Fig. 3.11h, revealing an average value of the relative interaction ratio for Sn
calibrated against Si of 0.77± 0.02.

These findings have been reproduced on other surfaces with similar struc-
ture but different chemical composition, like the Pb/Si(111)-(

√
3 ×√3)R30◦

and the In/Si(111)-(
√

3 ×√3)R30◦ surfaces. Sets of short-range force curves
were also obtained for these surfaces over structurally equivalent atoms to the
ones pointed out in the insets of Figs. 3.12a and b, using identical acquisition
and analysis protocols as for the Sn and Si case. Again, different behav-
ior of the maximum attractive force value and the distance dependence of
the force over the attractive and repulsive regions is obtained for different
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Fig. 3.11. (a) Topographic image of the Sn/Si(111)-(
√

3 × √
3)R30◦ surface.

(b)–(f) Sets of short-range force curves obtained over structurally equivalent Sn
(bright protrusions) and Si atoms as the ones pointed out in (a), using identical
acquisition and analysis protocols but different tip terminations. (g) Comparison of
all the sets of force curves. (h) Curves shown in (b)–(f) normalized to the corre-
sponding absolute value of the maximum attractive short-range force registered over
the Si atom (|FSi(Set)|) within each set. The acquisition parameters are available in
the supplementary information accompanying the publication from which the figures
are adapted [62]

tip–apex terminations. There is only one apparent common feature to all the
sets of force curves shown in Figs. 3.11 and 3.12: the curve obtained over the
Si atom provides the stronger attractive interaction force. When performing
the same normalization as in the Sn and Si case over the sets measured on
the Pb/Si(111) and In/Si(111) surfaces, identical behavior is confirmed: the
curves measured over the Si atoms meet at the force minima, and the curves
obtained over Pb and In atoms coincide again at the corresponding minima,
revealing an average relative interaction ratio for Pb calibrated against Si of
0.59± 0.03 (Fig. 3.12a), and a relative interaction ratio for In calibrated also
against Si of 0.72± 0.04 (Fig. 3.12b).
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Fig. 3.12. Sets of short-range force curves obtained over Pb and Si atoms of the
Pb/Si(111)-(

√
3 × √

3)R30◦ surface (a), and In and Si atoms of the In/Si(111)-
(
√

3 × √
3)R30◦ surface (b), using identical acquisition and analysis protocols as

in the experiments shown in Fig. 3.11. These measurements reproduce the findings
described in detail for the Sn/Si(111) system yet in other surfaces with similar
structure but different chemical composition. From these experiments, it is obtained
an average relative interaction ratio for Pb and In calibrated against Si of 59 and
72%, respectively. The acquisition parameters are available in the supplementary
information accompanying the publication from which the figures are adapted [62]

Insights into the behavior of the force curves upon acquisition with dif-
ferent tip–apex terminations, and into the essence of the relative interaction
ratio, can be gained from first-principles simulations and modeling [62]. Cal-
culations of the short-range interaction force over a Sn and a Si atom of the
Sn/Si(111)-(

√
3 × √3)R30◦ surface using different tip-apex terminations are

shown in Fig. 3.13. Sets of force curves calculated with homogenous tip apexes
made of Si but with different structure (Tip 1 and Tip 3 in Fig. 3.13) reveal
a strong variability of the force values with the tip–surface distance, pointing
towards a clear dependence of the measured forces on the structure and elas-
ticity response of the tip apex. Sets of force curves calculated with tip models
of identical structure but different chemical termination among the reasonable
species involved in the experiments (that is Sn and Si) also produce dispar-
ities in the behavior of the short-range interaction. Weaker force values are
obtained for Sn terminated tips, as it is evidenced by the comparison of the
curves calculated with Tip 2 and Tip 4 with the ones obtained using Tip 1 and
Tip 3 in Fig. 3.13, respectively. In all these cases, the strongest interaction is
always registered over the Si atom, as it is observed also in the experiments.
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Tip 1

Tip 2

Tip 3

Tip 4

Tip 2

Tip 4

Tip 1

Tip 3

a) b)

Fig. 3.13. (a) Sets of short-range force curves calculated over Sn and Si atoms of
the Sn/Si(111)-(

√
3×√

3)R30◦ surface using the tip models shown in (b). The force
curves are depicted before (upper graph) and after (lower graph) the normalization
of both curves within each set to the corresponding absolute value of the maximum
attractive force obtained over the Si atom. Figure adapted from [62]

In spite of these differences, and independently of the tip–apex structure and
chemical termination, when applying the same normalization procedure as in
Fig. 3.11 to each set of force curves, all the curves calculated over Si and Sn
atoms meet at the minima, leading to an average relative interaction ratio
for Sn calibrated against Si of 0.71± 0.07 (Fig. 3.13); value quite close to the
experimental one. These calculations suggest that, for tips providing a short-
range interaction of enough strength to obtain atomic resolution, the relative
interaction ratio seems to be independent of the chemical termination of the
tip apex.

A basic interpretation of the relative interaction ratio can be gained from
our current understanding of the imaging mechanism on semiconductor sur-
faces. As it is shown in Sect. 3.4, when probing the surface close to the onset of
the short-range interaction, the surface structure is almost unperturbed [36].
However, close to tip–surface distances that correspond to the maximum
attractive short-range force, there are important distortions of the interacting
atoms at both tip and surface (see Sect. 3.4) [36]. In this situation, the dom-
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inant contribution to the interaction comes from the bonding between the
outermost atom of the AFM tip and the atom probed at the surface, which
can be considered as they were almost forming a dimer-like structure. This
dimer-like interaction could be roughly associated with the bond stretching
(or pair-wise) term that is used as the fundamental energetic contribution in
many approximate descriptions of the atomic bonding [63]. Under this approx-
imation, the heterogeneous covalent interaction potential between a pair of
elements t and α can be estimated as the geometric mean of the homogeneous
interaction potential of the corresponding elements, t − t and α − α, that
is, E0

t−α ≈
√

E0
t−t × E0

α−α . According to the bond stretching properties, the
maximum attractive force Ft−α,max should be proportional to the dissociation
energy E0

t−α divided by a characteristic decay length R∗t−α of the interaction,
that is, Ft−α,max ∝ E0

t−α/R∗t−α. Thus, for a given tip–apex of unknown chem-
ical termination, when considering the short-range interaction force of the tip
outermost atom t with two separate surface atoms α and β evaluated at the
force minima (Ft−α,max and Ft−β,max, respectively), if the differences between
R∗α−t, R∗β−t, R∗α−α, R∗β−β and R∗t−t are small enough, the relative interaction
ratio could be approximated by the expression:

Ft−α,max

Ft−β,max
≈

√
Ft−t,max × Fα−α,max√
Ft−t,max × Fβ−β,max

≈
√

Fα−α,max

Fβ−β,max
(3.3)

where Ft−t,max, Fα−α,max, and Fβ−β,max denote the homogeneous short-range
interaction force of the corresponding elements evaluated at the maximum
attractive force.

The short-range force curves acquired over a given surface atom are
expected to depend on the elastic response of tip and surface [36, 39, 55, 64],
the chemical composition and structure of the tip apex [62], and its relative
orientation with respect to the surface [65,66]. However, when taking the rel-
ative interaction ratio of the maximum attractive short-range forces for two
atomic species probed with the same tip, the common features associated with
the structural characteristics of the tip–apex cancel out, and the influence of
the chemical nature of the tip–apex outermost atom is minimized. Upon the
presence of a certain covalent component in the tip–surface short-range inter-
action, the relative interaction ration becomes a quantification of the relative
strength the surface atoms have to interact with the outermost atom of the
tip, as it is pointed out by (3.3). This property can be generalized to multiele-
ment systems, as when individually probing different atoms at a surface with
a given tip–apex termination, interactions between pairs of atomic species are
to be obtained.

The independence of the relative interaction ratio from the tip–apex ter-
mination provides the basis for the formulation of a single-atom chemical
identification protocol with FM-AFM. The identification procedure requires
first the calibration of the relative interaction ratio for the atomic species
involved with respect to one of them, typically the one providing the strongest
interaction force. The determination of the maximum attractive short-range
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force over each surface atom and comparison of their ratio with the tabulated
values of the relative interaction ratio will allow them to identify the atomic
species composing a multielement system, upon enough precision in both the
quantification of the short-range interaction forces and the calibration of the
corresponding relative interaction ratios.

We have demonstrated this protocol by merging Sn, Pb, and Si atoms
on the same surface under equal proportions. An image of such system is dis-
played in Fig. 3.14a. The analysis of the topographic height difference between
the atoms in Fig. 3.14a reveals nothing more than what is evident by sim-
ple inspection: there are only two visible groups of atoms, one presenting a
bright contrast and other showing a diminished contrast. From the experience
gained in the study of the Sn/Si(111), Pb/Si(111), and In/Si(111) surfaces,
one could predict that the atoms with lessen contrast would correspond to
Si (see images in Figs. 3.11 and 3.12); however, a priori, there is no clue to
discern what protrusions correspond to Pb atoms and which ones to Sn. After
systematically performing force spectroscopic measurements over each atom
of the image, the quantification of the maximum attractive force values clearly
reveals three groups of forces (Fig. 3.14d). When evaluating the ratios between
the average force values representing these groups of forces, they match with
the relative interaction ratio for Sn and Pb calibrated against Si, obtained
from previous experiments (Figs. 3.11 and 3.12). This comparison allows us
to correlate each group of forces with one of the atomic species (Fig. 3.14d),
and, therefore, identity each surface atom as it is shown in Fig. 3.14c, where
blue, green, and red colored atoms correspond to Sn, Pb, and Si, respectively.

Our initial hypothesis that protrusions showing lesser contrast correspond
to Si atoms was right. Nevertheless, not always atoms with diminished contrast
are Si. Figures 3.14e–h present a similar analysis performed over another area
of this surface alloy composed by a mixture of Sn, Pb, and Si atoms. In
this case, Pb atoms almost completely surrounded by Si (atoms marked in
Fig. 3.14e by a darker shade of green) present identical topographic contrast
to most of the Si atoms in the image. These variations in the topographic
height of Pb atoms with the number of first-neighboring Si atoms have been
attributed to a subtle coupling between charge-transfer and atomic-relaxations
[61], which also influence the chemical response of the Pb atom with respect
to the interaction with the AFM tip. The identification method described here
was, however, robust enough to identify these Pb atoms even upon variations
of their chemical properties.

We believe that the capability of AFM for the identification of individual
atoms holds substantial promise for widening the applicability of this tech-
niques to studies on heterogeneous surfaces, in which important functional
properties are controlled by the chemical nature and short-range ordering of
individual atoms, defects, adsorbates, or dopants. In particular, the combina-
tion of this identification method with the ability of the AFM for the atom
manipulation [51,67,68] may bring future atom-based technological enterprises
closer to reality. Furthermore, correlations between chemical specificity, short-
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Fig. 3.14. Series of figures demonstrating chemical specificity of AFM. See text for
details. Acquisition parameters can be found in the supplementary information of
[62], from which the figure has been adapted



3 Force Spectroscopy on Semiconductor Surfaces 61

range interaction forces, Kelvin probe force microscopy, and energy dissipation
measurements at atomic scale on heterogeneous surfaces may provide new
insights into AFM phenomenology, and even help to develop a new and more
refined identification protocol, as all these magnitudes are sensitive to the
chemical nature of the surface atoms.

3.6 Force Spectroscopy with Higher Flexural Modes

Currently, there is a clear trend to operate FM-AFM using small cantilever
oscillation amplitudes. It has been predicted improvements in both force sen-
sibility and spatial resolution by reducing the cantilever oscillation amplitude
to values close to the decay length of the short-range interactions responsi-
ble for atomic contrast in FM-AFM [69,70]. Nevertheless, there is a limit on
the reduction of the oscillation amplitude, which is imposed by the need of
keeping the cantilever oscillation stable at close proximity to the surface [71].

Stable cantilever oscillation requires a restoring force at the closest tip–
surface distance greater than the tip–surface interaction, to avoid snap to
contact of the tip over the surface [8, 71]:

ksA0 > max(−Fint),

where ks, A0, and Fint denote the cantilever static stiffness, the cantilever
oscillation amplitude, and the tip–surface interaction force, respectively.

In addition, the presence of nonconservative interactions at small tip–
surface separations generates dissipation of energy from the cantilever oscil-
lation (see Sect. 3.3). This energy dissipation can create fluctuations of the
oscillation amplitude that may reflect in an increment of the noise in the fre-
quency shift signal due to slight variations of the tip–surface distance [71], and
eventually they might develop into an unstable cantilever oscillation. Thus,
proper control of the oscillation amplitude requires that the energy dissipated
from the cantilever oscillation per cycle (ΔETS) should be smaller than the
intrinsic energy lost by the cantilever oscillation (E0) within the time lag
in which the amplitude feedback responds to a variation of the oscillation
amplitude [71]:

ETS < E0 =
πksA

2
0

Q
.

Fulfillment of these stability criteria and pursuance of high sensibility in force
detection with small oscillation amplitudes demand the use of cantilevers with
(i) high resonant frequencies; (ii) large static stiffness; (iii) high Q values (yet
not excessively large so that it could make difficult controlling the oscillation
amplitude).

Nowadays, there are several implementations that meet these require-
ments. One is the use of small cantilevers and special optical interferometers
to focus the laser beam on them [72, 73]. A more popular approach is the
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implementation of the qPlus sensor [74, 75]. But for an AFM based on stan-
dard cantilevers and optical interferometric detection, a straight forward
solution may be to operate FM-AFM using the cantilever higher flexural
modes [76,77]. These modes are characterized by a considerably larger effective
static stiffness, higher resonant frequencies, and moderated Q values [78, 79].
The presence of nodes along the cantilever geometry for the higher flexural
modes produces an effective shortening of the cantilever length that manifest
in an notable increment of the associated resonant frequency and stiffness.
Details about the predicted geometry and parameters of the second and third
eigenmodes of a rectangular cantilever with respect to the fundamental mode
are summarized in Fig. 3.15.

An open question is whether the equation that relates the frequency shift
with the tip–surface interaction force (3.1) still holds to perform force spec-
troscopy using the cantilever higher flexural modes. Notice that (3.1) is derived
under the assumption that a point-mass model correctly describes the dynam-
ics of a continuous cantilever [14, 27, 32]; and this is the case for the first
flexural mode, while an appropriate parametrization is required for higher
eigenmodes [79].

To confirm the validity of (3.1) for force spectroscopy using higher flexural
modes, we have compared force spectroscopic measurements acquired over
the same atom and with the same tip–apex termination alternately using the
first and second flexural modes of a rectangular cantilever [80]. These results
are displayed in Fig. 3.16. We first measured a frequency shift curve over a
corner adatom of the Si(111)-(7 × 7) surface using the fundamental mode,
then we retracted the tip from the surface, switch to operation using the

1st mode

2nd mode
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Fig. 3.15. Predicted geometry, effective length, effective static stiffness, and
resonant frequency for the first, second, and third flexural modes of a rectan-
gular cantilever, excluding effects associated with the mass and position of the
cantilever tip
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Fig. 3.16. Force spectroscopic measurements performed using the first and second
flexural modes of a rectangular cantilever over the same surface atom with an identi-
cal tip termination. The blue curve corresponds to the frequency shift characteristic
measured with the second eigenmode scaled by a 1.18 factor. Acquisition parameters
for the first (second) flexural mode were f1(2) = 157,403 (978,904) Hz, ks(2nd) = 26.9
(1968) N m−1, and A0 = 132 (28.5) Å. Figure adapted from [80]

second mode, and finally we performed again spectroscopic measurements over
the same surface atom using relative large oscillation amplitudes. During the
acquisition of these spectroscopic series, the position of the laser spot (located
close to the cantilever free end) for the detection of the cantilever dynamics
was exactly the same, and the calibration of the oscillation amplitude [24,
38] was independently performed for each flexural mode after concluding the
measurements.

Surprisingly, while the ratio of resonant frequencies was in good agreement
with the theoretical predictions (f2/f1 = 6.2) [78, 79], we have found that a
scaling of the frequency shift curve obtained with the second mode (Fig. 3.16)
leads to an experimental estimation of the equivalent stiffness for the second
mode which is 73 ± 17 times larger than that of the first mode, in contrast
with a theoretically predicted ratio k2nd/k1st ≈ 40.2. This discrepancy in the
k2nd/k1st ratio may be attributed to the presence of the tip.

In the inset plot of Fig. 3.16, it is displayed the total tip–surface interac-
tion forces obtained from the frequency shift curves measured with the first
and the second flexural mode, respectively. As predicted in [79], the estima-
tion of the equivalent stiffness for the point-mass model associated with the
corresponding cantilever eigenmode is sufficient condition to validate (3.1)
for force spectroscopy using the cantilever higher eigenmodes. The effective
stiffness of higher flexural modes can be estimated by fitting the correspond-
ing thermal noise spectra, and independently evaluating the Q-value of the
cantilever oscillation in the corresponding mode.
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As it has been stated earlier, the larger equivalent stiffness of the cantilever
higher flexural modes enables operation of FM-AFM using small oscillation
amplitudes. Driving the cantilever oscillation at the second mode, we have
been able to measure force spectroscopic characteristics with oscillation ampli-
tudes as small as 3.6 Å. Interestingly, at such small oscillation amplitudes,
the normalized frequency shift [27] does not follow an A

3/2
0 scaling [13] any-

more [38,80]. This is evidenced in a series of frequency shift curves displayed
in Fig. 3.17, and measured using the second flexural mode over the same sur-
face atom with an identical tip–apex termination but at cantilever oscillation
amplitudes ranging from 32.7 to 3.6 Å. While all the frequency shift curves
provide an identical tip–surface interaction force independently of the oscil-
lation amplitude, the normalized frequency shift (γ) of curves acquired with
small amplitudes gradually diverges from the ones measured with larger oscil-
lation amplitudes. The normalized frequency shift scaling fails because the
approximation of (3.1) for large oscillation amplitudes [81]

Δf ≈ fr√
2πksA

3/2
0

∫ ∞

0

Fint(z′ + x)√
x

dx

A0

A0
A0

Fig. 3.17. Series of frequency shift curves acquired over the same adatom of a
Si(111)-(7×7) surface with identical tip–apex termination using the second flexural
mode of a rectangular cantilever driven at different oscillation amplitudes. The other
panels show the corresponding normalized frequency shift (γ) [27] and tip–surface
interaction force curves, as well as the dependence of the frequency shift and tip–
sample distance noise with the cantilever oscillation amplitude (in this graph the
curve is a A−1

0 fit to the frequency shift noise data). Acquisition parameters were
f2 = 987, 155 Hz and k2nd = 2, 062 Nm−1. Figure adapted from [80]
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[with x = A0(1+u) from (3.1)], where the prefactor gives rise to the γ-scaling,
does not longer hold. Therefore, comparison of frequency shift values measured
with different cantilever oscillation parameters through the normalized fre-
quency shift is not valid for small oscillation amplitudes. Another consequence
of this behavior is that the precise calibration of the cantilever oscillation
amplitude using the normalized frequency shift method [24, 38, 75] requires
setting large enough oscillation amplitudes.

The set of frequency shift curves shown in Fig. 3.17 enables quantifying
the improvement in the signal-to-noise ratio associated with the reduction of
the cantilever oscillation amplitude. The noise analysis from these curves (see
details in [80]) shows a good agreement with theoretical predictions [5, 8, 69]:
the noise in the frequency shift increases inversely proportional to the oscil-
lation amplitude, while the noise in the tip–sample distance reduces as the
oscillation amplitude becomes smaller (Fig. 3.17). Although the noise in the
frequency shift increases, the absolute value of the frequency shift signal
obtained at small oscillation amplitudes for an identical tip–surface inter-
action force is considerably larger than the one measured at bigger oscillation
amplitudes, leading to an overall improvement of the signal-to-noise ratio.
Thus, operation of FM-AFM at small oscillation amplitudes seems to repre-
sent a refinement of sensitivity to tip–surface interaction forces and spatial
resolution.

3.7 Summary

In this chapter, we have described examples of how force spectroscopy per-
formed over individual atomic positions provides valuable information about
the mechanical properties of the tip–surface interface, and facilitates the pos-
sibility of disclosing the chemical composition of a surface at atomic scale.
The potential and opportunities offered by force spectroscopy will see a rev-
olution in the near future with the application of this technique to a widen
spectrum of surfaces and scientific problems, as well as with an increasing
number of groups adapting and further developing the technique. Very promis-
ing achievements and an exciting panorama are foreseen with the ability of
quantifying forces not only over individual atoms but mapping them over a
line [15, 26, 56, 68, 82] or even over a surface area (see Chaps. 2, 5, and 9).
Without any doubt, simultaneous measurements of forces and tunneling cur-
rents performed at small oscillation amplitudes over atoms, molecules, and
nanostructures will bring new and exciting breakthroughs in nanoscience.
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18. R. Pérez, I. S̆tich, M. Payne, K. Terakura, Phys. Rev. B 58(16), 10835 (1998)
19. A.I. Livshits, A.L. Shluger, A.L. Rohl, A.S. Foster, Phys. Rev. B 59(3), 2436

(1999)
20. A.S.U. Kaiser, R. Wiesendanger, 446, 522 (2007)
21. R. Bennewitz, M. Bammerlin, M. Guggisberg, C. Loppacher, A. Baratoff,

E. Meyer, H.J. Güntherodt, Surf. Interface Anal. 27, 462 (1999)
22. M. Guggisberg, M. Bammerlin, C. Loppacher, O. Pfeiffer, A. Abdurixit, V. Bar-

wich, R. Bennewitz, A. Baratoff, E. Meyer, H.J. Güntherodt, Phys. Rev. B
61(16), 11151 (2000)

23. N. Suehira, Y. Tomiyoshi, Y. Sugawara, S. Morita, Rev. Sci. Instrum. 72(7),
2971 (2001)

24. M. Abe, Y. Sugimoto, O. Custance, S. Morita, Appl. Phys. Lett. 87(17), 173503
(2005)

25. M. Abe, Y. Sugimoto, O. Custance, S. Morita, Nanotechnology 16(12), 3029
(2005)

26. M. Abe, Y. Sugimoto, T. Namikawa, K. Morita, N. Oyabu, S. Morita, Appl.
Phys. Lett. 90(20), 203103 (2007)

27. F.J. Giessibl, Phys. Rev. B 56(24), 16010 (1997)



3 Force Spectroscopy on Semiconductor Surfaces 67

28. U. Dürig, Appl. Phys. Lett. 76(9), 1203 (2000)
29. F.J. Giessibl, Appl. Phys. Lett. 78(1), 123 (2001)
30. F.J. Giessibl, H. Bielefeldt, S. Hembacher, J. Mannhart, Ann. Phys. (Leipzig)

10(11–12), 887 (2001)
31. J.E. Sader, S.P. Jarvis, Appl. Phys. Lett. 84(10), 1801 (2004)
32. U. Dürig, Appl. Phys. Lett. 75(3), 433 (1999)
33. R. Hoffmann, A. Baratoff, H.J. Hug, H.R. Hidber, H. v Löhneysen,
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Tip–Sample Interactions as a Function
of Distance on Insulating Surfaces

Regina Hoffmann

Abstract. Recent advances in the measurement methods of scanning force micro-
scopy (SFM) in the dynamic mode allow experimental access to site-specific short-
range forces. Either the tip is moved to a particular site, or the full three-dimensional
frequency shift field of the oscillating tip is recorded while scanning a small surface
area. Then the frequency shift is converted to force, and the long-range forces are
fit by models and subtracted. The remaining short-range forces measured on a well-
known surface CaF2 (111) can be used to learn more about the tip structure and
chemical composition. On NaCl (001)-type crystal surfaces, where there is a full
symmetry of the local distribution of the positive and negative charge, the measure-
ment of the force as a function of distance allows to identify unambiguously identify
the positively and negatively charged sublattices on the surface. If additionally,
the full three-dimensional force field is measured, information about the chemical
nature of the tip-terminating cluster and about lateral forces are obtained. SFM
measurements of site-specific force–distance curves further allow a deeper insight
into mechanisms of energy dissipation at tips and surfaces.

One of the key techniques for characterizing insulating surfaces on the atomic
scale is scanning force microscopy (SFM), where the force between tip and
sample is measured (for recent reviews, see [1], Chaps. 4–10). In addition, for
insulating materials, many well-known experimental approaches often used for
surface characterization cannot be applied in a straightforward way because
the methods often rely on the interaction of charged particles with the sample.
Atomic resolution in SFM has first been achieved on the 7× 7 reconstruction
of Silicon (111) [2], InP (110) [3], and two years later on NaCl (001) [4] in the
dynamic mode: an atomically sharp tip attached to a cantilever beam is oscil-
lated while a piezo-electric scanner brings the tip apex in close proximity to
the surface. The attractive interaction between tip and surface upon approach
lowers the eigenfrequency of the cantilever. This change of the eigenfrequency
is related to the force acting between tip and sample and varies on the atomic
scale. The dynamic measurement mode allows to avoid hard contact between
the tip apex and the sample surface, which could damage both tip and surface
and is therefore often called noncontact mode.
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Advances in experimental techniques now additionally allow access to the
force F as a function of tip–sample distance, called z in this chapter, at specific
atomic sites [5], which is important to understand chemical bond formation
between the tip and the surface as well as the relaxation of atomic positions in
the tip and the sample (see Chaps. 2–7 of this book). By varying the distance
of the tip and sample, the contact between them, one of the most impor-
tant and disputed subjects in scanning force microscopy, can be studied in
a controlled way and sometimes chemical bond formation can be studied [6].
At large tip–sample distances, the interaction is conservative. At small tip–
sample distances, in the course of forming a contact, hysteretic motion of
atoms causes energy dissipation [7, 8]. The possibility of precisely measuring
forces as a function of distance has also strongly influenced the measurement
techniques themselves (Chaps. 2, 6, 16, and 17) and has first facilitated manip-
ulation of atoms [9], which is an important subject in this book (Chaps. 8–12).
Furthermore, the full three-dimensional force fields have been measured on all
sites of a grid on the surface, and thus access to the full information including
lateral forces has been obtained. Such lateral forces are not only a key issue in
atomic scale friction [10], but also during lateral manipulation experiments,
in SFM as well as in scanning tunneling microscopy [11].

In this chapter, the measurement of tip–sample interactions as a function
of distance on insulating surfaces is reviewed.

4.1 Experimental Evaluation of Short-range Forces

4.1.1 Measurement Techniques

As the dynamic mode allows to obtain true atomic resolution during imag-
ing, all approaches to measure the tip–sample interaction as a function of
distance at the atomic scale so far rely on dynamic measurement modes (for a
sketch of the working principle of a SFM, see Fig. 4.1). It has been shown that
oscillating the tip indeed reduces experimental noise [13]. Two main dynamic
measurement modes are used: amplitude modulation and frequency modula-
tion techniques [14]. In the latter measurement mode, the cantilever oscillation
amplitude is kept constant, and the eigenfrequency of the oscillating cantilever
is detected. It has been shown that in the frequency modulation mode, it is
simpler to extract the force from the measured signal, that is, the frequency
shift Δf , in particular in the case where dissipative tip–sample interactions
occur [15]. Therefore, this mode has more widely been used than amplitude
modulation. To measure the tip–sample interaction as a function of distance,
it is in principle possible to either vary the tip–sample distance or to vary
the oscillation amplitude [16]. Although varying the oscillation amplitude is
experimentally simpler, because piezoelectric drift and creep are essentially
avoided, varying the tip–sample distance is conceptually simpler and has thus
mostly been used.
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Fig. 4.1. Principle of an SFM similar to the one described in [12]. Upon approach, an
attractive force acts between the sharp tip and the surface. The resulting deflection
of the cantilever changes the optical path difference in the interferometer, which
is measured while the sample is precisely moved using a piezoelectric cylinder. The
coordinate system in this chapter is chosen such that the z-direction is perpendicular
to the surface

When the tip–sample distance is varied, the effect of piezolectric drift on
the measured results is much more severe than during imaging. During imag-
ing a flat surface, a feedback loop keeps the tip–sample interaction constant,
and thus allows only small variations of the tip–sample distance. If the sam-
ple surface is oriented precisely perpendicular to z, the tip height varies less
than about 10−1 nm during the measurement, and thus piezoelectric drift in
the z direction can be neglected. If the sample is tilted, a steady state is
reached during imaging, where x (the fast scanning axis), y (the slow scan-
ning axis), and z are varied in a systematic, repetitive way. In such a steady
state, any deviations from the expected positions caused by piezo-electric
creep can be compensated by applying corrected voltages to the piezolec-
tric cylinder [12]. During acquisition of the force as a function of distance, the
tip–sample distance is varied, and the feedback loop that keeps the tip–sample
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interaction constant must of course be switched off. Piezoelectric drift and/or
creep in the z direction perpendicular to the surface might therefore cause the
tip to indent the sample surface. In the x and y directions, piezoelectric drift
and/or creep might induce a loss of information of the precise position where
the tip–sample interaction has been measured.

When measuring the tip–sample interaction as a function of distance, great
care is thus taken to reduce the effects of piezoelectric drift and creep as
much as possible. Two main experimental approaches are known: in the first
approach, using essentially drift-free scanning force microscopes (as an exam-
ple see [12]), in general at low temperatures, single positions, for example,
above individual atoms, chosen by the experimentalist are addressed [5]. For
this approach, extreme stability and reproducibility of the piezoelectric posi-
tioning is required. In this situation, full control of the tip allows to avoid
specific points at the surface where the tip–sample interaction is destructive
to either the tip or the sample or both. Thus the tip–sample distance can be
reduced to below the point where imaging becomes unstable due to strong
tip–sample interaction. In the second approach, frequency vs. distance data
are collected at points of a scanned grid above the surface [17]. This approach
offers the advantage that the full three-dimensional information of the force
field is obtained, which gives access also to lateral forces, which is by defi-
nition the derivative of the tip–sample interaction in the lateral directions x
and y [18,19]. Furthermore, it allows to confirm the lateral position of the tip
after the measurement.

4.1.2 Conversion of Frequency Shift to Force

As the tip oscillates, its frequency shift arises from the average interaction over
one complete oscillation cycle. The tip oscillation amplitude is typically on the
order of several nanometers, while the part of the tip–sample interaction that
is most interesting in this context, the short-range interaction due to chemical
bonding, decays on the order of a few tenths of a nanometer. Therefore, the
tip and sample interact strongly only during a rather short period of time,
while the tip comes close to the lower turning point of its oscillation.1 For
this situation, usually called the large-amplitude limit, the frequency shift is
roughly proportional to

√
UF , that is, the geometric means both taken at the

lower turning point of the oscillation of the tip–sample interaction U and its
derivative with respect to z, the force F [20–22]. This means that although
the frequency shift results from an average of the force over a rather large
distance range, there is still an exact relationship between the frequency shift
and the force. The normalized frequency shift has been defined [23]

1 This measurement mode is chosen to ensure that the cantilever restoring force is
larger than the tip–sample attraction at all distances to avoid a snap-in. During
a snap-in, the tip is pulled to the sample surface, a process during which large
forces are applied to the sensitive tip apex, potentially leading to considerable
damage of the tip and surface.
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γ =
ΔfcLA

3/2
osc

f0
, (4.1)

which is independent of the respective resonance frequency f0, longitudinal
cantilever spring constant cL, and tip oscillation amplitude Aosc used and thus
allows to compare the frequency shift obtained in different experiments.

Recently, three main methods for calculating numerically the force from
the input of the measured frequency shift data points have been proposed.
Historically, the first one, by Dürig [15], is an iterative method, where the
mathematically precise result is reached only after an infinite number of iter-
ations. Each iteration enhances the measurement noise. In general, one or two
iterations are sufficient, that is, after one or two iterations, the measurement
noise exceeds the deviation from the exact result. This method inspired a
second approach, by Giessibl [24], slightly modified by Baratoff [25, 26], in
which the tip–sample interaction is extracted directly using numerical meth-
ods. The precision of the result depends only on the amount and precision of
experimental data available.

If large spring constants are used, in particular in experiments where a
piezoelectric quartz tuning fork replaces the commonly used microfabricated
Silicon cantilevers, the oscillation amplitude of the tip can be reduced and
the large amplitude limit discussed above is no longer valid. For smaller oscil-
lation amplitudes, the fraction of the oscillation during which the tip and
sample interact strongly is larger. However, even though this technique signif-
icantly reduces the noise in the measurement [13], the oscillation amplitude
is typically not reduced enough to reach the small amplitude limit, in which
the frequency shift is proportional to the force gradient.

4.1.3 Separation of Short-range and Long-range Forces

The tip is an inherently macroscopic object because it is important to support
the imaging atom/ion or cluster by a stiff solid to avoid mechanical instabil-
ities. The supporting part of the tip also generates tip–sample interactions:
all materials generate van der Waals forces, and on insulating surfaces, elec-
trostatic forces resulting from surface charge can sometimes not be avoided.
The expected overall shape of the force as a function of distance is shown in
Fig. 4.2. It is one of the unavoidable challenges of SFM measurements of the
tip–sample interaction as a function of distance to separate the contribution
resulting from the tip apex from the contribution resulting from the macro-
scopic part of the tip. For electrostatic attractive forces occurring between
SFM tips and periodic arrangements of objects (e.g., atoms) on surfaces, as
a rule of thumb, the decay length is roughly similar to the size of the force
generating element (see Sect. 4.2.1). Therefore, separation of short-range and
long-range forces means in practice that forces decaying on the scale of a few
nanometers to a few tens of nanometers (due to the macroscopic part of the
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Fig. 4.2. (a) Expected overall shape of the force. Upon approach, the force is
first attractive (region III). One then reaches the region where the setpoint for
imaging is usually chosen. The force then reaches a minimum (region II) and quickly
becomes repulsive (region I). (b) Typical long-range force measured on a CaF2 (111)
surface. The black dots are the measured data. The grey line results from a fit to
the model shown in Fig. 4.3, including long-range electrostatic and van der Waals
forces. From [27]

tip–apex) have to be separated from forces that decay on the order of a few
tenths of a nanometer (due to an atom).

The main difficulty in this process arises from the fact that the exact tip
shape as well as its chemical composition is unknown in most experiments. The
tip is either a small silicon crystal or an etched wire glued to a piezoelectric
tuning fork, or it is microfabricated from a silicon wafer. In all cases, the tip is
exposed at least to air, water vapor, and possibly chemical solvents before it is
used for measurement. Therefore, it is in most cases covered with oxide, which
is either native or influenced by the microfabrication process. As corner or kink
atoms have a lower coordination, and lower coordinated atoms are known to
be chemically more reactive than surface atoms, it is thought that the tip apex
is rounded during oxide formation. In some experiments, after introducing the
tip into ultrahigh vacuum, the oxide is removed by sputtering, although it is
possible that sputtering increases the tip radius. In some experiments, the tip
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is heated to remove the water layer. This is plausible, but its effectiveness is
in general not checked.

Several methods have been proposed to better understand and correctly
quantify the measured long-range forces. One approach is to measure the force
as a function of distance above a surface position where the tip is far from
any interacting atom even at close tip–sample distances [5]. This approach
requires a vacancy that can clearly be identified on the surface, for example,
the corner hole of the Si(111) 7 × 7 reconstruction. However, this method is
hardly applicable to insulating surfaces where vacancies are rare, and if one
is found, an independent proof would be needed that the observed defect is
not of a different type.

Another approach that is more widely used and applicable to different
sample types relies on models of the long-range van der Waals and elec-
trostatic forces [28]. In general, a conical tip with a spherical cap (Fig. 4.3)
describes undamaged unsputtered tips reasonably well if one assumes a “nan-
otip“ at its apex that accounts for short-range forces. It is important to
measure the long-range part of the force in the distance regime of up to
about 10–20nm from the surface in order to tell the difference between
electrostatic and van der Waals forces. The model forces diverge near the
surface. The exact relative position of the tip and the surface and thus
the onset of the short-range forces is unknown. The model is used to fit
the long-range forces in the distance regime where one estimates short-
range forces to be negligible. The fit must then be extrapolated into the

α

R

Δz
z

Fig. 4.3. Conical tip with a spherical cap used to model the long-range forces. It is
thought that at the tip apex a sharp nanotip is located, which due to its sharpness
facilitates atomic resolution. The tip radius of the conical tip in relation to the size
of the atoms in the nanotip is to scale.
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region where the short-range forces are important and its accuracy cannot be
tested.

A third method is to look at force differences between two sites instead of
the absolute force [29]. As for forces acting between rigid objects, the super-
position principle is valid, and the frequency shift is a linear function of the
force, the site-specific and the non-site-specific contribution to the frequency
shift can be separated with this method if relaxation of the atomic positions
is negligible. In practice, atomic positions do relax under the influence of the
non-site-specific forces applied; however, if the long-range contribution to the
total force is small, one can use this approximation.

4.2 Short-range Forces on Insulating Surfaces

The short-range forces on ionic and oxide materials arise from the short-range
chemical bonding forces that comprise atomic-scale van der Waals forces, elec-
trostatic forces, an overlap of electronic wavefunctions, and repulsive forces
due to the Pauli exclusion principle. The electrostatic forces arise from the
periodic distribution of charge at the surface, which is, even in ionic crys-
tals, partly delocalized. On insulating surfaces, both electrostatic forces as
well as the overlap of electronic wavefunctions can be important. However,
the electrostatic forces usually give the surface its characteristic appearance
in scanning force microscopy images (Fig. 4.4), because these forces can be
attractive as well as repulsive: one type of atoms, which interacts attractively
with localized charge on the tip apex appears as bright (a local maximum),
the other type appears as dark (a local minimum). The electrostatic contribu-
tion to the chemical bonding force is thus crucial for the understanding of the
short-range tip–sample interaction. Also, it is an essential problem to better
understand the origin and the polarity of the localized charge at the tip apex.
Studying tip–sample interactions as a function of distance can contribute to
such an understanding.

4.2.1 Simple Model for Electrostatic Forces

In a simple (toy) model (see [31] for a similar treatment of the analogous mag-
netic problem, see also [32]), we model the surface as a plane of periodically
arranged rigid ions of alternating sign and we model the tip as a point-like
charge (Fig. 4.5). From solving the Laplace equation

ΔΦ(x) = ρ(x), (4.2)

where Φ(x) is the electrostatic potential and ρ(x) the electrostatic charge
distribution, it becomes clear that the tip–sample forces decay exponentially
as a function of tip–sample distance, with a decay constant related to the
lattice constant of the surface. As the arrangement of charge at the surface is
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Fig. 4.4. (a) Atomic resolution SFM image of an NaCl(001) surface prepared by
cleaving a NaCl crystal in ultrahigh vacuum. From symmetry arguments and from
the lattice constant measured, it follows that one atomic site (Na+ or Cl−) is imaged
as a local maximum (1) and the other is imaged as a local minimum (2). (b) Linecut
along the line indicated in the image (a). From [30]

Fig. 4.5. Toy model used for a rough estimate of the decay length of the electrostatic
force: the surface is represented by periodically arranged rigid ions of alternating
sign and the tip is represented by a point-like charge.

periodic with lattice constants kx in x-direction, and ky in y-direction, taking
the derivative of Φ(x) reduces to multiplying by ikx or iky, respectively. As
in the vacuum above the surface, there is no charge, and the interaction must
be zero at infinite distances from the surface, one obtains(

−k2
x − k2

y +
∂2

∂z2

)
Φ(x) = 0, (4.3)
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which can be solved easily. With k =
√

k2
x + k2

y, the solution becomes

Φ(x) = Φ(x, y) e−kz . (4.4)

This gives a rough understanding of the decay rate of the short-range elec-
trostatic forces, although the macroscopic extension of the tip, relaxation of
atoms as well as other contributions to the chemical bonding forces have been
neglected.

4.2.2 Relaxation and Realistic Electrostatic Interactions

For a basic understanding of the short-range forces measured on insulating
surfaces, it is important that the atoms generating the forces are also held
at their respective positions by forces of similar magnitude. Therefore, it is
expected that the atomic positions change under the influence of such forces
while the tip is approached to or scanned over a surface. Generally speaking,
under the influence of the attraction experienced by the frontmost tip atom
upon approach to the surface (at the transition between region III and II in
Fig. 4.2a), the tip atom is approached closer to the surface than in the rigid
case (Fig. 4.6). The force as a function of distance thus looks steeper than
expected for rigid ions in this region. In contrast, at the onset of repulsion,
around zero force, which corresponds to the bonding distance, the curve is
flatter than that the rigid ion model suggests.

At close tip–sample distances, repulsive forces quickly become larger than
the maximal attractive forces an ion can experience and can thus cause hop-
ping of atoms, that is, displacement of atoms to nearby sites. This has an
important effect on the repulsive branch of the force law measured: in this
part, often hopping of atoms is observed, which manifests in abrupt changes
of the force at a particular distance. A typical short-range force measured
on KBr(001) where atomic hops at close tip–sample distances are avoided is
shown in Fig. 4.7 (see also [17, 33–35]).

Fig. 4.6. Typical effect of relaxation. Relaxation distorts the measured curve with
respect to the one expected for rigid ions such that the attractive part becomes
steeper and the part where repulsive forces become important, around zero force,
becomes flatter.
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Fig. 4.7. Typical site-specific short-range force obtained from measurements on
KBr(001). The upper panel shows the total measured frequency shift on the maxi-
mum and minimum of the observed contrast (black and grey curves). The black
crosses represent a model for the long-range forces. The lower panel shows the
typical short-range forces after converting the frequency shift to force and after
subtracting the model long-range forces. From [33]

A more precise view on the atomistic processes during approach of the
tip to the sample can be obtained from simulations [36]. The tip is modeled
with several atoms or ions. The lower part of these atoms facing the sample
can relax their positions while the upper part is kept fixed. In an iterative
method, the total energy of the system is minimized. As for ionic materials
of the NaCl type, the energy of a cluster is minimal when the cluster has a
cuboid shape (“magic cluster“), often a cuboid is used as a tip. The surface
is in general modeled by a slab of several layers of sample material where
the center atoms are allowed to relax. It is important to keep some of the
tip atoms as well as surface atoms fixed to be able to calculate the total
force acting between tip and sample. These atoms keep the tip from relaxing
excessively until it touches the surface. These atoms also represent the bulk
part of tip and surface. Various calculation methods are used. For ionic crys-
talline materials, as the electrons are strongly localized, atomistic calculations
(i.e., molecular dynamics simulations at zero temperature) are often sufficient,
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where given potentials are used. The relatively simple treatment of the inter-
actions between individual atoms then allows to increase the number of atoms
in the simulation, which is important if atomic relaxation should be modeled
properly, especially in the tip. In such simulations, for the tip, either sample
material is used, because it is likely that the tip is covered by sample material
in the course of the measurement, or MgO as a reasonable representative for
SiOx tips concerning the forces generated at the tip apex. For more thorough
studies, or if semiconducting materials, in particular Si and its compounds as
tip materials, are included in the problem, density functional theory is used.
For some oxide materials, for example NiO, even the bulk is not yet fully
understood, and simulations of the SFM setup are therefore difficult [37].
For these materials, reliable experimental results are therefore of special
interest.

Simulations also allow to estimate the relative offset of the z scale in a
particular experiment. This is achieved after a careful subtraction of the long-
range forces and through comparison of measured results with simulations
and also yields the tip–sample distance at which images are acquired.

4.2.3 Interaction of a Tip with a Well-known Surface

One of the key problems in scanning force microscopy is that the atomistic
structure as well as the chemical composition of the tip cannot be character-
ized as thoroughly as the surface. The overall macroscopic tip structure can be
analyzed, for example, using scanning electron microscopy or using specially
designed samples. As any SFM image results from a convolution of tip and
sample shapes, ideally one would prefer a delta peak on the surface to learn as
much as possible about the tip apex. However, on the atomic scale, naturally,
delta peaks are not available and it is thus much more difficult to learn about
the detailed tip apex structure. Additionally, the tip apex is not flat, and it is
thus difficult to image the tip apex with scanning probe techniques. STM tips
have been investigated with field ion microscopy, which works best on con-
ductive tips [38] and experimental efforts have been undertaken to use time of
flight mass spectroscopy to characterize SFM tips [39]. However, this requires
a rather sophisticated experimental set-up, which is in most experiments not
available. As the tip interacts with the sample surface, it is possible that it
acquires sample material. Therefore, a number of possibilities for the chemical
nature of the tip material arise: Si, SiOx, water, air, and sample material have
to be considered.

It is therefore important to investigate the interaction of the tip with well-
known surfaces in order to learn as much as possible about the tip. An ideal
surface for this purpose is CaF2 (111). In scanning force microscopy images
on this surface, similar to NaCl (001), only one type of atoms (Ca2+ or F−,
resp.) is imaged as bright, the other type is imaged as a local minimum.
However, the spatial arrangement of the positive charge is different from the
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Fig. 4.8. Surface topography and tip–sample interaction on CaF2(111): (a) Linecut
along [2̄11] through a typical image (b) measured with a negatively terminated tip:
the attraction is strongest where the partial positive charge is located on the Ca2+

site (1). On the F− sites (2 and 3), local repulsive forces weaken the overall attrac-
tion, these sites are imaged as local mimima. (c) Binding energy as a function of
distance obtained on all three sites from the measured frequency shift. (d) Measured
force (dotted curves) compared with results from simulations (lines). From [27]

spatial arrangement of the negative charge. On this surface, a careful com-
parison between measured and simulated images has allowed to learn about
the tip apex ion polarity from the shape of the contrast in images combined
with the appearance of a linecut in the [2̄11] direction [40]. For a negatively
terminated tip, the positively charged Ca2+ is imaged as a protrusion, giv-
ing disk-like contrast (Fig. 4.8b). For positively terminated tips, the negative
charge distributed at the F− atoms is imaged as triangular shaped protrusions.
For a negatively terminated tip, identified from images as well as line-cuts, the
tip–sample interaction was studied as a function of distance [27]. The binding
energy between the tip apex cluster and the Ca2+ site was determined to be
0.43 eV. However, the physical meaning of this binding energy is well-defined
only if the nature of the tip apex is known.

Therefore, simulations using various tip models were performed. As the
tip was exposed to air prior to the measurements, a pure silicon tip was not
considered. Additionally, in the simulations, silicon tips could not account for
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the disk-like contrast in the images. We therefore studied possible tip mod-
els representing oxidized silicon tips. These have often been sufficiently well
modeled using MgO. However, for the quantitative precision required here,
this was not sufficient. A hydrogen saturated silicon tip covered with a single
oxygen atom at its apex showed a reasonable agreement with the experimen-
tal data (Fig. 4.8d). However, this tip yielded repulsion on the fluorine sites,
where clearly attraction is observed experimentally. Additional calculations
with a larger silica tip showed that the additional atoms on larger tips can
indeed lead to attractive forces on the fluorine sites, and that extensive studies
are needed to obtain complete agreement.

4.2.4 Sublattice Identification on Alkali Halide Surfaces

For crystals of the NaCl type, the spatial charge distribution of the positively
charged and the negatively charged sublattices on the (001) easy cleavage
plane are similar, in particular if the difference in the ionic radii is small as in,
for example, KBr (K+ ionic radius: 152pm, Br− ionic radius: 182pm [41]). The
atoms generate either attractive or repulsive short-range electrostatic forces
that are superposed locally to the overall attractive non-site-specific force
between tip and sample, and give the surface its characteristic appearance in
SFM images. One type of atom is imaged as a local maximum, the other as a
local minimum, but from images alone it is not clear which feature corresponds
to which type of atom (Fig. 4.9).

It has been proposed to investigate the radii of the protrusions to identify
the tip apex polarity. The radii of the observed protrusions in SFM images
depend strongly on the magnitude of the long-range forces, and the frequency
shift chosen for the particular image [42]. It is therefore difficult to draw a
conclusion about the tip apex polarity solely from SFM images [43]. For the
case of KBr and NaCl, the experimentally obtained force as a function of
tip–sample distance has been carefully compared to atomistic simulations to
identify the tip apex polarity [29].

To unambiguously eliminate non-site-specific long-range forces, the force
differences between two neighboring atomic sites have been calculated both
from the experimental and from the simulated data. On the repulsive site,
that is, the topographic minimum observed in images, the simulations showed
that the tip bends sideways because the tip apex ion is attracted to the next
nearest neighbor ion of opposite sign. The direction in which the tip bends
strongly depends on the details of the atomic arrangement on the tip as well
as the relative crystallographic orientation of the tip and the surface. This
bending concerns a relatively large number of atomic layers in the tip. It is
therefore possible that differences between the experimental tip and the one
used for the simulations play an important role. On the bridge site, atoms
of both types are roughly at the same distance from the tip apex ion, and
their attractive/repulsive electrostatic contributions to the total force roughly
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cancel. On the maximum site, where electrostatic attraction dominates, relax-
ation is at least symmetry-conserving. Therefore, the interpretation relies
on the results obtained above the topographic maximum and on the bridge
site.

The force difference calculated from the force at the topographic maximum
minus the force at the bridge site shows a clear difference between negative
and positive tip apex polarity: for a positively terminated K+ tip, negative
force differences are calculated at a tip–sample distance of about 0.3–0.4nm,
while positive force differences are calculated in this distance regime for the
negatively terminated Br− tip. The experimental data is well represented by
the positively terminated K+ tip (Fig. 4.10).

Similar results have been obtained with density functional calculations,
where a smaller tip has been used [43]. It has been shown that the method
also works for NaCl (001) [30]. Additionally, the interaction of nonideal tips
with NaCl (001) surfaces has been investigated [44].

4.2.5 Full Three-Dimensional Force Field

Measuring the full three-dimensional force field allows to compare calculations
and measurements on all sites of the surface within the experimental resolu-
tion. It therefore gives a more complete view of the interaction of the tip and
the surface. In several publications, using single force curves, quantitative
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agreement between simulations and experiment has been found on the attrac-
tive sites only [27, 29]. On the repulsive site, in simulations, repulsive forces
have been found, while in the experiment, attraction has been measured. One
of the reasons is that on the repulsive site, lateral relaxation of the tip occurs,
which is sensitive to the detailed atomic positions of several layers of tip apex
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atoms. Therefore, it is more likely on the repulsive site that a given model does
not fully represent the tip used in a particular experiment [29]. Furthermore,
it has been pointed out that larger tip models can explain attractive forces
even on sites where the dominant interaction with the tip is repulsive [27].
With an analysis of the full three-dimensional force field, one can check the
agreement between simulations and experiments more thoroughly for different
models of the non-site-specific forces.

Recently, for the KBr (001) surface, this method has been used to compare
atomistic simulations and measurements [58]. To obtain the vertical force field
at room temperature, the frequency shift was measured as a function of the rel-
ative tip–sample distance on a grid. Before and after each individual frequency
shift vs. distance measurement, the feedback loop (keeping the frequency shift
constant by adjusting the tip–sample distance) was switched on to stabilize
the system. The atomistic simulations are described in detail in [29]. Excel-
lent agreement on all sites between experiment and simulations was found,
which can only be explained by a rather good match between the positively
terminated K+ model tip and the tip used in the experiment (Fig. 4.11). In

Fig. 4.11. Simulated three-dimensional force fields for (a) the positively terminated
K+ model tip and (b) the negatively terminated Br− model tip. Panel (c) shows
the results obtained from measurement on the same color coded scale. There is rea-
sonable agreement between experiment and the positively terminated tip, whereas
there is a clear disagreement for the negatively terminated tip. From [58]
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Fig. 4.12. Lateral forces extracted from (a) experimental three-dimensional force
field data, and (b) simulations using a positively terminated K+ model tip. From [58]

particular, the triangular-shaped attractive areas in red are well reproduced
in the simulations. In contrast, clear differences are observed between the
measurement and the negatively terminated Br− model tip. Additionally,
the course of the position where strongest attraction is obtained has been
studied as a function of lateral displacement (black line). This course shows
characteristic differences between positively and negatively terminated tips:
in the positively terminated tip, the curve is closest to the sample surface for
the position with strongest repulsion (above K), while for the negatively ter-
minated tip, the curve is closest to the surface for the position with strongest
attraction (above K).

Such an analysis also gives access to the lateral forces (Fig. 4.12), which
are important for lateral atom manipulation as well as friction. As expected,
the positively terminated tip is attracted by the negatively charged surface
atoms.

4.2.6 Atomic Jumps and Energy Dissipation

So far in this chapter only energy conserving tip–sample interactions have
been discussed. In the dynamic frequency modulation mode, the tip is oscil-
lated at resonance and additionally the cantilever oscillation amplitude is kept
constant using a feed-back loop. In this measurement mode, the excitation
amplitude necessary to keep a constant oscillation amplitude is a measure of
the intrinsic energy dissipation of the cantilever. It is observed that, upon
approach to the surface, the excitation amplitude is increased by the feed-
back loop, meaning that the surface damps the cantilever oscillation [45]. The
energy dissipation shows atomic scale contrast. The mechanisms that can lead
to such an energy dissipation have attracted a lot of attention recently. Energy
dissipation by the surface is also observed during frequency vs. distance mea-
surements. Frequency vs. distance measurements on insulating surfaces have
contributed to this discussion as shown in this section.
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Energy dissipation is best known as viscous damping observed in soft mate-
rials, or as damping by liquids or gases. However, in the context of atomic
resolution SFM, the experiments are performed in ultrahigh vacuum, with
small base pressures, where great care is taken to avoid the presence of liq-
uids such as water. The tips and samples generally studied are hard; viscous
damping is therefore not expected to occur. Also any mechanisms proposed
must account for the observed atomic scale contrast. First, as for any SFM
measurement, it is carefully checked that the contrast does not depend on
the scan direction, and that the feedback loops work as intended. Often, in
energy dissipation images, a lowered symmetry compared to the undisturbed
surface symmetry is observed although the contrast appears symmetric in the
topography images. Such a lowered symmetry reflects the asymmetry of the
tip. The measured energy dissipation is very sensitive to the atomic configura-
tions of both the tip and the surface. This becomes clear at tip changes: often
the magnitude of the contrast and the symmetry of the features in energy
dissipation images change strongly with tip rearrangements that leave the
topography images nearly unaltered [8]. Also at defect sites, where the atomic
structure of the surface differs locally from the ideal one, local changes in
energy dissipation are observed (see Fig. 4.13).

Recently, for hard, clean, nonmagnetic tips, three main mechanisms have
been discussed: apparent energy dissipation, that is, artifacts by the cantilever
oscillation and detection electronics, energy dissipation by the Brownian
motion of atoms, and energy dissipation attributed to hysteretic atomic jumps
[8]. Apparent energy dissipation can be excluded by a careful experimental
setup [46]. Brownian motion of atoms causes energy dissipation [47]. Because
of thermal motion, the exact positions of the interacting tip and surface atoms
during retraction in one particular oscillation cycle differ from the positions
held during approach. The force between tip and sample therefore shows a
small hysteresis between approach and retraction related to a certain amount
of energy dissipated, which can be calculated as the area between the two
force curves in a F (z) plot. The effects calculated are, however, usually much
smaller than the ones observed experimentally. The main reason is that the
typical frequency of the moving atoms (typical phonon frequencies) are much
larger than the cantilever oscillation frequency. At surfaces and on tips, the
phonon frequencies can be lowered due to the lowered coordination between
the atoms. Taking this effect into account, calculations still fail to explain the
magnitude of the energy dissipation observed experimentally [48, 49].

It is therefore likely that hysteretic atomic jumps is the most important
mechanism of energy dissipation in the context of atomic resolution SFM [7].
The atomistic configuration of either the tip or the sample or both is changed
by an atomic jump at close tip–sample distances. The tip–sample interaction
is thus strongly altered within one oscillation cycle, and energy is dissipated.
Such a single event should cause an observable change both during imaging
and in frequency vs. distance measurements. As energy dissipation is also
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Fig. 4.13. Two subsequent SFM images (a) and (e) of an atomic scale defect on a
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recorded alongside image (a). Note that the intrinsic energy dissipation of the free
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observed in the absence of such detectable changes, it is a postulate that the
atom or the group of atoms that has jumped hops back to its original position
soon after. The dissipated energy is maximal if there is one jump forward
and one jump back to the original state in each oscillation cycle; that is, if
the rate of the jumps is equal to the cantilever oscillation frequency, which is
the case if the jumps are induced by the oscillating tip. It has been the goal
of a number of theoretical as well as experimental efforts to examine these
postulates.

On NiO (001), strong energy dissipation has been observed at close tip–
sample distances on only the atomic site that corresponds to a local maximum
[50].2 In Fig. 4.14, frequency vs. distance measurements are shown together
with energy dissipation vs. distance measurements. On one atomic site, the
force shows a plateau structure: the attractive (negative) force increases first
when the tip interacts with the surface, then remains constant in a cer-
tain distance regime, and then increases again at closer distances. At the
position where the force first increases, the tip apex atom interacts with
the surface. The plateau and the second increase is a typical sign for the
interaction of other tip and surface atoms that becomes important at closer
distances. Calculations have suggested that the second increase of the force
results from an interaction of the frontmost tip ion with the next nearest sur-
face atoms [37]. It is, however, also possible that other tip atoms (excluding
the tip apex ion) located near the tip apex interact with nearby surface atoms.
The plateau structure is associated with a rise in the energy dissipation. We
believe that hysteretic motion becomes more likely if the number of moving

2 As the tip apex polarity cannot unambiguously be determined on this surface, it
is not clear whether this corresponds to the Ni or the O site.
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atoms increases, because the number of local minima in the energy landscape
increases.

The energy dissipation is, however, not required to monotonically increase
upon approach to the surface. It has been shown for small oscillation ampli-
tudes of 0.25nm, energy dissipation occurs only for a limited distance range.
At large tip–sample distances, energy dissipation is negligible, it then increases
at closer distances, shows a plateau, and then decreases again at even closer
tip–sample distances [51]. This can be explained by hysteretic motion of atoms
in the distance range where the plateau is observed. This hysteretic motion of
atoms is suppressed when the tip remains at too close tip–sample distances
even at its upper (i.e., large z) turning point. The tip never reaches the point
where the jumping atom causing the hysteresis recovers its initial state.

Three different causes of energy dissipation by hopping atoms must be dis-
cerned: hopping on the sample, hopping between tip and surface, and hopping
on the tip. Hopping on the sample is in general not expected because diffusion
energy barriers within a low-indexed (easy cleavage plane) surface are usually
rather high. There are, however, special cases where a movable entity is part of
a particular surface structure such as the case of Si (001) [52]. On the Si (001)
surface, two neighboring Si adatoms with dangling bonds form a dimer, which
is tilted with respect to the surface, that is, one Si atom is located closer to
the surface than the other. The flip where the two atoms of one dimer change
their respective roles has a small energy barrier and is therefore thermally
excited at room temperature. Previously in this chapter, we have discussed
hopping with a rate given by the cantilever oscillation frequency, that is, hop-
ping induced by the oscillating tip. In Si (001), in contrast, the dimer flips
with a rate determined by the energy barrier Δε and by temperature T

ν = ν0 e−Δε/(kBT ), (4.5)

where ν0 is the attempt frequency. If the tip approaches such a naturally flip-
ping entity, the energy dissipated is maximal if the rate of flipping is similar
to the cantilever oscillation frequency. This phenomenon is called “stochas-
tic resonance” [45, 53]. At low temperatures, atomic hops manifest as jumps
in force vs. distance measurements, whereas at elevated temperatures, these
jumps are softened by statistical averaging [34, 54].

Energy dissipation due to adhesion of the frontmost tip apex atom at
the surface is the main mechanism currently discussed to explain experimen-
tal findings [55]. An atom loosely bound to the tip snaps to the surface at
small tip-sample distances, and jumps back to the tip at larger tip–sample
distances while the cantilever is swinging back. This scenario is interest-
ing because, in addition to the average force obtained from the frequency
shift, information about the hysteretic tip–sample interaction can be obtained
from another source of information, the dissipated energy. However, to unam-
biguously interpret measured results, the third scenario, hopping on the tip,
must be excluded. For rarely occurring jumps, it is experimentally rather
simple to discern the two latter scenarios: in the case of hopping between
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tip and sample, the energy barrier between the two states of the hopping
atom strongly depends on the tip–sample distance. The hopping rate, which
depends exponentially on this energy, is therefore expected to strongly depend
on the tip–sample distance. For lateral hops on the tip, in contrast, a roughly
constant hopping rate is expected. Such a hopping rate, which is roughly con-
stant with tip–sample distance, has been observed experimentally (Fig. 4.15),
and the jumps have been attributed to hops on the tip [56]. The tip–sample
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interaction forces have been measured in both states of the hops, which made
it possible to estimate the dissipated energy and relate it to the experimental
value. Reasonable agreement was found and thus it is thought that the energy
is indeed dissipated by the atomic hops observed.

Additionally, hopping on the tip has recently been investigated using large
Si tips [57]. Indeed, it was observed that the tip assumes different configura-
tions in different approaches to the surface, which leads to energy dissipation.
To even better understand the tip–sample interaction for insulating surfaces,
it is now important to check the atomistic configuration of real tips used in
experiments and to learn about the chemical nature of the atoms composing
the tip apex.
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Force Field Spectroscopy in Three Dimensions

André Schirmeisen, Hendrik Hölscher, and Udo D. Schwarz

Abstract. Atomic resolution images in noncontact atomic force microscopy (NC-
AFM) reflect planes of constant frequency shift. To draw conclusions on the chemical
activity at specific surface sites, however, the force acting between tip and sam-
ple should be known locally rather than the frequency shift. This is not an easy
translation due to the nonlinear nature of the relationship between the two.

To overcome this problem, several groups have developed an extension to NC-
AFM, dynamic force spectroscopy, which allows the precise, distance-dependent
measurement of tip–sample forces. The forces are determined from frequency shift
vs. distance curves by mathematical analysis. By combining many of these curves in
a raster grid, the full three-dimensional surface force field can be probed with atomic
resolution as it extends into vacuum. This chapter reviews experiments performed
on NiO, NaCl, KBr, and graphite that illustrate the strengths and weaknesses of the
different experimental approaches as well as the type of results that can be obtained.

5.1 Introduction

Since its invention in 1986 [1], the success of atomic force microscopy (AFM)
roots in its combination of high resolution imaging capabilities and broad
versatility, as it is capable of imaging almost any type of surface without the
need for tedious sample preparation. Force microscopy relies on the detection
of interaction forces between a raster-scanned sharp tip and the investigated
surface, with the corresponding signal being recorded as a function of the tip’s
lateral position. Typically, finite tip–sample contact areas cause the net inter-
action to be averaged over the often dozens or even hundreds of atoms involved
in the process of contrast formation, with individual atom–atom interactions
not explicitly being exploited in conventional AFM imaging modes.

By employing atomically sharp tips in conjunction with the right exper-
imental approach, it is nevertheless possible to measure signals that are
dominated by interatomic forces caused by just the tip’s foremost atom. To
avoid the above-mentioned averaging effect due to the formation of tip–sample
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contact areas comprising multiple atoms, “dynamic” modes, that is, modes
where the tip is oscillated close to the surface, are usually being applied [2,3].
If the tip is scanned in a horizontal raster, the corresponding approach is
called dynamic force microscopy (DFM) and enables atomic resolution imag-
ing on many different material classes, including metals [4–6], semiconductors
[3, 7–10], and insulators [11–14]. Alternatively, dynamic mode operation also
allows the measurement of the distance-dependent tip–sample forces (“force
distance curves”) at specific lattice sites, which is then referred to as dynamic
force spectroscopy (DFS) [15–19]. Recently, combination of the two abilities
has culminated in the chemical identification of surface atoms [20]. Moreover,
it has been demonstrated how a systematic acquisition of adjacent force dis-
tance curves allows to determine three-dimensional (3D) atomic force fields
above the sample surface [21, 22].

The recent growing interest [23–28] in the force field technique stems from
several aspects. From the technical perspective, the availability of 3D atomic-
scale force field maps facilitates assessing lateral relaxations of the tip–sample
contact occurring during the approach as well as experimental artifacts like
piezoelectric drift. From the scientific viewpoint, characterization of the ver-
tical force field allows to calculate the potential energy barriers [23] and
landscapes [27].

Experimental access to the spatial variation of the potential energy with
sublattice resolution is difficult. Conventional techniques [29] rely on the mea-
surement of the dynamic behavior of test adsorbates by, for example, diffusion
experiments and field emission techniques [30]. Direct observation of adatom
motion with the field ion microscope [31] or the scanning tunneling micro-
scope [32] is possible, but limited to conducting surfaces. Potential energy
barriers can be extracted from those experiments (cf. Fig. 5.1a), but the full
spatial characterization of the energy landscape remains a challenge. Ideally,
one would measure the site-specific variation of the interaction energy between
a test molecule and the substrate. A viable technical solution is the measure-
ment of forces between a single atom-terminated sharp asperity and a flat
surface, a basic geometry that is naturally instantiated by scanning probe
microscopy techniques (Fig. 5.1b).

An added benefit of this approach is that it also recovers lateral atomic
forces [22,24], which has been exploited to determine the lateral force needed
to move an atom on a surface [27]. A combination of the simultaneously
measured lateral and vertical forces allows to obtain atomic scale force vec-
tor fields [33]. Finally, high-precision, low-drift measurements performed at
low temperature could successfully probe the 3D force field of graphite with
picometer resolution in x, y, and z and piconewton force resolution [34]. From
this dense three-dimensional raster, force maps in all directions could be
obtained at all locations within the covered space. This lead in particular
to atomically resolved true force images in topview perspective rather than
just to vertical xz maps.
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Fig. 5.1. Basic principle of potential energy landscape measurements. (a) Sur-
face atoms are adsorbed at lattice sites where the potential energy exhibits a local
minimum (“A sites”). During surface diffusion, lateral motion manifests as jumps
over the barriers between adjacent energy minima (“B sites”). (b) By measuring
the interaction forces between a single atom-terminated tip and the surface, the
potential energy landscape can be recovered

5.2 Three-Dimensional Force Field
Spectroscopy: The Technique

To achieve high resolution, most DFM experiments are performed in ultrahigh
vacuum (UHV), where clean surfaces without unwanted adsorbates can be pre-
pared. Because of the high quality factors Q that oscillating AFM cantilevers
exhibit in vacuum, it is advantageous to apply the frequency modulation (FM)
scheme introduced by Albrecht et al. [2] to excite the cantilever and detect
its motion. In this scheme, the cantilever is “self-oscillated,” that is, an elec-
tronic feedback system is used to drive the cantilever at its actual resonance
frequency f . As f depends on the forces acting on the tip, the difference
Δf between f and the eigenfrequency of the undisturbed cantilever f0 is a
measure for the strength of the tip–sample interaction and ultimately the tip–
sample distance. This differs from amplitude modulation (AM) based imaging
modes [36–38], where the cantilever is externally driven with a fixed driving
frequency, which are best used in low-Q conditions such as in air or liquids.
In this section, we discuss the experimental set-up of FM-AFM, explain the
origin of the detected frequency shift Δf , and present methods that allow
tip–sample forces to be recovered from distance-dependent Δf measurements.

5.2.1 Experimental Set-up

Figure 5.2 shows schematically the basic set-up of an atomic force micro-
scope operated in frequency modulation mode. The movement of the cantilever
with spring constant cz is measured by detecting the position of a laser beam
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Fig. 5.2. A dynamic force microscope operated in frequency modulation mode, as
it is often realized for UHV applications. The key feature is the positive feedback
used to “self-oscillate” the cantilever. A laser beam is reflected at the backside of a
cantilever that has an integrated sharp tip at its free end. Bending of the cantilever
causes a deflection of the reflected beam, which is detected by a photo diode. The
resulting signal is subsequently amplified and phase-shifted before it is used to drive
the dither piezo exciting the cantilever. The measured quantity is the frequency shift
Δf = f−f0 caused by the tip–sample interaction, which serves as the feedback signal
controlling the tip–sample distance

reflected from the cantilever backside on a photo diode. This signal is then fed
into an amplifier featuring the possibility of automatic gain control (AGC) [2]
and subsequently used to excite a piezo that drives the cantilever. The time
delay between the excitation signal and cantilever deflection is adjusted to a
phase shift of 90◦, leading to an oscillation at resonance. The measured quan-
tity is the frequency shift Δf representing the difference between the actual
resonance frequency f and the eigenfrequency f0 of the free cantilever, that
is, Δf = f − f0. Two different modes have been established: The constant
amplitude mode [2], where the excitation amplitude aexc of the dither piezo
is regulated by the AGC electronics to maintain a constant value of the oscil-
lation amplitude A, and the constant excitation mode [39], where aexc is kept
constant. In the following, we focus on the constant amplitude mode, which
is the dominant mode of operation in most studies published to date.

For imaging, the frequency shift Δf is used to control the tip–sample dis-
tance D (distance of closest approach during an oscillation cycle, cf. Fig. 5.2).
Thus, if the system’s feedback loop regulates the frequency shift to remain on
a constant setpoint value, the acquired data reflects planes of constant Δf .
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Usually regarded as representing the “topography” of the surface, such planes
of constant frequency shift are in reality hard to interpret in terms of phys-
ical quantities, as constant Δf does not equal constant force. Even worse,
the determination of tip–sample interaction forces solely from DFM images is
generally impossible. Therefore, we concentrate in this section on the earlier
introduced dynamic force spectroscopy (DFS) approach, where the recording
of the frequency shift Δf as a function of the tip–sample distance D (“fre-
quency shift curves” or “Δf(D) curves”) is used to determine the tip–sample
force with high resolution.

An example for such measurements is given in Fig 5.3a, where Δf(D)
curves acquired at different oscillation amplitudes are depicted. All curves
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Fig. 5.3. (a) Experimental frequency shift vs. distance curves acquired with a sil-
icon tip and a graphite sample for different oscillation amplitudes A (54–180 Å) in
UHV at 80 K [40]. The curves are shifted along the D axis to make them comparable.
(b) Application of (5.5) to the frequency shift curves shown in (a). The normalized
frequency shift γ is almost identical for all amplitudes. (c) Example for the appli-
cation of dynamic force spectroscopy. The grey symbols reflect the tip–sample force
as calculated from the experimental data of panel (a) using (5.6)
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exhibit a similar overall shape, but differ in magnitude depending on the
oscillation amplitude A and tip–sample distance D. During the approach of
the tip towards the sample surface, the frequency shift decreases and reaches
a minimum. With a further reduction of the nearest tip–sample distance, the
frequency shift increases again and becomes positive. In the next subsection,
we will explain how these data can be used to recover the tip–sample forces.

5.2.2 The Interrelation Between Frequency Shift
and Tip–Sample Forces

A quantitative formula for the frequency shift can be obtained by the appli-
cation of different mathematical treatments based on the assumption that
the tip oscillations are still nearly sinusoidal, that is, the tip position z as a
function of the time t can be still described by z(t) :=A cos(2πft). Such an
approach is justified if the tip–sample interaction force Fts is much smaller
than the retracting cantilever force and results in the equation

Δf = − f2
0

Acz

1/f0∫
0

Fts [z(t), ż(t)] cos(2πf0t) dt (5.1)

= − f0

πA2cz

A∫
−A

F→ + F←
2

z′√
A2 − z′2

dz′, (5.2)

where F→ and F← describe the tip–sample force during approach and retrac-
tion, respectively. In most cases, these two forces are considered to be equal,
that is, hysteresis-free behavior is assumed. Nonetheless, as the frequency shift
is a measure of the complete oscillation cycle of the cantilever, it is determined
by the averaged tip–sample force Fts = (F→ + F←)/2. For completeness, we
also give the formula for the calculation of the energy ΔE that is dissipated
per oscillation cycle:

ΔE(A) = πcz

(
Aaexc − A2

Q

)
. (5.3)

For a more detailed derivation of these formulas see, for example, [41–43].
The integral in (5.2) can be further simplified with the assumption that the

decay length of the tip–sample interaction is much smaller than the oscillation
amplitude. This so-called large amplitude limit was first analyzed by Giessibl
[41] and is typically reached if the oscillation amplitudes are larger than 5 nm.
Because of the assumed large amplitude, the weighting term in the integral
(5.2) can be expanded at z′ = −A to ≈ −√A/2(A + z′). By shifting the
origin of the z-axis to z = z′ + D + A and extending the upper limit of the
integral to infinity, the frequency shift can be simplified to [45]
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Δf la =
1√
2π

f0

czA3/2

∞∫
D

Fts(z)√
z −D

dz. (5.4)

The index “la” highlights the restriction of the formula to the large-amplitude
limit.

It is interesting to note that the integral in this equation is independent
of the amplitude, as it depends solely on the tip–sample force Fts and the
tip–sample distance D. The experimental parameters (cz, f0, and A) appear
only as prefactors. Therefore, Giessibl [41] defined the normalized frequency
shift

γ(z) =
czA

3/2

f0
Δf(z), (5.5)

which is a useful quantity if experiments obtained with different oscillation
amplitudes and/or cantilevers ought to be compared. Additionally, it allows
to elegantly link theoretical calculations with experiments. The validity of
(5.5) is nicely demonstrated by its application to the frequency shift curves
presented earlier in Fig. 5.3a. As shown in Fig. 5.3b, all curves obtained for
different amplitudes collapse into one universal γ curve, which depends only
on the actual tip–sample distance D. This scaling law is also useful to calibrate
the oscillation amplitude [44].

For typical DFM set-ups, it is straightforward to measure the frequency
shift with a fixed oscillation amplitude A as a function of the actual tip–
sample distance D. From such an experiment, the calculation of the tip–sample
interactions is possible by reversing the integral in (5.4). As shown by Dürig
[45], this results in

F la
ts (D) = − ∂

∂D

∞∫
D

√
2
czA

3/2

f0

Δf(z)√
z −D

dz, (5.6)

allowing a direct calculation of the tip–sample interaction force from frequency
shift vs. distance curves.

Application of this formula to the experimental frequency shift curves
of Fig. 5.3a is shown in Fig. 5.3c. The obtained force curves are almost
identical although obtained with different oscillation amplitudes. The fact
that tip–sample forces (or, alternatively, potentials) can be determined with
high accuracy and without the discontinuity due to the so-called jump-to-
contact observed in conventional force curves [46] demonstrates the advantage
of dynamic force spectroscopy compared to force–distance curves acquired
without oscillating the cantilever.

As (5.4) was derived with the condition that the oscillation amplitude is
considerably larger than the decay length of the tip–sample interaction, the
same restriction applies to (5.6). However, using more complex algorithms, it
is also possible to determine forces from dynamic force spectroscopy experi-
ments without the restriction to large amplitudes. The numerical approach of
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Gotsmann et al. [47, 48], for example, works in every regime, as do the semi-
analytical methods introduced by Dürig [49], Giessibl [50], and Pfeiffer [51].
The method of Sader and Jarvis [52], finally, results into the formula

Fts(D) = − ∂

∂D

∫ ∞

D

√
2
czA

3/2

f0

Δf(z)√
z −D

+ 2cz
Δf

f0
(z −D) +

cz

2
Δf

f0

√
A

π

√
z −D dz, (5.7)

which is easy to implement as an extension of (5.6) because only two addi-
tional terms have to be included into the integral. This equation is a good
approximation for all amplitudes, but especially helpful if very small ampli-
tudes are used such as it is frequently the case for quartz crystal sensors (see,
e.g., [26,53–55]). Note that the numerical solution of (5.6) and (5.7) is greatly
improved if the square-root singularity at the lower integration limit D of
the denominator of the first term in the integral is eliminated by a change of
variables z → D + t2 (see Chap. 4.4 in [56] for a discussion of this issue).

5.2.3 Extending Dynamic Force Spectroscopy
to Three Dimensions

The above described concept can be extended to achieve three-dimensional
force spectroscopy, that is, the probing and subsequent mapping of the
complete force field above the sample surface [21]. As the acquisition of a three-
dimensional force field with atomic resolution requires high stability, high
lateral resolution, and high force sensitivity, a home-built low-temperature
UHV force microscope optimized for atomic scale experiments was used to
perform the experiment presented in this Sect. [40, 57]. In particular, low
temperatures significantly reduce thermal drift and distortions due to piezo
nonlinearities (“piezo creep”).

Measurements were performed with a commercial single-crystalline silicon
cantilever with an eigenfrequency of f0 = 195 kHz and a force constant of
cz = 48 Nm−1. After insertion into vacuum, the tip was first cleaned by argon
ion sputtering to remove the silicon oxide layer and subsequently coated with
an iron layer of 12.5 nm thickness by thermal evaporation. The sample was a
nickel oxide single crystal, which had been cleaved in situ along its (001) plane.
Note that due to NiO’s rock salt structure, both atomic species (Ni and O)
are present at the (001) surface.

To record a three-dimensional force field with atomic resolution on the
lateral scale, the following procedure was applied. First, all scanning para-
meters, in particular the frequency shift Δf , were optimized to obtain atomic
resolution during regular “topographic” imaging (acquisition of a plane of
constant frequency shift). Immediately after scanning such an image, two
times 32× 32× 256 frequency shift values were captured in a box of 1× 1×
10 nm3 above the same scan area. The time needed to record this data set
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Fig. 5.4. The principle of 3D force spectroscopy, illustrated with the example of
NiO (001). (a) The cantilever oscillates near the sample surface and measures the
frequency shift at all locations defined by a dense raster grid inside an xyz box. The
surface topography of the NiO sample, as obtained immediately before recording
the spectroscopy field, is displayed in a perspective representation (image size: 10×
10 Å2). (b) The reconstructed force field of NiO (001) taken along the line indicated
in (a). The positions of the atoms are clearly visible

was about 80min. Directly after recording this data array, a control image
using the same scanning parameters in the constant frequency shift mode was
acquired (see [22, 58] for details).

The data acquisition technique for the spectroscopy data array is schemat-
ically illustrated in Fig. 5.4a. A grid of equidistant points was defined at the
scan area of 1 × 1 nm2. Using a specialized software routine, the procedure
started in the lower left corner and continued line-by-line until the upper right
corner was reached. At each grid position, the cantilever was first stabilized
at a frequency shift of Δf = −32.2Hz, which had been set to obtain atomic
resolution in Fig. 5.4a. The corresponding absolute z value was recorded to
define an absolute z scaling. The cantilever was subsequently retracted by
9.80nm from that point before it was approached by 9.93nm (“trace”) and
retracted again (“retrace”). Consequently, the oscillating tip came nominally
130pm closer to the sample surface at its point of closest approach during
the recording of the topographic image of Fig. 5.4a. During both trace and
retrace, 256 frequency shift values were recorded. After that, the cantilever
was stabilized and moved to the next scan position, where the recording pro-
cedure was repeated. As a result, one obtains two Δf(x, y, z) data arrays with
32× 32× 256 frequency shift values, with each Δf(x, y, z) array consisting of
1,024 individual Δf(z) curves.

Using the method introduced earlier, it is now straightforward to deter-
mine the tip–sample interaction force Fts from the Δf(z)-curves, that is, the
Δf(x, y, z) data array can be transformed into a Fts(x, y, z) force field. Fig-
ure 5.4b displays a two-dimensional cut along one scan line of the complete
three-dimensional force field Fts(x, y, z) during retraction. This corresponds
nearly to the crystallographic [100] direction. As the tip–sample distance is
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stabilized at the same frequency shift Δf = −32.2Hz at every image point,
the minimum tip–sample distance between the tip and an imaginary flat plane
parallel to the surface is different at every image point. Therefore, the z scale
of all curves within the line were adjusted with the recorded z position during
stabilization at each image point. The lateral distances between the maxima
in the force map are identical to those in Fig. 5.4a, that is, atomic resolution
has been obtained close to the sample surface.

Considering the measurement procedure, it is clear that thermal and elec-
tronic drift can significantly distort the data. In fact, a detailed analysis [22,58]
of the data set revealed that there was lateral drift of about one lattice con-
stant in [110] direction during the experiment. This drift rate can be attributed
to a slight temperature increase of ≈4mK h−1 due to the slowly decreasing
helium level in the bath cryostat. Moreover, electronic drift in the analogue
electronics measuring the frequency shift resulted into a continuous drift of Δf
of −1.1Hz h−1. Nonetheless, as the time needed to record a single Δf(z) curve
(≈2.4 s) or a complete scan line of curves (≈150 s per line) is comparatively
short, the amount of drift within one line is negligible.

5.3 Force Field Spectroscopy on Ionic Crystals

5.3.1 Force Fields and Energy Dissipation on NaCl

As shown earlier, the systematic mapping of tip–sample forces as a function of
the tip position in three dimensions requires great experimental efforts. Most
importantly, drift rates must be exceptionally low if a large number of individ-
ual force curves should be collected within a single experiment, which usually
is only possible with intricate AFM set-ups operating at low temperature.
We will show in this section that the 3D force spectroscopy technique can
nevertheless be employed at room temperature with atomic precision, thus
opening up its possibilities to a large community of scientists and engineers.
Prerequisite for a successful application, however, is that the number of curves
collected overall is relatively low so that the measurement is completed on a
time scale faster than typical drift rates. Here we focus on ionic crystals and
in particular NaCl, as single crystals of this material proved to be well suited
for atomic-scale investigations under ultrahigh vacuum conditions [59, 60].

Experiments were performed with an ultrahigh vacuum AFM operated
at room temperature [23]. Prior to the collection of the force curves, the
tip was intentionally brought several times into intimate contact with the
surface. This procedure most likely resulted in a tip with an NaCl cluster
termination [16]. An atomic resolution topographic image of the NaCl surface
is shown in Fig. 5.5. On a surface area of 2 × 2 nm2, 3D force mapping was
performed as described in the previous section by measuring the force-induced
frequency shift as a function of relative tip–sample distance z on a predefined
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Fig. 5.5. Grayscale height image showing the surface topography (raw data) at
a constant frequency shift of Δf = −138Hz obtained in conventional scan mode
of NC-AFM on NaCl (100) in ultrahigh vacuum with an oscillation amplitude of
A = 4.5 nm. For the subsequent 3D spectroscopy, the frequency shift was acquired
as a function of tip–sample distance z for 34 points along the x direction and for 10
equidistant y positions. The force map analysis described below was performed for
a y position along the dashed line. Inset in the upper right corner: The NaCl (001)
surface

grid, consisting of 34 equidistant points along the x axis for 10 equidistant
positions along the y axis.

Figure 5.6a shows the resulting raw data image of the frequency shift as a
function of the vertical tip–sample distance and the lateral x position along
the dashed line shown in Fig. 5.5, thus representing one slice in real space.
The circular areas at around z = 0.22nm indicate the molecular lattice sites,
separated by the NaCl lattice constant of 0.56nm. For further reference, we
distinguish the two atomic sites in the center of the circles and in between
the circles, which correspond to the lattice positions of the two ionic species
of NaCl, by referring to them as A and B sites, respectively (cf. Fig. 5.6).

Simultaneously with the frequency shift, the dissipated energy was mea-
sured (see Fig. 5.6 b), which shows atomic-scale contrast only at distances of
z < 0.2 nm. As stable feedback operation during scanning is usually restricted
to the parts of the frequency shift curves with positive slope (i.e., the frequency
shift becomes more positive with increasing tip-sample distance), atomic con-
trast in the dissipation develops here only far beyond the point of stable
scan operation. This shows that interpretation of atomic-scale contrast in
energy dissipation images must carefully consider the influence of the distance
control loop.
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Fig. 5.6. (a) Plot showing the measured frequency shift Δf (unprocessed raw data)
as a function of both the horizontal position along the x axis as well as the relative
tip–sample separation z. The image comprises 34 spectroscopy curves, each covering
a range of Δz = 1.1 nm. Long-range force interactions were measured up to distances
of z = 3nm. (b) Simultaneously acquired “dissipation map,” featuring the energy
that is dissipated per oscillation cycle

The tip–sample interaction potential energy map calculated from the fre-
quency shift curves [45] is presented in Fig. 5.7a. The image shows the exact
position and quantitative values for the potential energy minima, which are
not only relevant for surface diffusion processes [29, 61], but also for atomic-
scale friction models. According to the Prandtl–Tomlinson model [62,63], the
tip is trapped in the local energy minima of a sinusoidal interaction potential
corresponding to site A. Upon lateral movement of the tip base, the tip apex
will move sidewards either in a discontinuous stick-slip motion or by smoothly
following the potential profile; which motion will be realized depends mainly
on the ratio between the stiffness of the tip–surface contact and the height of
the energy barrier [60].
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Fig. 5.7. (a) Image of the tip–sample potential energy as a function of horizontal
and vertical tip position. The solid black line indicates the z positions of the potential
energy minima. (b) Plot of the experimental values of the potential energy (trian-
gles) collected along the black line in (a), recalibrated so that the average energy is
zero. Their values can be approximated by a sinusoidal curve (dashed line), yielding
an effective potential energy barrier of ΔEbarrier = 48meV

The equilibrium z position of the tip atom is in the minimum of the individ-
ual E(z) curves, indicated by the black solid line in Fig. 5.7a. Those minima
are almost independent of the x position of the tip, showing only a small
corrugation of 10 pm. Considering a lateral displacement of the tip base, the
tip apex atom would be dragged along the potential minima (Fig. 5.8) and
experience the strongly varying potential energy depicted in Fig. 5.7b. From
this energy profile, we can directly determine the effective energy barrier
ΔEbarrier = 48meV, which is the fundamental parameter in atomic fric-
tion models [62–65]. From atomic-scale friction experiments, effective energy
barriers in the range from 0.1 to 0.5 eV have been reported on NaCl crys-
tals [60] depending on the applied effective load. The above value represents
the potential energy barrier experienced by a single atom terminated tip apex,
as opposed to the multiatom contacts typically encountered in conventional
friction force experiments. Interestingly, the shape of the potential energy bar-
rier in Fig. 5.7b is well described by a sinusoidal curve (dashed line), which
is often assumed in simple atomic friction models, but has been questioned
lately [66] in the analysis of friction experiments on mica surfaces.

Those energy barriers are comparable to typical diffusion energy barriers
determined from the dynamics of surface adsorbates [29,61]. The experimen-
tally determined effective energy barrier suggests a considerable mobility of
adsorbates on an NaCl surface at room temperature, which is in fact observed
experimentally. However, one has to keep in mind that the tip atom is con-
nected to a large tip base, which might influence the overall mechanical
behavior of the contact. In fact, evidence for the complex mechanical behav-
ior of the investigated single-atom contact can be derived from the following
analysis of the tip–sample forces.

For a more detailed analysis of the interaction forces acting in z direc-
tion, we turn to Fig. 5.9a, which shows the vertical force map calculated from
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Fig. 5.8. Figure showing a 3D representation of the interaction energy map, visual-
izing the local energy minima. The last tip atom, which would jump from minimum
to minimum during a lateral sliding movement along the x axis (dashed arrow), is
represented by a grey sphere

the potential energy map by taking the partial derivative Fvertical(z, x) =
−∂E(z,x)

∂z . The onset of repulsive forces is characterized by a minimum in the
force curves [67], emphasized by the black circles in the force map. In contrast
to the energy map, the force map shows two distinct minima per lattice con-
stant, corresponding to the two ionic species in the NaCl crystal. From the
potential energy map we can also deduce the lateral force map by taking the
partial derivative with respect to the horizontal axis Flateral(z, x) = −∂E(z,x)

∂x .
The resulting force map in Fig. 5.9 b shows no significant lateral forces for
tip–sample distances larger than z = 0.37nm. Below this distance, the lateral
forces reach values up to 40 pN in both directions, pointing towards the energy
minima.

In Fig. 5.10a, the vertical (i.e., normal) forces are shown as a function
of tip–sample distance above site A and site B. While the repulsive force
part of curve A shows a monotonically increasing characteristic with an effec-
tive contact stiffness of 3.2Nm−1, force curve B shows a transition point at
Ftrans = −0.34nN, where the curve is horizontally shifted. After this transition
point curves A and B become almost identical. This transition is reminiscent of
load relaxations due to defect creation in a subsurface volume during nanoin-
dentation experiments [68, 69]. In this case, the mechanical relaxation most
likely takes place at the tip apex. Without an additional compliant mecha-
nism, the repulsive part of the force curve B would continuously increase, as
for instance the dashed curve shows, which we refer to as the unrelaxed site B



5 Force Field Spectroscopy in Three Dimensions 109

0.5

0.4

0.3

0.2

z-
po

si
tio

n 
(n

m
)

2.01.51.00.50.0
x-position (nm)a)

A A A

B BB

– 0.42

– 0.40

– 0.38

– 0.36

vertical force (nN
)

vertical force 0.5

0.4

0.3

0.2

z-
po

si
tio

n 
(n

m
)

2.01.51.00.50.0

x-position (nm)b)

lateral forces

– 0.04

– 0.02

0.00

0.02

0.04

lateral force (nN
)

Fig. 5.9. (a) Image showing the force acting in the vertical z direction (i.e., the
normal force) as a function of both the x and z position of the tip. The onset of
repulsive forces is at different vertical and horizontal positions for the two ionic
species (black circles at the site A and site B positions). (b) The lateral forces as a
function of x and z position of the tip derived from the potential energy diagram.
The maximum lateral forces reach values of 40 pN

–0.6

–0.4

–0.2

0.0

0.2

0.4

tip
-s

am
pl

e 
fo

rc
e 

in
 z

-d
ire

ct
io

n 
(n

N
)

1.00.80.60.40.20.0

z-position (nm)a)

site A
site B
site B,

no relaxation

z
min,A

z
min,B

–0.5

–0.4

–0.3

–0.2

–0.1

0.0

fo
rc

e 
(n

N
)

0.50.40.30.20.1
z-position (nm)

A

B

C

D

b)

Fig. 5.10. (a) Normal forces as a function of relative tip–sample distance z taken at
the x positions labeled A and B. The dashed curve was constructed for the purpose
of demonstration from the left part (z < 0.2 nm) of the solid curve, shifted by
0.9 nm to the right. The inset shows the experimental site B force (solid) compared
with the force curves expected from a double well potential energy model (dotted),
indicating the resulting hysteresis due to different forces during the forward and
backward movement of the oscillating tip. (b) Left : Tip atom approaching site B of
the surface. Right : Beyond a certain distance the tip atom relaxes towards site A,
which is represented by the sudden force drop from B to C in the inset of (a)

curve. As the precise atomic configuration of the tip and the sample remains
unchanged, as evidenced by the reproducibility of the subsequent force curves,
the mechanical relaxation at the tip–sample interface must be fully reversible.

A simple model of the single atom contact is used to rationalize this obser-
vation: the tip apex is modeled by a stiff tip base with one atom connected by
effective vertical and horizontal springs, while the surface consists of a peri-
odic arrangement of the two ionic species, which are considered infinitely stiff
(see Fig. 5.10b). The mechanical stiffness of the tip base was calculated by a
finite element simulation using FEMlab, where the tip was approximated by
a silicon cone of height 200nm with an apex radius of R = 4nm and a half
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opening angle of 10◦. The resulting compliances were cvertical = 37Nm−1 and
clateral = 8.8Nm−1, and therefore indicating that the tip base can be regarded
as stiff in comparison to the experimentally observed force gradients for the
vertical and lateral tip–sample interaction.

When approaching the tip above site A, the repulsive forces will compress
mainly the effective vertical spring. Above site B, however, the lateral compli-
ance of the tip apex atom will lead to a mechanical relaxation of the tip apex
atom away from site B towards site A, which occurs at the transition force
Ftrans. The emergence of a tip atom relaxation also explains the different image
contrast in the energy and force maps, yielding one and two minima per lat-
tice constant, respectively. The minima in the energy map represent the total
energy minimum, taking into account the mechanical tip atom relaxation. The
force minima, on the other hand, are characterized by the onset of repulsive
forces, where the relaxation has not yet occurred, therefore clearly indicating
separate minima at both sublattice sites.

Because the tip is oscillating in DFS, the measured forces are an average
of the forces acting during the forward and backward movement (cf. Sect.
5.2.2). During the forward cycle, the force will follow the dashed curve until
a threshold force is reached. Then the curve will drop vertically to the shifted
curve, as the atom suddenly relaxes to its new position while the tip base
position stays constant. This behavior is sketched in the inset of Fig. 5.10a
(dotted curve) by the vertical transition from B to C. During the retraction
cycle, the tip atom will jump back to the initial force curve at a different
position as before (from D to A), and a hysteresis develops.

The best agreement for the instability position predicted by the energy
diagram with the experimentally observed transition point B to C is obtained
by adjusting the only left unknown parameter clateral = 0.4± 0.1Nm−1. This
value coincides with a typical lateral contact stiffness obtained from atomic
scale friction experiments [60]. A comparison of the effective experimental
force curve, which is inherently an average of the forward and backward move-
ment of the tip during the oscillation cycle, and the corresponding predicted
hysteresis loop is shown in the inset of Fig. 5.10a. This should leave a sig-
nificant fingerprint in the energy dissipation [70, 71]. The dissipation map in
Fig. 5.6b shows enhanced values exactly at the B sites, with contrast develop-
ing beyond the transition point (z < 0.2 nm), in excellent agreement with the
simple model. The above analysis demonstrates that force field spectroscopy
with simultaneous measurement of conservative and dissipative is a powerful
technique to understand mechanical relaxation processes at the atomic level.

5.3.2 Force Vector Fields on KBr

We have seen above that not only normal forces but also the forces acting
horizontally along the specific direction that the xz map is following can be
derived. By superposition of theses vertical and lateral atomic force fields, a
vector field can be constructed that represents the magnitude and direction of
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a) b)

Fig. 5.11. (a) Surface topography of a KBr (001) sample. The overlay indicates
the positions of K+ and Br− surface ions as they have been determined by the
force field analysis. The dashed line marks a representative y position along the
sites of topography maxima at which the force field measurements were performed.
(b) Measured frequency shift (unprocessed raw data) displayed as a function of the
relative tip–sample distance z and the horizontal tip position along the x axis. Each
of the 38 individual Δf curves comprised in this plot covers a distance of 0.65 nm
in z direction

forces acting between the terminating tip apex atom and the surface atoms as
a function of their relative position in real space. This ability is illustrated in
this section with the example of a KBr (001) single crystal that was cleaved
in situ to assure an atomically clean surface and heated to 420K for 60min
to equilibrate residual charges. The measurements were carried out with the
same system as described earlier.

Figure 5.11a shows an atomically resolved area of 2 × 2 nm2 on the KBr
(001) surface. To obtain the vertical force field, the frequency shift was mea-
sured as a function of the relative tip–sample distance on a grid of 38 equally
spaced points in the x and 6 equidistant positions in the y direction. Before
and after each individual frequency shift vs. distance measurement, the feed-
back loop (keeping the frequency shift constant by adjusting the tip–sample
distance) was switched on to stabilize the system at a reference tip–sample dis-
tance for 104ms. The frequency shift was measured over a range of 1.1925nm
in steps of 0.0025nm with a time constant of 5.12ms for each data point.
Together with the time needed for feedback stabilization, this resulted in a
total acquisition time of 1.7min per x-z slice. Positional drift during these
room temperature measurements was ≈0.001nm s−1, which is negligible in
the z direction, as the z position is stabilized by the feedback every 2.44 s. In
lateral direction, this drift amounts to an uncertainty in the y position of one
slice of 0.1 nm.

A two-dimensional map shows the unprocessed frequency–distance data
as a function of lateral and vertical tip position along the corrugation max-
ima (Fig. 5.11b). The individual force curves, which were calculated from the
frequency shift curves, in Fig. 5.12a contain the site-specific forces that are
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a) b)

Fig. 5.12. (a) Experimental force curves recorded on KBr (001) along a line between
the positions of the two ionic species; the exact lattice positions are labeled A–D
in the inset in (b). The black dotted curve represents the average over all force
curves with a linear extrapolation into the regime of site specific behavior. (b) Site-
specific part of the short-range regime for the same force curves as in (a), where the
nonsite-specific contributions have been subtracted

responsible for the atomic scale image contrast as well as site-independent
long range forces. The latter typically is a superposition of van der Waals
and electrostatic forces, whereas the site-specific part is dominated by short-
range chemical binding forces. The forces on different lattice sites labeled
A–D along a line between the two ionic species in Fig. 5.12a match within
the noise up to z = 0.62 nm, while site-specific differences occur in the range
0.30nm < z < 0.62nm. The precise force law for the nonsite-specific force
contribution is unknown, but those forces are sufficiently well approximated
by a line fit for 0.62nm < z < 1.10nm, which can be extrapolated into the
site-specific regime. This first-order approximation is justified as any long-
range background force is expected to show a continuous curve shape and
should not contribute to atomic scale features. Figure 5.12b shows the result-
ing short range forces, which was derived by subtracting the dotted curve (i.e.,
nonsite-specific forces) from the experimental force curves.

The corresponding site-specific vertical force field is illustrated in
Fig. 5.13a, which is based on 23 adjacent force curves. The areas of attractive
forces up to F = −0.18nN at the x position of one ionic species on the surface
show a roughly triangular shape in the force map. In between the attractive
force areas, we find small circularly shaped areas with repulsive forces up to
F = 0.07nN around z = 0.50nm at the location of the oppositely charged
surface ion. In fact, the direct comparison of these experimental force maps
with simulated force maps revealed excellent quantitative agreement for the
case of a K+ terminated tip [33].

In a next step, the lateral tip–sample forces were calculated from the force
fields by integration in z direction and subsequent differentiation in x direc-
tion [22, 24]. Combining the vertical and lateral forces allows one to extract
the corresponding force vectors in the x-z plane. Those vectors quantify
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Fig. 5.13. (a) The two-dimensional map of the site-specific vertical tip–sample
forces. (b) Atomic scale force vector field on KBr (001) determined from the AFM
experiment. Individual arrow length and orientation represents the magnitude and
direction of the site-specific force experienced by the atomically sharp tip at the
respective position in the x-z plane

magnitude and direction of the site-specific force experienced by an atomi-
cally sharp tip at the respective position in the x-z plane above the surface.
Figure 5.13b shows the resulting experimental force vector field. The force vec-
tor maps show that approaching the tip directly above a K+ ion leads to no
lateral forces, whereas the lateral forces are strongest at the position between
the K+ and the Br− sample ions, always pointing towards the Br− ion. This
is a direct consequence of the local energy minimum of the tip–sample system
at the Br− sites.

5.4 True 3D Force Field Spectroscopy on Graphite

We have seen in the previous chapter that even though impressive results
can be obtained with 3D force field spectroscopy performed at room tem-
perature, the number of force curves that can practically be acquired within
a single experiment is limited to a couple of hundred individual curves due
to thermal drift. Therefore, 3D resolution in such measurements is usually
poor, and experimentalist focus on collecting individual xz planes as shown
above rather than full dense (x, y, z, Fts) data sets. However, xy force maps
featuring directly tip–sample interaction forces or potential energies instead
of the “planes of constant frequency shift” that regular “topographic” NC-
AFM imaging delivers would be highly beneficial for many applications. This
is because constant-frequency shift images are difficult to interpret, while force
and energy fields can be directly understood and compared to theory.

In this section, we are reporting results that comprise 256 × 119 pixels
laterally, equivalent to the acquisition of 30,464 Δf(z) curves. The original
data presented in this section has been published in [34]. Overall, one pixel was
recorded every 6.8 pm laterally and ≈2 pm vertically, resulting in a covered
xy area of 1,750× 810pm2. Key for the successful acquisition of this data in
such a dense grid, which took 40 h to complete, were two main components:
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first, the use of a home-built high-resolution, low drift microscope operating
in ultrahigh vacuum (p ≈ 4×10−11 mbar) and at low temperatures (T ≈ 6 K),
which showed drift rates as low as one unit cell per day once in equilibrium [26].
Second, by carefully characterizing the thermal drift during data acquisition,
we were able to remove the remaining drift after the data acquisition had
been completed. This resulted in a virtually drift-free array of (x, y, z, Fts)
data despite much higher pixel density and much longer measurement times
than demonstrated in the above sections. In addition, the potential energy
E, the energy dissipated during an individual oscillatory cycle Ediss, and the
tunneling current I have been recorded simultaneously. As a consequence,
cuts along any plane within the covered 3D space (including xy planes) can
be produced, delivering high-resolution maps of Fts, E, Ediss, and I from
any angle. Details on the data acquisition and analysis procedures have been
described in [35].

The experiments presented here were performed on highly oriented
pyrolytic graphite (HOPG). The sample was cleaved in air, transferred into
vacuum, and heated to 450K for 30min before being moved into the micro-
scope. The microscope’s force sensor was a quartz tuning fork in the so-called
Q-plus configuration [53], featuring an eigenfrequency and quality factor of
f0=29,023Hz and Q≈21,000, respectively. Oscillation amplitude was 0.23nm.

Visualizations of the full 3D data sets for the normal force (a), potential
energy (b), and energy dissipated during an individual oscillation cycle (c) are
displayed in Fig. 5.14. The z axis was arbitrarily calibrated to be zero at the
height given by the lowest plane that has been recorded during data acquisi-
tion, and so z values do not directly coincide with an absolute distance from
the surface. The arrays shown are cut off at about 0.3 nm height although
the full sets cover 3.5 nm in that direction, as the data does not include any
lateral contrast for larger distances. To increase the contrast for the eye, the
average force/energy in each plane of constant z was subtracted for all dia-
grams, rendering the atomic-scale contrast clearly visible. Note that the force
corrugation caused by the atoms, for example, is only about 3% of the total
force acting on the tip (the maximum attractive force measured between tip
and sample was about −2.34nN at the distance of closest approach).

Having full 3D data available, it is possible to produce actual force images
on the atomic scale. Figure 5.15a, b show force images at 7 pm (a) and 44 pm
(b) above the plane of closest approach. With these images and the dozens of
images that can be generated at intermediate heights, it can be studied how
the contrast changes with distance, giving valuable insight into the strength
of local interactions. By an analysis presented elsewhere [34], the positions of
all atoms in the lattice can be determined, as indicated by the hexagon in
Fig. 5.15a, b.

Other useful information can be drawn from vertical force maps, which
illustrate how the force field of individual atoms extends into vacuum. Fig-
ures 5.15c–e show three examples of such plots, which have been recorded
within the area marked by the grey rectangle in Fig. 5.15a. It is especially
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Fig. 5.14. Representations of the three-dimensional data sets for the normal tip–
sample interaction force Fts (a), the tip–sample potential energy E (b), and the
energy dissipated per cycle Ediss(c) recorded on graphite. The average force/energy
was removed in each plane of constant z to make the respective atomic-scale con-
trasts visible. To highlight the fact that full 3D data is available and cuts in any
direction can be produced, a plane normal to the surface along a row of maxima
has been included in the figure. In this projection, it can be seen how the force and
energy fields extend into vacuum

interesting to note that in Fig. 5.15c, the positions of the force maxima are
changing with the height. However, this is not visible in the other cuts.

The ability to collect (x, y, z, Fts) arrays in such a dense raster and virtu-
ally drift-free opens the door to analyze more effects on the atomic scale than
ever before. It might find application in all fields of science where site-specific
atomic-scale information on interaction forces and potential energies is impor-
tant, such as chemical imaging, catalysis, thin film growth, device fabrication,
or nanotribology. Not only height-dependent changes on the atomic scale can
be made visible, but also changes between “regular” tips and tips that are
functionalized with specific atomic species of molecules to show enhanced
reactivity with the surface. Such information might be very helpful as input
for improving theoretical models and to verify numerical analysis.
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a)

c) d)

b)

e)

Fig. 5.15. Different slices of the force data set shown in Fig. 5.14a. (a) and (b):
Force images for different heights above the surface: (a) 7 pm above lowest imaged
plane, (b) 44 pm above lowest imaged plane. Image sizes are 1,750 pm × 810 nm.
In contrast to conventional “topographical” NC-AFM images, which show planes
of constant frequency shift, the contrast in the images is given by the actual force
acting between tip and sample at the specific height indicated above. The corru-
gation in (a) is about 60 pN and in (b) about 40 pN. (c)–(e): Vertical force maps
projected (roughly) onto the xz plane taken at three different locations within the
grey rectangle given in (a). Note that the precise orientation relative to the lattice
as given by the rectangle includes a rotation by about 15◦ relative to the xz plane
to be in line with rows of force maxima. To enhance contrast, the average force was
removed for each height z as described earlier for Fig. 5.14a. Map sizes are x by z
1,750 × 220 pm2 each, and the force scale spreads from −30 to +30 pN
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6

Principles and Applications
of the qPlus Sensor

Franz J. Giessibl

Man sollte die Dinge so einfach wie möglich machen, aber nicht ein-
facher.

(Things should be made as simple as possible, but not one bit
simpler.)

Albert Einstein (1879–1955)

Abstract. The concept of the atomic force microscope (AFM) is a very simple
one: map the surface of a sample by a sharp probe that scans over the surface
similar to the finger of a blind person that reads Braille characters. In AFM, the
role of that finger is taken by the probe tip that senses the presence of the sample
surface by detecting the force between the tip of the probe and a sample. The qPlus
sensor is a self sensing cantilever based on a quartz tuning fork that supplements
the traditional microfabricated cantilevers made of silicon. Quartz tuning forks are
used in the watch industry in quantities of billions annually, with the positive effects
on quality and perfection. Three properties of these quartz-based sensors simplify
the AFM significantly: (1) the piezoelectricity of quartz allows simple self sensing,
(2) the mechanical properties of quartz show very small variations with temperature,
and (3) the given stiffness of many quartz tuning forks is close to the ideal stiffness
of cantilevers. The key properties of the qPlus sensor are a large stiffness that allows
small amplitude operation, the large size that allows to mount single-crystal probe
tips, and the self-sensing piezoelectric detection mechanism.

6.1 Motivation: qPlus Versus Si Cantilever

The first atomic force microscope utilized a cantilever that was built by hand
in the laboratory from gold foil and a small piece of diamond acting as a
tip [1]. Soon after, MEMS (micro electronic and mechanical systems) capa-
bilities offered by the semiconductor industry were utilized to mass-fabricate
cantilevers from silicon.
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Initially, Si-based cantilevers were built from SiO2 and Si3N4 [2]. Later,
cantilevers with integrated tips were machined from silicon-on-insulator
wafers [3]. The most common cantilevers in use today are built from all-
silicon with integrated tips pointing in a [001] crystal direction and go back to
Wolter et al. [4], followed by a number of companies that offer Si cantilevers
with integrated sharp tips on wafers, including a few hundred cantilevers each.

The qPlus sensor still requires manual assembly and it is fair to ask why
two decades after the introduction of AFM, manual assembly of its key compo-
nent is still practiced. Manual assembly was even practiced in manufacturing
transistors years after its invention [5] – the reason why manual production
of cantilevers is still warranted is outlined in this chapter.

6.1.1 Specifications of an Atomic Force Probe

Imagine the ideal properties of that tiny finger that should probe a surface
without destructing it. One first obvious quality of that probe is to be very
sharp that ideally a single atom sits at its end. Second, the probe needs to
be sensitive enough to be able to feel the tiny forces that act between single
atoms. The first AFMs were mostly operated in “contact” mode, and for
this mode the stiffness of the cantilever should be significantly smaller than
the interatomic spring constants of atoms in a solid [6], which amounts to
k ≤ 10N m−1. For nondestructive imaging, the forces between tip and sample
should be small compared to the maximal forces that can be sustained by
single bonds. Also, it is desired to keep artifacts due to elastic deformations
of tip and sample small [7]. It has to be kept in mind, though, that elastic
effects will occur in imaging. There is a tradeoff between maximizing the
signal-to-noise level by imaging at very close distances and by minimizing tip
and sample distortion by imaging at large distances where forces are small.
This tradeoff can be somehow relaxed by reducing the noise level in the force
measurements – a pursuit that pervades all progress in AFM.

Figure 6.1 shows a schematic view of a probe tip close to a sample. The
bonds within the sample (and similar the bonds within the probe tip) have
a stiffness kss, which amounts to roughly 170Nm−1 in the case of silicon.
The bond between the front atom of the tip and the sample atom next to it
is depicted by kts, which strongly depends on the distance between tip and
sample.

For an illustration of the magnitude of typical tip sample bonds, we use the
Stillinger–Weber potential [8] that has been devised to describe the bonding
in silicon. The Stillinger–Weber potential not only depends on the distance
between two silicon atoms, but also on the mutual alignment of next nearest
neighbor atom. In the case of perfect tetragonal bonding symmetry, the bond-
ing energy VSi−Si, the force F = −∂VSi−Si/∂z and stiffness kSi−Si = ∂2V/∂z2

is only a function of the interatomic distance z. These functions are shown in
Fig. 6.2. The Stillinger–Weber potential is often used as a model for describ-
ing covalent bonds, but it has some constraints. A very serious constraint
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Fig. 6.1. A sharp tip close to a sample. The bonds of the atoms in tip and sample
are characterized by a stiffness kss. For silicon, kss ≈ 170 Nm−1. The stiffness of the
“bond” between the front atom of the tip and the sample atom next to it is given
by kts, which strongly depends on the tip sample distance

Fig. 6.2. Potential energy V , force F , and stiffness k for a single Si–Si bond after
the Stillinger–Weber potential. The potential reaches its minimum of −2.17 eV for
an equilibrium distance of zeq = 235 pm. The maximum attractive force reaches
−4.6 nN at a distance of 296 pm and the stiffness at zeq is keq = 170 Nm−1. For
distances z > 296 pm, the stiffness kss is negative, reaching a minimal value of
−120 Nm−1

is the artificial limitation of the bonding length to 376pm – the poten-
tial is assumed to be zero for greater distances. The key reason for that is
that the nearest neighbors in Si are 384 pm apart, and the calculation of
lattice energies becomes simpler if only the nearest neighbors have to be
taken into account. This artificial limitation causes the rather strong maxi-
mal attractive force of more than −4 nN and the rather large force gradient of
−120Nm−1. Nevertheless, the Stillinger–Weber potential describes the exper-
imental phonon spectrum of Si very well and even though the actual Si bonds
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may be somewhat weaker (see, e.g., total energy pseudopotential calculations
by Perez et al. [9]) it has to be anticipated that single atomic bonds in semi-
conductors have a stiffness on the order of ±100Nm−1. The stiffness of bonds
in solids can be estimated from the frequencies of optical phonons [10]. Silicon
has an optical phonon at a wavenumber of 520 cm−1 (at the Gamma point
where k = 0), every Si atom in the bulk is embedded in bonds with an effective
spring constant of 447Nm−1. Diamond, in contrast, has an optical phonon at
a wavenumber of 1,200 cm−1 and every C atom in diamond is embedded in
bonds with an effective spring constant of 1,020Nm−1. This value is very high
compared to the stiffness of the mainly used commercial silicon cantilevers.

6.1.2 Cantilevers in Dynamic Force Microscopy

In dynamic force microscopy, the cantilever is oscillating and amplitude
changes [11] or frequency shifts [12] are utilized to probe the forces act-
ing between tip and sample. Atomic resolution on reactive surfaces was first
obtained in frequency modulation AFM with very large cantilever oscillation
amplitudes of 34 nm [19]. Initially, it was not clear why these huge amplitudes
were required, but the simple picture shown in Fig. 6.3 explains that situation.

The eigenfrequency f0 of the cantilever is given by

f0 =
1
2π

√
k

m
, (6.1)

and when the stiffness of the tip sample bond kts is taken into account,
the new frequency is

f =
1
2π

√
k + kts

m
. (6.2)

Equation (6.2) is correct only if kts is constant during the oscillation cycle.
For large amplitudes, this is certainly not the case.

Fig. 6.3. Mass and spring model (left) as a mechanical analog of an oscillating
cantilever next to a surface (right)
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When the oscillation amplitude A is large, we have to generalize (6.2) by

f =
1
2π

√
k + 〈kts〉

m
. (6.3)

When 〈kts〉 is small compared to k, we can express the frequency shift Δf =
f − f0 as

Δf(z) = f0
〈kts(z)〉

2k
, (6.4)

with

〈kts(z, A)〉 =
2
π

∫ 1

−1

kts(z −Au)
√

1− u2 du. (6.5)

Also, we note that for small tip sample distances, kts can become quite
large (see Fig. 6.2). In this case, the stiffness of the cantilever k would need
to be significantly larger than 100Nm−1; otherwise, stable oscillation would
become impossible [14]. In frequency modulation AFM, the cantilever is part
of an oscillator that has to oscillate at a precisely determined amplitude A, as
any amplitude fluctuations show up as noise in the AFM data. The creation
of a stable oscillator is difficult enough (for a block diagram of the oscillator
circuit of an FM-AFM, see, e.g., [15]) and stability is easier to obtain if the
oscillation frequency does not vary too much around f0, in other words, we
demand that | Δf | f0 thus | 〈kts〉 | k. For small amplitude operation,
〈kts〉 ≈ kts and thus we demand that k �| kts |.

6.1.3 Advantages of Small Amplitude Operation

In the scanning tunneling microscope (STM), the tunneling current is used to
probe the presence of a sample surface. As the tunneling current increases by
a factor of ten for every distance reduction of 100pm, there is only one current
path that mainly originates from the front atom of the tip. In AFM, forces
of various origin are acting on the probe of the tip, but ideally only the short
range contributions originating from the front atom would be measured. In
frequency modulation AFM, there is a way to discriminate force contributions
by their decay length. In large amplitude AFM, it has been shown that the
frequency shift is dominated by long-range forces. The normalized frequency
shift γ, which is defined by

γ :=
Δf

f0
kA3/2, (6.6)

can be expressed as

γ ≈ 0.4×
N∑

i=1

F i
ts

√
λi, (6.7)
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Fig. 6.4. Frequency shift contributions of short- and long-range force components
as a function of amplitude

where i is an index denoting the force channel. For example, let us assume
the interaction consists of a short range force with a magnitude of 1 nN and
a range of 100pm and a long range force with a magnitude of 3 nN and a
range of 3 nm. The long-range forces are mainly caused by van der Waals
interactions that can be reduced by using sharp tips [16–18]. In this case, the
contribution of the long-range force to the frequency shift is 3 × √30 ≈ 16
times as large as the short range contribution.

For oscillation amplitudes that are small compared to the range of the
short-range interaction λ, the frequency shift is proportional to the force gra-
dient (see (6.4)) and the long-range contribution is only 10% of the short-range
contribution. The crossover from small- to large amplitude operation is shown
in Fig. 6.4. This figure shows how the frequency shift becomes smaller as the
amplitude is increased. It is important to note that the minimum distance
(lower turnaround point of the cantilever) is held constant when the amplitude
is varied. When the amplitude reaches the range of the short-range interac-
tion λ, the frequency shift component originating from the short range force
starts to decrease while the long-range component still remains constant. For
A ≈ 3 × λ, the contributions of long- and short-range force match, while
for A > 3× λ, the long-range contributions dominate Δf . In summary, large
amplitude FM-AFM requires the use of very sharp tips, while small amplitude
AFM can cope with blunt tips as well.

The cost of using small amplitudes is an increase in frequency noise.
Albrecht et al. [12] have calculated the thermal noise of a cantilever and found

δfthermal

f0
=

√
kBTB

πf0kA2
rmsQ

, (6.8)

that is, the thermal noise ratio is roughly given by the square root of the
ratio between the thermal energy kBT and the mechanical energy stored in
the cantilever kA2/2 divided by the quality factor Q and multiplied by the
ratio between bandwidth and frequency (A2 = 2A2

rms).
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Often times, the thermal noise is smaller than the detector noise. Detector
noise is described by the precision at which we can measure the cantilever
deflection. Good interferometers as well as electrical detection of the qPlus
deflection reach deflection noise densities of nq′ = 100 fm/

√
Hz. A deflection

noise density of nq′ = 100 fm/
√

Hz means that the position of the cantilever
can be determined with a precision of 100 fm in a 1 Hz bandwidth and with a
1 pm deflection noise for a bandwidth of 100Hz.

The corresponding frequency noise is [19, 20]

δfdetector

f0
=

nq′

πAf0
B

3/2
FM, (6.9)

where BFM is the bandwidth of the frequency detector. Because the two noise
sources are statistically independent, we find

δf =
√

δf2
thermal + δf2

detector. (6.10)

Here it is important that detector noise increases dramatically with BFM;
therefore, slow scanning reduces noise sharply. Both thermal and detector
frequency noise vary inversely with amplitude. The signal-to-noise ratio is thus
given by dividing the signal level shown in Fig. 6.4 by the 1/A dependence of
the frequency noise. The result is displayed in Fig. 6.5. The signal-to-noise
ratio is optimal when the amplitude is tuned to the interaction that is to be
used for imaging. In the first application of FM-AFM [12], magnetic dipole
forces on recording media have been probed and the use of large amplitudes
was helping to obtain good quality images. However, the analysis above shows
that for probing atomic interactions with force ranges in atomic dimensions,
amplitudes in the 100pm range are preferred.

The use of small amplitude suppresses long-range contributions to the
frequency shift and optimizes the signal-to-noise ratio.

Fig. 6.5. Signal-to-noise ratio (SNR) in FM-AFM as a function of amplitude
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6.1.4 Ideal Physical Properties of Cantilevers

Three physical properties of cantilevers are relevant in force microscopy:

1. Stiffness k
2. Eigenfrequency f0

3. Quality factor Q

Because of the considerations outlined in Sect. 6.1.2, we want the stiffness k
to be on the order of 1 kNm−1 to allow stable small amplitude operation.

The eigenfrequency f0 should be as high as possible to minimize frequency
noise (see (6.9) and (6.8)). However, there is a tradeoff that depends on the
specific implementation of the deflection sensor. Usually, the deflection noise
nq′ increases with frequency for a given detector and so the optimal value
depends on the detection method.

The quality factor Q should be as high as possible, according to (6.8).
However, there is a practical consideration. One way to express the quality
factor is to compare the energy loss per cycle ΔEcycle in a damped oscillator
to the energy stored in the cantilever E = kA2/2:

Q =
2πE

ΔEcycle
. (6.11)

If Q is extremely large, amplitude control can become very difficult because
the interaction of the probe tip with a sample is in general dissipative and the
relative change of the energy loss per cycle is inversely proportional to Q.

In practice, it is also important how these parameters depend on the
medium (liquid, gaseous, vacuum) and temperature. One of the main rea-
sons why frequency standards are often built from quartz tuning forks is their
superiority to silicon with respect to frequency stability vs. temperature [21].
Also, for practical considerations, it is very important to consider the type of
probe tips that can be used with a given cantilever.

6.2 Theory of qPlus Versus Tuning Fork Sensors

Quartz tuning forks are wonderful inventions. They allow to produce watches
at very low cost that keep time much more precise than mechanical watches
that are prized orders of magnitude higher [22]. Here, we explain the principle
of quartz tuning forks and explain how they can be rebuilt to act as powerful
force sensors.

6.2.1 Quartz Tuning Forks

Quartz tuning forks are etched from single crystal quartz that is oriented in a
X + 5◦ orientation [23]. This orientation ensures that the frequency variation
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Fig. 6.6. Quartz tuning forks. (a) A tuning fork as used in watches with an opened
metal case. The arrows point to an area where the gold plating has been partially
removed to trim the mass of the prongs such that an eigenfrequency of exactly
32,768 Hz arises. (b) Untrimmed tuning fork as taken out of a wafer. The trimming
procedure has not been done on this fork as can be seen by the undamaged gold
plating at the end of the fork. (c) Mechanical analog of the tuning fork: in principle,
the fork is a quite complex mechanical system with many oscillation modes and
eigenfrequencies. When both prongs are symmetric, the antiparallel mode where
one prong oscillates opposite to the other one has a very high Q value

with temperature is almost zero at 28◦C – the typical temperature of a watch
mounted on a wrist. The piezoelectricity of quartz allows for a simple transfor-
mation of the mechanical oscillation of the quartz fork to an electrical signal.
Incidentally, the piezoelectric effect and its inversion that are instrumental
for the whole field of scanning probe microscopy have been first observed in
quartz by the Curie brothers (see the instructive report in Chen’s introduction
to STM [76]). Quartz tuning forks have surprisingly large Q-values – on the
order of 105. Therefore, frequency stability is excellent and power consumption
is very low – ideal for watch applications. Figure 6.6a shows a quartz tuning
fork as used in Swatch watches. The metal case of the device has been opened
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Fig. 6.7. Electrode configuration of the quartz tuning forks shown in Fig. 6.6

and one can see the transparent quartz fork as well as the gold electrodes.
The gold electrodes have been removed partially at the ends of the prongs to
adjust the eigenfrequency to exactly 215 Hz (32.768kHz). Figure 6.6b shows a
similar tuning fork that has not yet been trimmed. The prongs are rectangu-
lar and are surrounded by gold electrodes – two vertical and two horizontal
layers of gold (see Fig. 6.7). Figure 6.6c is a mechanical analog to the tuning
fork. When both prongs have exactly the same mass and stiffness, an oscil-
lation mode where both prongs oscillate opposite to each other evolves that
has extremely little losses and thus with (6.11) a very high Q value.

Because of their useful properties, quartz tuning forks have been applied
in scanning probe microsocopy quite early. Guethner et al. [25] has used a
quartz tuning fork for scanning near field acoustic microscopy, and
Karrai et al. [26] used tuning forks to sense the distance of near field optical
microscopes. Rychen has used tuning forks to probe forces in low tempera-
tures and high magnetic fields [27–29]. However, the high symmetry of tuning
forks has to be given up when a probe is attached to one of the prongs as
required for using the fork as a sensor. Dransfeld et al. [30] have proposed to
attach a counterweight to the prong that does not carry a tip, and Rychen et
al. use extremely lightweight tips [29]. The influence of adding mass to one of
the prongs on the Q value has been analyzed in Rychen’s Ph.D. thesis [31] and
it is found that the Q-value drops considerably when the added mass reaches
about 1% of the mass of one prong. The piezoelectric effect results in the
generation of surface charges upon mechanical stress. To convert the mechan-
ical stress within the prongs of the tuning forks into surface charges that are
collected by metal electrodes on the quartz material, two designs are in use:
thick prongs where the width w (y-coordinate in Fig. 6.7) and the thickness
t (z-coordinate in Fig. 6.7) of the cross-section of one prong are on the same
order of magnitude and thin prongs where the thickness is much greater than
the width [23]. For thick prongs such as the ones shown in Fig. 6.6, the elec-
trode configuration is usually as shown in Fig. 6.7. The cross section in the
right side of Fig. 6.7 shows the electrodes and the electric field lines within
the quartz material. When one beam of the fork is deflected by an amount z,
the charge q that is collected on the electrode is given by

q = zd21kLe(Le/2− L)/t2, (6.12)
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where d21 is the piezoelectric coupling constant (d21 = 2.31pC N−1 for
quartz), k is the spring constant, Le is the length of the electrodes (see
Fig. 6.7), L is the length of the prongs, and t is the thickness of the prongs [32].
The sensitivity of the E158 fork shown here is q/z = 2.8 μC m−1.

Two observations deserve to be mentioned: (a) the sensitivity is propor-
tional to the spring constant and (b) the electrodes do not need to reach until
the very end of the fork to get good sensitivity – for Le = 0.8L we still get
96% of the maximum sensitivity at Le = L. Thus we can afford to leave the
end of the prongs free of electrodes for contacting a tip.

For the type of forks used here, the dimensions are given by L = 2.4mm,
thickness t = 214 μm, and width w = 130 μm. The theoretical stiffness of one
beam is given by

k =
1
4
Ew

t3

L3
, (6.13)

where E is the elastic modulus (E = 78.7GPa for quartz) and w is the width
of the prongs. The formula is derived for a beam that is fixed to massive
material. In the tuning fork configuration, a slightly smaller spring constant
is expected. Heyde et al. [33] have performed finite element analysis to calcu-
late the expected spring constant. Here, we follow a different approach: the
quantities that can be measured with great precision are w and L. In con-
trast, it is harder to measure t. The frequency f0 can be measured with great
precision. For a clamped beam, f0 is given by [76]

f0 = 0.161

√
E

ρ

t

L2
, (6.14)

where ρ is the mass density (ρ = 2,650kgm−3 for quartz). Thus, we can use
(6.14) to measure the effective thickness t and get a more precise value for k.
For the forks we use here the theoretical spring constant is k = 1,800Nm−1.

6.2.2 qPlus Sensor

Even when the mass of a tip attached to one of the prongs is compensated
by attaching a similar mass to the other prong, the asymmetry that affects
the prong that interacts with a surface cannot be lifted easily. Therefore, we
attach one prong to a heavy substrate such that we end up with a quartz
cantilever instead of a quartz tuning fork. Even the use of heavy tips or a
strong interaction with a surface bond will not cause a collapse of the Q
factor. Therefore, we call this arrangement the qPlus sensor configuration as
opposed to a tuning fork configuration [34, 35]. Essentially, the qPlus sensor
is a cantilever made of quartz with various favorable properties

1. A stiffness close to the optimal value as found in Sect. 6.1
2. A high Q value
3. Self sensing
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Fig. 6.8. A quartz tuning fork is glued onto a heavy substrate, turning the tuning
fork into a qPlus sensor. In this first prototype of a qPlus sensor shown in (a), the
free prong of the tuning fork is glued to a piece of Pyrex glass. The tip is an etched
tungsten wire with a wire diameter of approx. 200 μm. The mechanical analog to
the qPlus sensor is shown in (b). It is much simpler than in the case of the tuning
fork, because only the free prong is allowed to oscillate. The mass of the mount M
should be large compared to the effective mass of the fork, where M > 1,000 m is a
reasonable value

The sensor shown in Fig. 6.8 has been used for high speed imaging in ambient
conditions [36]. The electrical connections of the fork were connected to an
instrumentation amplifier with a high gain. The charges that are collected on
the electrodes when the sensor is deflected cause a voltage change in the input
of an instrumentation amplifier. The charges q that collect on the electrodes
change the potential difference at the input terminal.

6.2.3 Manufacturing High Quality qPlus Sensors

After the proof of principle was reached, the resolution limits that could
be probed with the new sensor were investigated. First, the manufacture of
the sensor needed to be simplified. On that behalf, a ceramic substrate that
simplifies the building of the sensor was designed. The substrate is made of
alumina with vias and conductive leads as well as mounting holes. Substrates
of this kind are used in hybrid electronics design and can be ordered as custom
designs [37].
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Fig. 6.9. Second generation qPlus sensor. The sensor consists of three parts: the
tuning fork, a ceramic substrate, and the tip. Electrical connections are made using
conductive epoxy [38]

Fig. 6.10. Third generation qPlus sensor. A different ceramic substrate is used
that allows to isolate the tip potential from the electrodes of the sensor. The tip is
contacted with a squeezed gold wire (diameter 10 μm). The Q-value still remains on
the order of a few thousand. The two electrodes of the tuning fork are fed into a
single amplifier, see Sect. 6.2.4

To obtain a sensor with a high Q-value, it is important to create a very
stiff bond between the fork and the substrate. This can be achieved by using
a very thin layer of glue and by taking care that the area where the free prong
meets the base part of the fork remains free of glue (see Fig. 6.9). This sensor
design can also be used to build a lateral force sensor by rotating the tip by
90◦ and oscillating the tip parallel to the surface [39]. The third generation of
qPlus sensors is shown in Fig. 6.10. Here, the tip is connected via a dedicated
terminal. This allows to apply high voltages for tip annealing or field emission
without affecting the deflection sensors amplifiers. Both electrodes of the fork
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Fig. 6.11. Single-crystal tips for the qPlus sensor. (a) NiO single crystal tips for
in situ cleavage. The cuts in the crystal are designed to facilitate cleaving such that
a tip with three freshly cleaved NiO {001} surfaces arises [41]. (b) Si single crystal
tips for ex situ cleavage. An Si tip terminated by three {111} faces emerges [42,43]

are fed into a current-to-voltage amplifier and the difference between the two
signals has much less interference noise than a single deflection electrode. [40]

The tip of the force sensor is a crucial part. Ideally, we want a single
atom at the front with a well defined atomic neighborhood. A single crystal
tip appears to be ideal. Tips from silicon have been cleaved ex situ, exposing
three {111} faces [42,43]. NiO tips that are bound by {001} cleaved ex situ [44]
and in situ [41] have been created as well.

6.2.4 Preamplifiers for qPlus Sensors

The qPlus sensor needs only one more component to produce an electri-
cal deflection signal: a current-to-voltage converter that converts the flowing
charges generated at the oscillating prongs into a voltage. Because cable
capacity has an adverse effect on the noise performance of the deflection mea-
surement, the amplifier should be located as close as possible to the sensor.
For vacuum and low-temperature applications, it is challenging to design an
amplifier that is compatible with these demanding environments.
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Figure 6.12 shows the evolution of amplifiers we went through. The first
type shown in Fig. 6.12a is an instrumentation amplifier. This type was used
in the first qPlus experiments in ambient environments. The principle of oper-
ation is the following: when the qPlus sensor is deflected, charges accumulate
on the electrodes as given in (6.12). These charges cause a voltage increase
in the capacitor (qPlus electrodes plus cable capacity) and the voltage dif-
ferential is measured with the instrumentation amplifier. To define the input
potentials of the instrumentation amplifier and to avoid long-term charging
effects, the inputs need to be connected to ground with a very large resistivity
(at least 100MΩ).

The second type shown in Fig. 6.12b) is a traditional transimpedance
amplifier as used in current amplifiers of STMs. To obtain a high bandwidth, it
is important to use a resistor that has little stray capacitance. Surface-mount-
device (SMD) resistors work well here. The case of the amplifier should be
vacuum compatible, for example, the amplifier should be available in a metal-
lic or ceramic case, although we have used plastic cases in UHV without

Fig. 6.12. Three types of preamplifiers for qPlus sensor. (a) First generation, an
instrumentation amplifier (AD 624 [45]) with two resistors. (b) Second generation,
a current-to-voltage converter or transimpedance amplifier, similar to the ones used
in STM current amplification. Operational amplifiers that work well here are the
AD711, AD744, and AD823 [45]. (c) Third generation, a dual current-to-voltage
converter with an instrumentation amplifier (e.g., AD823 for the I/V converter and
AD624 as an instrumentation amplifier). The resistor values are all on the order of
100 MΩ, with a small and low capacity SMD design
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apparent additional outgassing and adverse effects on vacuum pressure. In
STM, a bandwidth BIVC of 1 kHz is usually sufficient, but here we need at
least 10 kHz. Assuming an ideal operational amplifier, the gain of the amplifier
is given by

Vout =
IinR

1 + i2πfRC
, (6.15)

where R is the feedback resistor and C is its stray capacitance.
Proper heat sinking is important if the amplifier operates in vacuum, espe-

cially if small cases are used, because the cooling effect of air is of course
missing in vacuum. Generally, it is a good idea to operate the amplifiers close
to the lower threshold of the operating voltage to minimize heat introduc-
tion caused by the electric power that is consumed in the amplifier. To avoid
uncontrolled oscillations (“motor boating” [46]), it is advisable to put buffer
capacitors close to the power terminals of the operational amplifier [47].

The third type of preamplifier shown in Fig. 6.12c uses two channels for
the deflection measurement. The advantage of this approach is that the signal
becomes twice as large, and uncorrelated noise is only a factor of

√
2 larger

and so an increase in signal-to-noise ratio of
√

2 is expected. Correlated noise,
such as interference noise, even cancels completely because of the differential
stage at the output of the two current amplifier channels. Also, the tip bias
is completely free, allowing high-voltage tip treatment or field emission while
the sensor is attached to the microscope [40].

Figure 6.13 shows an amplifier in the most demanding environments:
vacuum and low temperatures. The operational amplifier in use is of type
AD823 [45]. This device can be reliably operated with a very low voltage of
±1.5V at a quiescent current of typically 5mA. At low temperatures and 3V
operating voltage, the current is only about 2 mA, thus the heat production is

Fig. 6.13. A low temperature preamplifier (AD 823 [45]) with an attached heating
resistor
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6mW – tolerable in many 4K microscopes. The manufacturer quotes a min-
imal operating temperature of 233K, but experience shows that the device
already works at around 130K. To keep the amplifier at this temperature in
a 4K environment, it is important to isolate it thermally from the 4K parts.
As can be seen in the photograph, this is achieved by connecting the chip
with wire loops wound from a copper alloy with low heat conduction. When
the amplifier does not operate, the temperature falls to the one of the 4K
environment. The charge carriers freeze out at this temperature and turning
on power will not cause a current flow. The 1 kΩ resistor that is glued onto
the SMD type plastic case is used to “jump-start” the amplifier from cold
temperatures. When applying about 5V to the heating resistor, after about
1min, the quiescent current starts to flow and the heater can be turned off –
the amplifier keeps itself warm by its power dissipation. The buffer capacitors
(0.1 μF) are also glued to the amplifier case, because ceramic capacitors might
only have 4% of their nominal capacitance at 4 K. The 100MΩ feedback resis-
tor, in contrast, is mounted firmly to a 4K connection to minimize Johnson
noise [46].

6.3 Applications

The applications of the qPlus sensor are potentially all the cases of traditional
AFM. Combined STM and AFM is a special feature of qPlus technology.

6.3.1 Own Results

Initially, the main objective to utilize small amplitude AFM and qPlus tech-
nology was to see how far the spatial resolution of AFM could be taken. In
2000, subatomic resolution, that is, the resolution of spatial features within
a single atom, was performed as can be seen in Fig. 6.14a [43]. Figure 6.14b
shows the first result of atomic resolution by lateral AFM, also obtained using
a qPlus sensor [39]. Sub-Angstrom resolution by AFM has been obtained
in 2004 by operating a qPlus sensor in a higher harmonic mode [48], see
Fig. 6.14c. When oscillation amplitudes are very small, the tunneling current
between a conductive tip and a sample is quite large and simultaneous STM
and AFM is easy to do. Surprisingly, STM and AFM yield different image
data as can be seen in Fig. 6.14d [49]. Finally, the forces that act during
atomic manipulation have been measured in a collaboration between the IBM
Almaden Research Laboratory and our group [50]. Figure 6.14e shows the
lateral force data acting between a metallic tip and a Co adatom. Note that
the height difference between the last and second last force curve is only 5 pm.
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Fig. 6.14. (a) First sub-atomic resolution data, showing two maxima in the image
of a single atom that are explained by the orbital structure of the tip [43], (b) a dual
maximum in lateral force microscopy caused by a tip that oscillates laterally [39],
(c) sub-Angstrom resolution using higher harmonic AFM [48], (d) simultaneous
STM and AFM on graphite [49], and (e) lateral forces over a cobalt adatom [50 and
Markus Ternes et al.’s chapter in this book]

6.3.2 External Groups

One of the first groups who adapted the qPlus principle was King et al. [51,52]
who imaged DNA in ambient conditions. Several companies have implemented
the qPlus sensor in their microscopes (see Fig. 6.15). Udo Schwarz from Yale
University and Markus Heyde from the Fritz-Haber Institute in Berlin also
utilized the qPlus principle (see also their chapters in this book).

6.4 Outlook

Einstein’s request to make things as simple as possible is appealing and
promises to not only simplify the technique, but also might help to perform
new types of experiments. The question is whether force sensing can be made
even simpler – or whether some things have already been made too simple.
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Fig. 6.15. Results obtained by commercial manufacturers of scanning probe micro-
scopes: (a) Topographic image of NaCl imaged with the Omicron QPlus LT
STM/AFM at 5K showing an atomic defect [53]. (b) Constant-height frequency
shift image of Si(111)-(7×7) imaged with an RHK 300 UHV STM/AFM (tuning
fork configuration) [61]. (c) Constant-height frequency shift image of a Cu (111)
surface with a defect imaged with a Createc UHV LT STM/AFM using a qPlus
sensor [62]
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This question will be answered in the future when more scientists start to
look into the forces that act in atomic science and engineering. Various new
results were derived with the qPlus sensor that would be difficult to obtain
with traditional FM-AFM. With the commercial availability of the qPlus sen-
sor and other research groups using it (see Chaps. 5, 7 and 9 of this book), it
can be expected that further progress will be obtained, for example, when the
thriving field of STM studies on surfaces is enriched with the force aspects
that occur in parallel.
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Study of Thin Oxide Films with NC-AFM:
Atomically Resolved Imaging and Beyond

M. Heyde, G.H. Simon, and T. König

Abstract. Results presented in the following show structural analysis of metal-
oxide surfaces and the extraction of physical quantities from the force field above
such a surface by noncontact atomic force microscopy (NC-AFM). The measure-
ments have been performed with our dual mode NC-AFM/STM in ultrahigh vacuum
at 5K. The introduction will be followed by a description of the experimental setup,
including the ultrahigh vacuum cryogenic environment and our tuning fork tun-
neling current and force sensor. The sensor parameters affecting the measurements
are given together with an amplitude characterization method. In the next section,
a structure determination of ultrathin Alumina/NiAl(110) is shown. Atomic reso-
lution could be achieved throughout both reflection domain unit cells. NC-AFM
reveals details of morphological features, interconnections to substrate–film interac-
tions, and comparability to theory also with respect to topographic height. In the
last section, we present measurements beyond imaging, namely spectroscopy data
taken on thin MgO films grown on Ag(001). Force–distance measurements based on
atomically resolved NC-AFM images of these films have been taken. Inequivalent
sites could be resolved and their effect on nucleation and adsorption processes is
considered. Furthermore, work function shift measurements on different MgO film
thicknesses grown on Ag(001) are studied and the impact of this shift on the catalytic
properties of adsorbed metal species is discussed.

7.1 Introduction

In the last few years, it has been demonstrated that noncontact atomic force
microscopy (NC-AFM) can be the bridge to nanoscale science on insulating
surfaces in general and metal-oxide surfaces in particular. Our work is focused
on examples of the latter. Atomic resolution imaging of oxide surfaces gives
access to their structural details including, atomic positions, point and line
defects as well as to their morphology within certain limits. Additionally, the
specific nature of the interaction that enables force microscopy permits the
study of physical and chemical material properties of samples and tip–sample
combinations, respectively. This may be possible down to the atomic level
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depending on the measured quantity and is achieved by the examination of
the force field between tip and sample in one, two or three dimensions, which
are lines, planes, and volumes above the surface. Contact potential difference,
charging, and comparative chemical identification are just three examples that
can be addressed with this quickly developing class of techniques. Fortunately,
they can be implemented in just one experimental setup. With this, the desired
comparability among the techniques and to theory can be facilitated even
on a quantitative level. Further, the development of functionalized tips and
defined oxide surfaces offers great freedom in the study of surface processes.
Such knowledge provides a toolkit for surface science and especially surface
chemistry where NC-AFM can be involved in the study of structure, adsorp-
tion, initial growth, as well as reaction mechanisms and dynamics on oxide
surfaces, for example, in the interesting field of model catalysis. Paramount
questions in that field are the nature, vitality, and structure of the proclaimed
“active sites” and their selectivity mechanisms in heterogeneously catalyzed
chemical reactions. The fundamental interactions of metal atoms, clusters,
and molecules with metal-oxide supports studied in this context are in fact
relevant to several technological fields. An understanding of growth mecha-
nisms and parameters of the respective geometric and electronic structures
are of huge importance [1].

Atomic resolution has been a focus of scanning probe methods for the last
two decades. With our low temperature microscope, we have achieved atomic
resolution in NC-AFM and in the scanning tunneling microscopy (STM)
mode. This includes the small and highly symmetric unit cell of the thin
MgO(001) on Ag(001) as well as the two large and complex reflection domain
unit cells of the thin alumina overlayer on NiAl(110) with its site distances
comparable to those on closed packed metal surfaces.

Our results obtained for the Alumina/NiAl(110) surface shed light on a
recent density functional theory (DFT) model from a new angle and show that
NC-AFM is capable of giving new insight and different perspectives on exper-
imental and theoretical results obtained with other techniques. In particular,
results different from STM are shown, which spark interest in similarity and
complementarity of results from both methods. The mapping and study of
samples like complex oxide surfaces with densely packed sites require extreme
stability and high sensitivity if one is to reach sub-Ångström spatial and ade-
quate force resolution. In recent years, there have also been considerable efforts
towards clarification of how to handle individual frequency shift curves that
vary depending on the microscopic tip and of how to best extract unbiased
results from these data. In this context, new in situ amplitude characterization
techniques emerged during our studies [2]. However, providing the ultimate
level of understanding requires developments in NC-AFM itself.

Atomic resolution on MgO/Ag(001) as well as the small unit cell are
perfect starting points for measurements beyond imaging. For example, a
detailed force field analysis revealing physical information of different sites is of
great interest in catalysis especially for adsorption experiments. The chemical
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activity of adsorbed metal particles depends strongly on their charge. Neu-
trally deposited Au atoms on MgO films might in some cases be charged and
thus become chemically active [3]. Since a shift in the metal work function
turns out to be the key factor for the charge transfer, we determined this shift
with our dual mode NC-AFM/STM.

At this point, a comment may be necessary. In our publications, we use the
nomenclature frequency modulation dynamic force microscopy (FM-DFM) for
the FM mode in NC-AFM. It displays the implemented method and identifies
it as a dynamic technique in contrast to the static bending of the first atomic
force microscopes [4]. The historic notion of noncontact, however, can lead to
conceptual difficulties when analyzing the details of the imaging mechanisms
and to confusion between different implementations of force microscopy. Nev-
ertheless, it has to be acknowledged that the word NC-AFM has gained a huge
uniting power in the field of force microscopy, bringing together such different
areas as biological studies under physiological conditions and works on single
crystals at cryogenic temperatures with atomic resolution. We therefore think
that the title for this book is not only well chosen, but that it has an appealing
sound to it. In the following, we use NC-AFM synonymously for FM-DFM.

7.2 Methods and Experimental Setup

Our instrument (Fig. 7.1) is optimized for high resolution imaging in both
NC-AFM and STM. The microscope operates in ultrahigh vacuum (UHV) at
cryogenic temperature (5K), which reduces damping of the force sensor and
enhances it with respect to tip stability as well as to reduction of thermal
drift, piezo creep, and piezo hysteresis. The setup ultimately enables atomic-
resolution imaging and ultrastable spectroscopy of conducting and insulating
surfaces by recording tunneling current and frequency shift with the same
microscopic tip and if desired at the same time. Besides detailed investiga-
tion of surface structures, the high stability allows site-specific spectroscopy
measurements, atom transfer, and single adatom contacts to be performed.
However, meaningful conditions for such measurements can best be achieved
at cryogenic temperatures. Therefore, evaporation of metals onto samples at
low temperature is implemented beside the standard facilities for metal crys-
tal and oxide film preparation. All measurements presented in this chapter
were performed in UHV at 5 K [5]. More details on the particular equipment
can be found in [5–7].

7.2.1 Quartz Tuning Fork-based Sensor for Dual-Mode
NC-AFM/STM

The sensor in use is a quartz tuning fork as presented in [8] with a cut Pt/Ir
wire as a NC-AFM/STM tip (see Fig. 7.2). Tip preparation can be performed
in situ by field emission and/or dipping the tip into and pulling necks from
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Fig. 7.1. (a) The experimental setup. An evacuated pendulum of about 1m length
suspended with steel bellows from the main UHV chamber is the central design fea-
ture for providing mechanical vibration insulation for the microscope. At its end, the
NC-AFM/STM head is mounted in an UHV environment. The pendulum is placed
inside an exchange gas canister filled with helium gas, which is surrounded by a liq-
uid helium bath. The helium gas chamber prevents acoustic noise from perturbing
the microscope while permitting thermal coupling to the liquid cryogen (helium
or sometimes nitrogen). The low temperature ac amplifier is situated near the
NC-AFM/STM head while the room temperature ac amplifier is mounted outside
the dewar. (b) The microscope on its support stage: (A) Walker unit, (B) x-, y-piezo
and (C) z-piezo of the tripod scanner unit, (D) z dither piezo, (E) sensor carrier,
(F) tuning fork assembly, (G) sample (not fully drawn), (H) sample holder (not fully
drawn), (I) sample stage, (J) microscope stage, (K) walker support, and (L) shear
stack piezos. The support stage has a diameter of 100 mm

the sample surface. This removes residual oxide contaminants, produces good
tip configurations, and has proven to be particularly useful with respect to
the time consuming handling of UHV and low temperatures. The tuning fork
assembly and electronics are capable of simultaneous recording of tunneling
current It and frequency shift Δf while controlling the z-position of the tip
via either of them [7]. The tip–wire has a diameter of 250 μm and is electrically
connected to the signal electronics through a thin Pt/Rh wire with a diameter
of 50 μm. Both, tip and contact wire are electrically insulated from the tuning
fork and its electrodes. The frequency shift is directly recorded via the tuning
fork electrodes while the tunneling current is taken independently from the
contact wire of the tip (Fig. 7.2). Excitation of the tuning fork along the tip
axis is done with a separate slice of piezo (dither piezo) on top of the z-piezo.
The force sensor parameters spring constant k ≈ 22,000Nm−1, resonance
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Fig. 7.2. (a) The sensor setup for NC-AFM and STM operation in UHV at low
temperatures: dither piezo with connections P1, P2 for mechanical excitation in
z-direction along the tip–axis. Quartz tuning fork on a ceramic carrier plate. Elec-
tronically separated signal wires for force (T1, T2 contacts of the tuning fork) and
current (μm wire) detection. The same tip senses both signals. (b–e) Pairs of simul-
taneously recorded signal curves from the frequency shift and the current channel:
(b–c) Signal–distance curves at constant bias voltage, (d–e) signal–bias voltage
curves at constant height

frequency f0 = 17–22kHz, quality factor Q = 8,000–25,000 depend on the
individual tuning forks. The oscillation amplitude Aosc has been set to values
within the range 1–20 Å. The spring constant of the tuning fork sensor is
significantly higher than typical interatomic force constants. This prevents
a sudden “jump-to-contact” of the cantilever even at very small tip–sample
distances and oscillation amplitudes. Also, the often observed instability and
breakdown of oscillation amplitude after contact formation in the repulsive
regime is reduced.

The great advantage of this setup is the simultaneous data acquisition from
frequency modulation (FM) force detection in combination with the tunneling
current. This enables, for example, the detection of insulating contaminants
on the tip via a shift of the NC-AFM signal to larger distances off the surface
with respect to the It signal than without such contaminants. In general, it
is interesting to measure the two signals as they may complement each other,
and the use of the very same microscopic tip enables direct comparison. A pair
of curves from both channels recorded in a sweep in z-direction and another
one recorded at varying bias voltage are shown in Fig. 7.2. The sensor is oper-
ated by the sensor controller/FM-detector easyPLLplus from Nanosurf [9] in
the self-exciting oscillation mode [10] at constant oscillation amplitude. The
detected oscillation amplitude signal is fed into an automatic gain control cir-
cuit and is used to self-excite the quartz tuning fork mechanically by the dither
piezo. A phase shifter ensures that the spring system is excited at its resonance
frequency. This operation mode of constant oscillation amplitude allows even
to probe the regime of strong repulsive force in contrast to an operation mode
at a constant excitation amplitude, where the oscillation amplitude decays
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as the vibrating tip penetrates the repulsive interaction regime [11]. It fur-
thermore readily facilitates theoretical analysis of the technique and results
obtained with it. An additional custom-built analog FM detector has been
used for the frequency shift recording based on [12]. The signal electronics
has been described in [7]. A unit by Nanotech Electronics [13] as well as one
by Nanonis [14] have been used for scan control and data acquisition.

7.2.2 Concepts for Force and Energy Extraction and Sensor
Characterization

For the proper interpretation of tip–sample interaction forces and energies
in NC-AFM, one naturally needs to make efforts in their precise extraction
from experimental frequency shift data. Formulas (7.1) and (7.2) from [15]
allow a determination of tip sample force F and potential energy U from
the frequency shift. They are valid for the entire oscillation amplitude range
accessible to sensors, that is, large and small amplitude regimes, and also
cover the intermediate amplitude range below 1 nm in which we operate our
tuning fork. The expression for the force in terms of the frequency shift is
given by

F (D) = 2k
f0

∫ ∞

D
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A
1/2
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)
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where D is the distance of closest approach between tip and sample, z is the
tip–sample distance, Aosc the oscillation amplitude, k and f0 the sensor con-
stants, Δf(z) the recorded frequency shift, and F (D) is the interaction force
between tip and sample. Integrating equation (7.1) gives the corresponding
expression for the interaction energy U(D) between tip and sample
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However, other formulas for the large and small amplitude limits, respec-
tively, have already existed earlier [16, 17]. Equation (7.1) shows the depen-
dence of derived force data on the frequency shift and equally important
the dependence on sensor parameters. In particular, the oscillation ampli-
tude assumed for force calculation from Δf(z) has a crucial influence on the
derived force and energy curves, while resonance frequency and spring con-
stant of the sensor are simply proportionality constants. Therefore, we have
developed methods for cantilever parameter determination for force sensors
with an emphasis on in situ oscillation amplitude determination [2] and eval-
uated a standard measurement procedure for the spring constant with respect
to our much stiffer tuning fork sensor with its particular geometry. For UHV
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operation, but also in general, it will be beneficial to have a sensor
characterization at hand that can be performed in situ and most important
without damaging the microscopic tip. Our proposed amplitude characteriza-
tion methods rely therefore on characteristics of the tip–sample interactions
in frequency modulation NC-AFM or STM and the general response of sen-
sors to them. They can be performed without laser interferometry, which may
be desirable in low cooling-power cryostats. The first hurdle towards proper
characterization is actually the determination of relative or possibly absolute
distances. Relative motion is commonly quantified with monoatomic steps on
several clean calibration specimens like low index metal surfaces. Access to
absolute values may be achieved (if the sensor permits) via monitoring the
conductivity within the tip–sample gap and transferring this to the force chan-
nel. For the amplitude determination schemes presented here, only relative
positioning is relevant and z-calibration is assumed to be done.

The spring constant determination follows the well known Cleveland
method, where frequency changes upon attachment of test masses allow deter-
mination of the spring constant from linear regression [18]. For tuning forks,
one has to consider the influence of the elastic bearing of the oscillating prong
at the base of the tuning fork. It effectively extends the prong into the basis
leading to lower values of k than predicted by calculations based on prong
geometry. Many other methods, like the static deflection methods, play no
role because static deflection of the stiff tuning forks by calibration devices
yields too small deflections and does not seem reasonable.

The oscillation amplitude Aosc of a tuning fork force sensor or other force
sensor can be determined in situ from the characteristic change of signal–
distance curves for a measured quantity upon amplitude variation at large
amplitudes. The signal of choice can be the average tunneling current 〈It〉 as
well as normalized frequency shift γ, frequency shift Δf or its derivative Δf ′.
Upon stabilizing the sensor and tip in the vicinity of the sample surface, a set of
force– or current–distance curves is recorded at various oscillation amplitudes.
A plot of the cantilevers changing relative equilibrium positions at constant
〈It〉, constant Δf , constant γ, or constant Δf ′ vs. the corresponding values
for Aosc gives the calibration curve. Alternatively, the calibration curve can
be recorded by sweeping the amplitude and recording z-displacement while
keeping the signal, then typically 〈It〉 or Δf , at a constant value. During
the procedure, no tip changes must disturb the measurement. Important for
amplitude determination are the larger values of Aosc, while the calibration
factor is valid also at intermediate or small Aosc as long as the deflection varies
linearly with excitation. The reason for this is the direct linear correspondence
between amplitude increase and change in the sensor’s equilibrium position in
the large amplitude regime. It has unity slope. This holds, because from a cer-
tain value of Aosc, the signal interaction occurs solely in the half-period during
which the tip is closest to the sample, while the half-period away from the
surface gives vanishing contributions. This is the case for all Aosc at a constant
signal value for which the equilibrium position of the sensor already resides in
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the flat curve section of the measured quantity. Any further increase of Aosc

at a certain equilibrium position then means a deviation from the preset con-
stant signal value, which can then obviously be compensated by a retraction
of the sensors equilibrium position that equals the initial increase of Aosc in
size. Thus one can expect unity slope for the z-displacement of points at con-
stant signal plotted over the Aosc they have been recorded with – at least in
the large amplitude region. Relating the experimentally determined slope to
unity gives the calibration factor for Aosc. What amplitude size can actually
be considered large depends on the quantity used for characterization and
the error that is accepted by the experimenter [2]. Performing the calibration
with 〈It〉 or Δf ′ at oscillation amplitudes of several nanometers gives theo-
retical errors for the calibration factor of a few percent. Therefore, amplitude
measurements of reasonable quality are feasible.

7.3 Atomic Resolution Imaging

After years of significant improvements in NC-AFM and after atomic res-
olution has been obtained on metal, semiconductor, and insulator surfaces
[19–22], insulating surfaces with larger and much less symmetric unit cells
are being studied. However, the amount of data from these systems is still
very limited. Recent work on bulk alumina or associated thin films on NiAl
and Ni3Al surfaces has been promising though [23–27]. Being the very basis
for more detailed insight into physical and chemical properties of a surface
by NC-AFM, atomic resolution needs to be extended further towards more
complex surface unit cells, larger corrugations (steps, kinks, molecules), and
to bulk samples. Progress on thin films can be considered as a stepping-stone
towards resolving all positions in large complex reconstructed surface unit
cells of bulk insulators. Our sample system, the ultrathin alumina film on
NiAl(110), with its high density and large number of inequivalent surface sites
constitutes a good test for the resolution of our ultrahigh vacuum, low temper-
ature NC-AFM. We present detailed images of the complex microstructure for
both reflection domains of the thin alumina obtained with our microscope [28].
Resolution is such that atomic positions can be determined by simple graphical
analysis in real space without application of filtering or correlation methods,
emphasizing the potential of NC-AFM on complex oxide surfaces (Fig. 7.3).

Thin (5 Å) crystalline alumina overlayers can be grown on (110) sur-
faces of the ordered (CsCl-structure) intermetallic compound NiAl [29]. Film
preparation has been carried out according to the recipe presented in the lit-
erature [29,30] and resulted in the usual flat topography with long range order
on extended terraces and reflection as well as antiphase domain boundaries.
Despite a large bandgap of about 6.7 eV [31], the limited thickness allows elec-
tron flow through the film into the substrate and therefore the application of
electron based analysis techniques. Extensive studies in the context of model
catalysis with many such surface science techniques [29–38] and a recent STM
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ba

Fig. 7.3. High resolution NC-AFM images of the ultrathin alumina film on
NiAl(110). (a) Domain B, (b) domain A. The geometrical relation between the oxide
and the small NiAl(110) surface unit cell as well as overlays of atomic positions with
crosses are indicated. Images were leveled and equalized. Scan area 3 × 3 nm2 each.
(a) Δf = −6.2 Hz, Aosc = 1.4 Å; (b) Δf = −6.7 Hz, Aosc = 1.7 Å

and DFT study converged into an atomistic model of the film that matches
many of the experimental findings [39]. The accumulated data give so far evi-
dence for a nickel-free structure with two aluminum and oxygen double layers.
It is oxygen terminated towards the vacuum with the next lower layer of 24
aluminum atoms 40 pm underneath. This aluminum layer sits on top of an
oxygen interface layer with the equal number of 24 atoms. The bottom-most
layer accommodates 16 aluminum atoms and anchors the film to the substrate.
Lattice constants of the film’s large, slightly parallelogram-shaped surface unit
cells as determined by low energy electron diffraction are b1 = 10.55 Å and
b2 = 17.88 Å enclosing an angle α = 88.7◦. Each oxide surface unit cell covers
16 of the 2.89×4.08 Å2 sized rectangular NiAl(110) surface unit cells. Dimen-
sions, geometry, and orientation between the two oxide reflection domains
and the substrate are illustrated in Fig. 7.4c. However, because of technical
constrains, the DFT model [39] assumes a commensurate structure (10.93 Å,
17.90 Å; α = 88.16◦) for the film which is incommensurate in the [001] direc-
tion of the NiAl substrate. Extreme tunneling conditions in underlying STM
data for the topmost oxygen layer give rise to speculations over substrate
influence, mixed contributions from different atomic layers to images assigned
to only one layer, and force interactions in the images. Therefore, the atomic
surface structure is still under discussion and more real space information with
atomic resolution is desirable.

Low noise, as achieved by low temperature pre-amplifiers, all measures
for mechanical and electrical noise reduction, operation in UHV and at low
temperature, is self speaking a fundamental prerequisite for highest resolution
and stability. Another is a common set-point for the frequency shift across the
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Fig. 7.4. (a) Stack of ten superimposed overlays with crosses of the surface unit
cell taken from NC-AFM image in Fig. 7.3a of domain B. The spread in each set of
crosses indicates the uncertainty due to imaging noise, weak contrast, and reading
errors. (b) Average for overlays from (a) being the mean positions of the groups of
crosses. (c) Geometry and dimensions of the two oxide overlayer domains A and B,
their orientation relative to each other and to the NiAl(110) substrate (b1 = 10.55 Å,
b2 = 17.88 Å, α = 88.7◦). (d) Average positions of domain A (crosses) reflected onto
result for domain B (circles from (b)) for comparison. (e) Positions for the averaged
overlays of several images (domain B). The spread here (given by dotted loops) allows
to check reproducibility. (f) Average of positions from (e)

surface structure, which gets increasingly difficult with stronger corrugation
and dissimilar interaction atop different sites. Large terraces reduce problems
with features outside the scan frame and also small amplitudes have turned
out to be advantageous. Last, but not least, one is to address the tip with the
inherent uncertainties around its structure, stability, and chemical composi-
tion. Recorded surface structures have to be verified with another microscopic
tip in each case. In our scheme, this is facilitated by in situ preparation of the
tip with field emission and/or dipping (see Sect. 7.2.1).

Atomic resolution NC-AFM images of the ultrathin alumina film on
NiAl(110) are shown in Fig. 7.3. Several such images of both the film’s sur-
face unit cells have been obtained. They have been leveled (subtraction of a
parabola from each line in the image) and equalized (selected height range
to enhance the image contrast), but no filtering has been necessary. However,
long acquisition times required minor lateral corrections to be performed to
account for slight drift. Clearly resolved are 28 individual protrusions visible
in the surface unit cell of each reflection domain. This is in agreement with
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the number of oxygen sites in the topmost layer of the DFT model and differs
from the predicted number of 24 aluminum atoms in the second layer, which
is in line with earlier experimental data on oxygen termination of the film. To
show that the lateral structure is reproducibly obtained from the images, the
following has to be confirmed:

• Scattering of positions related to reading error, noise, and reduced contrast
in the images has to allow separation of all protrusions within each image.

• Lateral spread among positions of protrusions from different images
assigned to the same site has to allow separation from all other sites. Here
images should be recorded with different tips to guarantee reproducibility.

• A structure derived for one domain has to match the mirror image of the
respective reflection domain.

To check the images for these requirements, they have been evaluated
with respect to bright protrusions (Fig. 7.4). After identification of an identi-
cal surface unit cell in all images of both domains, overlays of the observed
protrusions with crosses have been produced. Several overlays for the same
image give a measure for the statistical reading error and uncertainty due to
noise and weak contrast, while a comparison of overlays from different images
(recorded after tip change or tip preparation) gives an idea of the imaging
contribution and condition, that is, scanning parameters, shape, and atomic
composition of the tip as well as atomic contrast mechanisms, to the uncer-
tainty in position. Recurrent structures from such different and independent
images indicate therefore reproducibility. The average positions in both cases
are taken as mean positions of the sets of crosses belonging to individual posi-
tions in different overlays. Average overlays are shown in Fig. 7.4(b, d, f). The
rather regular shapes of the areas covered by the groups of crosses belonging to
the individual and averaged positions in different images – as given by dotted
loops – emphasize that the found overlays are quite well defined (Fig. 7.4(e, f)).
Most of the positions can be distinguished without any doubt. The evaluated
images, which have been recorded with different microscopic tips on different
surface sites, show that equal patterns and reproducibility are established.
This is supported by the finding that the structure in one domain is repro-
duced by the mirrored positions from the other reflection domain (Fig. 7.4(d)),
as required.

Each surface unit cell contains 28 observable protrusions matching the
number proposed for the topmost oxygen layer by the DFT model. Figure 7.5
shows a direct graphical comparison with that oxygen layer of the model
given in the supplement to [39]. We find the similarity rather striking. To
first approximation, they indicate individual atomic sites marked with crosses
in Fig. 7.3. One can also see that positions interconnecting the characteris-
tic squares and rectangles of eight oxygen sites in the model are among the
brightest protrusions in the NC-AFM images. On the other hand, protrusions
at points with lower contrast naturally exhibit larger scattering of the crosses
in Fig. 7.4e. These points fall into the troughs of the wave-like feature visible
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a b

Fig. 7.5. Comparison of the atomic positions from averaged overlays for both
domains (crosses) with those of the topmost oxygen (grey dots) and aluminum
(black dots) atoms in the DFT model. Large black parallelograms indicate the
oxide unit cell as chosen already in Fig. 7.3. Attached is the small black rectan-
gle of the NiAl(110) unit cell. Grey rectangles highlight characteristic blocks of 8
surface oxygen atoms in the model. (a) Domain B, (b) domain A

in NC-AFM images (Fig. 7.3 and 7.6). It consists of alternating bright and
dark rows: crests and troughs. This wave-like topography of the surface unit
cells is in fact typical for the film [40] and related to strain and commensura-
bility [41, 42]. As observed by NC-AFM before [24], the crests are 9 Å apart
but the full repeat unit has a length of 18 Å, that is, that of an oxide unit cell.
Each two of the protruding rows differ slightly in apparent structure, height,
and contrast, making them inequivalent as shown in Fig. 7.6. However, a row
pairing in lateral direction has not been found.

As the lateral structures can be resolved, the topography of the charac-
teristic rectangular arrangements of eight oxygen atoms has been evaluated
in detail (Fig. 7.7). The two opposing rectangular arrangements in the surface
unit cell should be laterally equivalent due to the glide mirror plane in the
structure’s symmetry. With respect to average height and corrugation, how-
ever, they could differ. And indeed one sees a different spread in z -direction
for the eight oxygen sites on inequivalent crests. This can be seen from each
two parallel rows of four protrusions within the two opposing blocks. They
are contrarily inclined with respect to each other. This is shown in Fig. 7.7
and compared with height values for the calculated oxygen sites of the DFT
model. The experimental data are in reasonable qualitative and quantitative
agreement with the theoretical result. Also, the DFT coordinates exhibit a
mean height that is 6 pm smaller for the eight oxygen in the less pronounced
crests compared to the stronger crests. In agreement with this, one finds a
difference in mean height of 2.5 pm between inequivalent crests. If one now
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Fig. 7.6. NC-AFM image of a B domain (scan range 4.1× 4.8 nm2, Δf = −5.5 Hz,
A = 1.4 Å). The wave-like topographic feature of the oxide film exhibits two inequiv-
alent but equidistant crests. They differ in the arrangement, contrast, and number
of their brightest protrusions. The length of a complete period of the feature is 18 Å.
The right part shows an average of 322 line profiles (grey curve) lined up along the
short end (indicated by the dashed double arrow line) of the three unit cells broad
rectangle marked in the image. The black curve has been smoothed. Every second
crest is less pronounced. Line segments in the line profile are set to spacings of a
quarter of a unit cell length

considers the orientation of these oxygen blocks with respect to the substrate,
one finds those on the more pronounced crests to be rotated about 7◦ off the
NiAl[001] axis. A similar result has been found for short gold chains adsorbed
at low temperatures onto this film system. Their alignment at about 5◦ off
the NiAl[001] symmetry axis results from a minimization of the mismatch
towards the surface aluminum rows of the oxide film as well as to those of the
substrate [43, 44].

Results in the lateral directions are consistent with a published density
functional theory model and connect directly to other experimental data from
the literature. For two prominent structural features, agreement with theory
is found even for topographic height. Results reveal that structural analysis
with sub Ångström resolution can allow insight into details beyond the atomic
surface arrangement itself.
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Fig. 7.7. (a) Topography of rectangular blocks of 8 protrusions. Scan range
3 × 3 nm2. The parallel rows of four positions are inclined in opposite directions along
the rectangle. (b–c) Line profiles in comparison to absolute heights for corresponding
oxygen positions from the DFT model (boxes with crosses)

7.4 Beyond Imaging: Spectroscopy

In this section, we focus on site-specific spectroscopy measurements. Here we
benefit from the great advantage of the dual mode NC-AFM/STM capabil-
ities. The ability to sensitively detect forces as well as the local density of
states with spatial resolution down to the atomic scale, at the same position
and at the same time, is of great interest, as forces and effects related to elec-
tronic structure are fundamental quantities in physics. Concepts for force and
energy extraction and sensor characterization are provided in Sect. 7.2.2. In
the NC-AFM mode, the detected tip–sample force interaction can be used to
generate a laterally resolved image (see Sect. 7.3) or to determine its distance
dependence (see Sect. 7.4.1). During these measurements, the tunneling cur-
rent is mapped simultaneously. The term spectroscopy might be irritating as
it is usually related to energies and not to distance dependencies. Neverthe-
less, we will use it throughout the text, because it is somehow established in
this sense throughout the literature. The basic parameters that can be varied
in the experimental setup are the lateral and vertical displacement in x-, y-,
and z-direction, the sample voltage Vs, and the oscillation amplitude Aosc,
while measuring the frequency shift Δf , Aosc, dissipation, and the tunneling
current It.

A wide variety of physical questions has been tackled with the help of
scanning tunneling spectroscopy (STS) on its own. It provides the possibility
to study electronic effects on a local scale. The analysis of Landau and spin
levels [45], vibrational levels [46], Kondo resonances [47] as well as the imaging
of electronic wave functions, like Bloch waves [48], drift states, and charge
density waves [49], are only a few examples. As STS reflects the sum of squared
wave functions, it is an obvious task to measure the local appearance of such
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wave functions on solid surfaces. The combination of NC-AFM and STM
provides therefore an extremely powerful tool to study local effects on oxide
film surfaces.

For the spectroscopic measurements in this section, it seems useful to
change the sample system from the complex surface structure of the thin
alumina film to the rather simple structure of MgO films. Presented are a
few topics and exemplary results performed with our setup on thin MgO(001)
films deposited on Ag(001), which aim at characterization of properties of
a certain area on the sample surface. The oxide film has been investigated
with our STM and STS capabilities in the context of the analysis of localized
electronic defects. Depending on the location (kink, edge, corner) of the defect,
for the first time different defect energy levels have been observed in the band
gap of MgO. The charge state of defects has been shown to be manipulable by
the STM tip. Comparison with ground state energy levels of color centers on
the MgO surface obtained from embedded cluster calculations supports the
assignment of the defects to singly and doubly charged color centers [50].

Furthermore, adsorption properties of single gold and palladium atoms
have been explored with respect to the thickness of supported MgO films
underneath [51]. For Au on different MgO film thicknesses (3 and 8 ML), sig-
nificant differences in the distribution of Au adsorption sites and in the Au
cluster geometry have been found, which are in line with recent calculations
and electron paramagnetic resonance experiments. On the surface of thick
MgO films or unsupported MgO, Au adsorbs on O sites [52], and the equi-
librium cluster geometry is three dimensional. In contrast, the calculations
performed for thin MgO films predict a change of the preferred Au nucleation
site [53] and a stabilization of two-dimensional Au cluster geometries [54].
While Pd atoms are arranged in a random fashion, Au forms an ordered
array on the surface. The long-range ordering as well as the STM appearance
of single Au atoms on a 3 monolayer thin MgO film can be explained through
partial charge transfer from the substrate to Au atoms as predicted recently
by density functional theory calculations [53]. In contrast to that, Au atoms
on a thick film were found to be essentially neutral.

In the following, we present measurements beyond the imaging capabilities
of NC-AFM. In the first section, we show z-spectroscopy measurements on
individual atomic MgO sites followed by work function shift measurements on
different MgO film thicknesses in the second section.

7.4.1 z-Spectroscopy on Specific Atomic Sites

Here precise measurements at 5 K, where the frequency shift is measured as
a function of z and lateral displacement, are presented in detail. From these
spatially resolved frequency shift spectra, the interaction force and energy can
be directly derived. For the analysis and interpretation of NC-AFM images,
it is important to measure the full interaction potential between probe and
sample. Instead of keeping the frequency shift constant, it becomes necessary
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to map the frequency shift at different z-displacements over the sample sur-
face. Such a type of measurement allows to search for the largest interaction
potential and to analyze the variation of the interaction potential at specific
surface sites.

Frequency shift vs. distance curves can be measured at specific lattice
sites or can be acquired in every point corresponding to a pixel of a NC-AFM
image. Different types of modes for the force mapping have already been dis-
cussed in the literature for atomic force microscopes under ambient conditions
operated in a static mode [55–57]. Measurements of site-dependent frequency
shift curves on an atomic scale as a function of the tip–sample surface dis-
tance have been reported by several authors, for example, [8,58,59]. Moreover,
distance dependent NC-AFM images [60], giving the possibility to acquire
three-dimensional force related maps by NC-AFM, have been presented. Com-
plete three-dimensional force fields with atomic resolution by NC-AFM have
been shown by Hölscher et al. [61,62], where the force fields have been derived
from frequency shift curves aligned at the previously acquired topography
image.

Figure 7.8a shows an image with atomic resolution, which has been
obtained on a flat terrace of the MgO film. The largest difference in contrast
corresponds to adjacent next-neighbor ions in the (010) direction. A schematic
illustration of the MgO/Ag(001) growth model is provided in Fig. 7.8b. After
acquisition of the NC-AFM image, frequency–distance measurements were
performed above the center of the two inequivalent labeled sites (Fig. 7.8d,
position 1, 2), which will be discussed later on in more detail.

For the acquisition of two- or three-dimensional force or energy maps, the
frequency shift needs to be measured, while moving the oscillating tip in x-, y-,
and z-direction over a selected scan field. In principle, it should not matter
in which direction one first moves the tip over the scan field. The order is
defined by the needed precision in the spatial resolution and drift aspects of
the scanner unit. A schematic view of this method is provided in Fig. 7.8c. The
three dimensions in x-, y-, and z-direction can be independently addressed.
The movement of the tip is adjusted by time synchronized triangular voltage
cycles for the different scan directions. Here we have chosen to acquire the
data set in the sequence of x-, z-, and y-direction, where x has the fastest
and y the lowest scan speed. A single x-, z-scan is marked by a gray shaded
area in Fig. 7.8c. With this setup we achieve a very high spatial resolution of
the frequency shift in x-, z-direction. Such a frequency shift map is provided
in Fig. 7.8d, where the frequency shift is color-coded and plotted across the
x-, z-direction. The onset of atomic resolution can be seen by the lateral
variation of the potential.

In Fig. 7.8e, a pseudo three-dimensional view of such a data set is plotted to
illustrate the measured interaction potential in more detail. The atomically
resolved contour lines show the variation in the interaction strength of the
tip–sample surface potential. From these data sets, it is possible to derive the
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Fig. 7.8. (a) NC-AFM image of MgO on Ag(001) with atomic resolution. Scan area
1.5×1.5 nm, Δf = −8.5 Hz, oscillation amplitude Aosc = 0.35 nm, T = 5K, approxi-
mately 30 pm corrugation. The labels 1 and 2 indicate the position of frequency shift
distance measurements (see text). (b) The MgO/Ag(001) growth model, schematic
illustration of the configuration: Mg-atoms occupy hollow sites, that is, they con-
tinue the Ag fcc lattice (a = 0.409 nm), O-atoms occupy top sites. Schematic of the
NC-AFM spectroscopy method. (c) During the data acquisition, the oscillating tip
is moved in x-, z-, and y-direction over the selected scan field. A single x-, z-scan
is marked by a gray shaded area. (d) Frequency shift image map of the selected x-,
z-plane (1.5 × 0.95 nm). (e) A pseudo three-dimensional view of the frequency-shift
measured in the x-, z-direction. (f) Selected force vs. distance curve calculated by
the given formula (7.1) from the frequency shift image map at specific lattice sites
marked in (c–d)

interaction force F between tip and sample as well as the according energy U
by using formulas (7.1) and (7.2) [15].

Figure 7.8f displays two site-specific force distance curves (labeled 1 and 2)
calculated from the frequency shift map in Fig. 7.8d. The selected curves are
equivalent and in full agreement with single frequency shift vs. distance curves
taken at the corresponding surface sites. Beside further quantification, we
can now compare the features of the image obtained at a constant frequency
shift (Fig. 7.8a) with the site-specific frequency-shift curves (Fig. 7.8f). One
type of ion is imaged as a protrusion while the other one is imaged as a
depression, which is a typical finding for ionic surfaces imaged by NC-AFM
[22,63]. Here, the tip seems to prefer one atomic species. The comparison of the
two force distance curves calculated from frequency shift vs. distance curves
(Fig. 7.8f) clarifies that the deepest minimum, that is, the strongest tip–sample
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interaction occurs at the protrusion. As the electron density on the MgO sur-
face is maximal above the oxygen atoms [64], it is likely that the maxima in the
NC-AFM image correspond to the position of the oxygen atoms. Moreover,
electron paramagnetic resonance spectra have shown the possibility to deter-
mine the adsorption site of Au atoms, namely, adsorption on top of oxygen
ions on the terrace of the MgO surface [52]. The hyperfine coupling constants
measured by electron paramagnetic resonance spectroscopy are comparable
to density functional theory calculations, indicating a good qualitative agree-
ment of the theory with the experimental results. We can now consider a
metallic tip apex to correspond to a metal atom or cluster, which probes
the sample surface for adsorption sites of equilibrium force or energy inter-
action. With this measurement characteristics, we have an additional tool,
which probes inequivalent surface sites to extract atomic-scale information on
surface chemical reactivity and possible adsorption sites for metal atoms and
small clusters. The combination with the highly resolved interaction potential
in x- and z-direction furthermore allows one to derive the full shape of the
interaction potential for further comparison with theoretical calculations.

7.4.2 Work Function Shift Measurements

In this section, we present three independent techniques to determine the
metal work function shift of Ag(001) covered by different thickness of MgO
films. The influence of the work function shift on charge transfer from a metal
support through the thin MgO oxide film to neutrally deposited Au particles
will be discussed. Finally, the experimental data will be compared to DFT
calculations.

Charged particles and clusters adsorbed on metal supported thin oxide
films are of high interest in the research area of catalysis. For example,
Au particles that are rather inert become chemically active when they are
charged. It has been shown that Au8 clusters deposited on MgO are active in
the CO + 1/2 O2 → CO2 conversion [3,65] if stabilized at color centers (two
electrons trapped in an oxygen vacancy) providing the charge. A typical defect
concentration is about 1% of a monolayer [65], and as a consequence, charge
transfer is not as likely as desired for catalytic processes. Recently, Pacchioni
et al. [53] proposed charge transfer from a metal support through a thin MgO
film to adsorbed Au particles also in the absence of defects [53, 66]. STM
measurements in combination with DFT calculations confirmed the charge
transfer for Au monomers and dimers adsorbed on defect poor thin MgO films
grown on Ag(001) [51, 67]. Charge transfer depends on a variety of different
mechanisms and effects. The most important ones are now briefly presented.
With increasing MgO film thickness, the tunneling probability decreases. Thus
the oxide film thickness must not exceed the tunneling length of the electrons,
otherwise the charge transfer is shut off. Therefore, the film thickness might
be used as a parameter to tune the catalytic properties of the adsorbed Au as
discussed by Freund [68]. Furthermore, the electron affinity of the adsorbed
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species should be high. A key factor for the charge transfer is a shift in the
metal work function, resulting in a reduction of the tunneling barrier and
thus an increase of the tunneling probability. This work function shift results
mainly from the metal/oxide bonding distance. The oxide film reduces the
surface electron density overspill into the vacuum and thus the surface dipole
that the electrons, tunneling from the substrate to the adsorbed particle,
have to overcome. This is clearly resolved for MgO/Mo(001) having a seven
times larger adhesion energy than MgO/Ag(001), thus resulting in a shorter
oxide-metal bond followed by a higher surface electron density compression
and consequently a larger work function shift than for MgO/Ag(001) [66].
Moreover, the work function shift depends on metal induced gap states. Such
states arise from penetration of metal electron wave functions into the oxide
overlayer and from chemical bonds between metal and oxide [69, 70]. To
determine the shift in the metal work function of Ag(001) with respect to
different MgO film thicknesses, here nominal 0.5ML MgO (effectively 1 ML
MgO islands), 3 ML MgO, and 8ML MgO (Fig. 7.9(a–c)), we applied three
different methods.

The tunneling current as a function of z-displacement of the tip (It(z)),
field emission resonances (FER) as well as contact potential differences
(CPD) have been measured at defined lateral tip positions on terraces of
the mentioned sample surfaces. While the first two methods are related to
the tunneling current, the third method is related to the electrostatic force
between tip and sample. Here we benefit from the possibility of our setup to
directly switch between the three methods. At this stage, the three methods
will be briefly introduced and publications for further reading will be stated,
followed by the analysis of the data.

Method 1: It(z)-spectroscopy

During these measurements, the tip is located laterally at a fixed position. The
feedback is off and the tip is moved towards the sample surface. Simultane-
ously, the z-displacement and the tunneling current are detected. During these
measurements, the tip is not oscillated. The tunneling current It(z) depends
exponentially on the z-displacement as described by Binnig et al. [71]

It(z) ∝ exp
(
−κ

√
Φap z

)
, (7.3)

where κ is a constant, z is the displacement of the tip perpendicular to the
surface, and Φap is the apparent barrier height. It is not straightforward to
extract the work function from the apparent barrier height as we will dis-
cuss later. A typical tunneling current vs. z-displacement curve is shown in
Fig. 7.9d. From the slope in the logarithmic plot, we can calculate the appar-
ent barrier height. Because of the fact that the tunneling current shows an
exponential behavior, the lateral resolution is quite high. This is also true for
the second method.
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Fig. 7.9. Experiments in spectroscopy modes on top of thin MgO films on Ag(001)
with varying thickness. (a) Bare Ag(001), 20 × 20 nm2, Vs = 10 mV, It = 1nA.
(b) MgO patches (0.5 ML) grown on Ag(001), 50× 50 nm2, Vs = 3.5 V, It = 400 pA.
(c) Several layer thick MgO film on Ag(001), 30 × 30 nm, Vs = 3.5 V, It = 200 pA.
The rotated growth of MgO on Ag(001) is revealed by comparison with (a).
(d) Current distance relation (inset shows the log-plot). (e) Field emission reso-
nances on Ag(001). The first two resonances are indicated. (f) Parabolic voltage
dependence of the electrostatic force component. Offset along the vertical axis due
to other force components (subtracted) and along the horizontal axis due to work
function difference as indicated by the dotted line

Method 2: FER-spectroscopy

Field emission resonances result from interfering electron wave functions.
When the applied bias voltage exceeds the work function, electrons can enter
a regime between tunneling barrier and sample surface. Electron waves are to
some extent reflected at the borders of this regime. As a consequence, stand-
ing waves occur representing the eigenstates. The existence of FER was first
theoretically predicted by Gundlach et al. [72] and experimentally confirmed
by Binnig et al. [73]. To avoid tip changes, which are likely in the constant
height mode because of the high electric field when going to high voltages,
we measured in the constant current mode with a closed feedback loop. The
tip was not oscillating and the lateral position of the tip was constant while
the bias voltage was swept (see Fig. 7.9e). For the evaluation of the data,
we assumed a 1D trapezoidal potential between tip and sample. Within this
approximation, the FER can be described by [74]
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eVn = Φ +
(

3π�e

2
√

2m

)2/3

E2/3n2/3, (7.4)

where e is the charge of an electron, Vn is the voltage of the nth resonance,
Φ is the work function, E is the electric field, and n is the number of the
nth resonance. This equation does not take the image potential into account.
The image potential rounds the corners of the barrier off [72]. Furthermore,
the barrier is reduced, resulting in an increase of the tunneling current. As the
image potential affects mainly the resonances with small n [74], we did not
take the first resonance into account for the evaluation of the data. By fitting
equation (7.4) to Vn vs. n, we can determine the work function of the sample
system. The work function shift is then determined by the work function dif-
ference of the MgO film and the bare Ag(001).

Method 3: CPD-spectroscopy

This method is related to contact potential differences, which can be mea-
sured with a NC-AFM. From the collection of different forces acting between
tip and sample, the long range electrostatic force is the force of interest, which
is given by

Fel = −1
2

∂C

∂z

(
Ubias − ΔΦ

e

)2

, (7.5)

where C is the capacitance, depending on the tip and sample geometry, Ubias

is the applied bias voltage, e is the charge of an electron, and ΔΦ is the work
function difference of tip and sample, also known as the contact potential
difference. Since the electrostatic forces are always attractive, the resonance
frequency shift of the oscillating tip is always negative, see Fig. 7.9f. It shows
a parabolic behavior due to the square term in the equation. During the
measurements, the x-, y-, and z-position of the oscillating tip were constant,
while the bias voltage Ubias was swept and the resonance frequency shift was
detected (Fig. 7.9f). In this capacitor model involving the tip and sample,
there is a vacuum gap when measuring on the bare Ag(001), while in the case
of MgO/Ag(001) an additional dielectric is present. This dielectric will change
the capacitance between tip and sample and thus it can influence the force
between tip and sample, leading to an offset in the resonance frequency shift
(Fig. 7.9f offset along the vertical axis). Furthermore, non-electrostatic forces,
always present between tip and sample, influences this offset too. As this
offset is not carrying the desired information, it can simply be subtracted.
The important information arising from the work function difference is the
shift of the maximum position of the parabola with respect to the zero bias
position, as indicated by the dotted line in Fig. 7.9f (offset along the horizontal
axis). By subtracting the work function difference taken on MgO/Ag(001)
from the work function difference measured on Ag(001), we can eliminate
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Table 7.1. Comparison of experimental and theoretical data [66]

Theory Experiment
Number of MgO It(z) FER CPD
layers on Ag(001) ΔΦ (eV) ΔΦap (eV) ΔΦ (eV) ΔΦ (eV)

MgO island −1.01a −2.0 −1.2 −0.5
3 −1.18 −1.4 −1.4 −1.1
8 −1.2 −1.3 −1.1
aCalculated for 1 monolayer

the contribution from the tip and end up with the work function difference
between the different MgO films grown on Ag(001) and the bare Ag(001).

Table 7.1 shows the results of the measurements. Column 1 represents
the number of MgO layers on Ag(001), column 2 shows theoretical values
calculated by density functional theory using the generalized gradient approx-
imation (PW-91 functional) [66]. Columns 3–5 present the experimental data
taken with the three presented methods.

As already mentioned, it is not straightforward to extract the work func-
tion from the apparent barrier height Φap. Controversial statements have been
made in the past. Lang [75] claims in his theoretical considerations, a conver-
gence of Φap to Φ for large z-displacements, while Chen [76] in his theoretical
approach shows that Φap stays constant till point contact. The latter has been
confirmed by Olesen et al. [77] in an experiment. The apparent work function
Φap calculated from the It(z) measurements shows a large deviation compared
to CPD, FER, and the calculated values from DFT. Especially for the MgO
islands, Φap is overestimated. In the case of the FER, the agreement between
experimental and theoretical data is quite convincing. Because of the high lat-
eral resolution, the work function shift derived on the 1ML high MgO islands
is comparable to the calculated DFT values. This high lateral resolution is
not available in the third method.

The contact potential difference measurements in the NC-AFM mode on
MgO islands reveal a value of ΔΦ = −0.5 eV. This value seems to be too
small compared to the theoretical value of ΔΦ = −1.1 eV for one monolayer of
MgO. The underestimation of this value might arise from a large surface area
involved in this measurements, thus the lateral resolution is fairly low, result-
ing in an average of the bare metal and the MgO patch area. However, this
averaging effect seems to have only an influence on patched films and not on
closed monolayers of MgO. The work function shift on 3 and 8ML MgO films
turns out to be the same ΔΦ = −1.1 eV, which is in close agreement with the
theoretical predictions.

In conclusion, the analysis, the shift in the metal work function as
calculated by Giordano et al. [66] could be confirmed by CPD- and FER-
spectroscopy. The agreement between theory and experiment is excellent. As
the work function shift is already set up by the first monolayer MgO, the effect
seems to be dominated by the metal/MgO interface.
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7.5 Conclusion

In summary, these experiments demonstrate different applications, opportu-
nities, and the potential of NC-AFM and combined NC-AFM/STM measure-
ments. For the first time, atomically resolved images of the complex surface
unit cells of the ultrathin alumina film on NiAl(110) have been obtained in
NC-AFM mode. It has been possible to observe all individual atomic posi-
tions in the surface unit cells for both reflection domains of the topmost
oxygen layer unambiguously. Our results confirm the combined STM and DFT
model [39] and complement earlier NC-AFM images [24] from the literature.
For selected structural elements, quantitative agreement for the corrugation
has been found. Graphical evaluation of the images and line profiles of spot
patterns in the surface unit cell has been sufficient to derive the positions.
No application of any filtering or correlation techniques has been necessary.
The results are a promising step towards high resolution real space atomistic
surface characterization of thick insulating films and eventually bulk surfaces
of wide band insulators with complex surface unit cells.

Atomically resolved NC-AFM images of MgO films have been combined
with site-specific frequency shift vs. distance measurements. The frequency
shift has been measured as a function of z and the lateral displacement [8].
With these measurement characteristics, we have probed inequivalent sur-
face sites on thin MgO films to extract atomic-scale information on surface
chemical reactivity and possible adsorption sites for metal atoms and small
clusters. Furthermore, the metal work function shift as a key parameter
for charge transfer and therefore for the catalytic properties of adsorbed
particles has been determined with contact potential differences and field
emission resonances spectroscopy. The results are in good agreement with
DFT calculations.

Acknowledgements

The authors thank Hans-Peter Rust and Gero Thielsch for major contri-
butions to the development and maintenance of the experimental setup.
Hans-Joachim Freund is gratefully acknowledged for his help and advise. Fur-
thermore, we acknowledge Marek Nowicki and Thomas P. Pearl for fruitful
discussions.

References

1. H.-J. Freund, Faraday Discuss. 114, 1 (1999)
2. G.H. Simon, M. Heyde, H.-P. Rust, Nanotechnology 18, 255503 (2007)
3. B. Yoon et al., Science 307, 403 (2005)
4. G. Binnig, C.F. Quate, G. Gerber, Phys. Rev. Lett. 56, 930 (1986)
5. M. Heyde, M. Kulawik, H.-P. Rust, H.-J. Freund, Rev. Sci. Instrum. 75, 2446

(2004)



166 M. Heyde et al.

6. M. Heyde, M. Sterrer, H.-R. Rust, H.-J. Freund, Appl. Phys. Lett. 87, 083104
(2005)

7. H.-P. Rust, M. Heyde, H.-J. Freund, Rev. Sci. Instrum. 77, 043710 (2006)
8. M. Heyde, G.H. Simon, H.-P. Rust, H.-J. Freund, Appl. Phys. Lett. 89, 263107

(2006)
9. Nanosurf AG, Grammetstrasse 14, CH-4410 Liestal, Swiss.

10. K. Kobayashi et al., Rev. Sci. Instrum. 72, 4383 (2001)
11. B. Gotsmann, H. Fuchs, Appl. Surf. Sci. 188, 355 (2002)
12. T.R. Albrecht, P. Grütter, D. Horne, D. Rugar, J. Appl. Phys. 69, 668 (1991)
13. Nanotec Electronica, Parque Cientifico de Madrid, Pabellon C, campus UAM,

Cantoblanco, E-28049 Madrid, Spain.
14. Nanonis GmbH, Technoparkstrasse 1, CH-8005 Zurich, Swiss.
15. J.E. Sader, S.P. Jarvis, Appl. Phys. Lett. 84, 1801 (2004)
16. U. Dürig, Appl. Phys. Lett. 75, 433 (1999)
17. F.J. Giessibl, Appl. Phys. Lett. 78, 123 (2001)
18. J.P. Cleveland, S. Manne, D. Bocek, P.K. Hansma, Rev. Sci. Instrum. 64, 403

(1993)
19. F.J. Giessibl, Science 267, 68 (1995)
20. C. Loppacher et al., Appl. Surf. Sci. 140, 287 (1999)
21. R. Bennewitz et al., Phys. Rev. B 62, 2074 (2000)
22. C. Barth, C.R. Henry, Phys. Rev. Lett. 91, 196102 (2003)
23. C. Barth, M. Reichling, Nature 414, 54 (2001)
24. C.L. Pang, H. Raza, S.A. Haycock, G. Thornton, Phys. Rev. B 65, 201401(R)

(2002)
25. G. Hamm et al., Phys. Rev. Lett. 97, 126106 (2006)
26. S. Gritschneder, C. Becker, K. Wandelt, M. Reichling, J. Am. Chem. Soc. 129,

4925 (2007)
27. S. Gritschneder et al., Phys. Rev. B 76, 014123 (2007)
28. G.H. Simon et al., Phys. Rev. B 78, 113401 (2008)
29. R.M. Jaeger et al., Surf. Sci. 259, 235 (1991)
30. M. Kulawik, N. Nilius, H.-P. Rust, H.-J. Freund, Phys. Rev. Lett. 91, 256101

(2003)
31. S. Andersson et al., Surf. Sci. 442, L964 (1999)
32. H. Isern, G.R. Castro, Surf. Sci. 211, 865 (1989)
33. J.-P. Jacobs et al., J. Vac. Sci. Technol. A 12, 2308 (1994)
34. J. Libuda et al., Surf. Sci. 318, 61 (1994)
35. A. Sandell et al., J. Electron Spectrosc. Relat. Phenom. 76, 301 (1995)
36. G. Ceballos et al., Chem. Phys. Lett. 359, 41 (2002)
37. S. Ulrich, N. Nilius, H.-J. Freund, Surf. Sci. 601, 4603 (2007)
38. T. Nishimura, Y. Hoshino, T. Okazawa, Y. Kido, Phys. Rev. B 77, 073405

(2008)
39. G. Kresse et al., Science 308, 1440 (2005)
40. T. Bertrams, A. Brodde, H. Neddermeyer, J. Vac. Sci. Technol. B 12, 2122

(1994)
41. K.F. McCarty, J.P. Pierce, B. Carter, Appl. Phys. Lett. 88, 141902 (2006)
42. M. Schmid et al., Phys. Rev. Lett. 97, 046101 (2006)
43. M. Kulawik, N. Nilius, H.-J. Freund, Phys. Rev. Lett. 96, 036103 (2006)
44. N. Nilius et al., Phys. Rev. Lett. 100, 096802 (2008)
45. M. Morgenstern et al., Phys. Rev. B 62, 7257 (2000)



7 Atomically Resolved Imaging and Beyond 167

46. B.C. Stipe, M.A. Rezaei, W. Ho, Science 280, 1732 (1998)
47. A. Hewson, From the Kondo Effect to Heavy Fermions (Cambridge University

Press, Cambridge, 1993)
48. H.A. Mizes, J.S. Foster, Science 244, 559 (1989)
49. C.G. Slough et al., Phys. Rev. B 34, 994 (1986)
50. M. Sterrer et al., J. Phys. Chem. B 110, 46 (2006)
51. M. Sterrer et al., Phys. Rev. Lett. 98, 096107 (2007)
52. M. Yulikov et al., Phys. Rev. Lett. 96, 146804 (2006)
53. G. Pacchioni, L. Giordano, M. Baistrocchi, Phys. Rev. Lett. 94, 226104 (2005)
54. D. Ricci, A. Bongiorno, G. Pacchioni, U. Landman, Phys. Rev. Lett. 97, 036106

(2006)
55. M. Radmacher et al., Biophys. J. 66, 2159 (1994)
56. D.R. Baselt, J.D. Baldeschwieler, J. Appl. Phys. 76, 33 (1994)
57. D.D. Koleske et al., Rev. Sci. Instrum. 66, 4566 (1995)
58. S. Morita, Y. Sugawara, K. Yokoyama, T. Uchihashi, Nanotechnology 11, 120

(2000)
59. A. Schirmeisen, D. Weiner, H. Fuchs, Phys. Rev. Lett. 97, 136101 (2006)
60. T. Minobe et al., Appl. Surf. Sci. 140, 298 (1999)
61. H. Hölscher, S.M. Langkat, A. Schwarz, R. Wiesendanger, Appl. Phys. Lett. 81,

4428 (2002)
62. S.M. Langkat, H. Hölscher, A. Schwarz, R. Wiesendanger, Surf. Sci. 527, 12

(2003)
63. A.I. Livshits, A.L. Shluger, A.L. Rohl, A.S. Foster, Phys. Rev. B 59, 2436 (1999)
64. P.V. Sushko, A.L. Shluger, C.R.A. Catlow, Surf. Sci. 450, 153 (2000)
65. A. Sanchez et al., J. Phys. Chem. A 103, 9573 (1999)
66. L. Giordano, F. Cinquini, G. Pacchioni, Phys. Rev. B 73, 045414 (2005)
67. V. Simic-Milosevic et al., J. Am. Chem. Soc. 130, 7814 (2008)
68. H.-J. Freund, Surf. Sci. 601, 1438 (2007)
69. J. Goniakowski, C. Noguera, Interface Sci. 12, 93 (2004)
70. Y.-C. Yeo, T.-J. King, C. Hu, J. Appl. Phys. 92, 7266 (2002)
71. G. Binnig, H. Rohrer, Surf. Sci. 126, 236 (1983)
72. K.H. Gundlach, Solid-State Electron. 9, 949 (1966)
73. G. Binnig, H. Roherer, Helv. Phys. Acta 55, 726 (1982)
74. O.Y. Kolesnychenko, Y.A. Kolesnichenko, O. Shklyarevskii, H. van Kempen,

Physica B 291, 246 (2000)
75. N.D. Lang, Phys. Rev. B 37, 10395 (1988)
76. C.J. Chen, Introduction to Scanning Tunneling Microscopy (Oxford University

Press, New York, 1993)
77. L. Olesen et al., Phys. Rev. Lett. 76, 1485 (1996)



8

Atom Manipulation on Semiconductor
Surfaces

Yoshiaki Sugimoto

Abstract. Since the sophisticated atom manipulation experiment reported by
Eigler, single atom manipulation and assembly by scanning tunneling microscopy
(STM) has attracted much attention because of the intriguing applications in
nanofabrication and nanoscience. In recent years, we have developed an atom manip-
ulation technique using atomic force microscopy (AFM), which has proven to be a
powerful tool for imaging individual atoms on insulating as well as conducting sur-
faces, force spectroscopic measurements between single atoms, and even chemical
identification. After the first demonstration of the vertical and lateral manipulation
of single atoms using AFM at low temperature, we have achieved well-controlled
atom manipulation and assembly on semiconductor surfaces even at room tem-
perature. The new method to enable us to rearrange surface adatoms at room
temperature is based on an interchange of different atom species.

8.1 Introduction

The ability to engineer nanostructures with unique and specific properties is
a key technology for developing the next generation of novel nanoelectronic
devices. For this tremendous goal, major success is anticipated through the
bottom-up approach: an attempt to create such nanodevices from the atomic
or molecular level instead of miniaturizing from the macroscopic world. In
the bottom-up approach, the ultimate limit is to engineer artificial nanos-
tructures on surfaces by manipulating single atoms or molecules one by one.
In 1990, Eigler reported that single atoms can be laterally manipulated on a
surface to create an artificial nanostructure using a scanning tunneling micro-
scope (STM) [1]. Since then, only a few groups worldwide have developed the
required STM technology for nanostructuring on a surface by precisely allo-
cating single atoms and molecules at desired positions [2,3]. The technique has
developed to a point that it is possible to build a logic gate [4] based on a few
hundred molecules, or to complete the initial stage of wiring a single molecule
and to study the electrical properties of this metal–molecule–metal jun-
ction [5]. Most of these technologically promising experiments [1–14], however,
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must be performed at low temperature (LT), where the low thermal energy
of the atoms at the surface guarantees the stability of the artificially cre-
ated nanostructure, avoiding diffusion or desorption. To achieve nanodevices
operative in ambient conditions, strategies for atom-by-atom construction of
stable nanostructures at room temperature (RT) are highly desirable.

STM was the only tool with all the necessary capabilities for manipulating
single atoms and molecules and arranging them on a surface at will until
true atomic resolution using an atomic force microscope (AFM) was achieved
[15–17]. Our group has developed an atom manipulation technique using AFM
and it was demonstrated that AFM can manipulate atoms, even at RT, with
high precision, comparable to previous STM studies [18, 19].

In this chapter, we review atom manipulation experiments on semiconduc-
ting surfaces that our group has performed during the past several years. The
first experimental evidence of reproducible mechanical vertical manipulation
of selected single atoms of a surface using AFM was reported in 2003 [20]. In
vertical atom manipulation, atoms are vertically transferred between tip and
surface. Atom extraction from a surface is illustrated in Fig. 8.1a. In 2005,
lateral manipulation of single atoms that adsorbed on a surface at LT was
reported [21]. In lateral atom manipulation, single atoms that always stay
on the surface are laterally manipulated as shown in Fig. 8.1b. Then atom

(a)

(c) (d)

(b)

Fig. 8.1. Classification of atom manipulation modes demonstrated by AFM. (a)
Vertical atom manipulation, (b) lateral atom manipulation, (c) interchange vertical
atom manipulation, and (d) interchange lateral atom manipulation. The latter two
methods enable us to manipulate single atoms at room temperature
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manipulation and assembly at RT with similar precision to that obtained in
LT manipulation experiments using STM was demonstrated [18]. This RT
technique is based on a novel method that we call interchange lateral atom
manipulation, in which two different atomic species are interchanged in the
plane of a heterogeneous surface, as shown in Fig. 8.1d. In 2007, a combina-
tion of conventional lateral atom manipulation experiments and first-principle
calculation clarified the mechanism of mechanical lateral atom manipulation
on the Si(111)-(7×7) surface at RT [22]. Moreover, in 2008, we demonstrated
a novel method for engineering nanostructures on surfaces at RT by ver-
tically interchanging tip apex atoms and single surface atoms as shown in
Fig. 8.1c [19], a technique we call interchange vertical atom manipulation.

The remainder of this chapter is organized as follows. First, the exper-
imental method is described in Sect. 8.2. Second, we present vertical atom
manipulation in Sect. 8.3, lateral atom manipulation at LT in Sect. 8.4, inter-
change lateral atom manipulation in Sect. 8.5, lateral atom manipulation
at RT in Sect. 8.6, and interchange vertical atom manipulation in Sect. 8.7.
Finally, concluding remarks are presented in Sect. 8.8.

8.2 Experimental

We have used two similar types of ultrahigh vacuum AFM, of which one
works at RT and the other at LT [23]. The deflection of commercial Si can-
tilevers with a typical spring constant of 30Nm−1 and first resonant frequency
of 160kHz (NanoWorld AG, Neuchatel, Switzerland) was detected using a
home-built interferometer. A sharp, clean Si tip apex was prepared by Ar
ion sputtering in ultrahigh vacuum. The cantilever dynamics were detected
and regulated using phase-locked loop-based commercial electronics (Nanosurf
AG, Liestal, Switzerland). A constant amplitude mode was applied for can-
tilever oscillation, except for the vertical atom manipulation experiments in
Sect. 8.3, where a constant excitation mode was used. The cantilevers were
oscillated at relatively large amplitudes (on the order of 10 nm) to maintain
a stable oscillation amplitude [24]. The shift in the cantilever’s first mechan-
ical resonant frequency (frequency shift, Δf) was the observable used for
controlling the tip–surface distance. Data acquisition, microscope operation,
force spectroscopy, and single atom manipulation processes were performed
through a very versatile commercial scanning probe controller based on digital
signal processor technology (Nanotec Electronica S.L., Madrid, Spain) [25].

We used two substrates of Si(111) and Ge(111) for atom manipulation
experiments. A clean Si(111)-(7×7) surface was obtained from an n-type
single crystal Si wafer by direct current heating, flashing the sample up to
1,200◦C with subsequent slow cooling from 900◦C to RT. During sample
preparation, vacuum pressure was kept below 1 × 10−10 Torr. This surface
was used for vertical atom manipulation in Sect. 8.3 and lateral atom manip-
ulation at RT in Sect. 8.6. Sn/Si(111)-(

√
3 × √3), In/Si(111)-(

√
3 × √3), and
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Sb/Si(111)-(7× 7) surfaces were used for the interchange lateral atom manip-
ulation described in Sect. 8.5. These surfaces were prepared by evaporating Sn,
In, or Sb atoms on the Si(111)-(7× 7) surface followed by annealing the sam-
ple [26, 27]. The Sn/Si(111)-(

√
3 ×√3) surface was also used for interchange

vertical atom manipulation, as described in Sect. 8.7.
Clean reconstructed Ge(111)-c(2× 8) surfaces were prepared by successive

cycles of Ar ion sputtering while heating the sample at 500◦C. Typical ion
bombardment parameters were 1 keV of ion beam energy, with an ion current
measured at the sample of approximately 4 μA and a 45◦ of incidence angle.
After the ion bombardment, upon recovering a vacuum pressure of less than
1×10−10 Torr, a further sample annealing at 750◦C for 3min followed by a slow
cool-down to RT completed the surface preparation. Ge(111)-c(2× 8) surfaces
were used for lateral atom manipulation at LT in Sect. 8.4. Sn/Ge(111)-
c(2× 8) surfaces were prepared for interchange lateral atom manipulation in
Sect. 8.5. This surface was prepared by evaporating a small number of Sn
atoms on the Ge(111)-c(2× 8) surface and then annealing the surface [28].

8.3 Vertical Atom Manipulation

First, we present the first experimental evidence, to our knowledge, of the
reproducible mechanical vertical manipulation of selected single atoms of a
surface by using AFM [20]. The method is based on a carefully controlled
soft nanoindentation process at a constant excitation mode of the cantilever
oscillation using LT-AFM (80K). The results of vertical manipulation of Si
adatoms on the Si(111)-(7× 7) surface are shown in Fig. 8.2. After taking
an atomically resolved image over a region centered on one terrace of the
surface [Fig. 8.2a], a specific Si adatom in the imaged area was selected for
manipulation, as shown by the circle. The tip was positioned directly above
this target Si adatom, and the tip–sample distance was gradually decreased
from the imaging distance by applying a ramp voltage to the electrode of the
piezo-electric scanner with the feedback loop open. Since the cantilever was
oscillating at its first resonant frequency, multiple nanoindentation processes
took place during the sample approach. The nanoindentation process was
carefully controlled by simultaneously monitoring both the variations of the
cantilever oscillation amplitude and Δf . Upon further indentation, a sudden
jump in Δf was normally detected. At this point, the ramp was stopped, the
tip–sample distance was increased to the initial distance, and the feedback
was reactivated. Figure 8.2b is the image obtained with the same parameters
used for taking the initial image. The selected Si center adatom marked with
a circle in Fig. 8.2a was removed from its initial position, and a vacancy was
created without additional perturbation of the Si(111)-(7× 7) unit cell. This
fact implies that at least three strong covalent bonds that fixed the Si adatom
to the surface were broken during nanoindentation. Moreover, the deposition
of a single atom can be performed over the created vacancy in Fig. 8.2b by the
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(a) (b) (c)

Fig. 8.2. Sequence of AFM topographic images showing mechanical vertical atom
manipulation. A single Si adatom marked with a circle in (a) was removed by vertical
approach of the tip toward the Si adatom. A single atom was deposited on the created
vacancy site visible in (b). As a result, the perfect surface was restored as shown in
(c). Image size is 47× 47 Å2. The cantilever oscillation amplitude (A) and Δf were
257 Å and −4Hz, respectively [20]

same method as that applied for atom extraction. Figure 8.2c shows that a
single atom transferred from the tip restored the initial unperturbed structure
of the Si(111)-(7× 7) half-cell. This result implies the possible formation of
three new covalent bonds, as the deposited atom adapted to a central adatom
position of the Si(111)-(7× 7) reconstruction.

This experiment proved that AFM has enough precision to perform vertical
manipulation of single atoms. Soon after, it was demonstrated that the same
technique can be used for vertical atom manipulations on the same surface
even at RT [29].

Previous STM studies on manipulation of the bare Si(111)-(7× 7) surface
suggested that the mechanism for removing single Si adatoms at RT was ther-
mally activated field ion emission due to a high electric field between tip and
sample during the application of a voltage pulse [14,30,31]. This could also be
the mechanism for the modification of the Si(111)-(7× 7) surface performed
at LT using AFM by applying a voltage pulse between tip and sample [32].
An alternative mechanism was proposed for the lateral displacement of sin-
gle Si adatoms on the same surface performed by LT-STM, where tunneling
electrons from the STM tip, temporally occupying a surface resonance state,
could play a fundamental role [33]. Nevertheless, a completely different mech-
anism for manipulating Si adatoms should be involved in the mechanical atom
manipulation presented here, because neither a bias voltage nor a voltage pulse
was applied between the AFM tip and the sample during the manipulation
process. See Chap. 11 for the detailed mechanism of mechanical vertical atom
manipulation.

8.4 Lateral Atom Manipulation at Low Temperature

The first lateral atom manipulation using AFM has been demonstrated using
the same LT apparatus as that used for the first vertical atom manipula-
tion experiment in Sect. 8.3. An adsorbate deposited from the tip on a clean
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Ge(111)-c(2× 8) surface was laterally manipulated at 80K [21]. The adsorbate
was imaged as a bright spot in AFM images, as shown in Fig. 8.3a. Individual
Ge adatoms on the Ge(111)-c(2× 8) substrate were also observed with slight
contrast. Scanning at a far enough tip-surface distance, characterized by a Δf
set point for imaging (Δfimage), it can be seen that this adsorbate remained
unperturbed at the surface during imaging (Fig. 8.3a). In contrast, two bright
spots instead of one were observed in a subsequent image (Fig. 8.3 b). In this
image, the tip was scanned from the bottom to the horizontal dotted line
with slightly reduced tip–surface distance by changing the set point to the
value for manipulation (Δfmove). Then from the horizontal dotted line to the
top, the tip–surface distance was increased by restoring the Δfimage set point.
A possible explanation of the double protrusions observed in Fig. 8.3b is that
after the adsorbate at the initial position was imaged, it jumped to the next
stable adsorption position in the same direction as the slow scan, and then
the same adsorbate was imaged again. No additional atom movement was
observed after recovery of the tip–surface distance.

In the same way, the adsorbate was consecutively manipulated along the
[11̄0] direction as shown in Figs. 8.3 (c)–(h). The arrows indicate the slow
scan direction; the solid (dotted) arrows correspond to imaging at Δfmove

(Δfimage), respectively. Dotted lines indicate the slow scan position at which
the set point was switched from Δfmove to Δfimage. As Fig. 8.3b–h illustrates,
the adsorbate was manipulated as following the slow tip scan when imaging
at high attractive interaction force (Δfmove), and it stopped near the line at
which the interaction force was released. While in Fig. 8.3b–d, f, and g, the
adsorbate was manipulated to the next stable adsorption position, in Fig. 8.3e,
h, the atom was manipulated along the [11̄0] direction repeatedly until the
tip–surface distance was increased. Additionally, while in Fig. 8.3b–e, g, the
adsorbate was displaced upwards, in Fig. 8.3f, h, it was manipulated downward
according to the set slow scan direction. Finally, in Fig. 8.3h, the adsorbate
was manipulated until it was almost returned to the surface position where it
was initially deposited (Fig. 8.3a). These experimental results showed that this
atom hopping can be controlled by tuning the distance between the sample
and the oscillating AFM tip.

The lateral atom manipulations shown in Fig. 8.3 were performed by
forward and backward fast line scans parallel to the [112̄] crystallographic
direction. In tip-induced movement of an adsorbate placed in a homogeneously
distributed surface potential, one should expect lateral displacements along
the fast line scan direction too. These lateral displacements were, however,
not observed (Fig. 8.3); thus, the adsorbate movement should be confined
along the adatom rows by greater diffusion energy barriers in the [112̄]
crystallographic direction than in the [11̄0] one.

This manipulation process can be categorized as the pulling mode pro-
posed in previous lateral atom manipulation using LT-STM [34], because this
jump occurs after imaging the adatom as it followed the slow tip scan. The
experiment demonstrated in Fig. 8.3 is the first clear evidence of the AFM
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[110]

[112]

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 8.3. (a)–(h) Sequence of consecutive topographic AFM images showing the
lateral manipulation of an adsorbate deposited on top of a Ge(111)-c(2× 8) surface.
This adsorbate is manipulated by changing the slow scan direction and the tip–
surface distance as indicated by the arrows beside each image. Scanning at a close
tip–surface distance (solid arrows) corresponds to Δfmove = −32.0 Hz. Scanning at
a distance at which the adatom remains unperturbed (dotted arrows) corresponds to
Δfimage = −28.8 Hz. The scan line at which the change between these two Δf values
was made is indicated by a dotted line in each image. The image size is 2.2×3.5 nm2.
The spring constant (k), the first mechanical resonance frequency (f0), and A are
33.2 N m−1, 167,485.8 Hz, and 9.3 nm, respectively. The temperature of the tip and
sample was kept at 80K [21]

capability for laterally manipulating adsorbates deposited on top of a surface,
and it opened up new and very exciting perspectives for this technique.

8.5 Interchange Lateral Atom Manipulation

After the first demonstration of the vertical and lateral manipulation of single
atoms using AFM at LT as described earlier, we discovered a new method
that enables us to manipulate single atoms even at RT. As a result, we have
achieved well-controlled atom manipulation and assembly on the Sn/Ge(111)-
c(2× 8) surface at RT [18]. In this method, which we call interchange lateral
atom manipulation, substitutional Sn adatoms in the plane of the Ge sur-
face can be individually manipulated by a tip-induced interchange with the
surrounding surface Ge adatoms. This novel atom manipulation can be con-
trolled by an appropriate selection of the tip scan direction, and by tuning
the attractive interaction force acting between tip and surface.
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(a) (b) (c)

Fig. 8.4. Sequence of AFM topographic images showing the method for interchange
lateral manipulation of substitutional Sn adatoms on the Ge(111)-c(2× 8) surface.
(a) After imaging the surface at tip–surface interaction forces that do not activate
the interchange between Sn and Ge adatoms, the scan size was reduced and the tip
fast-scan direction was aligned with the line connecting the centers of the adatoms
selected for manipulation, as indicated by the square and the dotted arrow, respec-
tively. (b) The surface was imaged until the slow scan reached the line connecting the
centers of the adatoms (marked with a gray arrow), and the slow scan was stopped
at this line. Successive topographic scans over this line with gradually reduced tip–
surface distance led to the adatom interchange. This process is monitored by a swap
in the height signals associated with each adatom type (see the white arrow). These
line-scans were performed by lifting the oscillating tip, typically 1 Å above the sur-
face, on the way back. (c) The surface area was imaged again without perturbing
the adatoms. Image size is 4.6 × 4.6 nm2 for (a) and (c), and 1.9 × 1.9 nm2 for (b).
AFM acquisition parameters were A = 176 Å with a cantilever of k = 34.8 Nm−1

and f0 = 169.430 kHz. Δf value is −8.3 Hz for (a) and (c), and −11.3 Hz in (b) [18]

Figures 8.4 show the procedure for manipulating a substitutional Sn
adatom on the Ge(111)-c(2× 8) surface. First, we obtain an AFM topographic
image of the Sn/Ge(111)-c(2× 8) surface, as shown in Fig. 8.4a. In this ini-
tial image, where Sn adatoms appear slightly brighter than Ge adatoms, an
Sn adatom and a first neighboring Ge adatom are chosen for manipulation.
Next, a small area is scanned by rotating the scan angle, as indicated by the
square in Fig. 8.4a. The scan direction is selected such that the fast scan direc-
tion is aligned with the vector that connects the positions of the selected Sn
and Ge adatoms. The fast scan begins near the position occupied by the Sn
adatom, and ends near the Ge adatom position. At this time, the tip is lifted,
typically 1 Å above the surface, on the way back before subsequent scans in
the fast scan direction. The result of this scan is shown in the upper half
of the image in Fig. 8.4b. The slow tip-scan is stopped when the tip reaches
the line connecting the centers of the two adatoms (the gray arrow). The tip
successively scans the same line above the arrow in Fig. 8.4a. Then the attrac-
tive interaction force acting between the outermost atoms of the tip and the
atoms at the surface is gradually increased by reducing the tip–surface dis-
tance. At a certain closest approach distance, the attractive interaction force
overcomes the threshold value needed for activating the interchange between
Sn and Ge adatoms during the line-scan, making the Sn adatom follow the
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tip. Successful manipulation can be confirmed by checking the height sig-
nals associated with each adatom type, which change in location after the
adatom interchange as shown by the white arrow in Fig. 8.4b, in subsequent
line-scans. Finally, reducing the attractive interaction force to values at which
the adatoms remain unperturbed at their adsorption positions, the surface is
imaged again (Fig. 8.4c). By comparing Fig. 8.4a, c, one can confirm that the
target Sn adatom is manipulated. The tip–surface interaction force involved
in this manipulation is associated with the onset of covalent bond formation
between the outermost atom of the tip and the adatoms at the surface, as
expected for AFM image formation on a semiconductor surface [17].

To demonstrate the reproducibility of the new lateral manipulation method
found at RT, we created an artificial nanostructure atom-by-atom. Figures 8.5
display a selection of sequential AFM images acquired while constructing an
“atom inlay,” which is an in-plane nanostructure composed of several embed-
ded atoms on a surface. The white arrow in each image indicates the same
Sn adatom. By consecutively rearranging substitutional Sn adatoms on the
Ge surface, the letters “Sn,” the atomic symbol of the element tin, were con-
structed at RT (Fig. 8.5i). The creation of these nanostructures required more
than 120 interchange lateral atom manipulations with continuous AFM oper-
ation for 9 h. This new lateral manipulation method is proven to be well
controlled even at RT.

A B C

D E F

G H I

Fig. 8.5. Sequence of AFM images of the process of rearranging single atoms for
the construction of an “atom inlay” at RT. Image size is 7.7 × 7.7 nm2. The image
was acquired with A = 157 Å, using a Si cantilever of k = 29.5 N m−1, setting a Δf
value of −4.6 Hz with respect to f0 = 160.450 kHz [18]
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Although an atomistic picture of this manipulation mechanism has not
been clarified yet, phenomenologically, atom interchange can be attributed to
the diffusion process by a tip-induced reduction of the energy barrier. It was
reported that substitutional Pb adatoms on the Pb/Ge(111)-c(2× 8) surface,
which is similar to the Sn/Ge(111)-c(2× 8) surface, diffuse by interchanging
the positions of Pb and Ge adatoms even at RT [35, 36]. In contrast, the
energy barrier for diffusion of substitutional Sn adatoms on the Ge(111)-
c(2× 8) surface is higher than that for Pb/Ge(111)-c(2× 8). We measured
the diffusion rate of the substitutional Sn adatoms at RT by continuously
imaging the same surface area for more than 6 h with a weak enough tip–
surface attractive interaction force [18]. We found that the diffusion rate is
less than 5.7×10−7 jumps per s per atom. The lower limit of the energy barrier
value is determined to be 1.1 eV, which is higher than 0.54 eV, the measured
activation energy value for the Pb/Ge(111)-c(2× 8) system [36]. We suggest
that bonds between Sn adatoms and the first layer of Ge atoms are stronger
than those between Pb adatoms and Ge atoms. Nevertheless, the chemical
bonding force between the AFM tip apex atoms and the surface adatoms can
reduce the energy barrier associated with the Sn-Ge interchange. Additionally,
the tip-induced reduction in this energy barrier is very localized, because when
the fast tip-scan is properly aligned with the vector connecting the centers of
the two adatoms, almost no interchange events with other first neighboring
Ge adatoms out of this direction have been detected.

From the diffusion measurements of the Sn adatoms, we can estimate the
minimum mean lifetime of the artificial nanostructures shown in Fig. 8.5i. Let
us consider that the nanostructure is destroyed when one of the adatoms that
compose it thermally diffuses and changes its position. Assuming that this
change in position is a statistically independent process, the minimum mean
lifetime of the artificial nanostructure would be the minimum mean lifetime
of an unperturbed substitutional Sn adatom placed in a well-reconstructed
area of the Ge(111)-c(2× 8) surface times the number of atoms that compose
the nanostructure. Taking into account that the minimum mean lifetime of an
unperturbed substitutional Sn is the inverse of the upper limit for the diffusion
rate, that is, 1.75× 106 s, in principle, artificial nanostructures formed in this
way could remain stable on the surface at RT for relatively long periods of
time. For the nanostructures reported here, a minimum mean lifetime of 25h
is estimated.

In addition, we confirmed that interchange lateral atom manipulation can
be applied not only to Sn/Ge(111)-c(2× 8) surfaces but also to other alloy
systems, such as Sn/Si, In/Si, and Sb/Si systems, even on different surface
structures [19,37]. Sn, In, and Sb atoms are group IV, III, and V elements in
the periodic table, respectively. Figure 8.6 shows the results of manipulation
on the Sn/Si(111)-(

√
3 ×√3), In/Si(111)-(

√
3 ×√3), and Sb/Si(111)-(7× 7)

surfaces. The upper images (Fig. 8.6a–c) are the AFM topographies before
manipulation, and the lower images (Fig. 8.6d–f) are those after manipulation.
Two different atomic species marked by dotted rectangles were interchanged
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SiIn

Sb

SiSiSn

(a) (b) (c)

(d) (e) (f)

Fig. 8.6. AFM images demonstrating interchange lateral atom manipulation on the
various surfaces. (a), (d) Sn/Si(111)-(

√
3×√

3) surface, (b), (e) In/Si(111)-(
√

3×√
3)

surface, and (c), (f) Sb/Si(111)-(7× 7) surface. (a–c) are before manipulations and
(d–f) are after manipulations [19,37]

by the method described above. Note that while the Sn/Ge(111)-c(2× 8)
and Sb/Si(111)-(7× 7) surfaces have restatoms, Sn/Si(111)-(

√
3 × √3) and

In/Si(111)-(
√

3 × √3) do not: all dangling bonds of the first-layer Si atoms
are saturated. Thus, this result clarifies that restatoms are not requisite for the
atomic interchange process. The experimental results imply that the in-plane
atomic interchange process is based on a common mechanism independent of
the surface structure and elements.

The experiments described here show the capability of AFM for engineer-
ing nanostructures by rearranging surface adatoms on various semiconductor
surfaces at RT. Since nanostructures incorporated into the surface remain sta-
ble for relatively long periods of time even at RT, the study presented here
paves the way for various applications, such as the construction of artificial
nanodevices and dopant arrangement in semiconductor surfaces with atomic
precision.

8.6 Lateral Atom Manipulation at Room Temperature

Despite the success of AFM manipulation at RT, resulting from the discovery
of interchange lateral atom manipulation, the atomistic mechanism of this new
method remained unclear. To shed some light on the mechanism of RT manip-
ulations on semiconductors using AFM, we carried out standard lateral atom
manipulation experiments. Intrinsic Si adatoms on the Si(111)-(7× 7) surface
in the presence of a single atomic vacancy were chosen for the lateral atom
manipulation experiments [22,38]. The line profiles during atom manipulation,
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a) b) c)

d) e) f)

g) h) i)

Fig. 8.7. (a–h) Topographic images selected from a series of vacancy-mediated
manipulations of Si adatoms of the Si(111)-(7× 7) surface. The vacancy indicated
by the gray arrow in (a) is a marker. Image dimensions are 8.0 × 8.0 nm2. The
acquisition parameters are f0 = 162,295.8 Hz, A = 282 Å, and k = 28.7 N m−1. Imag-
ing (Δfimage) and manipulation (Δfmove) frequency shift set points were −3.9 and
−5.1 Hz, corresponding to an attractive chemical bonding force at closest approach
of −0.15 and −0.47 nN, respectively. In (i), a model of the atomic configuration for
the highlighted unit cell in (g) is displayed [22]

which include useful information as described further, were analyzed. Further-
more, the chemical bonding force between the AFM tip and the manipulated
Si adatom, which was associated with moving the Si adatom, was measured
using the same tip as that used for the manipulation.

Figure 8.7a–h shows a selection of AFM images from a series of sequential
lateral manipulations of Si adatoms on the Si(111)-(7× 7) surface. These fig-
ures show exactly the same place; the vacancy used as a marker is indicated
by the gray arrow in Fig. 8.7a. We manipulated the Si adatoms in a faulted
half-unit cell (white triangles) in the presence of an atomic vacancy, which
was used as an open space for manipulation at RT. These atomic vacancies
can be created [20, 29, 39] or occasionally found. Figure 8.7 shows that the
vacancy in the white triangle changes its position, which originates from the
manipulation of an Si adatom into the vacancy site. The adatoms adjacent to
a vacancy can be individually manipulated along the dimer rows (Fig. 8.7a–f),
and across the half-unit cell (Fig. 8.7f–h). The Si adatom can be deposited on
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unusual adsorption positions (M sites), as shown in Fig. 8.7g. The model in
Fig. 8.7i illustrates the M site, in which the adatom sits in a T4 configura-
tion bonded to one of the three original surface rest atoms. Si adsorption on
this site is stable enough to allow imaging of the Si atom for hours at weak
tip–surface interaction forces.

These manipulations have been performed using a similar protocol to the
method for interchange lateral atom manipulation described in the previous
section. For example, lateral manipulation of an Si adatom from the corner
adatom site to the center adatom site, which was performed between Fig. 8.7d
and e, is carried out as follows. After obtaining the initial image (Fig. 8.7d),
the scan angle is rotated so that the fast scan direction is aligned parallel to
the line connecting the vacancy and the Si adatom to be manipulated, and the
smaller area indicated by the dotted rectangle is scanned. The tip is scanned
near the surface in one direction and lifted 1 Å on the way back to cause
directional migration of the atom. Then the slow scan is stopped when the tip
scan reaches the line connecting the target adatom and the vacancy. Decreas-
ing the tip–surface distance by changing the setpoint to Δfmove induces atom
movement. Finally, the initial imaging set point (Δfimage) is restored, and we
obtain the final image shown in Fig. 8.7e. The Si adatom is manipulated in
the direction parallel to the fast scan direction.

We found that lateral manipulation strongly depends on the tip asymme-
try, as predicted by theoretical calculation [40]. In the series partially shown
in Fig. 8.7, the same Δfmove set point was used for all the manipulations in
the various directions. It is rare to encounter such a highly symmetric tip
apex; different Δfmove set points are normally required for each manipulation
direction. Recent statistical experiments of lateral atom manipulation on the
same system using AFM clearly show that the probability of successful atom
movements depend dramatically on the scan direction with respect to the tip
apex asymmetry, even for crystallographically equivalent directions [38].

The profiles of AFM line scans during manipulation provide informa-
tion, such as the path of atom hopping and the manipulation mechanism.
Figure 8.8c shows the AFM topography during the manipulation carried out
between the images in Fig. 8.7d and e. The slow scan is from bottom to top,
and the fast scan is from left to right. After imaging the area enclosed by the
dotted rectangle in Fig. 8.8c, the slow scan is stopped, and the tip–surface
distance is reduced by changing the setpoint to Δfmove at the line indicated
by the gray arrow. Successive tip scanning on the same line with stronger tip–
surface interaction induces atom manipulation. The white arrow indicates the
line where the tip–surface distance is restored by changing the setpoint to
Δfimage. Five profiles from successive line scans are displayed in Fig. 8.8b.
Profiles B–D obtained with Δfmove are sequential, and they correspond to
three different stages of the process: before (B), during (C), and after (D) the
manipulation. Profiles A and E are topographies with Δfimage. In profile A,
two adatoms are observed at the left corner (CoL) and right corner (CoR) sites
and the vacancy is at the center (Ce) site. In profile B, once the left corner
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Δfimage

Δfimage

Δfmove

Fig. 8.8. (a) Ball-and-stick model of a partial Si(111)-(7× 7) unit cell with a
vacancy on a center (Ce) adatom site. The corner (Co) adatom sites, two equiv-
alent M sites (ML and MR), and two H3 adsorption positions are indicated. (b)
Line profiles obtained from (c), where the topography associated with the manipu-
lation process between the images in Figs. 8.7d, e is displayed. The fast scan velocity
was 8.6 nms−1 and the rectangle’s dimensions are 4.3 × 1.5 nm2 [22]

adatom and the vacancy have been imaged, feedback suddenly retracts the
tip at the MR position due to the jump of the right corner adatom toward the
tip. The adatom adsorbs on the MR site until it jumps back to the CoR site at
the tip location marked by the arrow. In profile C, the tip initially encounters
and passes over the adatom on the CoL site and, near the ML position, it is
suddenly retracted due to the jump of the adatom from the CoL to the ML

site. Subsequently, the adatom jumps again to the Ce site at the tip location
marked by the arrow. In profile D, just after the vacancy is imaged, the center
adatom jumps toward the tip and adsorbs on the ML site. Then, it returns to
the Ce site at the tip location marked by the arrow. The same atom hopping
process as that seen in profile D repeatedly occurs until the Δfimage set point
is recovered. This is visualized as the bright feature near the ML position in
Fig. 8.8c. In profile E, the vacancy is finally at the CoL site, in contrast with
profile A.

The comparison of these profiles with previously reported manipulation
experiments performed with LT-STM [34,41] indicates that the manipulations
reported here can be classified into the so-called pulling mode [34], in which
an attractive interaction force with the tip apex pulls the surface adatom
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toward the tip position. An Si adatom is manipulated by a local reduction
in the natural diffusion barrier that enables thermally activated hopping to
adjacent adsorption sites by the attractive chemical bonding force between
the tip and the adatom [42,43]. The directionality is imposed by the tip scan
direction together with the asymmetric potential energy landscape created by
the particular tip–apex structure [38,40]. These ideas are further substantiated
with an extensive study by first-principles simulations of the energetics and
stability of the Si(111)-(7× 7) adatoms in the presence of a vacancy, as well
as the modifications induced by the AFM tip. The detailed mechanism of
mechanical lateral atom manipulation is discussed in Chap. 11.

An important feature of AFM is the ability to measure the chemical bond-
ing force between the tip apex atoms and surface atoms. The site-specific force
spectroscopic technique developed for RT is described in Chap. 2. This capa-
bility can be applied to measurements of the chemical bonding force associated
with atom manipulation. In Fig. 8.9, a Δf vs. tip–sample distance (Δf − z)
curve on top of the corner adatom is displayed (the dotted curve). This curve
was obtained by averaging 80 curves that were repeatedly measured over the
same site within a ±0.1 Å error using an atom tracking technique. The Δf−z
was converted into the force vs. tip–sample distance (F−z) curve by a conver-
sion formula [44]. Then the short-range chemical bonding force displayed in
Fig. 8.9 (the solid curve) was obtained by subtracting the long-range force that
was estimated from the F − z curve measured over the corner hole. The tip
apex state was equivalent in both the force spectroscopy of Fig. 8.9 and atom
manipulation of Fig. 8.7. By comparing the Δf − z and F − z curves, we can
determine the value of the chemical bonding force at the tip–surface distance
for both imaging and manipulation. The chemical bonding force exerting the
tip just over the adatom during tip scanning with Δfimage is estimated to be
−0.15nN. On the other hand, this chemical bonding force becomes −0.47nN

ΔfimageΔfmove

–

–

–

–

–

–

–

Fig. 8.9. The dotted curve is an averaged Δf − z curve resulting from the force
spectroscopic measurement on top of the corner adatom using the same tip as
that used for the manipulation experiments illustrated in Fig. 8.7. The solid curve
is a short-range chemical bonding force converted from the experimental Δf − z
curve [22]
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at the tip–surface distance where an Si adatom can be manipulated during
the AFM topographic scan.

8.7 Interchange Vertical Atom Manipulation

We have demonstrated nanostructuring at RT by interchange lateral atom
manipulation, as explained in Sect. 8.5. Recently, we have reported a new
method for effectively rearranging adatoms on a binary alloy system using
interchange vertical atom manipulation. In this method, individual atoms on
the tip apex can be deposited on a surface by interchange between a single
atom on the tip and a single adatom on the surface. This technique can be
regarded as an atomic version of dip-pen nanolithography [45], as one can
write patterns on surfaces with atomic precision [19].

The atom manipulation experiments were performed on a Sn/Si(111)-
(
√

3 × √3) surface. In AFM topographic images of the surface, Sn adatoms
and Si adatoms appear as bright and slightly dim spots, respectively, as shown
in Fig. 8.10 [26]. Atom manipulation is based on the site-specific force spec-
troscopic measurement [27,46,47], as described later. First, an AFM image of
the surface is acquired, and the target Si adatom is selected for manipulation
(the center Si adatom in Fig. 8.10a). Next, the tip is positioned over the top-
most part of the Si atom with a lateral precision better than ±0.1 Å using an
atom tracking technique [47]. Then the sample is moved toward the oscillat-
ing AFM tip until a jump in the Δf associated with a slight tip modification
is observed, as indicated by the arrow in Fig. 8.11a. Scanning the same area
as in the previous image after the tip retraction, we find that an Sn atom
is deposited on the site that the Si adatom has occupied (Fig. 8.10b). This
implies that the Si adatom on the surface has moved to the tip apex; an inter-
change between the tip apex Sn atom and the surface Si adatom has occurred.
The same procedure can then be applied to the opposite process. By moving
the tip toward the previously deposited Sn adatom, we can replace the Sn
atom by an Si adatom coming from the tip, as shown in Fig. 8.10c. Although
the image in Fig. 8.10c shows less contrast than in Fig. 8.10a, b, we can recover
good image contrast by scanning a region that neighbors the imaged area at
a slightly closer tip–surface distance than that used for imaging (Fig. 8.10d).

Figure 8.11 shows the Δf − z curves during (a) the Sn deposition pro-
cess and (b) the Si deposition process. The black (gray) curve corresponds
to approach (retraction). The curves in Fig. 8.11a were obtained during
the manipulation process carried out between Fig. 8.10a and b, while those
in Fig. 8.11b were obtained between Fig. 8.10b and c. Atom interchanges
occurred at the tip–surface distance where the Δf signal jumped, indicated
by the arrows in Fig. 8.11. The approach and retraction curves during the
Sn deposition process are similar, which implies that the tip apex is not sig-
nificantly changed (Fig. 8.11a). This is also confirmed by the faint variation
of the topographic signal before and after the Sn deposition, as shown in
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Original After Sn deposition

After Si deposition After tip-apex recovery

(a) (b)

(c)

(e)

(d)

Fig. 8.10. (a–d) Sequence of AFM images of alternating interchange vertical atom
manipulations. (e) Line profiles of images of (a)–(d). Acquisition parameters were
f0 = 193,738.0 Hz, A = 219 Å, k = 48.8 Nm−1, and a cantilever quality factor (Q)
of 13,000. A Δf set point value of −6.3 Hz is common to all the topographic images.
Experiments were performed at RT [19]

Fig. 8.10e. In contrast, Fig. 8.11b shows that Δf − z completely changes after
Si deposition: this process considerably modifies the tip apex state. This is
also substantiated by the remarkable change in topographic contrast for the
image acquired just after Si deposition (Fig. 8.10e). After tip recovery by scan-
ning at slightly closer tip–surface distances, the line profile of Fig. 8.10d is in
good agreement with the initial line profile in Fig. 8.10a (Fig. 8.10e). This
indicates that the tip apex state can be initialized, and the sequential atom
interchange process is completely reversible. The chemical bonding force dur-
ing atom interchange calculated from the Δf − z curves together with the
dissipation signals is described in Chap. 3.

Vertical interchange differs from the atom transfer between the STM tip
and sample surface previously reported [48]. In previous studies, an atom
weakly bonded on a metallic surface was reversibly transferred between the
STM tip and the surface by applying a bias voltage. In the present method, a
tip apex atom and a surface atom strongly bound to the substrate are inter-
changed by soft nanoindentation using an AFM tip. Moreover, interchange
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Fig. 8.11. (a) Force spectroscopic measurements (Δf−z curves) associated with the
Sn deposition process shown in Fig. 8.10a, b. (b) Δf −z curves for the Si deposition
shown in Fig. 8.10b, c. The black (gray) curves correspond to approach (retraction).
In the Δf plots, the corresponding normalized frequency shift (γ) is displayed on
the right axis [19]

vertical atom manipulation is also different from other mechanical atom
manipulation using AFM [18, 22, 49], in which the relatively weak attractive
interaction force between tip and sample plays an important role. Vertical
atom interchange is induced by a small repulsive interaction force at very
close tip–surface distances (see Chap. 3). At such a close distance, a larger
contact involving several atoms is expected, leading to a very complex energy
landscape. However, the reproducibility of vertical atomic interchange and
the resemblance of recorded Δf and force curves in experiments performed
with different tips point toward a common basic microscopic mechanism [19].
Details of the manipulation mechanism, including the atomic process, are
described in Chap. 11.

From our extensive force spectroscopic measurements on this surface
[26, 27], we have found that 29% of the tips can induce atom interchange
between tip and surface atoms. Once a tip that produces atom interchange
is found, manipulation can be performed in a reproducible way. Moreover,
the tips that can produce atom interchange can be classified into three types.
The first type can alternately deposit Sn and Si atoms as in Fig. 8.10; the
second type can deposit only Sn atoms, and the third can deposit only Si
atoms. The tip statistics shows that it is almost equally probable to find tips
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Fig. 8.12. Complex atomic patterning by interchange vertical atom manipulation
at RT. (a) Illustration of the vertical interchange of atoms between the tip and sur-
face. (b–m) Series of topographic images showing the creation of atomic patterns
displaying the symbol of silicon. These patterns were constructed by the successive
deposition of Si atoms coming from the tip onto the Sn monolayer. (n) Illustra-
tion of the lateral interchange of surface atoms. (o) The Si atom adjacent to the
“i” character in (m) was relocated to a nearby position in several in-plane inter-
change lateral atom manipulations. Acquisition parameters were f0 = 193, 744.2 Hz,
A = 226 Å, and k = 48.8 Nm−1, with imaging Δf set point values between −5.5
and −6.6 Hz

producing either Si deposition or alternate deposition of Sn and Si atoms, and
less probable to find one depositing only Sn atoms. By using soft tip–surface
contact, we can switch among the three tip types even using the same can-
tilever, although at present, we have not yet been able to develop a systematic
way of producing tips of each type.

To show reproducibility and high precision, we have demonstrated that a
nanopattern with atomic precision can be created by interchange vertical atom
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manipulation. Figure 8.12 shows the processes of creating the letters “Si” writ-
ten by Si adatoms embedded on the Sn monolayer. To create these complex
atomic patterns, individual Si atoms coming from Si tips were successively
deposited on the surface. Since the tip used to create these atomic patterns
was type that can only deposit Si atoms, the Si adatom beside the “i” char-
acter in Fig. 8.12m was moved away from the character by interchange lateral
atom manipulations. Perturbation of the surface structure was not observed
during the patterning, as shown in Fig. 8.12. It took 1.5 h to construct the
atom letters; the construction time was drastically reduced compared with
previous interchange lateral atom manipulation [18].

The study described earlier demonstrated interchange vertical atom manip-
ulation on the Sn/Si(111)-(

√
3×√3) surface. This manipulation method was

found to be possible on other semiconductor surfaces as well, such as the
In/Si(111)-(

√
3 × √3) and Pb/Si(111)-(

√
3 × √3) surfaces [19]. Therefore,

interchange vertical atom manipulation as well as interchange lateral atom
manipulation are expected to be widely used in areas ranging from surface
science studies to bottom-up nanotechnology.

8.8 Summary

In this chapter, we reviewed atom manipulation experiments on semiconductor
surfaces using AFM. Beginning with vertical and lateral atom manipulation at
LT, our group has demonstrated that AFM has the capability of atom manip-
ulation even at RT. Atom manipulation at RT was successfully performed by
using intrinsic or substitutional adatoms instead of adsorbates deposited on
top of a surface. In particular, the new manipulation methods of interchange
lateral/vertical atom manipulation enable us to rearrange adatoms strongly
bonded to the substrate with the possibility of patterning complex atomic
structures. This new capability of the AFM technique can contribute to the
realization of selective semiconductor doping [50], practical implementation
of quantum computing [51], or atomic-based spintronics [52]. The possibility
of combining sophisticated atom manipulation with the capability of AFM
for single-atom chemical identification [27] may bring the advent of future
atomic-level applications closer, even at RT.
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Atomic Manipulation on Metal Surfaces

Markus Ternes, Christopher P. Lutz, and Andreas J. Heinrich

Abstract. Half a century ago, Nobel Laureate Richard Feynman asked in a now-
famous lecture what would happen if we could precisely position individual atoms
at will [R.P. Feynman, Eng. Sci. 23, 22 (1960)]. This dream became a reality some
30 years later when Eigler and Schweizer were the first to position individual Xe
atoms at will with the probe tip of a low-temperature scanning tunneling microscope
(STM) on a Ni surface [D.M. Eigler, E.K. Schweizer, Nature 344, 524 (1990)].

Nowadays, such “atom manipulation” is used widely in research to build, probe,
and manipulate objects at the scale of individual atoms. For example, two- and one-
dimensional confined quantum structures were built atom-by-atom, and in those
studies the STM was used to directly image the quantum nature of the electrons
confined in those artificial structures [M.F. Crommie, C.P. Lutz, D.M. Eigler, Science
262, 218 (1993); H.C. Manoharan, C.P. Lutz, D.M. Eigler, Nature 403, 512 (2000);
N. Nilius, T.M. Wallis, W. Ho, Science 297, 1853 (2002); C.R. Moon, L.S. Mat-
tos, B.K. Foster, G. Zeltzer, W. Ko, H.C. Manoharan, Science 319, 782 (2008)].
Atom-manipulation has been used to build molecules from the constituting indi-
vidual atoms or smaller molecules [S.-W. Hla, L. Bartels, G. Meyer, K.-H. Rieder,
Phys. Rev. Lett. 85, 2777 (2000); J. Repp, G. Meyer, S. Paavilainen, F.E. Olsson,
M. Persson, Science 312, 1196 (2006)]. And last, but not least, atom manipulation
has been used to build devices on the atomic scale such as the molecules cascade
[A.J. Heinrich, C.P. Lutz, J.A. Gupta, D.M. Eigler, Science 298, 1381 (2002)] and
atomic switches [D.M. Eigler, C.P. Lutz, W.E. Rudge, Nature 352, 600 (1991);
J.A. Stroscio, F. Tavazza, J.N. Crain, R.J. Celotta, A.M. Chaka, Science 313, 984
(2006)].

However, in all this body of work, the fundamental question – “how much force
does it take to move an atom on a surface?” – had eluded experimental access
until the advent of atomic-resolution noncontact AFM. Only in the last few years
has it become possible to manipulate matter atom-by-atom with AFM [N. Oyabu,
O. Custance, I. Yi, Y. Sugawara, S. Morita, Phys. Rev. Lett. 90, 176102 (2003);
Y. Sugimoto, P. Jelinek, P. Pou, M. Abe, S. Morita, R. Pérez, O. Custance, Phys.
Rev. Lett. 98, 106104 (2007)], most prominently in the controlled exchange of atoms
within a surface layer of alloyed semiconductors [N. Oyabu, Y. Sugimoto, M. Abe,
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Ó. Custance, S. Morita, Nanotechnology 16, S112 (2005); Y. Sugimoto, M. Abe,
S. Hirayama, N. Oyabu, Ó. Custance, S. Morita, Nat. Mater. 4, 156(2005)].

This chapter describes the use of a low-temperature scanning probe system that
can be simultaneously operated as an STM and an AFM in the noncontact mode
with sub-Angstrom oscillation amplitude. We will discuss how such a tool can be
used to simultaneously measure the vertical and lateral forces exerted by the probe
tip on the adsorbate before and during the controlled manipulation process.

Understanding the force necessary to move specific atoms on specific surfaces
is one of the keys to further progress in nanoscience and will enable a deeper
understanding of the atomic-scale processes at the heart of future nanotechnology
endeavors, furthering progress toward nanoscale devices.

9.1 Introduction

Half a century ago, Nobel Laureate Richard Feynman asked in a now-famous
lecture what would happen if we could precisely position individual atoms
at will [1]. This dream became a reality some 30 years later when Eigler
and Schweizer were the first to position individual Xe atoms at will with the
probe tip of a low-temperature scanning tunneling microscope (STM) on a Ni
surface [2].

Nowadays, such “atom manipulation” is used widely in research to build,
probe, and manipulate objects at the scale of individual atoms. For example,
two- and one-dimensional confined quantum structures were built atom-
by-atom, and in those studies the STM was used to directly image the
quantum nature of the electrons confined in those artificial structures [3–6].
Atom-manipulation has been used to build molecules from the constituting
individual atoms or smaller molecules [7, 8]. And last, but not least, atom
manipulation has been used to build devices on the atomic scale such as the
molecules cascade [9] and atomic switches [10, 11].

However, in all this body of work, the fundamental question – “how much
force does it take to move an atom on a surface?” – had eluded experimental
access until the advent of atomic-resolution noncontact AFM. Only in the
last few years has it become possible to manipulate matter atom-by-atom
with AFM [12, 13], most prominently in the controlled exchange of atoms
within a surface layer of alloyed semiconductors [14, 15].

This chapter describes the use of a low-temperature scanning probe system
that can be simultaneously operated as an STM and an AFM in the noncon-
tact mode with sub-Angstrom oscillation amplitude. We will discuss how such
a tool can be used to simultaneously measure the vertical and lateral forces
exerted by the probe tip on the adsorbate before and during the controlled
manipulation process.

Understanding the force necessary to move specific atoms on specific sur-
faces is one of the keys to further progress in nanoscience and will enable
a deeper understanding of the atomic-scale processes at the heart of future
nanotechnology endeavors, furthering progress toward nanoscale devices.
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9.2 Modes of Manipulation

In general, one can classify atomic manipulation techniques into two differ-
ent categories, commonly referred as vertical (perpendicular to the surface)
manipulation, and lateral (parallel to the surface) manipulation [16, 17]. The
history of the vertical atom manipulation extends back to the work of Becker
and coworkers who showed that it is possible to transfer atoms from the apex
of an STM tip to the surface by applying a voltage pulse of a few volts between
the tip and the surface, with the tip positioned laterally at the desired landing
position for the manipulated atom [18].

This vertical manipulation method was later extended to a complete
manipulation technique by the additional ability to transfer atoms or molecules
from the sample onto the apex of the tip [2]. The principal steps of the verti-
cal atom-manipulation are outlined in Fig. 9.1a. At the beginning, the tip is
placed over the desired adsorbate on the surface. Then, usually by increasing
the tip–sample voltage and decreasing the tip–sample distance, the adsorbate
changes from being bound to the sample to being bound on the apex of the
tip. Resetting the tip–sample voltage and height to the original nonperturba-
tive imaging values allows one to move the tip to the desired final position
for the adsorbate. Here, the adsorbate is transferred back from the tip to the
surface in similar manner as the original “pick-up,” but usually with inverted
tip–sample voltage. The actual procedure to transfer the adsorbate to the tip
and back to the surface depends critically on the sample–adsorbate system as
well as on the atomic structure of the tip apex and sometimes involves more
complex steps [19].

Fig. 9.1. Vertical (a) and lateral (b) atom manipulation. In lateral manipula-
tion, the adsorbate can only move successively from the initial adsorption site to
neighboring adsorption sites (c)
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The key element of the vertical manipulation is the actual transfer of
the adsorbate onto the tip, and subsequently back to the surface. This is
in contrast to lateral manipulation, where the adsorbate always stays bound
on the surface. In lateral manipulation, interaction forces between the tip
apex and the adsorbate are used to apply a lateral force Fx. When this force
becomes strong enough to overcome the energy barrier between two neigh-
boring adsorption sites, the adsorbate moves from its initial binding site to a
neighboring site as illustrated in Fig. 9.1b, c.

The origin of the tip–adsorbate force lies in the formation of a chemical
bond between the tip apex and the adsorbate. The strength of this bond
depends sensitively on the tip–sample distance. At the relatively large tip–
sample distances used for imaging, the forces are too small to move the
adsorbate. Reducing the tip–sample distance increases the attractive inter-
action force so that the tip can “pull” the adsorbate, which then follows the
tip motion by hopping from one adsorption site to the next. Decreasing the
tip–sample distance further, the repulsive regime of the interaction force can
be reached in which the tip is “pushing” the adsorbate.

Typically, the adsorbate to be repositioned interacts primarily with the
outermost atom of the tip apex, due to the short range nature of the chemical
interaction forces. The detailed structure of the tip apex is not critical when
the lateral force required to reposition an adsorbate is very small. For example,
alkali metals and Van der Waals bonded atoms such as noble gasses typically
have tiny lateral energy barriers between the binding sites on close-packed
metal surfaces, so they can be repositioned easily [2,16]. For adsorbates requir-
ing large manipulation forces, the detailed structure and chemical character
of the tip apex are critical for successful atom manipulation.

The force necessary to manipulate the adsorbate must be smaller than
the force to manipulate the last atom on the tip. Otherwise, the outermost
atom on the tip will move to a new binding site instead of repositioning the
adsorbate on the surface. For manipulation in the “pulling” mode, the tip–
adsorbate interaction must also be strong enough to develop a sufficiently
large lateral force. Reports of successful lateral manipulation in the “pulling”
mode are confined primarily to movement of atoms or weakly bound molecules
on flat and smooth metal surfaces [2,5,16,17,20,21], where the lateral barriers
for adsorbate motion are often small. The “pushing” mode, which can apply
larger lateral forces, allows one to manipulate also larger molecules, which
bond with several ligands onto the surface [22–25].

Atom manipulation has also been used successfully to change the internal
confirmation of molecules [26–28], to rotate molecules with respect to the
surface [25,29,30], to perform chemical reactions between individual molecules
[7], or to functionalize the tip apex by attaching the molecule on its end [31].

Since the first demonstration of atom manipulation, theoretical models
have been explored to understand the physics behind the manipulation. Vibra-
tional heating and the influence of the electric field in the junction have
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been studied to model the pick-up and drop-off in the vertical manipulation
process [32–35].

Describing the lateral atom-manipulation in a theoretical framework is
especially challenging, because it has to account for the interactions between
sample, adsorbate, and tip–apex not only in the vertical direction, but also in
three-dimensional space. Computationally expensive total-energy calculations
have been performed for several systems [36–39]. For a more detailed overview
of the theoretical models of atom manipulation that have been investigated,
we refer to recent overview articles [40, 41].

While the atomic short-range forces between tip apex and sample are
responsible for controlled atom manipulation on surfaces, only recently were
these forces measured directly [42]. In this chapter, we outline how we
determine experimentally these driving forces and the corresponding energy
landscape. We show how these techniques also allow one to study the interplay
between lateral and vertical force components atom manipulation on metallic
surfaces.

9.3 Instrumentation

All manipulation experiments discussed in this chapter were performed with a
home-built, combined STM/AFM working at a cryogenic temperature of T =
5K and in ultra-high-vacuum (p < 10−8 pa). We use frequency modulation
AFM [43] with the q-plus sensor design [44] in which a metallic Iridium tip is
mounted on one leg of a cantilever made from a quartz tuning fork, while the
other leg is fixed on a three-axis piezoelectric scanner as shown in Fig. 9.2a
(for more details on the q-plus sensor see Chap. 6).

The cantilever is excited to its first mechanical resonant frequency f0 =
21,860Hz by applying an AC modulation voltage to the z piezo in addition
to the feedback-loop voltage used to control the vertical tip position. A low-
temperature preamplifier is mounted in UHV very close to the AFM to detect
the piezoelectric cantilever deflection. The preamplifier is thermally weakly
coupled to the cold AFM in order to allow self-heating to warm the pream-
plifier to its operating temperature of T ≈ 150K. The output signal of the
preamplifier is proportional to the oscillatory tip motion in the z direction and
is used as the input signal for a home-made regulation circuit, which adjusts
the excitation signal for a constant z oscillation amplitude. Additionally, the
preamplifier output is used to detect the cantilever frequency shift Δf from
its free oscillation at f0 by a commercial phase-lock-loop (PLL) from Nanotek.

Samples of Pt(111) and Cu(111) were prepared by repeated cycles of
argon ion sputtering and thermal annealing. The cleanliness of the surface
was checked with Auger-electron spectroscopy. The clean sample was trans-
ferred through vacuum onto the cold AFM, and metal adsorbates were then
deposited onto the cold surface from degased metal evaporators. For the exper-
iments with carbon monoxide, CO was deposited onto the cold sample surface
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Fig. 9.2. (a) Image of the AFM/STM scanner with a tuning fork as force sensor.
The tip mounted on the cantilever oscillates between z′, the closest, and z′+ 2×A,
the furthest approach to the sample (inset in b). The detected frequency shift Δf
depends on the force Fz(z) during the tip oscillation weighted by w(z)

by admitting the purified gas through a leak valve into the room-temperature
part of the chamber that house the AFM. A shutter held at T ≈ 6 K was
opened to admit the adsorbates for dosing, and this shutter was closed during
AFM operation to block room temperature radiation and residual vacuum
contamination.

Iridium was chosen as the tip material based on its hardness, and on our
previous success using iridium tips for STM spectroscopy and manipulation
experiments. The tip was fabricated by mechanically fragmenting an Ir wire
and selecting a small sharp fragment. The iridium tip was initially cleaned
in vacuum by locally heating the apex at an applied voltage of −600V and
a current of ≈ 5 μA. During the experiments, different tips were produced
by gently touching the tip to the sample surface. Thus, the actual chemical
composition of the tip apex is unknown and might contain metal atoms from
the sample metal.

The stiff cantilever design has a spring-constant of k0 = 1, 800 Nm−1,
which is about 100 times stiffer than a typical chemical bond [45], so it avoids
snap to contact between sample and tip. This stiff design allows us to use
very small modulation amplitudes of only A = 25− 30 pm normal to the sur-
face. Small oscillation amplitudes are desirable when using the instrument as
an STM because the strong exponential dependence of the tunneling current
on the tip–sample distance, which changes by about one order of magnitude
per 0.1 nm, would complicate or even inhibit the detection of the tunneling
current at large oscillation amplitudes. Additionally, the stability and spa-
tial resolution of the instrument, which was designed in particular for atom
manipulation, has to be on the order of 1 pm. Achieving this stability with a
larger oscillation amplitude might be more difficult because it requires a more
accurate and responsive cantilever amplitude regulation.
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9.3.1 Detected Signals

The resonant frequency of the free oscillating cantilever f0 = 1/2π
√

k0/m
depends only on the stiffness k0 and on an effective mass m. If the tip apex
interacts with the surface, the frequency shifts to

f =
1
2π

√
k0 + 〈kz〉

m
, (9.1)

where 〈kz〉 is the time average over one oscillation cycle of the tip motion
of the vertical force gradient (i.e., the stiffness) kz = ∂Fz/∂z of the tip–
sample interaction [43]. This equation holds as long as |kz|  k0. Expanding
(9.1) to first order in Taylor series allows one to associate the frequency shift
Δf = f − f0 with the stiffness between tip apex and sample,

kz ≈ 2k0

f0
Δf. (9.2)

This approximation is only accurate as long as the vertical stiffness kz

does not change significantly during the oscillation cycle of the cantilever. In
general, this assumption does not hold, so one must calculate the force Fz

between tip and sample by inverting the following expression, which precisely
relates force and frequency shift [46]:

Δf(z′) = − f0

2k

2
πA2

∫ 2A

0

dz
z −A√
2Az − z2

Fz(z′ + z). (9.3)

Figure 9.2b illustrates relationship given by (9.3). This equation cannot in
general be inverted to determine Fz(z) analytically, but an excellent approxi-
mation is given by the analytical expression found by Sader and co-workers
[47], and we regularly use this approximation. Equation (9.3) can also be
inverted numerically instead [46].

Throughout this chapter we use two different measures of the tip–sample
distance, z and z′, to distinguish between the instantaneous and time-averaged
quantities. We use z to indicate the instantaneous tip–sample distance. The
oscillating tip moves between z = z′ at its closest approach to the sample
during an oscillation cycle, and z = z′ + 2A at its greatest distance, as illus-
trated in Fig. 9.2b. We express values that are averages weighted over the tip
oscillation cycle as functions of z′. For example, the measured vertical stiffness
kz(z′) is the time average of kz(z) as z oscillates between z′ and z′ + 2A. In
contrast, the vertical force Fz(z) calculated from Δf(z′) by inverting (9.3)
stands for the instantaneous force Fz acting between tip and sample at a
tip–sample separation z.

It is important to note that z represents the position of the macroscopic
bulk of the tip relative to the bulk of the sample; changes in the distance
between the atom at the tip apex and the nearest surface atom may be very
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different from changes in z due to strain in the microscopic junction. Nonethe-
less, the determination of tip–sample forces presented here is valid even for
cases where the strain in the tip apex and sample may be large.

In addition to the frequency shift, we also detect the conductivity G = I/V
of the junction by applying a small voltage of V = 1 mV between tip and
sample and detecting the tunneling current I. This allows us to assign an
absolute height between tip and sample. We define z ≡ 0 throughout this
chapter as the extrapolated tip height where the conductance between tip
and bare surface GB would equal the single-channel, spin-degenerate quan-
tum of conductance G0 = 2e2/h = (12, 906 Ω)−1, where e is the elementary
charge and h is Planck’s constant (see Fig. 9.3). This height is determined by
extrapolating the tunneling conductance from tip heights where this conduc-
tance is exponential in z. This approach provides a convenient reference for z
that corresponds roughly to the point contact between the tip and the bare
surface. We note that this assignment does not necessarily provide a precise
comparison of the tip heights between two different surfaces. However, as long
as metal surfaces and metal tips are used, the variations should be small.

The measured conductance is an average over the tip oscillation. As long
as the tip–sample distance is in the tunneling regime the conductance is given
by [48]

G(z) = G0 exp(−2κz), with κ =
2π

h

√
m0(ΦT + ΦS). (9.4)

The decay constant κ depends on the free electron mass m0, and the work
functions ΦT and ΦS of tip and sample, respectively. For metal–metal junc-
tions with Φ≈ 4–6 eV [49], the decay constant is ≈ 10–13nm−1. Thus, for a
tip oscillating at an amplitude A = 30pm, the conductance between closest
approach z and furthest approach z + 2A changes by exp(4κA)≈ 4.

The strong exponential decay of the tunneling conductance allows to easily
calibrate the oscillation amplitude A by detecting the ratio between the mini-
mal and maximal conductance during an oscillation amplitude. The amplitude
results then to A = ln(Gmax/Gmin)/4κ, whereby κ has to be determined by
measuring G(z) curves using (9.4). We note that for this calibration it is crucial
that the bandwidth of the current amplifier is sufficiently larger than f0.

The average conductance 〈G(z′)〉 over one tip oscillation between z′ and
z′ + 2A is given by

〈G(z′)〉 = G0
1
2π

∫ +π

−π

exp(2κ(z′+ A(1 + sin t)) dt = G(z′+ A)I0(2κA), (9.5)

with Iα(ζ) as the modified Bessel function of first kind. Because of our small
modulation amplitude, I0(2κA) is small (≈ 1.1) and can be neglected. This
allows us to assign the measured average conductance at z′ to the momentary
conductance at z = z′ + A (see abscissa of Fig. 9.3). The resulting systematic
error in the z height determination is only ≈ 5 pm.
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Fig. 9.3. The background conductance GB between the bare surface and the
tip shows an exponential dependence (full line) and determines z ≡ 0 as the
extrapolated height where GB equals the quantum of conductance G0

Furthermore, we detect the power dissipation D of the cantilever by record-
ing the excitation signal necessary to stabilize the oscillation at constant
amplitude. In our experiments, the cantilever has a mechanical quality factor
of Q≈ 35,000, which was determined by applying a random-noise excitation
signal and measuring the resonance peak width around f0 by means of a
spectrum analyzer. The energy stored in the mechanical motion of the tip is
E = 1

2k0A
2, which is only ≈ 5 eV for an oscillation amplitude of A = 30pm

and k0 = 1,800Nm−1. Thus, the intrinsic energy loss per oscillation cycle
D0 = 2πE/Q is less than 1meV. Every dissipative energy transfer from the
mechanical cantilever motion during its oscillation has to be compensated
by the drive signal and can be recorded in our system with a resolution of
approximately 1meV per cycle.

We note that any non-dissipative energy transfer during the oscillation
cycle as, for example, a vertical movement of an adsorbate due to the acting
forces during the close approach of the oscillation cannot be detected. Also
possible single dissipative events like sudden jumps of an adsorbate from its
original to its neighboring adsorption site have to have a much higher dis-
sipation to be detectable due to the relatively slow regulation speed of the
amplitude regulation loop. With a loop-bandwidth of 100Hz, only events of
�200meV are distinguishable.

9.4 Forces During Adsorbate Manipulating

We chose cobalt on Pt(111) as example system to determine the forces that
act on individual atoms during atom-manipulation. This adsorbate–sample
system is known to have a relatively high diffusion barrier of ≈ 200meV [50],
which is much higher than the thermal energy at 5 K of kBT = 4.3meV.
Random Brownian motion can thus be neglected, and relatively large and
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easily detectable forces are expected to be necessary to move the cobalt atom
along the Pt(111) surface.

Cobalt atoms adsorb on the hexagonal lattice of the smooth Pt(111) sur-
face at hollow site positions. On the (111) crystal facet of Pt(111), there are
two distinguishable hollow sites: the hexagonal close-packed (hcp) and face-
centered cubic (fcc) lattice sites, which differ only by the presence or absence
of a Pt atom in the second layer of the surface. It has been shown that these
two different adsorption sites change the electronic structure of the atomic
states on the Co atom slightly [51].

For comparison, we performed similar experiments with cobalt adsorbates
on a Cu(111) surface [42]. This surface has the same hexagonal lattice struc-
ture as Pt(111), but a much lower diffusion barrier for cobalt atoms [52].
Additionally, and in difference to the Pt(111) surface, without the presence of
the tip, the atoms adsorb only on the fcc hollow sites [53].

Furthermore, we compared the results obtained from single metal atoms
with the manipulation forces measured on a more complex molecule. We
choose carbon-monoxide on Cu(111) as a well studied system [9, 17, 54, 55],
which has been found to be immobile up to 40K [31].

To simplify the computation of the force calculations, all data were taken
at constant z-height relative to the bare surface, that is, without regulating the
tip–sample height for constant-current or constant-frequency-shift as in usual
STM or AFM measurements. We note that it is crucial to align the surface
plane parallel to the plane of motion of the probing tip in this operational
mode.

Figure 9.4a–d shows images of a single cobalt atom on Pt(111) and a
single carbon monoxide molecule on Cu(111) with constant tip-heights close
to the threshold for atom manipulation. In these images, the vertical stiffness
kz and the conductance G show circular symmetry, without any sign of the
threefold substrate symmetry. The images obtained from cobalt on Pt(111)
show a narrow, Gaussian-like, dip in kz and a peak in G.

In contrast, the images from a carbon monoxide molecule on Cu(111)
have a more complex structure: the vertical stiffness kz is flat around the
central minimum, and G contains a central conductance peak within a broader
conductance dip. For an asymmetric tip apex, kz often deviates from circular
symmetry for carbon monoxide [56]. In these images, the change in stiffness
due to the adsorbate is 17Nm−1 on cobalt and 9Nm−1 on carbon monoxide,
in the range of a metal–metal bond stiffness (10–100Nm−1) [45].

We note that the applied voltage between tip and sample |V | = 1mV,
which is necessary to detect the conductance G, was here and in all follow-
ing measurements small enough to have a negligible influence on the move
threshold. At larger voltages (|V | � 5–10mV), the manipulation threshold is
reduced due to the excitation of vibrational modes between the surface and
the cobalt atom or the carbon monoxide molecule [9, 57]

We can derive the force to move an atom from the measurement of kz as a
function of both vertical and lateral tip position. Figure 9.5 shows “line scans”
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Fig. 9.4. Simultaneous AFM and STM measurements of individual adsorbates
showing the tip–sample stiffness (a) and conductance (b) of a single Co atom on
Pt(111), and the stiffness (c) and conductance (d) for a single CO molecule on
Cu(111). The colored curves in the panels are horizontal cross sections through
the centers of the images. The ball models of the surfaces are scaled to match the
dimensions of the images

obtained by moving the tip parallel to the surface at constant height, passing
over the top of an isolated cobalt atom on Pt(111). The direction of these scans
corresponds to the direction of easiest motion on this substrate: it connects
two neighboring threefold hollow adsorption sites (Fig. 9.5a). These scans were
repeated at progressively smaller tip heights until the cobalt atom hopped to
a neighboring adsorption site, as illustrated in Fig. 9.5b. Figure 9.5c, d shows
that both G and |kz| increased as the tip height was decreased. At the smallest
tip height and at a lateral position about halfway to the adjacent binding site,
a sudden jump occurred in both kz and G. At this tip position, the cobalt
atom reproducibly hopped from its initial binding site to the next and was
imaged again at its new position by the continuing line scan. In contrast, the
atom reliably remained at its initial binding site when the tip was only 5 pm
farther from the surface.

The vertical force Fz was determined by integrating kz along z as discussed
in Sect. 9.3.1 by removing the averaging due to the tip oscillation.
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Fig. 9.5. Schematic top (a) and side view (b) of the Pt(111) surface atoms (gray)
and the adsorbed Co atom (red). The blue arrows indicate the scan direction of the
tip. Simultaneously measured conductance G (c) and stiffness kz (d) (circles and
gray lines). Tip–sample interaction energy U (e), vertical force Fz (f), and lateral
force Fx (g) extracted from the stiffness data. Selected line scans are labeled with
the tip height z or the closest approach z′ during the oscillation. Red arrows indicate
the hop of the Co atom to the neighboring binding site. Colored lines in (c), (f),
and (g) are fits with the s-wave model (see Chap. 9.5)
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We interpret Fz as the sum of two components: a background force FB

and the force F∗z due to the presence of the adsorbate. The background force
is in large part due to tip dependent long-range (van der Waals) forces and
increases as the tip approaches the surface but does not depend on the lateral
position. The vertical force F∗z due to the adsorbate grows rapidly, doubling
in magnitude as z is changed by only 15 pm near the move threshold (see
Figs. 9.5f and 9.10a), indicating the short-range nature of this force.

We found the tip–sample interaction force to be nondissipative as long
as the adsorbate did not hop to a new binding site. In this nondissipative
range of tip positions, we calculated the tip–sample interaction potential U
(Fig. 9.5e) by integration of Fz along z [58]. The lateral force Fx was then
calculated by differentiation of U in the lateral x direction (Fig. 9.5g). This
technique allowed us to determine forces in any direction, even though the
cantilever only senses the vertical stiffness. The lateral force was zero with
the tip placed above the adsorbate, grew as the tip was moved laterally until
a maximum was reached, and vanished far from the adsorbate.

This procedure allows us to determine the force that it takes to move a
single cobalt atom across a Pt(111) surface. At the point where the atom
hopped, we found a lateral force Fx = 210 ± 30 pN. At the same time, the
vertical force F∗z = −1.4± 0.2 nN was much larger than the lateral force and
was nearly half as large as the bond-breaking force of 4 nN for a Pt point
contact [59].

To understand the interplay between the vertical and horizontal force com-
ponents, we decreased z below the threshold height for hopping and continued
to measure the forces. As shown in Fig. 9.6, we found that the lateral force
to move the atom remained constant, while the vertical force varied substan-
tially. It might be of surprise that the lateral force Fx at x≈ − 120pm and
z ≤ 155pm exceed the force necessary to move the atom at x≈ 80 pm, but at
negative x the cobalt atom motion is hindered by a platinum surface atom as
illustrated in Fig. 9.5a and requires a much higher manipulation force.

We further note that this measurement has been performed with a different
tip (in the sense as described in Sect. 9.3) than that used to obtain the data
shown in Fig. 9.5. This tip resulted in slight differences in the recorded forces
such as a background force FB between the tip and the bare sample as seen
at x = ±600pm, that is, by a factor of about 2 smaller than in Fig. 9.5.

Similar height dependent measurement have been performed with the tip
approaching the cobalt atom from positive x. In this measurements, the
threshold force is reached before the tip scans over the adsorbate and the
atom jumps in a direction opposite to the tip motion (see Fig. 9.7a).

For the range of heights measured, the tip–adsorbate vertical force F∗z =
Fz −FB, with FB defined as the background force at x± 600pm, varied from
−0.45nN (with the tip laterally far from the atom) to −3.0nN (with the tip
nearly above the atom) at the point where the cobalt atom hopped. The tip
can only exceed a lateral force large enough to manipulate the cobalt atom
at tip–sample distances ≤160pm. For smaller heights than 160pm, there are
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Fig. 9.6. Vertical (a) and lateral (b) force components when moving the tip over a
Co atom on Pt(111) in direction of easiest adsorbate motion. Scans were performed
with successively reduced tip height z even below the initial move threshold. Arrows
with asterisks mark the point where the atom hops

two distinguish tip positions in x, which initialize the atom to hop. In the
left-hand part of Fig. 9.7b–d, the tip is located between the initial (x = 0 and
the final (x = 160pm) position of the cobalt atom. Additionally, a tip placed
closely behind the final position is also capable to exceed sufficient lateral
force to make the atom jump.

These results suggest that the lateral force Fx is the key for the manipu-
lation of metal adsorbates on flat metal surfaces. This insensitivity to F∗z is
in contrast to the mechanism determined for moving Si atoms on Si(111) [13].
There, it was found that the vertical force plays a dominant role by causing
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Fig. 9.7. (a) Schematic diagrams showing the two different lateral tip positions
at which the Co atom hops when the tip height is below the threshold. (b) Tip
positions at which the Co atom on Pt(111) hopped from its initial (x = 0) to its
final binding site (x = 160 pm, vertical dashed line through panels). The lateral force
Fx (c) and the vertical force F∗

z (d) for each data point of panel (b). Solid lines are
guides to the eye

a reduction of the energy barrier between two adsorption sites as a result
of relaxation of the Si adsorbate and surface. The force that is required to
move an atom strongly depends on the supporting substrate. Much smaller
forces were sufficient to manipulate cobalt atoms on Cu(111) as shown in
Fig. 9.8. Here, the required lateral force was only 17± 3 pN, even though cop-
per and platinum are both face-centered cubic (fcc) crystals and the cobalt
atom binds at a threefold hollow site on both surfaces. This indicates that the
nature of the chemical bonding plays a strong role. For copper, the bonding
is dominated by hybridization of the electronic states of the cobalt adsorbate
with the 4s metal band, which shows no discernible direction dependence. In
contrast, extra bonding occurs on platinum, resulting from its partially filled
and strongly directional 5d bonds [60], which apparently increase the forces
necessary for manipulation.
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Fig. 9.8. Simultaneously recorded stiffness kz (a) and conductance G (b) over a Co
atom adsorbed on a Cu(111) surface at selected tip–sample separations z′. (c) and
(d) show the computed vertical force Fz and lateral force Fx. Arrows indicate the
hop of the Co atom. The conductance and the forces can be well described by the
s-wave model (full line)

9.4.1 Manipulating a Small Molecule: CO on Cu(111)

The manipulation forces for cobalt and a small molecule, such as carbon
monoxide, differ dramatically even though both adsorbates move on Cu(111)
at a similar tunneling conductance in STM experiments [17]. We found that
the lateral manipulation force for carbon monoxide molecules (160 ± 30 pN)
is an order of magnitude larger than that for Co atoms (Fig. 9.9). More
importantly, the spatial dependence of the forces was markedly different. For
example, F∗z at closest tip–sample approach before hopping was almost inde-
pendent of the lateral tip position around the center of the molecule and
became weakly repulsive at x≈ ± 300 pm.

It is not surprising that the CO molecule exhibits more complex inter-
action forces than metal atoms, because covalent bonds tend to be strongly
directional, and the molecule has an angular orientation in addition to its
position degrees of freedom.

The measured lateral stiffness at the threshold tip height for moving the
CO molecule was 1.2Nm−1 (Fig. 9.9), which is slightly stiffer than a typical
Van der Waals bond (0.5−1Nm−1) [45] and comparable to the lateral stiffness
for moving a Co atom on Pt(111). It is important to be aware that this
measured stiffness reflects not just the adsorbate–surface interaction but also
the combined effects of the tip–adsorbate stiffness and strain in the tip apex.
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Fig. 9.9. Vertical (a) and lateral (b) force components when moving the tip over a
CO molecule on Cu(111) for different tip heights z. The x direction corresponds to
the easiest adsorbate motion from an on-top binding site to an adjacent one via a
bridge site. At the positions marked with arrows and asterisk, the molecule hopped
between neighboring binding sites. The full line in (b) at z = 80 pm is a linear fit to
the lateral force with a slope of 1.2 N/m

9.5 Modeling Forces and Conductance

The forces and conductance between the cobalt adsorbate on Pt(111) and the
tip show a high degree of symmetry (Fig. 9.5). As long as the cobalt atom is not
moving, |Fz | and G are symmetric around x = 0, and increase continuously
for smaller |x| and z values. The lateral force Fx is antisymmetric around
x = 0 and also grows continuously for lower tip–sample separations z.

To explore this spatial symmetry, we model the tip–adsorbate force as
depending only on the distance between the tip–apex and the adsorbate on the
surface. For this model, the distance dependence of the force F∗ was derived
from the difference between the vertical force Fz measured directly on top of
the atom at x = 0 and the vertical force at a distance (x = ±600pm), where
Fz is no longer influenced by the adatom and thus equals the background
force FB

F∗(z) = Fz(x = 0, z)− FB(z). (9.6)

We found that distance dependence of the force F∗ as extracted from the
data shown in Fig. 9.5f is well described by an inverse power-law (Fig. 9.10a)
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Fig. 9.10. (a) The tip-adsorbate force F∗
z = Fz − FB can be well described by

an inverse-power law (full line). (b) Schematic diagram of the spherical symmetric
model to describe the tip-adsorbate forces. (c) The background conductance GB

and tip-adsorbate conductance G∗ show an exponential dependence (full lines). (d)
Schematic diagram illustrating the two independent conductance channels used in
the model

F∗(z) = −1.76× 107 × (z + 39.2 pm)−7 N× pm7. (9.7)

This fitted function of F∗ was assumed to be isotropic in space so that
the vertical and lateral forces Fz and Fx are only geometric projections onto
the corresponding axes as illustrated in Fig. 9.10b. Under this assumption, the
equations

Fx(x, y, z) =
x

d
× F∗(d + z0) (9.8)

and

Fz(x, y, z) =
z + z0

d
× F∗(d + z0) + FB(z) (9.9)

describe all forces. Here d =
√

x2 + y2 + (z − z0)2 denotes the effective tip–
adsorbate distance and z0 is a fit parameter (see Fig. 9.10b).
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Similarly, we model the conductance with two independent channels: a
bare-surface conductance GB(z) = G0 exp(−2κBz), which is not influenced by
the adsorbate, and a conductance solely acting between tip and the adsorbate

G∗(x, y, z) = G0 exp(−2κ∗(h + d + z0)). (9.10)

The decay constants κB = 11.7nm−1, κ∗ = 12.9 nm−1, and the effective atom
height h = 150pm are extracted from the z-dependence of the measured
conductance at x = 0 and x = ±600pm, respectively, as shown in Fig. 9.10c.

The free parameter z0 was then chosen to fit simultaneously (9.8)–(9.10)
to the line-scans of Fz, Fx, and G at different heights. Despite the simplicity of
this model, it agrees well with the data on Pt(111), as shown as solid colored
lines in Fig. 9.5 using z0 = −580pm. This observed spherical symmetry of the
force between the Co adsorbate and the tip apex suggests that the interaction
occurs primarily via s-wave orbitals in both the tip–apex atom and the Co
atom. For the different adsorbate–surface system, cobalt on Cu(111), we found
that z0 = −480pm produces a good fit as shown in Fig. 9.8.

We note that this model treats the two conductance channels indepen-
dently and does not account for any interference between them, which might
occur due to many-particle effects such as the Kondo effect [61]. Also any relax-
ations in tip, sample, or between the adsorbate and sample are only accounted
for by the free parameter z0. This parameter should not be misinterpreted as
the apex radius of the tip as the schematic illustrations in Fig. 9.5b, d might
suggest. The parameter z0 is an effective response parameter of the whole
tip, sample, and adsorbate system, which incorporates the tip geometry, the
effective adsorbate radius, and linear relaxations in tip and sample.

Furthermore, the functions used in the model are determined by the
obtained data at x = 0 and x = ±600pm. Thus, it is evident that the fit
is excellent for all data at these values. Nevertheless, this model provides
insight into the geometry of the interacting orbitals and does not depend on
any numerical calculations. We note that this proposed model is very simi-
lar to the one suggested by Hla and Braun [62] with one critical exception,
in their case the force vs. distance curve has to be derived from numerical
simulations, while here it is measured.

9.6 Mapping the Energy Landscape

In the previous sections, we described a method to determine the interac-
tion forces and energies between the tip and the adsorbate–sample system.
This allowed us to determine the threshold forces for manipulating atoms and
molecules on flat metal surfaces. These measurements were done along the
direction of easiest motion and at different tip–sample distances. Now, we
will expand this measurements to determine the full three-dimensional energy
landscape of the manipulation process.
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At small tip heights, below the move threshold, the adsorbate follows the
tip from binding site to binding site [17, 53]. Under these conditions, maps
of the forces and the tip–sample interaction potential can be constructed by
combining kz images obtained at various tip heights both above and below
the manipulation threshold.

To calculate the tip–sample interaction potential, we use parts of kz images
obtained above the move threshold. The part is chosen to include only the
area in which the tip is closer to the adsorption site of the adsorbate than to
any other possible adsorption site for that particular adsorbate. This area is
marked as red triangle in Fig. 9.11a. This data is then replicated and laterally
shifted to the locations of the binding sites nearest the tip and combined to a
full data set, resulting in an image as shown in Fig. 9.11b. With this method,
we approximate the effect of moving the atom so that it always occupies
the binding site nearest the tip. A more accurate measurement would entail
manually moving the atom to each successive binding site and then measuring
the stiffness for the corresponding triangle-enclosed region.

Vertical stiffness maps produced with the above method are then com-
bined with data measured at a sufficiently close tip–sample distance so that
the cobalt atom follows the lateral tip motion by successively visiting all the
threefold hollow binding sites, nearly always occupying the site nearest the
tip (Fig. 9.11c, d). We used 25 images similar to the one shown in Fig. 9.11b
obtained at different tip–sample distances, and an image as shown in Fig. 9.11d
to calculate the energy landscape by integrating along the z direction each
data point of the stack. The resulting energy map for cobalt on Pt(111) is
shown in Fig. 9.11e.

The most stable adsorption sites for the cobalt atom are the threefold
hollow sites, which appear as minima in the potential map. The two different
types of hollow sites (fcc and hcp) are essentially indistinguishable. The energy
landscape shows spherical symmetries around each binding site until they
overlap. The barrier height along that direction of easiest motion is 250 ±
50meV, which is consistent with the energy barrier of 200meV measured in
diffusion experiments [50]. The highest energy is detected around the high-
symmetry on-top positions (≥400meV). The distortion from perfect sixfold
symmetry at this point is presumably due to the tip–apex and small errors in
the alignment of the individually recorded stiffness maps.

Simultaneous to the energy landscape, we recorded the power dissipation
in the cantilever during the continuous atom manipulation at the closest tip–
sample separation (Fig. 9.11f). The dissipation is ≈ 1 meV/cycle for most of
the image, which is not detectably different (±0.5meV) from the free can-
tilever dissipation. The dissipation due to the atomic scale junction becomes
detectable only when the tip is equidistant (within 10 pm) from two cobalt
binding sites. There the dissipation increases by ≈ 2meV per cycle, because
the oscillating tip can induce the atom to hop repeatedly between the two
sites. The dissipation further rises to more than 30meV per cycle when the
tip is placed close to a high-symmetry site equidistant from six binding sites.
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Fig. 9.11. (a) Vertical stiffness map at a height where the cobalt atom remains
at one binding site on the Pt(111) surface. (b) Vertical stiffness map for use in
computing the potential energy map. It is constructed by replicating the enclosed
patch of data in (a). (c) Maps similar to the one in (b) are combined together
with the kz data obtained at a tip height where the Co atom follows the lateral
tip motion (d). (e) Potential energy at constant height obtained by integrating
the stiffness along z for each lateral position. (f) Power dissipation of the oscillating
cantilever measured simultaneously with (d). Note that there is no detectable energy
dissipation for tip heights where the atoms remain bound to one binding site as in
(a). All images are 0.67 × 0.67 nm2 in size

Because dissipation occurred when the atom hopped, comparison of energies
between two binding sites might not be valid under all circumstances, but
energies within the basin around any one binding site are correct. We note
that the noise in the dissipation signal is primarily due to noise in detecting
the cantilever deflection amplitude.
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Fig. 9.12. Two-dimensional potential landscapes of the tip–sample interaction ener-
gies during manipulation of cobalt (a) and carbon-monoxide (b) on Cu(111). The
underlying Cu(111) lattice is superimposed as a ball-and-stick model. The size of
each image is 550 × 480 pm2

In addition to cobalt on Pt(111), we also mapped the interaction potential
for cobalt and for carbon monoxide on Cu(111). Figure 9.12a shows the result
for cobalt manipulated on Cu(111). In contrast to the potential landscape of
cobalt on Pt(111), the most stable adsorption sites are the fcc hollow sites
only [53]. The neighboring hexagonal close-packed (hcp) sites have a slightly
higher potential energy (≈ 5 meV). We note that the Co atom can only be
stabilized on this binding site when the tip is in close proximity [53]. The fcc
and hcp sites were separated by a potential barrier of 35± 5meV.
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The landscape for an adsorbed carbon monoxide molecule clearly reflects
the different symmetry of the binding site (Fig. 9.12b). In this case, we found
that the bridge site had the lowest barrier (70± 10meV) between two on-top
binding sites.

For all three systems, the measured potential barrier height for positioning
the tip between two neighboring adsorption sites is in close agreement with
the diffusion barrier for adsorbate motion as determined by density functional
theory (37meV for cobalt on Cu(111)) [52] and experiments performed with-
out the presence of a probe tip (75meV for carbon monoxide on Cu(111) [63]
and 200± 10meV for cobalt on Pt(111) [50]). Although diffusion experiments
detect the lowest barrier of the adsorbate–surface potential landscape without
the presence of a tip, our measurements determine the potential for moving
the tip resulting from all interactions among tip, surface, and adsorbate.

9.7 Summary

The presented route to measure the forces necessary to manipulate atoms
and molecules in arbitrary directions and to determine the full tip–sample
potential landscape is an important step towards atomic-scale fabrication.
We showed that these forces and energies depend strongly on the choice
of adsorbate and surface. It provides complimentary information to STM
manipulation experiments, the main tool for atom manipulation to date.

A systematic investigation of the manipulation forces on different surface–
adsorbate combinations is now possible, and the driving mechanism to create
future nanoscale devices can be explored in a quantitative manner, which
might help to choose appropriate material combinations. We believe that fric-
tion, as observed in tribology experiments, and molecular diffusion can gain
new impetus by the detailed understanding of forces and potentials involved
in the contact between a single atom or molecule, the supporting surface, and
a manipulating tip in proximity.
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Atomic Manipulation on an Insulator Surface

Sabine Hirth, Frank Ostendorf, and Michael Reichling

Abstract. The manipulation of atomic and molecular species on metal surfaces
with the scanning tunneling microscope (STM) operated at low temperature is a
well established method for bottom-up nanofabrication [G. Meyer et al., Single Mol.
1, 79 (2000); N. Lorente, R. Rurali, H. Tang, J. Phys. Condens. Matter 17, S1049
(2005)], but is limited in its understanding and applications by restrictions inher-
ent to the STM technique. These limitations can be overcome by using a dynamic
scanning force microscope (SFM) for atomic manipulation that offers three major
advantages compared to STM. First, the force microscope allows a quantification of
the forces applied during the manipulation process (see Chap. 9), second, it facilitates
manipulation at room temperature (see Chaps. 8 and 11) and, third, the technique
allows manipulation on electrically insulating surfaces. However, examples for force
controlled manipulation of atomic size species on an insulator surface are still scarce
regarding experimental evidence [S. Hirth, F. Ostendorf, M. Reichling, Nanotech-
nology 17, S148 (2006); R. Nishi et al., Nanotechnology 17, S142 (2006)] as well
as theoretical explanation [T. Trevethan et al., Phys. Rev. Lett. 98, 028101 (2007);
T. Trevethan et al., Phys. Rev. B 76, 085414 (2007)]. Here we demonstrate the force
controlled manipulation of water related defects on a CaF2(111) surface by a raster
scanning motion of the tip over a specific surface region. Manipulation is facilitated
by repulsive forces exerted by approaching the tip very closely to the defects. We
focus mainly on the presentation of manipulation results and discuss the circum-
stances that allow a control of the manipulation process. The CaF2(111) surface is
specifically well suited for such studies as this surface has been very well charac-
terized by NC-AFM in previous studies [M. Reichling, C. Barth, Phys. Rev. Lett.
83, 768 (1999); C. Barth, M. Reichling, Surf. Sci. 470, L99 (2000); F.J. Giessibl,
M. Reichling, Nanotechnology 16, S118 (2005); R. Hoffmann et al., J. Am. Chem.
Soc. 127, 17863 (2005)] and contrast formation is understood on a quantitative level
[A.S. Foster et al., Phys. Rev. Lett. 86, 2373 (2001); C. Barth et al., J. Phys. Con-
dens. Matter 13, 2061 (2001); A.S. Foster et al., Phys. Rev. B 66, 235417 (2002)].
Furthermore, the geometric and electronic structures of this surface is well under-
stood from a variety of theoretical simulations [A.V. Puchina et al., Solid State
Commun. 106, 285 (1998); V.E. Puchin et al., J. Phys. Condens. Matter 13, 2081
(2001); Y. Ma, M. Rohlfing, Phys. Rev. B 75, 205114 (2007); Y. Ma, M. Rohlfing,
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Phys. Rev. B 77, 115118 (2008)]. Therefore, it can be expected that the experi-
mental evidence of force controlled manipulation presented here will finally be fully
explained by further theoretical modeling.

10.1 Introduction

The manipulation of atomic and molecular species on metal surfaces with
the scanning tunneling microscope (STM) operated at low temperature is a
well established method for bottom-up nanofabrication [1,2], but is limited in
its understanding and applications by restrictions inherent to the STM tech-
nique. These limitations can be overcome by using a dynamic scanning force
microscope (SFM) for atomic manipulation that offers three major advan-
tages compared to STM. First, the force microscope allows a quantification
of the forces applied during the manipulation process (see Chap. 9), second,
it facilitates manipulation at room temperature (see Chaps. 8 and 11) and,
third, the technique allows manipulation on electrically insulating surfaces.
However, examples for force controlled manipulation of atomic size species
on an insulator surface are still scarce regarding experimental evidence [3, 4]
as well as theoretical explanation [5, 6]. Here we demonstrate the force con-
trolled manipulation of water-related defects on a CaF2(111) surface by a
raster scanning motion of the tip over a specific surface region. Manipulation
is facilitated by repulsive forces exerted by approaching the tip very closely to
the defects. We focus mainly on the presentation of manipulation results and
discuss the circumstances that allow a control of the manipulation process.
The CaF2(111) surface is specifically well suited for such studies as this surface
has been very well characterized by NC-AFM in previous studies [7–10] and
contrast formation is understood on a quantitative level [11–13]. Furthermore,
the geometric and electronic structures of this surface is well understood from
a variety of theoretical simulations [14–17]. Therefore, it can be expected that
the experimental evidence of force controlled manipulation presented here will
finally be fully explained by further theoretical modeling.

10.2 Basic Principles

10.2.1 Experimental Procedures

Manipulation experiments are performed in an ultra-high vacuum (UHV)
chamber operated at a base pressure below 1.3× 10−8 Pa. The system is
equipped with a commercial dynamic scanning force microscope UHV 350
from RHK (Troy, Michigan, USA), providing highest resolution and stabil-
ity during imaging and manipulation. Procedures of sample preparation and
atomic resolution imaging are similar to those used in previous studies of
the CaF2(111) surface [11, 12]. The crystal is kept at room temperature dur-
ing all experiments. For imaging and manipulation, commercial, uncoated,
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conductive silicon cantilevers with resonance frequencies of 60–70kHz and
spring constants of a few Nm−1 are used. Q values are above 80,000 in
the UHV. The cantilever oscillation amplitude is kept constant at a level
of 18–25nm. All tips can be assumed to be covered with a native silicon
oxide layer when purchased. Tips are used without further treatment like
sputtering or flashing; only a bakeout at 120◦C overnight is performed to
remove volatile surface contaminants. For best imaging contrast, the contact
potential is minimized by adjusting the sample bias to a voltage of typi-
cally +0.6V. The contact potential is determined via Kelvin probe force
spectroscopy (Umod = 100 mV) [18, 19]. During imaging, the cantilever res-
onance frequency detuning is typically −20Hz. The topography feedback is
set to a very slow time constants (1.5 s), facilitating imaging in the quasi
constant height mode [20]. Images are taken at a scan speed of 300ms per
line and, although the feedback is slow compared to the line acquisition time,
we can readily pick up topography information under these circumstances.
When manipulating defects, we follow a protocol based on regular line-by-line
scanning of the surface as used for imaging. For manipulating defects present
in a certain area, the respective region is raster-scanned, with the detuning
increased to typically 35Hz. Successful manipulation appears in the resulting
high contrast images as a chain-like manipulation path with an overall direc-
tion that is not related to the scanning direction in a simple way. When the
desired position is achieved, the tip is retracted from the surface by reduc-
ing the detuning to 20Hz or even lower values. Under the latter conditions,
the defect is not manipulated but can be imaged without severe perturba-
tion. The CaF2(111) sample with a size of 2 × 10 × 3 mm3 (Korth Kristalle
GmbH) is prepared by cleavage of a longer rod in UHV at base pressure and
room temperature inside the microscope. A successful preparation yields large
atomically flat terraces divided by steps having a height of integer multiples
of the F–Ca–F triple layer height (315 pm). Immediately after cleavage, ter-
races are found to be absolutely clean and contamination at step edges that
could result from trapping of diffusing molecules cannot be detected even in
traces. In images shown below, the direction of slow scanning is indicated by
the solid arrow (filled triangle) in the upper left or right corner. Fast scanning
is performed perpendicular to this direction in alternating lines from left to
right (⇒) and right to left (⇐).

10.2.2 Surface Characterization

The CaF2(111) surface is a prototype insulating surface that is well under-
stood in its NC-AFM atomic contrast formation. The surface consists of
stacked triple layers with a height of 315 pm. Fluoride forms the first and
third layer and the cubic sites are filled by calcium ions that are missing
in every second of the gap rows. It has been shown that contrast forma-
tion strongly depends on tip polarity as demonstrated in Fig. 10.1, combining
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Fig. 10.1. Schematic representation and NC-AFM scanning results for the
CaF2(111) surface. (a) unit cell of CaF2; small spheres represent calcium and large
spheres the fluoride lattice. The (111) plane is represented by the shaded triangle.
Images (b) and (c) demonstrate the two basic contrast patterns found in NC-
AFM imaging for negatively and positively terminated nano tips, respectively. Pane
(d) shows a model of the (111) surface with an assignment of surface directions
as present in images (b) and (c). The small spheres indicate the positions bridg-
ing either fluorine or calcium sites. The orientation of the hexagon defined by the
bridging sites is the same in both cases (From [3])

structural models of the crystal and the (111) surface with NC-AFM imaging
results [11].

A negatively terminated tip images calcium ions as bright circular features,
but the calcium sub-lattice does not provide unambiguous information about
surface directions. When imaging with a positively charged tip, a triangular
contrast is observed that is formed by a superposition of interactions between
fluoride in the first and third row of a triple layer [12]. The corners of the trian-
gle are determined by the low lying fluoride ions as depicted (white triangle)
in panel (d). This ability of the NC-AFM to image both fluorine sub-lattices
allows an unambiguous identification of all directions in the surface plane. NC-
AFM images demonstrating results for both tip terminations shown in panels
(b) and (c) have been taken on the crystal used for the manipulation exper-
iments. From these images we can deduce the crystal orientation that is the
same for all other images shown later. Therefore, we have an absolute coordi-
nate system for the description of the different manipulation pathways on the
surface. As will be shown later, the analysis of manipulation images reveals a
point of maximum interaction at bridge positions between apparent protru-
sions. These positions are marked in red in panel (d) and can either represent
positions bridging calcium or fluorine ions. A comparison of the two bridge
positions observed for tips of different polarity shows that these positions are
shifted by a small distance, but the angular orientation of the hexagon of
bridge positions is the same in both cases. Therefore, the two bridge positions
can be seen as equivalent for the following discussion. A careful analysis of the
lattice contrast performed for many images reveals that in most cases imag-
ing is performed with a negatively terminated tip. Hence, in the vast majority
of images, a disk-like contrast is observed [12]. Furthermore, great care was
taken to avoid and detect atomic tip changes that would strongly change lat-
tice and defect contrast formation. Manipulation experiments involving strong
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tip–surface interaction could in a reproducible manner only be performed with
exceptionally stable, negatively terminated tips.

10.3 Experimental Results

10.3.1 Defect Preparation and Contrast Formation

It is well known from NC-AFM imaging experiments on CaF2 crystals cleaved
in air and on surfaces dosed with gases after vacuum cleavage that the (111)
surface of CaF2 is readily degraded by water and oxygen [7, 21]. This leads
to the formation of randomly distributed nanometer-sized features protruding
from the surface by typically less than 100pm, that is, much less than the triple
layer step height. When exposing the surface to small amounts of water, one
observes the evolution of two types of atomic scale defects, namely stationary
defects firmly pinned to a lattice site and mobile defects that may be moved
from one site to another by the action of the scanning tip. The mobile species
is found only after few days of measurement in the presence of a large number
of stationary defects. We interpret this in a model proposing that water reacts
with different types of vacancies on the surface and one type of reactive center
is saturated after a while, and afterwards water reacts with the less abundant
second type of vacancy. Based on preliminary theoretical studies of water
molecules interacting with surface vacancy defects on CaF2(111), we associate
the stationary defect with a hydroxyl group embedded into the surface at
the site of a former neutral surface F center (F 0), while the mobile defect is
associated with a water molecule attached to a charged surface F center (F−).
[22] An easy way of surface preparation for low dosages is simply exposing
the surface to the residual gas of the vacuum system that mainly contains
water. Phenomena observed in such an experiment do not differ qualitatively
from those observed for deliberate water dosage but the formation of surface
defects is very slow, facilitating a detailed observation of the development. The
series of images taken over a total time of 144 h shown in Fig. 10.2 provides an
overview of the degradation of CaF2(111) under UHV conditions in a frame
size of 300 by 300 nm. Defects emerging with time are marked by circles for
better visibility.

Occasionally, very few clusters cover the surface directly after cleavage
(Fig. 10.2a) and as frames (b)–(d) show, contamination is continuously built
up. The last two frames are assembled from four smaller panes as scanning
larger frames became increasingly difficult with an increasing number of con-
taminants present. The last image of the series exhibits chain-like features that
are indications for manipulation events. The manipulation paths extend over
several tenth of nanometers and we note the preferential direction of manip-
ulation in independently scanned panes. All manipulation paths are roughly
parallel and deviations are caused by scanner piezo creep as the frames were
taken consecutively at different positions without giving the piezo time to equi-
librate after the previous scanning motion. Figure 10.3. is a study of contrast
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Fig. 10.2. Degradation of a 300 × 300 nm2 area on an atomically flat CaF2(111)
surface observed in UHV as a function of time. Circles mark contaminants on the
surface, a few resulting from the preparation but most of them developing under
the influence of the residual gas. The black lines in frames (c) and (d) mark the
boundaries of the four smaller images that were assembled to form the larger frame.
Image (a) shows the surface directly after cleavage. Frame (b) shows an increased
density of impurities after three days. In frame (c), the contamination level is further
increased after the fifth day. Frame (d) shows a high density of impurities as observed
on the ninth day after cleavage. The quasi-parallel lines indicate the manipulation
of certain defects over distances of several ten nanometers (From [3])

Fig. 10.3. Contrast formation studied on a stationary atomic size defect. Shown
are simultaneously recorded topography and detuning images. Frames (b) and (c)
have been recorded at an increased average detuning compared to frame (a). The
increase of 0.7 Hz in detuning results not only in an increased contrast but also
a contrast inversion. The apparent elongation of the defect and the characteristic
pattern involving dark and bright contrast points to a repulsive interaction of the
foremost tip ions with the defect (From [3])

formation for imaging a stationary defect at different tip–surface distance.
When scanned with a relatively large tip–surface distance, defects appear as
protrusions; however, they change their appearance to that of an indentation
with a protruding rim when approaching the surface and scanning in a detun-
ing range that resolves individual lattice sites. This predominant contrast is
shown in frames (b) and (c) representing the same defect imaged in forward
and backward scanning direction, respectively.
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The apparent depth of defects ranges from 10 to 25 pm but as the topog-
raphy feedback is quite slow, this number is not of great significance. We
anticipate that contrast inversion is the result of a complex interaction of the
negatively terminated tip with a hydroxyl group. At large tip–surface distance,
the partially positive protruding hydrogen causes an enhanced attractive inter-
action with the tip and the defect appears as a protrusion. When decreasing
the tip–surface distance, the interaction with the hydrogen may become repul-
sive and additionally there is a repulsive interaction with the oxygen that
might be exposed as the hydrogen is pushed aside. This scenario is in line with
a general model that has been developed for contrast inversion at protruding
surface defects [23].

10.3.2 Manipulation of Mobile Defects

Defects found to be mobile on CaF2(111) can be moved by the interaction
with the tip, in a fashion demonstrated in Fig. 10.4. Frames (a)–(g) are con-
secutively recorded images that have either been taken in the imaging mode at
a detuning of −20 Hz or in the manipulation mode at a detuning of −35 Hz. In
this experiment, apparently a group of defects is manipulated on the scale of
several nanometers first upwards (frames (a)–(c)) and then downwards (frames
(d) and (e)). To explore the dependence of the manipulation direction from

Fig. 10.4. Manipulation of a group of defects on the CaF2(111) surface. Frames
(a), (c), (e), and (g) were taken in the imaging mode with an average detuning
of −20Hz. Frames (b), (d), and (f) show manipulation performed with an average
detuning of −35Hz. The chain structure is caused by the repeated imaging of the
same defect in the course of manipulation. The direction of manipulation in frames
(b) and (f) is identical despite the interchange of slow and fast scanning direction.
The manipulation paths of images (b) and (d) recorded with opposite slow scanning
direction enclose and angle of 120◦ (From [3])
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the scanning direction, in a last manipulation step the fast and slow scanning
directions are interchanged (frames (f) and (g)). As the group is initially close
to one side of the imaging frame, defects are partially dispersed and the final
pattern of the group of defects is different from the initial one. The strong
interaction between tip and defect during scanning in the manipulation mode
is apparent in the form of strong contrast features forming lines along the
main manipulation direction. In none of the images, the direction of manipu-
lation is related to the scanning direction in a trivial way. It is assumed that
manipulation occurs via a hopping mechanism where consecutive positions are
reached by the interaction of the defect with the tip and neighboring ions. By
the action of the tip, defects are first weakly displaced in a potential trough
associated with one ionic site. Hopping motion over trough wells results in an
abrupt change of the contrast.

In this context it is interesting to investigate the manipulation pathways in
frames (b), (d), and (f) of Fig. 10.4. These pathways appear as lines enclosing
an angle of 120◦ with each other. This strongly indicates that defects move
along specific crystallographic directions on the surface. Another interesting
feature is the width of the manipulation paths. In frame (b), a chain of one
minimum per position is observed while image (d) indicates at least two min-
ima along the line, sometimes even three pronounced minima. Although the
direction of manipulation in frames (b) and (f) is the same, the appearance
of the pathway is different. The minimum along the line appears elongated,
indicating a longer manipulation path along the fast scanning direction. We
anticipate that this elongation is an effect of movement within the poten-
tial trough. Remarkably, mostly more than one defect is manipulated and we
assume that this is due to the fact that manipulation is not only performed
by the tip terminating cluster providing the atomically resolved image, but
also by the force field of larger parts of the tip apex.

Fig. 10.5. Velocity dependence of the manipulation path. (a) A topography image
recorded in the manipulation mode where the scanning speed is changed in a sys-
tematic manner. The image is taken at an average detuning of −35Hz. The dotted
arrows denote the preferential direction of movement as deduced from the resulting
image. (b) The surface with indicators of preferential sites during manipulation.
(c) Detailed schematic representation of bridging sites possibly attained during
manipulation (From [3])
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10.3.3 Velocity Dependence of Manipulation

The direction of manipulation can be influenced by a variation of the scan-
ning speed as is illustrated in Fig. 10.5. The manipulation path is shown in
pane (a), while in pane (b) a series of positions is marked that are presum-
ably occupied during defect movement, and pane (c) describes two different
bridging positions that apparently play a role for the manipulation process.
At slow scanning speed, the path of the defects appears to be broader than
that for fast scanning, and hopping occurs more often in the direction of
the slow scanning direction for both, forward and backward scanning motion.
With increased scanning speed, the visible manipulation path becomes more
narrow but the manipulation is more directional. By a careful selection of scan-
ning speed, virtually any manipulation direction is accessible as is indicated
by the dotted arrows next to pane (a). Therefore, the method does not only
allow the demonstration of simple manipulation events but could principally
also be used to perform more sophisticated manoeuvres. The sketch shown
in Fig. 10.5c demonstrates that the defect is confined in a rhomb defined by
four calcium ions marked by segmented small circles. The quartered circles in
image (c) mark positions that are deeper than those marked with half-filled
circles. This indicates that the interaction with the tip at these positions is
weaker or the defect is more mobile. Most probably, preferred hopping direc-
tions are along the threefold hollow sites between the calcium ions and the
nearest bridging positions to a point of large depression.

With an orientation of the substrate as indicated in Fig. 10.5(c), the hop-
ping to neighboring bridge sites is not equal for all directions. Because of the
angle between a symmetry axis of the substrate and the fast scanning direc-
tion, it is likely that the potential energy path along those lines is not the
same, effectively leading to different probabilities for a hopping event. When
the scanning is very slow, the interaction time of tip and defect might be suffi-
cient to trigger the jump to the left although that might not be the kinetically
most favored route. Therefore, we expect that in more elaborate studies it will
be possible to define the direction of manipulation by a proper choice of the
scanning direction with respect to the crystallographic directions.

10.4 Conclusions

The experimental evidence presented here clearly demonstrates the possibility
of force controlled manipulation of a water related defect on the CaF2(111)
surface. While a detailed understanding of the manipulation mechanism
requires many further efforts, here we outline a few important points providing
a preliminary understanding of the process. The key assumption is that the
main interaction resulting in the manipulation is repulsive and manipulation
is facilitated by a series of hopping events during scanning in both direc-
tions. When the tip is relatively far away from the defect, repulsion causes a
local relaxation in form of an evasion of the defect inside a potential trough
associated with a neighboring lattice ion. Upon approach, the repulsive force
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becomes increasingly stronger and when exceeding a certain limit, hopping
motion occurs from one potential trough into another. However, the sequential
formation of stationary and mobile defects strongly indicates that the manip-
ulated defect is not simply a molecule but a complex formed by a molecule and
a surface vacancy defect. Indeed, preliminary theoretical calculations indicate
that water dissociates and forms hydroxide as a stationary defect when inter-
acting with surface F 0 centers. On the other hand, a water molecule can bind
to an F− center and form a mobile defect. Mobility is created by lowering the
diffusion barrier for the water/F− complex in the force field of the scanning
tip [22]. In the framework of this model, manipulation is a rather complex
process involving surface relaxation and the motion of the adsorbed species
together with a vacancy defect. Pinning the water molecule to the vacancy
prevents diffusion at room temperature if the tip is absent, while manipula-
tion is facilitated by thermal diffusion over a reduced barrier in the presence
of the tip.
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Basic Mechanisms for Single Atom
Manipulation in Semiconductor Systems

with the FM-AFM

Pablo Pou, Pavel Jeĺınek, and Rubén Pérez

Abstract. This chapter unveils the atomic-scale mechanisms that are responsible
for the room temperature manipulations of strongly bound atoms on semiconductor
surfaces. First-principles simulations, matching the experimental forces, identify the
key steps in two paradigmatic examples: the lateral manipulation of single adatom
vacancies on the Si(111)-7×7 reconstruction in the attractive regime and the vertical
interchange of atoms between the tip and the Sn/Si(111)-(

√
3×√

3)R30◦ surface by
a gentle exploration of the repulsive force regime. Our calculations reveal that the
outstanding experimental control of the manipulation under attractive forces comes
from the localized reduction of the diffusion energy barriers induced by the tip for the
different steps in the complex path followed by the Si adatom during the process.
Using selective constraints, to face the difficulties posed by the complexity of a
multi-atom contact and operation in the repulsive regime, our simulations illustrate
how the vertical interchange can take place at the atomic scale, identify the crucial
dimer structure formed by the closest tip and surface atoms, and discuss the role of
temperature in the competition with other possible final outcomes (including atom
removal or deposition by the tip).

11.1 Introduction

Scanning probe microscopes (SPM) have become the tool of choice for imag-
ing and manipulation at the nanoscale. During SPM operation, the forces
appearing due to accidental contact may lead to changes in the tip and surface
structure. This experimental observation has triggered the efforts to convert
the tip-induced removal, deposition, and lateral displacement of atoms into a
controlled manipulation process, where the final outcome of the process can be
determined at will with atomic-scale precision. Just a decade after the devel-
opment of the scanning tunneling microscope (STM), Eigler and Schweizer
started the era of man-made atomic patterns manipulating Xe atoms on an
Ni(111) surface at cryogenic temperatures to form the IBM logo [1]. While
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atomic-scale manipulations with the STM under low-temperature (LT) con-
ditions have become routine in many laboratories, progress with the atomic
force microscope (AFM) was hampered by the limitations in resolution.

The first atomically resolved images of the Si(111)-7× 7 reconstruction
taken with the AFM operated in the frequency modulation mode (FM-AFM,
also known as noncontact AFM) [2] were published in 1995. After this break-
through, it took only 7 years for the FM-AFM, operating at 78K, to show
its ability to remove single adatoms from this reconstruction and to fill these
vacancies again with Si atoms coming from the tip [3] (see Fig. 11.7). At
variance with similar experiments with the STM, no bias voltage or voltage
pulse was involved in these atomic manipulations as both tip and sample were
always electrically grounded. They are purely mechanical, and rely only on
the exquisite control of the tip–sample interaction to extract from the sur-
face a single adatom that is strongly connected by three covalent bonds to
the underneath Si layer. These manipulations were followed by experiments
at room temperature from two groups [4, 5] on the same surface. In 2005,
lateral atomic manipulations at both LT and room temperature (RT) were
reported on Ge(111) surfaces [6]. These experiments proved that adsorbates,
as well as intrinsic adatoms of semiconductor surfaces, could be individually
manipulated laterally using the tip–sample short-range interaction force. The
interchange lateral manipulation of substitutional Sn adatoms – that are not
mobile on the Ge surface at RT – allowed the formation of artificial nanos-
tructures that are stable at RT [7]. Basic atomic manipulations at RT have
also been achieved on insulating surfaces [8, 9].

The very precise control of the position of the tip-apex even at RT [10–12]
as well as the ability to measure the tip–sample interaction in force spec-
troscopy experiments with outstanding accuracy (see [13,14] and Chap. 3) are
behind the recent breakthroughs in FM-AFM manipulation: (1) The atom-
istic mechanism involved in the lateral manipulations at RT – the local tuning
of energy barriers for tightly-bound atoms to allow thermally induced dis-
placements – has been identified and put on a firm, quantitative basis by a
combined theoretical and experimental study on the Si(111)-7× 7 surface [15];
(2) The force required to move an atomic adsorbate on a metallic surface at
LT has been determined [14]; and (3) an atomic dip-pen lithography technique
based on the vertical interchange of single atoms between the tip-apex and
the topmost layer of a semiconductor surface at RT has been developed [16].

All of the atomic manipulations mentioned so far can be grouped in terms
of the character of the tip–sample interaction: lateral manipulations are per-
formed in the attractive regime, while the deposition or removal of surface
atoms and the vertical interchange correspond to the repulsive regime of the
short-range interaction. The goal of this chapter is to unveil the atomic-scale
mechanisms that are responsible for the RT manipulations of strongly bound
atoms on semiconductor surfaces and to characterize the basic properties
of the two interaction regimes. Our approach is based on a set of care-
fully designed, large-scale first-principle simulations. At variance with STM,
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FM-AFM provides direct access to the forces during the manipulation process.
This information can be exploited to reproduce the experimental conditions
in our simulations, matching quantitatively the theoretical forces and those
measured in force spectroscopy experiments.

The rest of the chapter is organized as follows: In Sect. 11.2, we summarize
our theoretical approach for the calculation of the optimal atomic pathway
in different manipulation processes. A detailed analysis of the interaction
between a semiconductor surface and a silicon tip is provided in Sect. 11.3.
Section 11.4 describes the study of the lateral manipulation of single adatom
vacancies on the Si(111)-(7× 7) surface at room temperature performed in the
attractive interaction regime. In Sect. 11.5, we report theoretical simulations
of the vertical atomic exchange taking place between the tip and sample in
the strong-repulsive interaction regime.

11.2 Theoretical Approach: First-Principles
Simulations

Atomic manipulations are directly accompanied by the breaking and forma-
tion of chemical bonds between the different atoms involved in the process.
The inherent quantum character of the chemical bonding requires the use of
first-principles methods based on density functional theory (DFT). Further-
more, atomic manipulations, mainly those performed in the repulsive regime,
involve many atoms of both the surface and the probe. This multi-atom
contact significantly increases the number of possible trajectories and their
complexity in the configuration space. The efficient characterization of the
potential energy surface (PES) and the search for optimal trajectories are
challenging tasks that have attracted a lot of attention during the last few
years [17, 18].

Although several theoretical studies on atomic manipulation with FM-
AFM [19, 20] have been carried out with a fully converged first-principles
description using plane-wave (PW) DFT methods, an extensive search of
the PES using PW methods is still precluded by their large computational
demand. An interesting alternative is to resort to DFT methods based on a
local orbital basis, specially those developed with the aim of computational
efficiency, that allow first-principles studies of much more complex systems
and trajectories. In the simulations presented in this chapter, we have used a
fast local-orbital DFT-LDA technique (Fireball) [21,22]). This approach offers
a very favorable accuracy/efficiency balance once the atomic-like basis set is
carefully chosen [23].

We model the real tip–surface system using a supercell approach. In the
simulations described later, the Si(111)-(7×7) and the Sn/Si(111)-(

√
3×√3)

reconstructions were represented by a (7× 7) and a (6× 6) periodic slab that
includes 7 Si layers and a total of 347 and 264 atoms, respectively. Due to the



230 P. Pou et al.

large size of these surface unit cells, only the Γ point was used to sample the
Brillouin zone.

The modeling of the tip is one of the key issues in AFM. This is a complex
problem, where the lack of direct experimental information on the structure
after tip preparation combines with the possibility of surface contamination
during the AFM operation. Our long experience with semiconductor sur-
faces shows that, to simulate processes where the tip-apex does not interact
strongly with the surface, i.e., in the attractive regime, a tip model that
fairly reproduces the chemical reactivity of the few outermost atoms of the
apex is appropriate. In particular, we have shown [13, 15, 24, 25] that it is
possible to characterize the most probable structure and composition of the
apex by a detailed comparison between the attractive short-range (SR) forces
obtained in first-principles simulations with the experimental ones. However,
in the strong-interaction regime, the role of the mechanical response of the
tip becomes more important, and larger models would be required for a com-
plete, quantitative study. This problem is further discussed in the context of
the vertical manipulations presented in Sect. 11.5.

The vertical scanning operation in AFM was simulated in a stepwise, quasi-
static manner by making small movements of the tip perpendicularly to the
surface. The atoms of both tip and surface were allowed to relax to their
ground state configuration – with convergence criteria for the total energy
and forces of 10−6 eV and 0.05 eVÅ−1, respectively – at each of these steps.
Only the slab last layer with H atoms saturating it and the topmost part of
the tip model were kept fixed. The quasi-static approximation provides a very
good description of the imaging process due to the fact that the motion of
AFM tip is much slower than the ongoing atomic processes in the system.

11.3 The Short Range Chemical Interaction Between
Tip and Sample

Imaging [13,26] and manipulation [5,14,15,19] mechanisms on semiconductor
and metal surfaces are mostly determined by the short-range chemical interac-
tion between a surface atom and the outermost atoms of the probe. Therefore,
a detailed knowledge of the character of the chemical forces acting between
the tip and the sample, and its dependence on the tip–sample distance and
their atomic and electronic structure, is a key ingredient to understand and
control these processes.

Semiconductor surfaces often undergo a strong structural rearrangement
of the upper surface atomic layers, with respect to an ideal surface, to mini-
mize the number of unsaturated bonds – the so-called dangling bonds – and
lower the total energy. Taking the Si(111)-7× 7 case as an example, the recon-
struction leaves only 12 adatoms in the upper layer, reducing the original 49
dangling bonds to only 19 (located on the 12 adatoms, the six rest atoms
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in the second layer and the corner hole). These dangling bond states deter-
mine the strong chemical activity of most semiconductor surfaces. The atomic
resolution obtained on semiconductors with the FM-AFM [26] was precisely
attributed to the presence of a dangling bond state on the outermost atom of
the silicon tip that interacts with the dangling bonds on the surface.

The strong covalent bonding of surface atoms in semiconductors signif-
icantly reduces their mobility and, therefore, to manipulate them, larger
mechanical forces, used for weakly bound adsorbates on metal surfaces, are
required. However, this problem in the manipulation process turns into an
asset when considering stability issues: the strong interaction significantly
extends the lifetime of the formed atomic patterns, and allows the existence
of these assemblies at RT, which makes them much more relevant for tech-
nological applications. To illustrate the strength of the chemical interaction
between the dangling bonds of a prototypical semiconductor tip and a surface
adatom, we present results of a DFT simulation for the system considered
in our study of the lateral manipulation (see Sect. 11.4): a corner Si adatom
on the Si(111)-(7× 7) reconstruction with a vacancy in the adjacent central
adatom position in the half-unit cell. Due to the localized character of the
interaction, these results can be generalized to an arbitrary semiconductor
surface with strongly localized dangling bonds.

Figure 11.1 shows the evolution with the tip–sample distance of the atomic
and electronic structure. At large tip–sample distances, there is a negligible
vertical displacement of the adatom (see the left top plot in Fig. 11.1). A
sudden upward movement of the adatom of ∼0.4 Å is observed for a tip–
sample distances of ∼4.5 Å. A strong correlation between the onset of the
short-range chemical force between tip and sample and the vertical displace-
ment of the adatom can be clearly identified in the middle graphs in Fig. 11.1.
Next, the vertical adatom displacement decreases until it reaches its initial
value at a tip–sample distance near to 2.5 Å while, at the same time, the SR
force increases linearly. A further decrease of the tip–sample distance, below
2 Å, induces substantial atomic rearrangements as too much elastic energy has
been already stored in few bonds (for details see Fig. 11.6 and the discussion
in Sect. 11.5).

These changes in the structure are coupled with significant changes in the
electronic properties. A detailed analysis of the density of states projected on
the adatom along the tip–sample distance (see Fig. 11.1) points out a strong
modification of the dangling bond state [27]. In the far-distance regime, the
dangling bond state remains in a similar energy as on the unperturbed surface.
Reaching tip–sample distances of∼4.5 Å, where the onset of the chemical bond
between tip and sample takes place, we observe a strong modification of the
local electronic state of the inspected surface adatom. At closer tip–sample
distances, below 4.5 Å, the dangling bond state is completely wiped off from
the Fermi level, as it can be seen in Fig. 11.1. These electronic modifications
have significant implications for the transport properties as discussed in [27].
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Fig. 11.1. (Top) Relaxed atomic structures at different tip–sample distances during
the approach of a silicon tip toward a corner adatom on the Si(111)-(7× 7) surface.
(middle) Short-range force (left) and vertical and lateral displacement of the adatom
(right) as a function of the tip–sample distance. (bottom) Projected density of states
(PDOS) on the Si adatom below the tip apex at different tip–sample distances

To summarize, we have seen how the proximity of the tip and the conse-
quent formation of the chemical bond between the outermost apex atom and
the surface adatom, induces a strong modification of the atomic and electronic
structure of the intrinsic adatom states on semiconductor surfaces. This effect
leads to a weakening of the adatom surface bonds and, therefore, it facilitates
its eventual transfer on the surface, as in further sections.

11.4 Manipulation in the Attractive Regime: Vacancies
in the Si(111)-(7 × 7) Reconstruction

The vacancy-mediated lateral manipulation of intrinsic Si adatoms on the
Si(111)-(7× 7) surface at room temperature [15], represents a paradigmatic
example of atomic manipulation performed in the attractive tip–sample inter-
action regime. A precise command of both the vertical and lateral position
of the probe allows the controlled movement of individual Si adatoms on
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Fig. 11.2. (a) The optimal atomic pathway during the Co→Ce manipulation.
(b) Topographic signals taken at different stages of the manipulation process
obtained in two different, low (ΔfI) and high interaction (ΔfM ), set points

semiconductor surfaces (see Fig. 11.2). The manipulation was performed using
an experimental protocol similar to the one reported in [7] and described in
Chap. 8: the process of imaging and manipulation itself was controlled by
switching between a weaker (ΔfI) and a stronger interaction (ΔfM) set point
while scanning along the direction of the desired movement (see Fig. 11.2b).
Constant-frequency shift profiles A–C in Fig. 11.2b correspond to consecutive
scans moving the tip from left to right over the same line of the surface. Profile
A has been obtained before the manipulation at the low-interacting set point,
ΔfI. The vacancy placed in the central (Ce) adatom position can be clearly
identified. Profile C shows the position of the atoms after the manipulation:
the corner (Co) adatom has been displaced to the center adatom position.
Profile B, acquired at the stronger tip–sample interaction regime (ΔfM), cor-
responds to the manipulation process. This profile clearly illustrates that the
single-atom manipulation process involves, at least, two consecutive jumps
between adjacent sites: CoA→M and M→ CeA (see Fig. 11.2a). The maximal
attractive short-range force needed to move the silicon adatom, experimen-
tally determined for the ΔfM operating conditions, was ∼0.5 nN. Notice that,
in principle, a larger value – closer to the maximum strength of the covalent
bonds between the adatom and the surface – could be expected.

To obtain a detailed picture of the atomic-scale processes involved in the
lateral manipulation, we have carried out an analysis of the optimal atomic
pathways using first principles DFT methods. We have considered the case
illustrated in Fig. 11.2: an Si(111)-7× 7 reconstruction, where an adatom ini-
tially located on the Co site is transferred to the Ce empty site. The PES
for the vacancy pathway was characterized through an extensive set of DFT
simulations, including the determination of the energetics for the vacancy on
different adatom sites and the activation energy barriers for the adatom hop-
ping toward available empty sites. To estimate the magnitude of the activation
energy barriers on the surface, we have used a quasi-static approach where the
adatom is moved in discrete steps along the most energetically favorable tra-
jectory between two adjacent local minima, letting the system to relax to its
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ground state keeping the adatom lateral (x, y) coordinates fixed. These calcu-
lations reveal that the apparent two-step manipulation is actually a much more
complex process. We have identified the path Co → H3 → ML → Ĥ3 → Ce
(see Fig. 11.2a) as the optimal pathway to move the adatom from the Co site
to the empty Ce site. The magnitude of the activation energy barriers of the
individual jumps along the optimal trajectory, estimated from our constrained
minimization calculations, are summarized in Fig. 11.3a. The large energy bar-
riers for some of the steps (e.g., > 1.5 eV for the Co → H3 step) practically
forbid the thermally activated diffusion of adatoms at RT, in agreement with
the experimental observations under the normal imaging conditions (using the
ΔfI set point).

In Sect. 11.3 we have shown how the proximity of a silicon tip weakens the
adatom bonds with its neighboring surface atoms. It is evident that this effect
must play a crucial role in the lateral manipulation processes discussed here.
Therefore, we have analyzed in detail the influence of the tip–sample inter-
action (as determined by the relative position of the tip and the adatom) on
the barriers associated with the different jumps in the adatom pathway from
the Co to the Ce site. For these simulations, a well-tested Si(111) nanoasper-
ity [26] was used as tip model. This tip, although small and consequently
fairly rigid, correctly reproduces the dangling bond termination of the Si tips
used in the experiments. In particular, this tip matches quantitatively the
measured forces and provides a fairly symmetric interaction, in agreement
with the experimental observation that identical ΔfM operating conditions
are needed for manipulating the adatom in different directions. As shown
later, these are the key ingredients to reproduce the role played by the tip
in the atomic manipulations performed in the attractive regime. Neverthe-
less, other tip-apex structures (as the tip model showed in Fig. 11.9) were also
tested. No significant differences with the results for the tip considered here
were found.

Fig. 11.3. (a) Energy barriers along the optimal atomic pathway for the diffusion of
a silicon atom from the Co to the Ce site on the Si(111)-(7× 7) without the presence
of a tip. (b) Change of the energy barriers along the optimal atomic pathway induced
by the proximity of a silicon tip at the tip–sample distance of 4.0 Å.



11 Basic mechanisms for single atom manipulation in semiconductors 235

To estimate the influence of the tip on the energy barriers, we have
performed a large set of constrained minimizations for several tip–sample
distances and different tip lateral positions. Notice that during the energy
minimization procedure all the atoms in the tip, apart from the last Si layer
and the saturating H-layer, are allowed to relax. Figure 11.4 illustrates the
reduction of the activation energy barriers with the increasing tip–sample
interaction in the case of the two most difficult steps, the Co → H3 and
the ML → Ĥ3, with the tip placed in the P1 and P2 horizontal positions
respectively (see Fig. 11.2a). These points are located on the scan line fol-
lowed during the manipulation experiments. Similar tendencies can be found
in both cases: the reduction of the tip–sample distance below 4.5 Å is accom-
panied by a substantial reduction of the activation energy barriers. A total
energy lowering of the final metastable positions, H3 and Ĥ3 respectively, is
also observed.

We have quantified the role of the horizontal position of the tip in the
mechanism of the lateral adatom manipulation. We have calculated the acti-
vation energy barriers of the Co → H3 step varying the lateral position of
the tip, see Fig. 11.5, while the tip height was kept constant at z = 4.0 Å.
Figure 11.5a displays the change of the barrier according to the variation of
the tip position in the direction perpendicular to the scan movement. Along
this direction, only minor variations of the activation barrier are observed.
However, the variation of the horizontal tip position in the direction from the
Co to the H3 site (see Fig. 11.5b), shows more dramatic changes in both the
magnitude of the barrier and the total energy of the final state.

The results presented earlier provide a clear indication of the basic mech-
anism operating during atomic manipulations in the attractive regime. As
Figs. 11.4 and 11.5 show, for tip–surface distances corresponding to calculated
SR forces around the experimental values used during the manipulations, the
barriers are reduced close to the value (∼0.8 eV) that enables spontaneous

Fig. 11.4. Calculated diffusion barriers for the (a) CoA ⇒ H3 and (b) M ⇒ Ĥ3

steps, when the tip is located at the P1 and P2 positions (see Fig. 11.2) at differ-
ent tip–sample distances. The insets show the short-range force and the vertical
displacement of the silicon surface adatom as a function of the tip–sample distance
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Fig. 11.5. Calculated diffusion barriers for the CoA ⇒ H3 step for different hori-
zontal tip positions (shown in the inset). The tip height was fixed, in all cases, at
4.0 Åwith respect to the corner Si adatom of the Si(111)-(7× 7) faulted unit cell

thermally activated jumps between the two sites at RT during the long time
(for typical oscillation frequencies around 100kHz) that the tip spends close
to the sample. Similar significant reductions on the calculated energy barriers
(see Fig. 11.3) are also found for the rest of the transitions between adjacent
adsorption sites when the tip is located close to the relevant lateral position
along the manipulation path where the adatom jumps are observed.

This mechanism based on thermally activated hopping, already proposed
for previous STM manipulation experiments, is now put on a firm quantita-
tive basis. Surprisingly, our simulations confirm the experimental observation
that atomic manipulations are possible at tip–samples forces that are quite
small compared to the strength of the semiconductor covalent bonds. The
explanation lies on the thermal energy available at RT and the long tip resi-
dence times. This combination allows a precise control of the atomic jumps by
means of tip assisted diffusion, fine tuning the interaction strength through
the tip–sample distance for a range of operating temperatures. Notice that
this precise command on the atomic jumps would not be possible without
the strong localization of the energy barrier reduction induced by the “sharp”
dangling bond of the outermost atom of the tip, as illustrated by the results
showed in Fig. 11.5. Blunter tips would reduce several barriers at the same
time, making the controlled manipulations much more difficult. The unique
combination of sharp tips and precise experimental control of the tip posi-
tion found in FM-AFM, where the apex can be placed in a specific point to
induce an atomic jump over a particular energy barrier, provides access to the
atomic-scale manipulation at RT.

In summary, our DFT simulations have revealed the key for controlled
lateral manipulation: the substantial local reduction of the diffusion energy
barriers. The onset of significant attractive forces below 5 Å, directly asso-
ciated with the covalent interaction between the tip and surface dangling
bonds, induces pronounced vertical relaxations on the adatom (see the insets
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of Fig. 11.4), the surrounding surface atoms and the outermost tip atoms. By
gently tuning this interaction, it is relatively easily to reduce these barriers
below the limit that enables instantaneous thermally activated diffusion at
RT. The control of the net adatom displacement is then possible using the
directionality imposed by the tip global movement.

11.5 Manipulation in the Repulsive Tip–Surface
Interaction Regime

11.5.1 A Complex Phase Space Under Strong Tip–Surface
Interactions

The theoretical simulation of the vertical manipulation processes described in
Sect. 11.1 – and, in particular, the vertical atom interchange discussed later
in Sect. 11.5.2 – represents a formidable challenge. These manipulations are
produced by the gentle exploration of the repulsive part of the short-range
chemical interaction between the closest tip–surface atoms. At variance with
the simulations for lateral manipulation described so far, it is necessary to face
the problems associated with working in the repulsive regime of the tip–surface
short-range interaction and the intrinsic complexity of the phase space asso-
ciated with a multi-atom contact. We understand, from our previous work on
force spectroscopy [13], that the slope of the repulsive part of the interaction,
that is controlled by the effective combined stiffness of the tip and surface,
varies significantly for different tips on different experimental sessions. Our
first-principles calculations for tips with quite different apex structure and
chemical composition (even for large tips including 48 Si atoms) show a much
smaller variability, with effective stiffnesses consistently larger than the exper-
imental results. This systematic behavior is due to the constraint of fixed
atomic positions for the last atomic layer of the tip imposed in first-principles
calculations: we are losing the long-range elastic response of the tip, that is
not dominated by the apex. One could argue that with an atomistic approach
with classical potentials, we can consider much larger tips models and fix this
problem with the elastic response. Unfortunately, these potentials performed
very poorly in the description of the breaking and remaking of bonds that
necessarily lies behind the vertical manipulation. This is the reason why we
choose to stick to first-principles calculations, sacrifice the precise, quantita-
tive description of the tip–elastic response, and focus on providing some clues
about the feasibility of these processes and the atomic mechanisms involved.

To start the study of the relevant configurations that the closest tip and
surface atoms can explore in this strong interaction regime, we first analyze
the atom removal or deposition by the tip on the Si(111)-(7× 7) achieved in
the first FM-AFM manipulation experiments (see Fig. 11.7e, f). To this end,
we have considered the same Si tip used in our simulations of the lateral
manipulation in the attractive regime. We have performed DFT simulations
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approaching the tip towards the Si(111)-(7× 7) surface and then retracting
the tip back to the starting position. These simulations illustrate how the
removal of the adatom from the surface takes place at the atomic scale.

Our results for the case, where the tip-apex atom is positioned right on top
of one of the corner adatoms are shown in Fig. 11.6. In the first steps of the
tip excursion toward the surface, the system explores the attractive interac-
tion regime discussed in detail in Sect. 11.3. Reducing the tip–sample distance
further, below 2 Å, the apex atom is pushed into the tip (see Fig. 11.6b),
increasing the mechanical strain of the system. At even closer tip–sample
distance, ∼0.5 Å, the system is no longer able to sustain the applied mechan-
ical load: it undergoes a substantial rearrangement of atoms in the contact
area between tip and sample to minimize its total energy and to release the
mechanical stress. The irreversible atomic deformation manifests in the char-
acteristic jump in the total energy vs. distance. We should emphasize that,
until reaching point B, the response of the system to the mechanical load is
purely elastic and during tip retraction, the system returns to the original
configuration with no significant energy dissipation [24,28]. However, crossing
point B, a plastic deformation – associated with the breaking of few bonds
where the stress was accumulated during the loading – takes place. The sys-
tem no longer matches the original pathway on retraction and it undergoes
different atomic rearrangements. On further retraction, a characteristic dimer-
like structure with the apex atom and the surface adatom (see Fig. 11.6e) is
formed. Finally, the adatom is picked up by tip (Fig. 11.6f) and removed from
the surface.

Fig. 11.6. Atomic pathway for the adatom extraction process: (left) Total energy
and short-range force along the approach/retraction cycle of a Si tip over a corner
silicon adatom on the faulted unit cell in the Si(111)-(7× 7) surface. (right) Snap-
shots (a–f) show the evolution of the atomic structure during the approach (A–C)
and the retraction (C–F)
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Fig. 11.7. Complexity of the phase space in the strong interaction regime.
(a) Characteristic dimer-like structure that minimizes the energy of a tip–surface
system at close tip–sample distances. (b)–(d) Possible final atomic structures after
the tip approach/retraction cycle: (b) the tip extracts the surface adatom, (c) the
tip and the surface keep their original structure, and (d) a tip atom is deposited
on the surface. (e) and (f) the experimental formation of an atomic vacancy on the
Si(111)-(7× 7) surface using FM-AFM (for details, see [3]). The arrows mark the
place where the manipulation process took place

The dimer-like configuration found in the process (Fig. 11.6e, and clearly
illustrated in Fig. 11.7a), is very interesting, because it represents a bifurcation
point in the phase space. This basic motif appears in all of the simulations that
we have performed, starting from different initial conditions. However, from
this atomic configuration, the system can branch out into quite distinct areas
of the configuration space corresponding to different local energy minima and
atomic structures. Our simulations show that, depending on several factors
such as the initial tip position and the indentation depth, the system can reach,
without crossing significant energy barriers, different final configurations on
retraction. These possible scenarios include (1) the extraction of a surface
adatom (Fig. 11.7b), (2) the return to the initial configuration (Fig. 11.7c),
and (3) the deposition of a tip atom on the surface (Fig. 11.7d). These results
illustrate, even with this relatively simple tip, the complexity of the phase
space when exploring the repulsive regime, where subtle differences in the
bonding configuration of the basic dimer structure lead to markedly different
outcomes of the approach/retraction process. The presence of several atomic
species further enlarges the phase space. As discussed in Sect. 11.5.2, the dimer
motif plays also a central role in the microscopic understanding of the vertical
atom interchange experiments performed at room temperature (Fig. 11.8),
where a surface atom is replaced by a tip atom of a different chemical species
after an approach/retraction cycle. This analysis will require the inclusion of
temperature effects in the competition among different final states.
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Fig. 11.8. (a) Characteristic frequency shift (Δf) signal on approach (black) and
retraction (red) of the tip over an Si substitutional atom in an Sn/Si(111)-(

√
3×√

3)
surface during a vertical exchange manipulation. The insets display two consecutive
topography images taken before and after the vertical manipulation, where the Si
atom, marked with a white circle, was replaced by an Sn atom. (b) Characteristic
frequency shift signal on approach (black) and retraction (red) of the tip above the
Sn atom deposited in (a), pointed out by a black circle. In this case the Sn atom
has been replaced by an Si atom coming from the tip

11.5.2 Dip-Pen Atomic Lithography: Vertical Atom
Interchange Between the Tip and the Surface in the
α-Sn/Si(111)-(

√
3 × √

3) Surface

The ability to incorporate individual atoms in a surface following prede-
termined arrangements might bring closer future atom-based technological
enterprises. In this section, we discuss the basic atomistic mechanisms behind
the recent experimental assembling of complex atomic patterns at RT by
the vertical interchange of atoms between the tip-apex of an atomic force
microscope and a semiconductor surface [16] (see Fig. 11.8). Our analysis will
focus on the Sn/Si(111)-(

√
3 × √3)R30◦ reconstruction, but these vertical

interchange manipulations have also been reproduced in the Pb/Si(111)-
(
√

3 × √3)R30◦ and the In/Si(111)-(
√

3 × √3)R30◦ reconstructions, where
we expect the same mechanisms to be operative.

Although these experiments are discussed in detail in Chap. 8 of this
volume, we provide here the basic experimental facts that are particularly
relevant for the theoretical analysis. The inset of Fig. 11.8a shows topographic
atomic resolution AFM images of a single atomic layer of tin atoms (bright
protrusions) grown over a silicon (111) single crystal substrate. The dark
spots correspond to substitutional silicon defects at the perfect tin surface
layer. These Si defects can be vertically manipulated during force spectroscopy
[13, 29] experiments. After imaging the surface and positioning the AFM tip
with a lateral precision better than ±0.1 Å [10] on top of the marked Si atom,
the sample was progressively approached toward the oscillating AFM tip. At
a given tip–surface distance, an instability in the frequency shift occurs as
highlighted by the arrow in the graph. In the image taken immediately after
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the sample retraction, the targeted Si atom has disappeared, and an Sn atom
occupies the corresponding lattice position instead (right image in Fig. 11.8a).
The only reasonable hypothesis to explain this event is that the Si atom at the
surface has been replaced by an Sn atom originally located at the tip-apex,
as sketched out by the cartoon in Fig. 11.8a. The same procedure can be con-
secutively applied to the freshly deposited Sn atom (marked with a circle in
the left image of Fig. 11.8b), resulting in the replacement of this surface atom
by an Si atom coming from the tip, and in a partial loss of atomic contrast
(right image in Fig. 11.8b). The resemblance of the characteristic frequency
shift curves (see Fig. 11.8) recorded on vertical atomic interchange manip-
ulations performed on different experimental sessions with different tips is
truly remarkable [16]. In spite of the apparent complexity of the process, this
extremely good reproducibility strongly indicates the presence of a common
basic microscopic mechanism.

The extensive force spectroscopy experiments on this surface show that
29% of the tips produced vertical interchange atom manipulation, being
almost equally probable to find tips producing either Si deposition or alternate
deposition of Sn and Si atoms (this is the case illustrated in Fig. 11.8), and
less probable to have a tip depositing only Sn atoms. The preparation of these
tips relies on making a number of gentle tip–surface contacts using the same
cantilever over different measurement sessions, but there is no systematic way
of producing a priori a particular kind of tip. Once an atom exchanging tip
is found, it is possible to perform the manipulations in a reproducible way.
Therefore, these vertical interchange atomic manipulations require a tip-apex
rigid enough to endure the high loads over the repulsive part of the short-range
chemical interaction without undergoing major structural modifications.

The creation of these atomic patterns must involve not only the repeated
interchange of atoms between tip and surface but also diffusion and segre-
gation processes at the tip-apex to guarantee the presence of the required
chemical species in the appropriate atomic arrangement. The simulation of the
whole process is far beyond the capabilities of current first-principles methods.
Thus, we focus our analysis on the feasibility of the vertical atom interchange
and the identification of the common atomistic mechanisms involved.

At this point, we still have to face the complexity of the phase-space that
the closest tip and surface atoms can explore, with different possible outcomes
including atom removal or deposition by the tip, apart from the vertical inter-
change. We have used the possibility to impose constraints on the tip model
to further simplify the complex scenario associated with the tip mechanical
response and separate the discussion in two different steps. First, we model
the experimental apex with a rigid tip where only the two atoms defining the
apex are allowed to relax on interaction with the surface (see Fig. 11.9). These
simulations illustrate how the vertical interchange can take place at the atomic
scale, and identify the crucial dimer structure formed by the closest tip and
surface atoms. In a second step, we relax some of these constraints to show
the interplay with the other possible final outcomes and processes and the role
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Fig. 11.9. First-principles simulations of the vertical interchange manipulation.
(a) Evolution of the total energy on two consecutive tip approach and retraction
cycles with a model rigid tip – only the two atoms in the dimer defining the apex are
allowed to relax – over the same location of an Sn/Si(111)-(

√
3 ×√

3)R30◦ surface
resulting in the alternate deposition of an Sn atom (first cycle, continuous lines)
and a Si atom (second cycle, dashed lines), respectively. (b) Atomic configurations
associated with the transitions between energy branches labelled in (a) showing the
relevant atomistic processes involved in the vertical interchange of atoms between
tip and surface. (c) shows a zoom of the same selected configurations

of the temperature. In spite of its obvious limitations, our tip model captures
an important property of the real tips, as a very robust apex is required to
stand the high loads associated with the exploration of the repulsive part of
the tip–surface short-range chemical interaction. This is the aspect that we
have emphasized, sacrificing the quantitative description of the softer elastic
response found in the experiments.

Figure 11.9 illustrates, using the total energy, the evolution of the system
during an alternate deposition of an Sn (continuous lines) and an Si atom
(dashed lines) using the rigid tip model. The most relevant atomic configura-
tions during both processes are depicted in Fig. 11.9b. In the case of the Sn
deposition, the system follows the branch A (squares), starting at A1, where
there is no significant interaction. At A2, we are near the total energy minima
and hence the zero of the short-range attractive force. Further tip–surface
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approach leads to a repulsive force that increases up to structure A3, where
the atoms are significantly compressed but still keeping their original bond-
ing topology. On retraction from any tip–surface distance larger than the one
corresponding to A3, the system follows the same energy curve back to the
original structure A1. On the contrary, approaching the tip beyond A3, the
system undergoes a discontinuous jump to a new energy branch B (trian-
gles) with a significantly different bonding topology (panel B1 in Fig. 11.9b).
During further approach and consecutive retraction the system follows this
energy branch up to B2, where a new jump takes it to another energy solu-
tion (branch C, circles), leading to the final bonding topology (structure C2)
and the atomic interchange. The Si deposition case presents the same basic
features. During approach, the system follows the C branch until reaching C3,
where it jumps to branch D (pentagons). Retraction from any distance along
the D branch after this jump leads to a new jump from D2 to A2 and to the
atom interchange. Comparing the two deposition cases, although the atom-
istic details are slightly different, overall, the atom interchange mechanism
seems to be the same. The key step in these processes is to reach the earlier
discussed dimer-like structure shown in panels B1 and D1. In these atomic
configurations, the two original tip and surface closest atoms have now an
“equal” number of bonds with the surrounding atoms, losing their identity
as being part of the tip or the sample. Our simulations confirm that this
dimer structure, that minimizes the stored elastic energy under compression,
is the lowest energy configuration reached also with other tip–surface relative
orientations and even with different tip structures.

Our DFT simulations using the rigid tip model reproduce the vertical
interchange atom manipulations observed in the experiments and highlight
the atomistic processes behind. The constraints imposed on the tip keep the
energy barriers for all of the alternative processes – including tip modifications
and extraction of atoms from the surface – quite high, while the barrier for the
vertical interchange reduces significantly on loading. To further explore the
role of the mechanical response of tip and the interplay among the different
possible outcomes, we have approached our tip to a more realistic situation
and carried out simulations with a setup, where the four outermost atoms
of the tip-apex are allowed to relax. Figure 11.10a depicts the energy for an
approach (squares) and retraction (triangles) cycle over an Si atom resulting in
a tip change, where the Sn atom at the apex is lost and left on the surface. On
retraction, the system crosses an energy branch (circles) that would result in
the vertical interchange of these atoms – the Sn replaces the Si at the surface,
while the Si atom incorporates into the dimer structure at the tip apex.

Given the complexity of the configuration space shown by these simu-
lations, where an apparently small change in the tip leads to a completely
different result for the approach/retraction curve, one may wonder about the
feasibility of the vertical interchange. The important point to notice is also
highlighted in Fig. 11.10a: all of the alternative outcomes lead the system to
a final state of higher energy than the one associated with the vertical atom
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Fig. 11.10. (a) Total energy (squares and triangles) for a tip–surface approach and
retraction cycle over an Si atom producing a tip modification where the Sn atom
at the apex is lost and left on the surface. (b) Activation energy barrier between
two atomic configurations close in total energy labelled as α and β in (a). The
atomic configurations corresponding to the two α and β state are shown on the
right. (c) Details of the bonding configurations along the minimum energy path for
the transition from state α to state β

interchange. In the simulations discussed so far, where no temperature effects
are included, the details of the tip structure and mechanical response deter-
mine which are the final states that can be reached without crossing significant
energy barriers. However, in the experiments that are performed at room tem-
perature, thermodynamics would favor the lowest energy final configurations.
Therefore, the feasibility of the vertical interchange process is controlled by
the energy barriers among the different local minima.

The calculation of the energy barriers in this multi-atom contact, where
the structure of the transition state is difficult to guess, requires a more
sophisticated approach that the constrained minimization used in the case of
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the lateral manipulation. We have used the “Nudge Elastic Band” method [17],
a well-established method for finding transition paths and the corresponding
energy barriers between given initial and final states. In this method, a col-
lection of intermediate sets of atomic configurations (or images) is created by
a straight line interpolation of the coordinates of the atoms from the initial
to the final state. Those images are connected together with springs to form
a chain that provides a discrete representation of the path from the initial to
the final state. This chain mimics an elastic band made of beads (the images)
and springs. The total energy of the entire chain has to be minimized to find
the minimum energy path (MEP). This total energy includes both the sum of
the total energies of the different images and the contribution from the har-
monic interaction between neighboring images along the direction of the path
described by the chain. The minimization process involves the relaxation of
the coordinates of the atoms in the different images subject to the constraints
imposed by the springs. Any maximum along the MEP is a saddle point on
the potential energy surface, and the energy of the highest saddle point gives
the activation energy needed for the transition.

In our estimation of the typical barriers involved in vertical atom inter-
change processes, we have studied the transition of the system from an energy
branch resulting in an Sn deposition to the one associated with the concerted
vertical interchange. In particular, we have considered the transition energy
between two atomic configurations very close in energy (points α and β in
Fig. 11.10a) belonging to these two different branches: the starting atomic
arrangement (α) is a dimer-like configuration in which both atoms have lost
their identity as being part of the tip or the sample; the final state (β) is the
deposition of the Sn atom. We have used nine images including the initial
and final states labelled as α and β, respectively. Figure 11.10b displays the
final energies for the sets of different atomic configurations defining the MEP.
A zoom of the final relaxed structures over the relevant region of the tip–
surface interface is displayed in Fig. 11.10c. We have found that there is an
energy barrier of 0.4 eV for the transition between these two configurations
(Fig. 11.10b), which is associated with the breaking of the remaining bond of
the Si atom with the surface and the formation of a second bond of the Sn
atom with the surface (see the panel labelled as 5 in Fig. 11.10c). With this
relatively small energy barrier, these vertical interchange atom manipulations
can easily take place at RT. It is not necessary to reach the high repulsive
energies at which jumps between branches in Fig. 11.9 occur – energy values
that would turn into extremely repulsive forces. In contrast, just driving the
tip to tip–surface separations close (or slightly beyond) to the distance for
the zero short-range force, we are very likely to obtain a vertical atomic inter-
change by a thermally activated jump near the crossing point of the different
energy branches available for the system.

The simulations described earlier also shed light over some of the features
exhibited by the associated experimental curves. The frequency shift signals
(Fig. 11.8) display a shoulder at closer tip–surface distances, that develops into
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a double well structure in the corresponding short-range chemical interaction
forces (see Chap. 8). These features, together with the large energy dissipa-
tion measured at the closest tip–surface distances [24,28] can be qualitatively
explained in terms of the presence of several energy branches – and, thus, dif-
ferent tip–surface interaction forces – during the evolution of the system. The
energy barriers between branches as a function of the tip–surface distance
dictate where the system jumps during either approach or retraction and,
thus, determine the details of both frequency shift and force curves [16]. Since
the frequency shift is proportional to a weighted average of the tip–surface
interaction force over one oscillation cycle [30, 31], the existence of these dif-
ferent force branches is blurred [24, 28] in both the frequency shift and the
short-range chemical interaction force derived from it; magnitudes that, a pri-
ori, only reflect the average conservative part of the interaction [30, 32, 33].
However, the calculated energy landscape provides a clear indication that the
striking presence of two force minima of very similar depth are due to the
evolution of the system between two different bonding configurations during
an approach and retraction cycle.

Figure 11.11 shows the theoretical results that explain the origin of the
dissipation signal and the force spectroscopy results measured in the exper-
iments. An oscillation cycle of the experimental approach curve shown in
Fig. 11.8b, before reaching the point of maximum proximity between tip and
surface, can be simulated by assuming that: (1) the tip approaches the sur-
face following energy branch C in Fig. 11.9; (2) at a given tip–surface distance
(C3), the system jumps to the energy branch D; and (3) on retraction the

BA

Tip-surface distance Tip-surface distance 

P
  (

Z
) 

A

Apporach 

Retraction 

Fig. 11.11. (a) Short-range forces corresponding to the evolution and transitions
between the energy branches C and D shown in Fig. 11.9; squares and circles denote
the force upon approach and retraction, respectively. The theoretical forces that
would be obtained from the inversion of the frequency shift at zero (dashed) and
non-zero (continuous) temperature are also included. (b) Normalized frequency shift
obtained from the short range force curves shown in (a) at zero (dashed line) and
nonzero temperature (continuous line). The inset displays the probability of being
in the C branch during the approach–retraction cycle used to incorporate the effect
of a nonzero temperature in the frequency shift calculation
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system jumps back (D2) to the branch C. Notice that, in this case, there is
not vertical atomic interchange and therefore the initial and final configuration
upon approach and retraction are identical. The forces on approach (squares)
and retraction (circles), assuming these transitions between energy branches,
are shown in Fig. 11.11a. An approach and retraction cycle considering these
two force solutions leads to a dissipated energy of ∼7 eV. The normalized fre-
quency shift γ associated with this process is shown in Fig. 11.11b (dashed
line). The step-like change of γ at the tip–surface distance where the atom
reallocations take place is an expected consequence of the force hysteresis. The
green dashed line of Fig. 11.11a is the force curve associated to this normalized
frequency shift when it is calculated with the same inversion procedure used
with the experimental results. This curve coincides with the force of the C
branch before the jump (up to this point, the force over the oscillation cycle
is conservative), but, for closer distances, a strong hysteresis (jump) appears
and the short-range force calculated from the frequency shift inversion loses
its meaning [30, 32, 33].

Both the force curve and the dissipated energy (∼7 eV) associated with
this process are still quite different from the experimental ones. The origin of
this discrepancy lays on the role played by the temperature: our calculations
so far are done at zero temperature while the experiments are performed at
RT. At finite temperature, the system can overcome energy barriers between
different energy solutions that smears out the steps and reduces the dissi-
pation signal found at zero temperature [28]. To incorporate the effect of
the temperature, we have calculated the normalized frequency shift (contin-
uous line in Fig. 11.11b) using the force solutions on approach and retraction
shown in Fig. 11.11a, but giving them some relative probabilities (see the inset
of Fig. 11.11b) that reproduce the measured dissipation energy (∼1.2 eV) at
the closer tip–surface distances. The corresponding short-range force curve
(continuous line in Fig. 11.11a) obtained from this frequency shift using the
inversion procedure [31] now exhibits the main feature of the experimental
forces: a double well with similar force minimum values. Therefore, this charac-
teristic feature in the experimental short-range force curve is a clear signature
of force hysteresis during the approach and retraction cycle.

11.6 Conclusion

This chapter unveils the atomic-scale mechanisms that are responsible for
the RT manipulations of strongly bound atoms on semiconductor surfaces.
First-principles simulations, matching the experimental forces, identify the
key steps in two paradigmatic examples: the lateral manipulation of single
adatom vacancies on the Si(111)-7× 7 reconstruction in the attractive regime,
and the vertical interchange of atoms between the tip and the Sn/Si(111)-
(
√

3×√3)R30◦ surface by a gentle exploration of the repulsive force regime.
Our calculations reveal that the outstanding experimental control of the
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manipulation under attractive forces comes from the localized reduction of
the diffusion energy barriers induced by the tip for the different steps in the
complex path followed by the Si adatom during the process. Using selective
constraints to face the difficulties posed by the complexity of a multi-atom
contact and operation in the repulsive regime, our simulations illustrate how
the vertical interchange can take place at the atomic scale, identify the cru-
cial dimer structure formed by the closest tip and surface atoms, and discuss
the role of temperature in the competition with other possible final outcomes
(including atom removal or deposition by the tip).

Acknowledgements

The authors acknowledges the relevant experimental contribution from Oscar
Custance, Yoshiaki Sugimoto, Masayuki Abe and Prof. Seizo Morita to the
work described in this chapter. The work of P.P. and R.P. is supported by the
Ministerio de Ciencia e Innovacion (MICINN, Spain) under Grants MAT2005-
01298 and NAN2004-09183-C10, and by the VI Framework Programme of the
European Union under the STREP project FORCETOOL (NMP4-CT-2004-
013684). P.P. acknowledges the financial support by the Juan de la Cierva
Programme (MICINN, Spain). P.J. acknowledges the financial support from
COST P19-OC09028 and GAAV under the grants no. IAA 100100905 and GA
CR 202/09/0775. Part of these calculations has been performed at the Centro
de Computacion Cientifica of the UAM and the MareNostrum supercomputer
at the BSC-CNS.

References

1. D. Eigler, E.K. Schweizer, Nature 344, 524 (1990)
2. F. Giessibl, Science 267, 68 (1995)
3. N. Oyabu, O. Custance, I. Yi, Y. Sugawara, S. Morita, Phys. Rev. Lett. 90(17),

176102 (2003)
4. S. Morita, I. Yi, Y. Sugimoto, N. Oyabu, R. Nishi, O. Custance, M. Abe, Appl.

Surf. Sci. 241, 2 (2005)
5. S. Kawai, H. Kawakatsu, Appl. Phys. Lett. 89, 023113 (2006)
6. N. Oyabu, Y. Sugimoto, M. Abe, O. Custance, S. Morita, Nanotechnology 16(3),

S112 (2005)
7. Y. Sugimoto, M. Abe, S. Hirayama, N. Oyabu, O. Custance, S. Morita, Nat.

Mater. 4(2), 156 (2005)
8. R. Nishi, D. Miyagawa, Y. Seino, I. Yi, S. Morita, Nanotechnology 17(7), S142

(2006)
9. S. Hirth, F. Ostendorf, M. Reichling, Nanotechnology 17(7), S148 (2006)

10. M. Abe, Y. Sugimoto, O. Custance, S. Morita, Appl. Phys. Lett. 87(17), 173503
(2005)

11. M. Abe, Y. Sugimoto, O. Custance, S. Morita, Nanotechnology 16(12), 3029
(2005)



11 Basic mechanisms for single atom manipulation in semiconductors 249

12. M. Abe, Y. Sugimoto, T. Namikawa, K. Morita, N. Oyabu, S. Morita, Appl.
Phys. Lett. 90(20), 203103 (2007)

13. Y. Sugimoto, P. Pou, M. Abe, P. Jelinek, R. Pérez, S. Morita, O. Custance,
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Multi-Scale Modelling of NC-AFM Imaging
and Manipulation at Insulating Surfaces

T. Trevethan, N. Martsinovich, L. Kantorovich, and A.L. Shluger

Abstract. We present the results of calculations performed to simulate the process
of atomic-scale imaging and manipulation that explicitly take into account dynami-
cal processes occurring at the surface. These calculations are performed using a novel
multi-scale method that combines a simulation of the experimental instrument cou-
pled with a kinetic Monte Carlo simulation of the microscopic system that evolves
in real time. This method is applied to three qualitatively different systems: the
manipulation of a Pd atom adsorbed on the MgO (001) surface, the imaging of the
thermally induced motion of a water molecule adsorbed on the CeO2 (111) surface,
and the manipulation of a C60 molecule on the Si (001) surface. The results of these
simulations show how optimum protocols for controlled atomic-scale manipulation
can be determined and how dynamical surface processes can significantly affect the
contrast seen in NC-AFM images.

12.1 Introduction

The interpretation of the results of atomic resolution non-contact atomic-force
microscopy experiments is a difficult and challenging task, due to both the
complexity of the imaging mechanism and the unknown nature of the exact
tip-apex structure [1]. Therefore, it is necessary to employ theoretical mod-
elling to better understand the results produced by a particular experiment.
The application of theory to modelling NC-AFM images has been able to
explain the contrast patterns observed and identify features in many atomic
resolution experiments [1–3] and has proved invaluable to the advance of the
field over the past decade. The modelling of an NC-AFM experiment typi-
cally involves calculating a tip–surface force-field – for a particular tip and a
particular surface – from atomistic simulations. This force-field, which gives
the vertical force on the tip as a function of tip position in three-dimensions
above the surface, can then be used to calculate the frequency-shift (also as
a function of tip position) from the cantilever parameters and the amplitude
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by integrating over the tip trajectory [4]. This in turn can then be used to
create either a constant height image of frequency or a topography image at
a given frequency shift set-point. This procedure, however, involves several
important simplifying assumptions. The first of these is that the NC-AFM
instrumentation controlling the cantilever oscillations and the surface position
act ideally, i.e., that the tip follows a sinusoidal trajectory, and that the lateral
scanning speed is slow enough that any finite response of the amplitude or
frequency feed-back loops can be neglected; in other words, it is assumed that
the instrumentation reacts instantaneously during the scan on the constantly
undulating surface. The second assumption is that the tip-experiences a con-
servative force-field due to its interaction with the surface, and that there are
no non-conservative processes i.e., no atomic-scale structural changes occur
during the entire imaging process.

In many NC-AFM images of stable and well defined surfaces and sys-
tems, the assumptions described earlier are applicable and well tested [1,4,5].
However, there are many instances where this is not the case: e.g., when
microscopic structural changes occur to the surface or tip during the imaging
process. These structural changes may consist of the thermally driven diffu-
sion of an adsorbate across a surface, or may be induced by the tip at close
approach – something that is produced intentionally in an atomic-scale manip-
ulation experiment [6–8]. When considering the effect of dynamical processes
during the experiment, the interpretation and modelling becomes significantly
more complex and challenging.

To understand the effect of various dynamical processes during an NC-
AFM experiment, it is useful to consider the various time-scales involved. The
chemical force that acts between the tip and the surface at close approach is
sensitive to the thermal vibrations of individual atoms in both the surface and
the tip, which typically have a characteristic frequency of 1012–1014 Hz. The
cantilever, however, oscillates with a frequency on the order of 105 Hz, and
so atoms in the junction will vibrate billions of times over a single oscillation
of the tip. It has been shown earlier that the force fluctuations of these fast
lattice vibrations are effectively averaged over the tip trajectory, and the tip
“feels” the system in its ground state configuration (within the harmonic
approximation) resulting in a conservative tip–surface interaction [9,10]. Other
processes that result in structural changes, may occur over a vast range of
time-scales: rare hops and manipulation events may occur only a few times
during the acquisition of an entire image (which occurs over the order of
seconds to minutes) resulting in definite changes in contrast as the image is
scanned. Faster diffusion processes may occur at a frequency comparable to
the tip oscillations, and in this case the response of the instrument and the
interplay between the diffusion and tip oscillations is difficult to predict. In
all cases, the dynamical evolution of the surface processes and the motion of
the tip are not independent of one another, but directly coupled and must be
treated as a single interacting system.
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In this contribution we explain how an explicit, real-time and multi-scale
simulation of the entire NC-AFM experiment, including the dynamical evolu-
tion of the instrumentation at the macroscopic scale and atomistic processes at
the microscopic scale, can help in understanding the imaging of complex pro-
cess and how atomic- and molecular-scale manipulation can best be achieved
and detected. Modelling the imaging process requires spanning both the time
of acquiring an entire image and the characteristic time-scale of atomic-scale
transitions – a complex task that requires the use of novel methods.

We apply this model to three realistic but qualitatively different systems:
the manipulation and diffusion of a Pd adatom on the MgO (001) surface, the
thermally induced structural change of an H2O molecule on the CeO2 surface
and the manipulation of a C60 molecule on the Si (001) surface. In the first
system, which consists of a metal adatom weakly bound to an ionic surface,
we model how the atom can be manipulated at close approach and also the
image contrast when the atom is freely diffusing across the surface. In the
second system, we image the fast structural changes of a small molecule that
is strongly bound and immobile on the surface but free to move between three
equivalent states. In the final example, we model the manipulation by the tip
of a much larger molecule that is strongly bound to the surface.

Section 12.2 outlines the details of the model and how this is implemented
in the simulation. Section 12.3 then describes the application of the model to
the three example systems. In Sect. 12.4 a discussion is given.

12.2 Methods

The simulation of the NC-AFM experiment is treated in two separate parts:
the instrument and the microscopic system. These are then linked together to
form a complete self-consistent simulation.

12.2.1 Modelling the Instrument

The NC-AFM instrumentation controls the amplitude of the cantilever oscil-
lations and the position of the surface (and hence the frequency shift) with
two feed-back loops: the automatic gain control (AGC) and the automatic
distance control (ADC), respectively (see Fig. 12.1). These loops are imple-
mented using a complex set-up of electronics, incorporating a digital phase
locked loop as a frequency demodulator, and a laser diode detection system to
measure the deflection of the cantilever [4]. The instrument outputs three sig-
nals that can be used for generating images: the sample height (topography),
the frequency shift (detuning) and the excitation signal (dissipation).

To model the complex behaviour of this instrument we employ a Vir-
tual atomic-force microscope (VAFM), which consists of an explicit numerical
simulation of the entire experiment in real time, and is described in detail
in [11, 12]. The VAFM, we employ, performs a numerical integration of the
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Fig. 12.1. Block diagram showing the interacting parts of the virtual AFM

trajectory of the cantilever, the control electronics and the driving signal with
a fixed time-step, which is small compared with the motion of the tip (approx-
imately 10−10 s). The tip moves in a three-dimensional force-field above the
surface as the tip is oscillated and the surface is scanned. The scanning of the
surface takes place continuously and the oscillating tip follows a lateral path
collecting line scans to produce an image, in real time. The lateral trajectory
in the calculations presented here consists of a raster scan without flyback –
with the surface moving alternately in perpendicular fast and slow directions
to build up all the lines for the complete image. Other implementations of
dynamic AFM instrument simulations can be found in [13, 14].

By performing a complete real-time simulation of the instrument, the force-
field experienced by the tip can be altered to reflect a structural change in the
surface during the imaging process. The simulations including the trajectory
of the tip, all the control mechanisms and the output signals, will react in a
completely realistic way as the experiment progresses.

12.2.2 Modelling the Tip–Surface Junction

At the heart of all calculations to model NC-AFM experiments is the tip–
surface force-field, which usually consists of two components: a macroscopic
van der Waals force, which depends only on the tip–surface separation and
a microscopic force-field which is sensitive to the atomic-scale structure of
the surface and tip. The microscopic force-field depends strongly on the exact
chemical nature and structure of the tip model used, and so the choice of this
tip model is critical to the outcome of a simulation and the predicted contrast.
The exact nature of the tip-apex used in the actual experiment is unknown:
tips are usually fabricated from silicon, but are exposed to the atmosphere
and so form an oxide layer and may be contaminated with other species. In
addition the tip is most likely to be contaminated by material from the surface
under investigation during the experiment.
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The identity of the tip-apex can be determined by simulating an NC-
AFM image with many different types of tips and selecting the tip that
gives the closest match to the observed contrast pattern [15, 16]. In addition,
force-curves over individual surface atoms can be determined from force-
spectroscopy experiments and further used to characterize the tip–surface
interaction [17,18]. However, to reach a qualitative understanding of the imag-
ing process, model tips are often employed which significantly reduce the
computational effort involved in calculating tip–surface interactions.

With a given tip model, the force-field can be calculated from a series
of atomistic calculations. With the tip in a fixed position above the sur-
face, the force on the tip is calculated after all free atoms in the tip–surface
junction are relaxed. This is then repeated for an array of tip positions to
obtain the force-field in three dimensions. The method used to calculate the
tip force depends on the identity of the surface and the tip model: ideally
an ab-initio method, such as density functional theory is employed [19–21].
However, depending on the system, high quality interatomic potentials can
be used instead which drastically reduces the computational effort involved
by several orders of magnitude. If the microscopic system retains the same
structure throughout the experiment, a single force-field is required to model
the imaging process. However, structural changes will change the force-field
experienced by the tip during the experiment. In this case, a force-field for
each structure that is accessible during the simulation is required.

Dynamical processes in the surface and the structural changes associated
with them occur from transitions between minima on the potential energy
surface (PES) of the tip–surface junction. These transitions (or jumps) are
thermally induced and occur when the system crosses a potential energy bar-
rier (or saddle point). Energy barriers for processes in the microscopic system
can be calculated from atomistic calculations, employing the same methods
used for calculating the force-field.

In many microscopic processes, such as e.g., atomic self-diffusion, the bar-
riers, and hence the rates of transitions, remain constant. However, when the
tip of an SPM is interacting with the surface, these barriers can be modified
and will change as the tip is moved above the surface. This results in a PES
that is a function of tip-position – giving rise to a potential energy barrier
field. A “barrier field” then gives the activation energy for a certain process
as a function of tip position. The presence of the tip may act to change the
barrier for a process at close approach. In fact, as the tip moves in time (both
due to vertical oscillations and the lateral scan), the “barrier field” becomes
an explicit function of time as well. Manipulation occurs when a barrier that
is insurmountable when the tip is far from the surface (and no transitions
occur at a given temperature) is lowered by the presence of the tip, allowing
a transition to proceed.

The frequency at which atomic-scale transitions occur in the system may
be comparable to the tip motion, but the actual transition itself occurs on the
time-scale of atomic relaxation (i.e., 10−12 s) i.e., effectively instantaneously
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with respect to the tip motion. So, as far as the NC-AFM experiment is
concerned, the dynamics of the individual transition is irrelevant – we are
only interested in evaluating when they occur. Atomic-scale transitions are an
inherently stochastic process that can be modelled realistically using a kinetic
Monte Carlo (KMC) method [22], if the rates of the relevant transitions are
known.

12.2.3 Kinetic Monte Carlo

Given the activation barrier (for a given tip position x, y, z), the transition
rate for a particular process, k, can be calculated from the familiar Vineyard
expression [23]:

rk(x, y, z) = νk e−βΔEk(x,y,z), (12.1)

where ν is the attempt pre-factor, Ek(x, y, z) the energy barrier field for
process k and β = 1/kBT . In the traditional KMC method, the rates for
individual processes are constant and do not change in time [24]. Then, the
simulation of the system dynamics is done by, firstly, choosing at random the
time-step using the total rate of all possible “positive” processes, and, sec-
ondly, choosing, again at random, the particular process from the available
list of processes which will take the system to the next state. The standard
KMC algorithm is based on considering only “positive” processes which lead
to the system changing its state.

To evaluate the dynamics of a system when the barriers (and rates) vary in
time due to the motion of the tip, a more general KMC algorithm that employs
a fixed time-step Δt must be employed [22]. In this method, a complete set of
processes is considered including the one in which nothing happens, i.e., the
system remains in its current state (see for example state A in Fig. 12.2b).
Then, one considers the probability, P0(Δt), for the system to remain in the
current state over the time Δt (which exponentially decays with increase of
the time step), and the probabilities Pk(Δt), to move to every available other
state k over the same time (for example the four B states in Fig. 12.2b). By
considering the complete system of possible states the system may jump into
(including multiple jump events), one ensures that all probabilities add up to
unity exactly, i.e.,

P0(Δt) +
∑

k

Pk(Δt) = 1. (12.2)

A single random number is drawn to decide which particular state of all
available states will be realized, including the remaining in the current state.
To avoid complex calculations of all possible paths to reach available states
from the current one over the finite time Δt (which should include also jump-
ing to these states via intermediate states, i.e., multiple jump events), one can
choose a very small time-step and simply disregard multiple events, in which
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Fig. 12.2. (a) Configuration of the surface, adatom and tip (b) Top: Schematic
of a single oxygen unit cell on the MgO (001) surface with the Pd atom adsorbed
above the central O, showing the four equivalent transitions to neighboring oxygen
sites. Bottom: 2-D potential energy surface for the Pd atom as a function of lateral
position above the unit cell. The centre of the cell is located at lateral position x = 0
y = 0 and B1 at x = 2.122 and y = 2.122. (c) Minimum energy paths along the
four reaction coordinates for the Pd atom to move into each of the four neighboring
minima with the Mg terminated MgO tip at a height of z = 4.5 Å and lateral position
x = −0.53 Å y = −0.53 Å relative to the central O position

case the construction of the possible list of events is trivial. In the case of
simulations of AFM induced diffusion of atoms on the surface, we can simply
consider single jumps to all nearest lattice sites (e.g., see Fig. 12.2b).

For the given tip position the probabilities of these events can be explicitly
calculated given the known energy barriers as functions of the tip position,
and the known time step, Δt. Then, a random number is drawn to choose
the particular process from the list, i.e., which atom to move and to which
lattice site, or to keep the current configuration of the atoms on the surface
unchanged (i.e., “do nothing”). Then, as the tip moves over the time Δt, the
list of processes is compiled again, their probabilities are recalculated and it
is decided what is the next state of the system. Thus, in this algorithm, for
a given time-step in the simulation, the probability of the system crossing a
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barrier is calculated based on the instantaneous rate, and a random number
is drawn to determine whether the barrier is crossed or not.

The KMC simulation is run simultaneously with the VAFM calculation,
with the potential energy barrier fields evolving in real time as the tip moves
and the surface is imaged. This means the position and motion of the tip
alters the dynamics of the surface processes. When a microscopic transition
occurs the force-field will switch instantaneously to the corresponding new
microscopic structure. In this way both the microscopic and macroscopic parts
of the system evolve in-step and self-consistently.

12.3 Applications

12.3.1 Pd Adatom on MgO (001)

The adsorption and diffusive behaviour of individual Pd atoms and Pd clus-
ters on the MgO (001) surface has been widely studied, with a variety of
techniques, primarily as this system is an important catalyst [25]. However,
as an example of a system consisting of adatoms weakly bound to an ionic
surface, it is useful as model system to investigate the manipulation of indi-
vidual atoms on an insulator. MgO has the rock-salt structure and the (001)
surface is very stable and nearly flat. To model this system, we have employed
a set of classical pair-wise inter-atomic potentials that have been derived from
high-quality ab-initio calculations of the Pd/MgO interface [26]. The atom-
istic calculations have been performed using the SciFi code which has been
specifically developed to model SPM tip–surface interactions [27].

A single Pd atom is adsorbed directly above the oxygen site on the MgO
surface with an adsorption energy of approximately 1 eV. The Pd atom can dif-
fuse on the surface via a nearest neighbor hopping mechanism, and the energy
barrier to move to a neighbouring minimum (above a neighboring oxygen) is
approximately 0.25 eV and will therefore be highly mobile at room temper-
ature, but immobile at low temperatures (70K being a convenient reference
point). Figure 12.2a shows the configuration of an adsorbed Pd atom on the
surface, along with the potential energy surface of this system as a function
of the lateral position of the Pd atom (Fig. 12.2b). Here, it is clear that the
Pd atom can move in one of four equivalent directions in a single transition.
In the description that follows the initial adsorbed position of the Pd atom is
labelled state A, and the four neighboring states B1, B2, B3, and B4.

It is apparent that the states B1, B2, B3, and B4 are equivalent, however
when a tip is introduced to the system above the surface this symmetry may
be broken and the barriers to move into the different states change. This is at
the heart of the manipulation mechanism the potential energy surface of the
system and hence the individual barriers are modified through the interaction
with the tip. In the calculations presented here, the tip is represented by a
64 atom MgO cube oriented so that its threefold axis is perpendicular to the
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surface plane and is terminated with a single Mg atom. The upper 32 atoms
are frozen in bulk-like positions and the remaining atoms free to relax. This
tip is chosen as a convenient model, however the MgO tip has been shown
to be representative of a wide variety of polar tips [1]. The nature of the tip
apex is crucial to the manipulation mechanism in this case: the Mg apex has
a very weak attractive interaction with the Pd adatom (much weaker than
the Pd–O interaction), and is therefore able to exert a force (through Pauli
repulsion) to “push” the Pd atom at close approach.

The minimum energy path, and hence barrier, for the Pd atom to move
from state A to states B1, B2, B3, and B4 can then be determined for a given
position (x, y, z) of the tip above the surface, using a constrained minimisation
procedure (described in [28]). For example, Fig. 12.2c shows each of the four
minimum energy paths when the tip apex is positioned at a height of 4.5 Å
above the surface and at a lateral position 0.75 Å in the direction to state
B4 from the position directly above state A. Here, the barrier to move to
state B1 is the smallest and the barrier to move to state B4 the largest (the
barriers to move to states B2 and B3 are equivalent due to the symmetry). This
calculation is then repeated for a three-dimensional array of fixed positions
of the tip above the Pd atom and surface to derive the four separate energy
barriers as a function of tip position. The barriers are calculated for a grid
of positions with 18× 18 points laterally over the conventional unit cell and
50 tip heights vertically between 4 and 6 Å (a total of 16,200 points). With
this complete grid, each of the four energy barriers can be determined for any
arbitrary tip-position in three dimensions above the surface by interpolating
between these points using a polynomial interpolation scheme. This results in
four “energy barrier fields” – which in addition to the force-field of the system
enable the complete description of the dynamical evolution for any arbitrary
tip trajectory.

The dynamical evolution of this system can then be determined using the
kinetic Monte Carlo algorithm, with rates calculated using a standard attempt
pre-factor of 1012 Hz. The tip trajectory is controlled using the virtual AFM
and the system will react in real time. When a jump of the Pd atom occurs
(according to the KMC simulation), both the force-field and barrier-fields are
instantaneously shifted to the new position of the Pd atom and the simula-
tion continues. The jump of the atom and, hence, of the force-field occurs
instantaneously with respect to the motion of the tip and the instrument will
respond to the jump in a completely realistic and self-consistent way.

In the calculations presented here, a finite time-step of Δt = 10−9 s is used
for both the KMC algorithm and the VAFM trajectory. This is sufficiently
large to assume that an atomic jump happens instantaneously. In addition to
the atomistic tip–surface force-field, an attractive macroscopic van der Waals
force (using a spherical tip model with a radius of 10 nm and a Hamaker
constant of 1 eV) is added to replicate a realistic tip–surface interaction. The
resonant frequency of the cantilever is f0 = 100 kHz, the spring constant



260 T. Trevethan et al.

6 7 8 9 10
Fast scanning axis (Å)

4

5

6

C
lo

se
st

 a
pp

ro
ac

h 
(Å

)

–55

–50

–45

–40

D
et

un
in

g 
(H

z)

(a) (b)

Fig. 12.3. (a) Constant frequency shift (Δf0 = −38 Hz) topography image of
the Pd atom at the centre of a 16 × 16 Å2 area of the MgO (001) surface at 10 K.
(b) Constant frequency shift (Δf0 = −42Hz) topography image of the Pd atom on
a 20× 20 Å2 area of the MgO (001) at 10 K. The frequency detuning along the fast
scan line indicated and the corresponding distance of closest approach (topography)
are shown as an inset

20N/m and the set-point amplitude A0 = 10nm. All the other parameters
for the instrument are described in [28].

Figure 12.3a shows a topography scan of a Pd atom on the MgO (001)
surface (scan area 16× 16 Å), for the frequency set-point Δf0 = −38Hz and
at 10K, with the slow scanning direction going from top to bottom. The
topography is low (dark) over Pd atom due to the short-range repulsion with
the Mg terminated tip; however, the tip is not yet getting close enough to the
surface to significantly lower any barrier to induce a jump of the adatom. To
illustrate the time-scales involved, this image is acquired over several minutes
of real time (although it takes many hours to calculate). Each scan line takes
0.4 s, during which the cantilever will have oscillated approximately 40,000
times over 4× 108 simulation time-steps.

Figure 12.3b shows the same scan, but this time performed at a frequency
shift set-point of Δf0 = −42Hz, which now brings the tip closer to the surface
(and Pd atom) at close approach. Now the Pd atom is being pushed upwards
as the scan progresses, resulting in the “half moon” shapes as the atom jumps
to a neighboring site as a single line is scanned. Figure 12.3b also shows the
instantaneous frequency shift (detuning) and topography as a jump occurs on
the scan line indicated in the image. Here, when the jump occurs, the force-
field changes and the instrument retracts the surface to maintain the set-point
frequency shift, which happens over a finite time due to the response of the
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instrument [29]. In an ideal instrument, the frequency shift would remain con-
stant, however, in reality a spike occurs due to the instantaneous jump. This
strong response signature can be used as a confirmation of successful manipu-
lation and to identify the exact point a manipulation occurs. In addition, the
jump of the atom (and force-field) will cause a difference in the tip–surface
force during the approach and retraction over a single oscillation cycle that
will lead to a spike in the dissipation (amplitude gain) signal, however in this
case the effect is small (a peak of 5meV) and is unlikely to be detected in a
real experiment.

With this simulation it is now possible to determine the outcomes and
success of various manipulation protocols, which can be used to guide experi-
mental efforts. For example, it is the case that scanning in the (110) direction
offers less control over the Pd atom (i.e., more uncertainty in the direction
of manipulation) than scanning in the (100) direction [28]. However, both of
these protocols demonstrate only limited control over the adatom and are also
sensitive to the direction of the scanning. The lack of control is due to the fact
that during scanning the tip on its trajectory is visits regions that will cause
the manipultion in several different directions, only one of which is desired.

An alternative is to position the tip only in a “high success” region along
a predetermined trajectory [29], through a vertical approach of the oscillating
cantilever over a fixed lateral position to induce the manipulation in a specific
direction. To achieve a high degree of control it is necessary to determine the
“high success” manipulation regions from a series of simulations. Here, the
probability of the system moving in a particular direction can be determined
by repeating the evaluation of a given trajectory of the tip many times to
build up statistics.

This manipulation procedure was simulated with the oscillating cantilever
approaching the surface with a constant velocity of v = 20nm s−1 up to a
distance of closest approach of 4 Å. The final state of the system (either A,
B1, B2, B3, or B4) is recorded after the approach, and this is repeated 1,000
times. These calculations are then repeated for a grid of lateral positions over
the oxygen unit cell shown in Fig. 12.2 (with the Pd atom at the centre) and
the proportion of attempts resulting in each state was used to determine the
corresponding probabilities.

Figure 12.4 shows lateral plots of probabilities for the protocol described,
for temperatures T = 10 and 70K, for achieving the manipulation in a speci-
fied direction (here, to state B2) and also for manipulating the atom into one
of the other three states. The lateral area for achieving a desired manipula-
tion into the B2 state is on the opposite side to the adatom (as is expected,
from a “pushing” mechanism). The area for complete certainty of achieving
the desired manipulation to B2 (and not to any other state) is significantly
larger at a lower temperature – showing that a lower system temperature will
lead to greater degree of control with this protocol. As is the case with lateral
scanning, when the atom jumps, the sudden change in force-field will cause
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Fig. 12.4. Probabilities of manipulating the Pd adatom in different directions, for
a constant velocity approach of the oscillating cantilever over a fixed lateral position
(on a grid over the oxygen unit cell, where the Pd adatom is initially located in the
centre of the cell) for temperatures of 10 and 70 K

a spike in the frequency shift – a signature that can be used to confirm the
manipulation has occurred [29].

In the examples of different manipulation protocols earlier, at low tem-
peratures, there are no spontaneous transitions when the tip is far from the
surface, i.e., structural changes must be induced by the tip. At higher tem-
peratures, this is no longer the case and the Pd atom may diffuse across the
surface as it is scanned. Figure 12.5a shows a constant height (frequency shift)
image of the same surface area at a temperature of 110K, where the rate for
a spontaneous jump of the Pd atom is approximately 20Hz. Here, the atom is
jumping between states several times during a single line-scan (even when the
tip is not modifying the energy barriers) resulting in bright and dark “stripes”
that pattern the image. In this case, the length of a stripe will be proportional
to the residence time of the atom. The distribution of the lengths of the dif-
ferent stripes should reveal the average rate for the different processes for
different relative positions of the tip and Pd atom.

Figure 12.5b shows an image of the same scan, but this time at a temper-
ature of 180K. In this image the underlying MgO lattice is visible but with
“noise” concentrated over the oxygen sites. In this case, the Pd atom is diffus-
ing on the surface very rapidly, with the rate for a spontaneous transition at
6MHz which corresponds to an average of 60 jumps over a single oscillation
of the cantilever. Figure 12.5c shows the corresponding dissipation (amplitude
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(a) (b) (c)

Fig. 12.5. Constant height frequency shift images (closest approach of 0.48 nm) of
a 1.7×1.7 nm area of the MgO (001) surface (a) with the Pd atom diffusing at 110 K
(b) 180 K. (c) dissipation image at 180 K, where the units are in eV/cycle

gain) image, where it is possible to see a small dissipation contrast centred
around the oxygen sites. This contrast consists of enhanced “noise” and is
due to the fact that the Pd rapidly jumping is resulting in many changes to
the tip–surface interaction during a single oscillation cycle, so that the force
distance curves on approach and retraction are different (and thus work is
done by the tip).

12.3.2 H2O Adsorbate on CeO2 (111)

In the example above, we investigated the effect that a rapidly diffusing
adatom has on NC-AFM images. In this case, the atom was free to diffuse
across the surface, however there are many examples of systems where an
adsorbate or surface structure is confined to a small number of accessible
states [30]. In this case, the transitions of the system could have a significant
effect on the contrast patterns observed.

Recently, experiments have shown images of water adsorbed on the CeO2

(111) surface [31], which were taken at room temperature. The protrusions
assigned to the water adsorbates were triangular in form and observed to
encompass three adjacent top oxygen sites. Ab initio calculations were per-
formed that show that a water molecule adsorbs dissociatively on the surface
and that the dissociated proton can rotate around the hydroxyl group formed
and occupy one of three equivalent states (see Fig. 12.6) [32]. The energy bar-
rier separating these states is calculated to be 0.3 eV, which would result in
the proton hopping with a frequency on the order of megahertz at room tem-
perature. This is a qualitatively different behaviour to that displayed in the
previous system since the adsorbate is confined to only three equivalent states
and is not free to diffuse across the surface.

The force-field of the surface and adsorbed water molecule was determined
for atomistic calculations that employed a modified Ceria shell-model poten-
tial (the full details of which can be found in [33]) and employed the GULP
atomistic simulation code [34]. The tip used for imaging was a hydroxyl ter-
minated MgO tip (in the same orientation as in the previous section), since
the tip will have been exposed to water molecules. The fixed time-step KMC
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Fig. 12.6. Three equivalent accessible configurations of an adsorbed water molecule
on the ceria (111) surface [35]

Fig. 12.7. Constant height mode images (closest approach of 4.2 Å) of H2O
adsorbed on the ceria (111) surface at (a) 4K, (b) 200 K and (c) 300 K [35]

algorithm was used to determine the thermal transitions of the water molecule
between the three configurations. When a jump occurs, the force-field is
rotated about the centre of the water molecule by either 120 or 240◦, i.e.,
the proton moves either clockwise or anti-clockwise. In these calculations, the
barriers are not modified by the presence of the tip, which is an approximation
that holds given that the tip does not come too close to the surface.

The parameters for the instrument and cantilever are taken from the corre-
sponding experiment [31]. The resonant frequency of the cantilever is 71.4 kHz
and the spring constant is 32N/m. The amplitude set-point is set at 3.75nm.
As in the previous calculation, a macroscopic van der Waals force is added to
the tip–surface interaction with a tip radius of 1.4 nm and a Hamaker constant
of 0.4 eV. The scan is performed in the same way as described in Sect. 12.2,
but with a scanning speed of 3 nm/s.

Figure 12.7a shows a constant height (frequency shift) image (at 4.2 Å) of
the adsorbed water molecule at 4K, where no transitions occur throughout
the whole image (the structure is that of Fig. 12.6a). The lattice of bright spots
in this image correspond to the top oxygen sites in the CeO2 (111) surface,
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and the water molecule appears as an asymmetric protrusion covering three
oxygen sites. As the temperature is increased to 200K the form of the image
changes significantly, now the molecule is rotating rapidly with a transition
rate of approximately 30 kHz, which is less than the oscillation frequency
of the cantilever. The image now has threefold symmetry (Fig. 12.7b). At a
temperature of 300K, the rotation of the molecule is now much more rapid
than the cantilever oscillation frequency. The image is similar to that at 200K,
but contains significantly less noise above the molecule.

These calculations indicate that there will be a characteristic “noise” in
the frequency shift images due to a rapidly diffusing defect. When defects are
immobile, they can be clearly seen in images and may be manipulated by
a tip. However, when the temperature is such that defects can make rapid
thermally activated hops this can significantly change the appearance of the
image.

12.3.3 C60 on Si (001)

We have considered manipulation and thermal motion of adsorbed species
which can jump between nearest lattice sites over a small barrier. Here, we
shall discuss a different type of a manipulation experiment involving a C60

molecule adsorbed on the Si(001) surface. The peculiarity of this example is
that the molecule is large, spherical and is also strongly bound to the surface.

We note that manipulation of C60 on this or any other surface has not yet
been reported with AFM. However, it was achieved with scanning tunnelling
microscopy (STM), both along and across the troughs formed on this sur-
face by Si–Si dimer rows running parallel to each other [36–38]. The process
of STM manipulation of C60 on the Si(001) surface has also been modelled
theoretically using ab initio DFT calculations [37–39]. These studies show
that the most stable adsorption sites of the C60 on this surface are those in
which the molecule makes four chemical bonds with four Si atoms of the sur-
face. This is possible if the molecule is adsorbed either on the dimer row or
between two nearest rows (in the trough). There is a large number of possible
adsorption configurations [37,40,41] with adsorption energies ranging between
−0.87 and −2.63 eV. Furthermore, it was shown [37, 42] that the movement
of the molecule on the Si(001) surface consists of elementary rolling events
in which the molecule pivots over the front two Si–C bonds, while the back
two Si–C bonds are broken and then two new Si–C bonds are formed at the
front, which bring the molecule to a new adsorption site. Essentially the same
rolling mechanism takes place when the molecule is either pushed [38, 39] or
pulled [43] by the STM tip.

The barrier for diffusion of C60 is high, ∼ 2.5 eV, and it is the STM tip
that pushes (or pulls) the molecule over this barrier (which is reduced by the
presence of the tip). Interestingly, it was revealed that the role of the STM tip
was not only in reducing the energy barriers for the molecule to roll between
two configurations; in fact, it was found that the crucial factor in the STM
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manipulation is that the tip keeps a continuous covalent contact with the
molecule along the whole manipulation path [38].

Obviously, this type of manipulation would not be possible in NC-AFM
experiments due to their very nature: because of the oscillations the tip can-
not maintain a continuous contact with the molecule. Therefore, a different
mechanism was suggested [44] whereby the molecule thermally diffuses (via
rolling) between two neighboring sites, and the role of the tip is in reduc-
ing the corresponding energy barrier when the tip is in the proximity of
the molecule. In essence, this is the same manipulation mechanism as in the
pushing manipulation of a Pd adatom on the Mg (001) surface described
earlier.

To investigate the energies of the tip–molecule interaction and the effect of
this interaction on the energy barriers for the C60 manipulation in the presence
of the tip, we performed a series of calculations using a self-consistent density
functional theory-based tight binding (DFTB) code [45, 46].

We considered a series of positions of the molecule along the transition
path connecting two stable adsorption sites designated as t4c and t4g [41] In
both configurations, the molecule sits in the trough making four C–Si bonds
with Si atoms of four Si dimers (see Fig. 12.8c). To model the rolling of the
molecule from t4c to t4g without the tip (self-diffusion of the molecule), we
used a constrained minimization method similar to that used in the earlier
ab initio DFT calculations [37, 42]; however, a much bigger surface cell was
used. Briefly, a single C atom of the C60 was displaced in small steps along
the trough; the displacement coordinate of this atom was fixed, while the rest
of the system, apart from the lowest two layers of the Si slab, was allowed to
relax, including the other two coordinates of the displaced atom. In this way,
the energy barrier in the absence of the tip and the sequence of intermediate
configurations for the C60 movement from the configuration t4c to t4g were
obtained.

To obtain the energy barriers for the C60 manipulation in the presence of
the tip, we considered, for each position of the tip, the discrete set of intermedi-
ate configurations of the molecule during the transition t4c → t4g as discussed
earlier. Single-point energies, without geometry relaxation, were calculated for
all these intermediate configurations with a tip present in the system, for a
range of tip positions. We used an atomically sharp (111)-oriented Si tip used
in the earlier studies of C60 STM manipulation [38, 39, 43] and in other the-
oretical studies of AFM processes [20, 21, 47]. Two coordinates, Y and Z,
defined in Fig. 12.8b, determine the tip position relative to the initial t4c con-
figuration of the molecule. The tip apex height Z above the top of the C60

ranged between −1.6 and 2.0 Å, and the lateral tip position Y behind the
C60 along the trough (calculated with respect to the centre of mass of the C60

in its starting position) ranged between 1.0 and 6.6 Å; both Z and Y were
incremented with a step of 0.2 Å.

The relative energies of the C60 movement from the configuration t4c to
t4g in the presence of the tip are shown in Fig. 12.8a for the lateral tip position
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Fig. 12.8. (a) Energies of the C60 movement on the Si(001) surface in the presence
of the tip at the lateral tip position Y = 5 Å and a range of tip heights Z. (b) The
starting configuration of the C60, the transition state and the final configuration,
together with the definition of the coordinates Y and Z of the tip. (c) The top
view of the bonding of the molecule to Si atoms of the surface dimers in the three
geometries shown in (b); for clarity, only the lower part of the C60 is actually given.
In (c), Si atoms are shown with white circles, while C atoms with black (C atoms
bonded to Si) and grey circles
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Y = 5 Å and a series of heights Z. The energies are calculated with respect
to the isolated C60, tip and the p(2 × 1) reconstructed Si(001) surface. The
Figure also shows the initial and final adsorption configurations together with
the intermediate transition (pivoting) configuration of the molecule.

We can see that the energies of the C60-tip–surface system during the
movement of the C60 depend strongly on the tip position. While the energy
of the second (final) stable configuration and the maximum energy in the
transition state (the pivoting point) practically do not depend on the position
of the tip (at these points, the molecule is already far from the tip), the
energy of the initial configuration and the actual position of the first energy
minimum, when the molecule is rotated a little away from the tip, strongly
depend on the tip position. The energy goes up if the tip is close to the C60

and down if it is far from it. Thus, the height of the energy barrier for the
molecule going from the lowest-energy configuration to the transition state
changes depending on the tip position: the barrier becomes smaller if the tip
is low above the molecule (small Z), and larger, similar to the tip-free case, if
the tip is high (large Z). Similarly, the Y position of the tip affects the initial
lowest-energy configuration and hence the energy barrier: the barrier is higher
if the tip is far from the molecule (large Y values) and lower if the tip is closer
to the molecule.

We stress that these energies are semi-quantitative, since we used an
approximate computational approach without relaxation of the system, how-
ever, they show the correct trend of energies as a function of the tip position.
When the tip is closer to the molecule (small Z and/or Y ), barriers become
lower and it should be easier for the molecule to overcome them thermally.

We also calculated the force-field acting on the tip for each tip position
during its oscillation, for use in explicit simulations of the NC-AFM tip move-
ment. The vertical tip force can be calculated by numerical differentiation of
the energy in the energy minima with respect to the tip height, Z. We find
that the forces are repulsive for most of the tip positions near the C60 and
become large when the tip is very close to the molecule. As the tip is placed
further away from the molecule the interaction becomes weakly attractive and
forces tend to zero.

Once the barriers for the molecule to move from one stable site to the other
are available for each tip position, it is possible to calculate the corresponding
transition rates. Therefore, the entire machinery of the dynamic calculation
of the NC-AFM manipulation described in the earlier sections can be used.

For the real-time simulation of the manipulation of C60 by NC-AFM we
used the KMC procedure implemented in the VAFM algorithm described ear-
lier. Virtual AFM parameters used in our simulations follow the AFM setup
used in an experimental study of the Si(001) surface [48]: f0 = 160 kHz,
spring constant k = 40N m−1, Q = 10, 000 and the amplitude set point
A0 = 100 Å. The gain parameters for the amplitude control were KA

P = 0.1N
m−1 and KA

I = 50N m−1 s−1, and for the distance control KD
P = 1×10−13 m s

and KD
I = 1× 10−9 m. The tip–sample interaction consisted of a short-range
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conservative force field obtained from our DFTB calculations as explained ear-
lier, and of a macroscopic van der Waals force. The latter was calculated using
a spherical tip model with the tip radius of 100 Å and a Hamaker constant of
1.165 eV estimated for the Si–Si interaction [49].

In the VAFM simulations, the vertically oscillating tip initially approaches
the substrate from above, a large lateral distance away from the molecule,
until the required frequency shift is achieved. Then, the tip is moved laterally
towards the C60 along the line that passes through the centre of the molecule
above the trough on the Si(001) surface (as a scan line). At each step of the
VAFM simulation, the probability of a C60 jump is evaluated using the energy
barriers calculated above. If the manipulation is successful, the molecule moves
to its next stable adsorption site with the corresponding change of the tip force
field and the subsequent reaction of the VAFM which would adjust the tip
height in real time. After the first manipulation event, the tip continues to
move forward until it comes close enough to the molecule so that it may jump
again. This way, a continuous manipulation sequence can be calculated. In
these calculations, to simulate each elementary translation of the molecule
between two stable sites, we used the same force field and energy barriers as
for the t4c → t4g elementary step. This is approximate since the initial and
final configurations for each elementary translation may be different [37, 42].
Nevertheless, this approximation will not affect the qualitative picture of the
NC-AFM manipulation we are interested in here.

Figure 12.9 shows the distance of closest approach of the tip (defined
with respect to the top of the C60 molecule), the frequency shift and the
dissipation signal obtained in the VAFM simulations of C60 manipulation at
the fixed frequency shift of Δf = −11Hz. The C60 centre of mass is initially
at the point which corresponds to 4.8 Å on the horizontal axis of the graph. In
Fig. 12.1a, we can see that after the tip has been lowered to the surface (the
left part of the topography scan line), it approaches the molecule laterally and
images it (the distance of closest approach slightly goes up) until the point
indicated by the left arrow, when the molecule jumps. At this point, the tip
is very close to the surface. However, after the molecule has jumped from the
tip to the right by 3.8 Å (which is the lattice constant of the Si(001) surface),
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Fig. 12.9. (a) Distance of closest approach, (b) frequency shift and (c) dissipation
signal during a VAFM scan of C60 on the Si(001) surface at Δf = −11 Hz and T =
300 K. The arrows in (a) show the points when manipulation occurs
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the feedback system of VAFM raises the tip to the height of ∼1.6 Å above
the molecule. A new lateral tip approach and imaging of the molecule takes
place, until, 3.8 Å later, the tip again approaches the molecule close enough
for manipulation to happen (the second arrow). Thus, the distance of closest
approach (the topography scan line) has a characteristic shape with the abrupt
dips of the tip height at the points of successful manipulation events.

The frequency shift line, Fig. 12.9b, after the initial stabilisation period
during ∼1 Å of the tip displacement towards the molecule, also shows abrupt
peaks at the points of manipulation. There are also peaks in the dissipation
signal due to the manipulation events, see Fig. 12.9c, which can also serve to
identify the event of successful C60 manipulation by NC-AFM.

We performed VAFM simulations at temperatures T = 4, 77, 300, and
600K and found that the influence of the temperature on the VAFM scan lines
(both the distance of the closest approach, frequency shift and dissipation sig-
nal) is small. The Y coordinate of the tip corresponding to the manipulation
events is almost the same at different temperatures. On the other hand, the
average value of Z (the height of the tip) at which manipulation is success-
ful, depends strongly on temperature: lower values of Z are reached at lower
temperatures. This is because lower temperatures require smaller barriers for
the manipulation to occur.

To check the reproducibility of the C60 manipulation events, we simulated
several scan lines, several hundred A long each, which resulted in successful
manipulation of the molecule every time when the tip moved forward by one
lattice constant. Thus, according to our calculations, the manipulation of C60

with an oscillating AFM tip is well reproducible, and the molecule can be
manipulated over large distances. In real experiments, such long manipulation
sequences may not be achievable due to possible competing processes, for
example, the molecule jumping into the neighboring trough or onto the row
and therefore getting away from the trajectory of the tip movement.

12.4 Discussion

We have presented calculations performed to simulate the NC-AFM imaging
and manipulation of three qualitatively different systems, employing a novel
multi-scale model of the entire imaging and manipulation process. The first
of these involved a single atom adsorbed on an isotropic surface, which can be
manipulated at low temperatures and is free to diffuse at higher temperatures.
The second example consisted of an adsorbed molecule which was free to rotate
on the surface, but confined to a single lattice position. The third example
consisted of a very large molecule strongly bound to a surface, which can be
manipulated by the tip at close approach. In the first and third examples,
it was demonstrated how the adsorbate can be manipulated by the tip. In
the first and second examples the effect of thermal motion on images was
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determined and it was shown that rapid thermally induced structural changes
can change the appearance of an image significantly.

The process of manipulation in this model is described in terms of the mod-
ification of the potential energy surface (and hence activation barriers) for the
system by the tip at close approach. In both of the two examples of manip-
ulation described earlier, this barrier modification arises due to the repulsive
interaction between the tip and the adsorbate. In this case, the adsorbate
always moves away from the tip – analogous to “pushing.” However, in other
systems manipulation may also occur via a “pulling” mechanism – where an
object is manipulated towards the tip through an attractive interaction with
the tip apex, as is the case with vacancy manipulation on the MgO (001)
surface [29]. In both these cases, manipulation is achieved through modifica-
tion of the barrier, however the mechanism causing the barrier modification
is fundamentally different.

As shown above, our approach can be used to predict optimum protocols
for manipulating adsorbed species on surfaces using only the force exerted
by an AFM tip apex on the adsorbate. These may guide experimental efforts
in achieving control over and adsorbed species: for example, our calculations
indicate that manipulation protocols based on scanning provide only limited
degree of control that strongly depends on the scanning direction. Choosing
the manipulation trajectory and “hitting” the right spot allows a much higher
degree of control over the manipulated atom. However, for all the systems,
the mechanism for manipulating an object on the atomic scale will always
be highly dependent on the exact nature of the termination of the tip apex,
as is the case for contrast in images. Quantitative predictions for optimum
manipulation protocols will only be accurate so long as the tip used matches
that in the actual experiments, which is very difficult to achieve in practise.

The model that has been developed captures both the dynamical evolu-
tion of processes occurring in the tip–surface junction as well as the real-time
response of the NC-AFM instrument, which represents an extension to the
traditional method of modelling NC-AFM images in the conservative regime.
This approach provides a reliable “window” into atomic-scale processes during
imaging and manipulation, and combined with experimental data may give
an important insight into atomic scale surface processes. Experiments exploit-
ing this will significantly broaden the scope of application of the NC-AFM
from analyzing static structures to retrieving information about dynamical
processes.
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Magnetic Exchange Force Microscopy

Alexander Schwarz, Uwe Kaiser, Rene Schmidt, and Roland Wiesendanger

Abstract. Magnetic exchange force microscopy is a novel noncontact atomic-force
microscopy based technique to image the arrangement of magnetic moments at sur-
faces with atomic resolution using sharp magnetic tips. Recent results obtained with
iron coated silicon tips on two magnetically different antiferromagnetic surfaces are
reviewed: NiO(001), an insulator, where the localized spin-carrying d-electrons are
localized and interact via superexchange and Fe/W(001), a metal with delocalized
itinerant spin-carrying d-electrons. The experimental findings are discussed with
respect to the tip configuration, the role of an applied magnetic field, the magnitude
of the magnetic signal as well as the interplay between chemical and magnetic forces.

13.1 Introduction

New developments in the field of magnetic imaging are fueled by demands
of novel magnetic data storage and sensor devices as well as a fundamental
interest in magnetic phenomena. This tendency is generally evident in the
history of scanning probe microscopy. Thus, shortly after the invention of
scanning tunneling microscopy (STM) in 1982 [1] and atomic force microscopy
(AFM) in 1986 [2], their high resolution capabilities were utilized for magnetic
sensitive imaging by implementing magnetic tips. One year after the invention
of AFM, magnetic force microscopy (MFM) was established [3], and is now
widely used [4]. It senses the long-range dipolar magnetostatic force between
a ferromagnetic tip and a ferromagnetic sample. Imaging is performed in the
constant height mode. Typical tip–sample distances are larger than 10 nm to
separate the magnetic signal from topographical features. This relatively large
scan height as well as the spreading of the stray field emanating from the tip
limits the resolution to about 10nm [5].

A much higher resolution is possible with spin-polarized scanning tunnel-
ing microscopy (SP-STM), which was invented in 1990 [6], and is nowadays
routinely used to image metallic magnetic surfaces with atomic resolution [7].
A method based on force detection, which therefore can also be applied to
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(a) (b)

B

Fig. 13.1. Concept of MExFM on antiferromagnetic surfaces. The magnetic
exchange force between tip and sample can be unambiguously discriminated from
the chemical force, if atoms, which are chemically and structurally identical, pos-
sess oppositely oriented magnetic moments. (a) In-plane sensitive tip apex. If
shape anisotropy dominates, ferromagnetic thin film tips are in this configuration.
(b) Out-of-plane sensitive tip apex. Such a configuration can be realized by applying
a sufficiently large external flux density B perpendicular to the surface

insulating surfaces, i.e., magnetic exchange force microscopy (MExFM), was
proposed as early as 1991 [8]. However, it was not realized until 2007 [9],
when atomic-scale imaging with magnetic sensitivity on the antiferromag-
netic NiO(001) was reported for the first time.1 The general set-up resembles
that of an NC-AFM experiment [11], except that for MExFM the atomically
sharp tip, which is approached close to the surface, has to be magnetically
sensitive as well (cf. Fig. 13.1). At sufficiently small distances the spin-carrying
electronic states of the foremost tip atom and the surface atom directly under-
neath overlap resulting in a significant magnetic exchange interaction. In the
simplest approximation, the magnetic exchange interaction between magnetic
moments of the foremost tip atom and the surface atom directly underneath,
can be described by a Heisenberg model, i.e., Eex = −JStSs, where J is the
exchange coupling constant between tip and sample spins St and Ss, respec-
tively. Magnitude and sign of the magnetic exchange energy Eex depends
on the relative orientation between St and Ss as well as on the the sign
of J , i.e., positive for ferromagnetic coupling and negative for antiferromag-
netic coupling. Hence, on antiferromagnetically ordered surfaces (see sketch in
Fig. 13.1) an alternating contrast that varies on the atomic scale is expected.

1 Previous reports of a magnetic contrast on NiO(001) [10] were ambiguous and
probably even wrong, because (1) no magnetic signal could be seen in the raw
data, (2) a Fourier transform to prove that the antiferromagnetic periodicity was
really detected was never presented, and (3) the claimed magnetic contrast in an
unit cell averaged image was seen between neighboring rows of oxygen atoms and
not between neighboring rows of nickel atoms.
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In the following sections, we review MExFM experiments performed at low
temperatures in ultra-high vacuum with our home-built microscope (Hamburg
design) [12] using ferromagnetic iron tips on two antiferromagnetic sample sys-
tems: NiO(001) [9,13] and the Fe monolayer on W(001) [14–16]. On these two
samples chemical and magnetic interactions, which are both electron medi-
ated and short-ranged, can be unambiguously distinguished from each other,
because the antiferromagnetically ordered magnetic moments are located at
chemically and structurally equivalent atomic sites. Moreover, an external
magnetic field can be applied to align the magnetic moments of the ferro-
magnetic tip into a favorable direction without altering the antiferromagnetic
structure of the sample. We will discuss mainly the experimental aspects of
MExFM, e.g., contrast pattern, magnitude of chemical and magnetic signal,
tip properties, etc. First-principles calculations based on density functional
theory, which go far beyond the simple Heisenberg model mentioned earlier,
are presented in Chap. 14 of this book [16].

13.2 Tip Preparation

The precise atomic configuration at the tip-apex region plays an important
role for atomic resolution imaging, e.g., it will influence the magnitude of
the corrugation amplitude and whether a certain chemical species appears
as protrusion or depression. The situation is obviously even more complex,
if one has to consider magnetic exchange interactions as well. Unfortunately,
not much is usually known about the actual configuration of atoms at the
tip apex. In fact, the sample is often much better characterized than the tip
in most scanning probe experiments. Nevertheless, some general assumptions
regarding the configuration at the tip-apex can be inferred.

The direction of the magnetic moment of the foremost tip atom depends
on magnetic exchange energy, magneto-crystalline anisotropy energy, shape
anisotropy energy and Zeeman energy. In bulk iron the easy axis of mag-
netic polarization is along 〈001〉-directions due to the magneto-crystalline
anisotropy energy. If silicon tips are coated with a thin iron film, e.g., about
10–20nm, shape anisotropy favors a magnetic polarization parallel to the sur-
face at the tip apex (cf. Fig. 13.1a), but with no a priori preferred orientation
within this plane [5]. A magnetic polarization perpendicular to the surface can
be induced by an external magnetic flux density oriented parallel to the tip
axis (cf. Fig. 13.1b). However, some of our experimental results indicate that
even if the applied external magnetic flux density (e.g., 5 T) is larger than the
saturation magnetic polarization of iron (2.187T), the foremost tip atom is
not necessarily aligned accordingly [13]. Probably, local magnetic anisotropy
energies dominate at the tip-apex, where atoms are certainly not in a bulk-like
configuration.

During atomic resolution imaging in NC-AFM experiments spontaneous
tip changes are frequently observed due to the strong interaction between tip
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and sample at small distances. Particularly, one tip configuration might be
suitable for atomic resolution, but another one might not be, e.g., because
the tip-apex does not end in a single atom. In MExFM experiments tip
changes can additionally switch between magnetically sensitive and magneti-
cally insensitive tip configurations. For example, after a collision between tip
and sample either a non-magnetic adsorbate could be picked up or all magnetic
atoms at the tip apex could be lost. However, even if the tip apex is covered
with magnetic material and atomically sharp, it might still be impossible to
resolve the magnetic structure. For example, the direction of the magnetic
moment of the tip is not stable, e.g., it rotates randomly on a time scale
much faster than the data acquisition time or it aligns itself always parallel
(or antiparallel) to the surface magnetic moments. Another possibility is a too
low signal-to-noise ratio. For example, the angle between magnetic moments of
foremost tip-apex atom and surface atoms could be close to 90◦, the magnetic
moments could be too small or the tip–sample distance could be too large.

Although spontaneous unwanted tip changes are bothersome in general,
intented collisions between tip and sample can be utilized to provoke tip
changes. This is routinely done in NC-AFM experiments to achieve atomic res-
olution with an initially blunt tip-apex. Similarly, it is also possible to obtain a
magnetically sensitive tip configuration in this manner. Whatever the real con-
figuration at the tip-apex is, if atomic resolution is obtained in the noncontact
regime, one can at least infer that the tip-apex is atomically sharp.

The easiest way to unambiguously distinguish between magnetic insensi-
tive and magnetic sensitive tip configurations is to perform measurements on
surfaces, where structurally and chemically identical atoms are antiferromag-
netically ordered. On ferromagnetic surfaces the situation is more delicate.
One way is to look for domain walls, where the direction of the magnetic
moments change continuously. Another possibility would be to either reverse
the magnetic polarization of the sample or the tip (but not both simultane-
ously), which would result in a contrast reversal between two MExFM images
recorded on precisely the same area. However, to assure registry on the atomic
level, a marker defect, e.g., a vacancy or an adsorbate, has to be present in
the imaged area.

13.3 NiO(001)

Nickel oxide (cf. Fig. 13.2a), crystallizes in the rock salt structure (a = 417pm)
and exhibits a nearly perfectly bulk terminated (001) surface [17] with a (1×1)
chemical surface unit cell. Below its Néel temperature of 525K, it is a collinear
antiferromagnet. Magnetic moments point in 〈211〉 directions and are coupled
ferromagnetically in {111} planes, which are stacked in an antiferromagnetic
order due to the superexchange of the localized nickel d-electrons via the
bridging oxygen atoms. Since the magnetic order is bulk terminated as well
[18], the (001) surface shows a row-wise antiferromagnetic order with a (2×1)
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Fig. 13.2. (a) Rock salt structure of nickel oxide. The (001) surface exhibits
a checkerboard pattern of Ni- and O-atoms with an antiferromagnetic ordering
between neighboring rows of Ni-atoms along 〈110〉-directions. (b) NC-AFM image
on NiO(001). Oxygen atoms are imaged as protrusions and nickel atoms as depres-
sions. The fourier transform (inset) shows four peaks, representing the chemical
surface unit cell. (c) MExFM image of NiO(001). Neighboring rows of depressions,
i.e., nickel atoms, exhibit slightly different contrast levels, which shows up as an addi-
tional pair of peaks in the fourier transform (inset). Parameters: (b) f0 = 165 kHz,
cz = 36.0 N/m, A0 = ±15 nm, Δf =−11.0 Hz and (c) B = 5T, f0 = 159 kHz,
cz = 36.0 N/m, A0 = ±6.7 nm, Δf =−23.4 Hz

magnetic surface unit cell. Clean NiO(001) samples with some 10nm wide and
clean terraces separated by monatomic steps (cf. Fig. 13.2a), are prepared by
in situ cleavage of single crystals and subsequent heating to remove surface
charges.

Figure 13.2b displays a typical NC-AFM image recorded with a non-
magnetic tip [19–21]. The arrangement of maxima and minima as well as the
four peaks in the Fourier transform, cf. inset, clearly reflects the (1×1) chem-
ical surface unit cell. It is most likely that maxima correspond to the position
of the oxygen atoms, where the total valence charge density is largest [22], and
hence the electron mediated chemical interaction responsible for the atomic
scale contrast is expected to be largest as well [23]. The chemical corrugation
amplitude of about 20 pm is well above the noise level of our instrument.

On the other hand, Fig. 13.2c shows an MExFM image recorded with an
iron coated tip. First, the overall corrugation amplitude of about 5 pm is
much lower compared to Fig. 13.2a. Second, the raw data exhibit a small con-
trast between neighboring rows of minima, which shows up as additional pair
of peaks in the Fourier transform, cf. inset, and corresponds to the larger
(2×1) magnetic surface unit cell. Even though the signal-to-noise ratio in the
raw image data is low, these two peaks in the Fourier transform unambigu-
ously prove the detection of the antiferromagnetic structure. To determine
the corrugation amplitude quantitatively, we performed a unit cell averaging
procedure.2 For a better visualization of the periodicity of the antiferromag-

2 All unit cells in the raw data of a periodic image can be averaged to obtain a
single averaged unit cell of much better signal-to-noise ratio. This procedure to
enhence the image quality is well established in the field of electron microscopy.
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Fig. 13.3. (a) Unit cell averaged image of the raw data displayed in Fig. 13.2c.
(b) Line section along the [001] direction of NiO(001). The magnetic contrast
between neighboring rows of Ni-atoms (minima) is about 1.5 pm. No contrast is
visible between neighboring rows of O-atoms (maxima)

netic structure the image in Fig. 13.3a is tiled from the averaged unit cell and
clearly shows the row-wise modulation due to the magnetic exchange interac-
tion between the ferromagnetic iron tip and the antiferromagnetic NiO(001)
surface. From the line section along the [100]-direction, cf. Fig. 13.3b, a chem-
ical corrugation amplitude of zchem = 1

2 |(Ni ↑ −O)− (Ni ↓ −O)| = 4.5 pm and
a magnetic corrugation amplitude of zmag = |Ni ↑ −Ni ↓ | = 1.5 pm can be
measured.

Interestingly, we found that on approaching the surface by adjusting larger
negative frequency shifts we first see only a chemical contrast but at smaller
distances the magnetic contrast appears as additional modulation on top of
the nickel atoms [9]. The origin of this distance dependent contrast are the
localized spin-carrying d-electrons, which do not reach as far as the s- and
p-electrons into the vacuum region. Peculiarly, the chemical contrast in the
MExFM experiment, cf. Fig. 13.2b, is much lower than in the normal NC-AFM
experiments, cf. Fig. 13.2a. Since we always observe a rather small chemical
corrugation amplitude in our MExFM experiment on NiO(001), tips with a
small chemical interaction might be required to approach close enough to the
surface to probe the localized d-electrons. A large chemical interaction might
otherwise lead to a tip instability before any magnetic signal is detectable.

The contrast pattern in Fig. 13.2c is the regular MExFM contrast on
NiO(001), which is in qualitative agreement with theoretical predictions of a
significant magnetic exchange force between the magnetic moments of a single
atom iron tip and the nickel atoms in NiO(001) [24]. However, in Fig. 13.4a a
modulation of the corrugation height is not only visible between neighboring
rows of nickel atoms, but also between neighboring rows of oxygen atoms. We
can interpret this contrast pattern in terms of a magnetic double tip (see [13]
for a detailed discussion). If two magnetic atoms next to each other contribute
significantly to the atomic scale contrast, one of them could interact magnet-
ically with a nickel atom while the other one is already on top of an oxygen
atom. The presence of a magnetic double tip is supported by two peculiar
features visible in the line section along the [100]-direction, cf. Fig. 13.4b: (1)
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Fig. 13.4. (a) MExFM image (top) and the corresponding unit cell averaged image
(bottom) obtained with a magnetic double tip on NiO(001). The arrows indicate the
darker rows of Ni-atoms. (b) Line section along the [100] direction. The apparent
magnetic contrast on neighboring oxygen rows and the asymmetric shape of the
minima, which are also much narrower than the wide maxima, indicate the presence
of a wedge-shaped blunt two atom tip apex. Parameters: B = 5T, f0 = 159 kHz,
cz = 34.0 N/m, A0 = ±6.3 nm, Δf =−20.5 Hz

the maxima are wider than the minima and (2) the line shape is asymmet-
ric. Feature (1) indicates a blunt tip and feature (2) a wedge-shaped tip.
Subsuming (1) and (2) a tip apex consisting of two laterally and vertically
displaced Fe atoms would explain the observed line shape. Note that none
of these features are found in the symmetric line section of Fig. 13.3b, which
indicates a single atom tip-apex. We can exclude a superexchange mechanism
between the nickel atoms below the surface oxygen atoms and the iron tip as
well as a direct magnetic exchange due to a small magnetic moment on the
oxygen atoms, as it has been predicted in [24], because such a modulation
must be always visible, but it is, e.g., not visible in Fig. 13.2c.

In Sect. 13.2 we already pointed out that even an external flux density of
5T, which is much larger than the saturation magnetic polarization of the
tip material, is not necessarily sufficient to fully align the magnetic moment
of the foremost tip atom. This is shown in Fig. 13.5. Both images show the
same area on NiO(001) with an atomic scale defect in the lower left corner,
which can be used as a marker. Comparing (a) and (b) one can clearly detect
a contrast reversal, i.e., darker rows of nickel atoms in (a) appear brighter in
(b) and vice versa. Such a contrast reversal can be explained by a change of the
orientation of the foremost tip atom. Since we neither observed a bump or a
hole in the imaged area, we have no indication of a material transfer between
tip and surface. In this context, it is important to remember that atomic
structure and orientation of atomic magnetic moments are interrelated via
spin–orbit coupling, which is the origin of the magneto-crystalline anisotropy
energy. Hence, a reconfiguration in the tip apex region was most likely
responsible for the reorientation of the magnetic moment of the foremost tip
apex atom.

Note that the magnetic moments on NiO(001) are canted. Thus, if the
magnetic moment at the tip-apex is canted as well, a contrast reversal does not
require a flip of the magnetic moment of the foremost tip atom by 180◦ [13].
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Fig. 13.5. Two low pass filtered MExFM images of NiO(001). After recording image
(a) and before recording image (b) a tip reconfiguration occurred, which resulted in
a reversal of the magnetic contrast, i.e., darker rows of nickel atoms appear brighter
and vice versa with respect to the encircled marker defect in the lower left corner
(see arrows and rectangles in the images). Parameters: B = 5T, f0 = 159 kHz,
cz = 34.0 N/m, A0 = ±6.3 nm, Δf =−21.0 Hz

Furthermore, even a large external magnetic flux density does not exclude such
a reorientation of the magnetic moment due to a reconfiguration, because the
magnetic exchange energy between neighboring atoms at the tip apex can be
much larger than the Zeeman energy of the external flux density.

13.4 Fe/W(001)

As a second specimen, we studied the iron monolayer (ML) on tungsten.
Unlike the insulating NiO(001) sample Fe/W(001) is an itinerant metallic
system. Surprisingly, an ML of Fe pseudomorphically grown on W(001) is not
ferromagnetic. Due to strong hybridization with the substrate, it exhibits an
antiferromagnetic c(2×2) order with out-of plane anisotropy, cf. Fig. 13.6a [25].
However, already two atomic layers show the prototypical ferromagnetism of
this material. In the ML of Fe electrons are not as strongly correlated as in
NiO. Hence, density functional calculations are less complex, which allows
implementing realistic multi-atom tips and relaxation effects [14, 14a, 15].
Moreover, since an Fe coated tip is used here, only one relevant chemical
species is present in this tip–sample system leading to an experimentally
easier situation than for NiO(001). As an itinerant two-dimensional antiferro-
magnetic metal with delocalized d-electrons, the Fe ML is magnetically quite
different from the insulating NiO, where the d-electrons are strongly localized
and coupled via superexchange. Therefore, it is very interesting to compare
the experimental findings for both systems with each other.

To prepare a suitable sample it is mandatory to start with a clean W(001)
substrate. This is achieved by flashing the substrate at 2,100◦C for 10 s and
by annealing at 1,300◦C in oxygen (≈10−6 mbar). After such a treatment
of the substrate, we deposited slightly more than one atomic layer of Fe at
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Fig. 13.6. (a) Structure of the Fe/W(001) sample. The ML of Fe grows pseu-
domorphically on W(001) as shown in the side view and exhibits a checkerboard
antiferromagnetic order. (b) NC-AFM image of the Fe ML obtained with a mag-
netically insensitive tip. The contrast pattern reflects the p(1 × 1) chemical unit
cell, i.e., every Fe atom is represented by a protrusion, (c) MExFM image of the
Fe ML. The c(2 × 2) arrangement of protrusions with respect to the underlying
tungsten substrate reflects the magnetic surface unit cell obtained with a magneti-
cally sensitive tip. The enframed inset displays the result of a simulation employing
density functional theory (DFT) based on first principles calculations, which is in
very good agreement with the experimental data [14–16]. Note that the magnetic
signal of 10 pm is much larger than on NiO(001), cf. line section. Parameters: (b)
B = 5T, f0 = 156 kHz, cz = 32.5 N/m, A0 = ±5.0 nm, Δf =−28.5 Hz; (c) same
except Δf =−14.8 Hz

an elevated temperature of about 600K onto the substrate. As a result, the
substrate is completely covered by a pseudomorphically grown wetting layer,
i.e., the antiferromagnetic ML with out-of-plane anisotropy. Excess iron forms
ferromagnetic second layer islands with fourfold in-plane anisotropy [26] and
stripes along substrate steps (step flow growth).

Atomically resolved data on the Fe ML revealed two different contrast pat-
terns. In Fig. 13.6b protrusions are arranged in a p(1×1) array with respect to
the W(001) substrate. Thus, every Fe atom is imaged as protrusion as expected
for a purely chemical contrast of a pseudomorphically grown ML. On the other
hand, protrusions in Fig. 13.6c are arranged in a c(2×2) array with respect to
the W(001) substrate, i.e., only every second Fe atom is imaged as protrusion.
This contrast pattern reflects the symmetry of the antiferromagnetic surface
unit cell. Both images were actually recorded with the same iron coated tip,
but in between tip changes occurred. These tip changes resulted in a mag-
netically sensitive, cf. Fig. 13.6b, and a magnetically insensitive, cf. Fig. 13.6c,
tip configuration. Possible mechanisms for such tip changes are explained in
Sect. 13.2.
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One important and very encouraging result on the Fe ML is the large mag-
netic corrugation amplitude of 10 pm, cf. line section of Fig. 13.6c. It is in fact
as large as the chemical corrugation amplitude, cf. line section of Fig. 13.6b.
Compared to the magnetic corrugation amplitude of 1.5 pm on NiO(001),
such a large signal is readily detectable and promising with respect to future
investigations using MExFM (see Sect. 13.5). The origin of the larger signal is
the farther extension of the spin-carrying d-electrons into the vacuum region
of the Fe ML compared to the localized d-electrons in nickel oxide. Another
possible reason is the out-of-plane orientation of the magnetic moments of
the Fe ML. If the tip magnetic moments are oriented parallel to the external
magnetic flux density, i.e., perpendicular to the surface, the resulting magnetic
signal is larger than for canted magnetic moments as on NiO(001).

Comparing the line sections of MExFM data on NiO(001), cf. Fig. 13.2c,
and the Fe ML on W(001), cf. Fig. 13.6c, reveals a surprising difference. On
NiO(001) the magnetic exchange interaction is added on top of the chemical
interaction, i.e., oxygen atoms are imaged as protrusions and nickel atoms are
imaged as depressions, but with a height modulation on neighboring rows of
nickel atoms, which reflects the row-wise antiferromagnetic order. On the other
hand, only every second iron atom of the ML is imaged as protrusion. This
is surprising, because magnetic exchange and chemical interaction are both
electron mediated and of short range. Therefore, each iron atom should appear
as protrusion due to the chemical interaction and the additional magnetic
exchange interaction should result in a height modulation, which reflects the
checkerboard type antiferromagnetic order.

The origin of this peculiar contrast pattern is revealed by theoretical stud-
ies, which are presented in more detail in Chap. 14 of this book [16]. By
employing a multiatom iron tip with magnetic moment pointing toward the
surface, distance dependent force curves could be calculated on the three
high symmetry points, i.e., on top of iron atoms with parallel and antiparal-
lel magnetic moments, respectively, and in between at the hollow sites. In
an intermediate distance regime these curves exhibit a cross over, where
the total short-range electron mediated force, i.e., chemical plus magnetic
exchange force, on the parallel and hollow site is equal. Therefore, only the
iron atoms with antiparallel aligned magnetic moments appear as protrusions.
Using these force data and long-range van der Waals forces stemming from a
tip with 8 nm radius the experimentally observed contrast pattern could be
reproduced, cf. enframed inset in Fig. 13.6c. Thus, we can conclude that the
missing maxima on every second iron atom are due to a competition between
magnetic exchange and chemical interaction, but not because of an absence
of the latter [14].
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13.5 Future Perspectives

What can be expected in future from MExFM? One can think of many inter-
esting experiments, e.g., investigating the structure of domain walls or more
complex magnetic structures like spin spirals in electrically insulating sys-
tems with atomic resolution. Note that recently such spin spirals have been
observed on metallic surfaces by SP-STM and attracted a lot of attention [27].
Magnetic sensitive force spectroscopy allows to study the distance dependence
of the various types of magnetic exchange forces (e.g., superexchange, double
exchange, RKKY, etc.), which can be directly compared with theory. More-
over, apart from MExFM only SP-STM can obtain a magnetic contrast with
atomic resolution, but the latter can only be applied to electrically conductive
surfaces. Such a limitation does not exist for a force based technique, which
is particularly useful, if magnetic properties of single atoms or molecules on
surfaces should be investigated. On metallic substrates strong hybridization
occurs, which can be avoided if insulating substrates are utilized instead. Even
on conductive samples MExFM is very useful, because it is sensitive to a differ-
ent quantity, i.e., forces instead of the local density of states (LDOS). Hence,
complementary information can be extracted.

We would like to thank U.H. Pi and acknowledge financial support from the
Deutsche Forschungsgemeinschaft (SFB 668-A5 and Graduiertenkolleg 611).
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First-Principles Simulation of Magnetic
Exchange Force Microscopy on Fe/W(001)

Cesar Lazo, Hendrik Hölscher, Vasile Caciuc, and Stefan Heinze

Abstract. Based on density functional theory, we analyze the contrast mechanisms
in magnetic exchange force microscopy (MExFM) and present first-principles calcu-
lations of the magnetic exchange force between an iron tip and an Fe monolayer on
W(001), which is a model system of a two-dimensional antiferromagnet. Our study
reveals that a single Fe atom is not an adequate tip model and we use Fe pyramids
of five and 14 atoms. We find that the magnetic exchange forces on the tip atoms
in the nearest layer from the apex atom are non-negligible and can be opposite
to that on the apex atom. In addition, the apex atom interacts not only with the
surface atoms underneath but also with the nearest-neighbors in the surface. We
show that structural relaxations of tip and sample due to their interaction depend
sensitively on the magnetic alignment of the two systems. As a result, the onset of
significant magnetic exchange forces is shifted toward larger tip–sample separations
which facilitates their detection in MExFM.

14.1 Introduction

Recent advances in magnetic microscopy techniques [1, 2] allowed spectac-
ular new insights into magnetic properties of nanostructures at surfaces.
Among these the spin-polarized scanning tunneling microscope (SP-STM)
fascinated many scientists because it is capable to image magnetic structures
with atomic resolution [3–9]. However, a scanning tunneling microscope is lim-
ited to conducting surfaces and it took many years until the idea presented by
Wiesendanger et al. [10] in 1990 was realized: the direct measurement of the
magnetic exchange forces between a magnetic tip and a nonconductive mag-
netic sample. This technique, denoted as magnetic exchange force microscopy
(MExFM)1 is in principle applicable to all magnetic surfaces, i.e., conducting
1 Please, note that MExFM is different to the often applied magnetic force

microscopy (MFM) which is well suited to image ferromagnetic domain struc-
tures but cannot achieve atomic resolution because data acquisition is based on
the detection of long-range magnetostatic forces.
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as well as insulating systems, which is a valuable advantage compared to the
SP-STM technique, e.g., to study molecular magnets. However, the interpreta-
tion of measurements by MExFM is not straightforward and the development
of theoretical models and tools to understand them is essential.

In the past, first-principles calculations based on density functional theory
(DFT) have become indispensable and versatile tools to study nanostructures
and to gain an understanding of their electronic, structural, chemical, and
magnetic properties. However, within these methods one is frequently limited
by the size of the system which can be considered and the level of approxi-
mation which is used. To model atomic force microscopy (AFM) experiments,
it is essential to calculate the forces between the sample and the tip. For
this purpose one has to include, besides the sample, some kind of model tip
in the calculations. This fact makes the first-principles simulation of AFM
experiments much more challenging than the simulation of STM experiments,
in particular, if one allows structural relaxations of tip and sample which
can often be crucial. Such realistic theoretical modelling of the interaction
between tip and sample has become an integral and essential part of many
AFM experiments [11–16]. Nevertheless, there have been only few studies in
the past focussing on MExFM [17–22].

The first theoretical study of MExFM was based on a semi-empirical tight-
binding calculation by Ness et al. [17] and showed that the magnetic exchange
forces between an iron tip and a chromium or a nickel surface should be well
below 1nN. Nonetheless, such forces should be detectable with an atomic
force microscope. In this work, however, relaxation of the apex atom and the
sample were neglected, and only the d-electrons of the system were considered.
Later on, Nakamura et al. [18, 19] employed a more sophisticated approach
based on DFT to calculate the magnetic exchange force between two Fe(001)
surfaces. Forces of a few nN were obtained at a distance of 3 Å. Additionally,
it was found that the forces exhibited an oscillatory RKKY-interaction-like
behavior as a function of distance. Even above 4 Å, the forces should still be
within the experimental resolution limit of AFM. A more recent first-principles
study [21, 22] of the magnetic exchange force between a single-iron atom,
representing the tip, and the NiO(001) surface has been carried out within the
framework of DFT. The calculated MExFM images show a magnetic contrast
on the atomic-scale when the single Fe atom tip approaches the surface within
1 Å above the contact point. Therefore, this work predicted the possibility of
using MExFM for magnetic imaging with atomic resolution.

These theoretical studies encouraged many experimental attempts to
demonstrate MExFM, focussing especially on the (001) surface of the anti-
ferromagnetic insulator NiO [23–28]. However, it took many years before the
first successful experiment for NiO(001) was reported [29, 30].

Here, we apply density functional theory using the highly accurate full-
potential linearized augmented plane wave (FLAPW) method to study the
interaction of a magnetic tip and a magnetic sample which is measured in
MExFM but also occurs in SP-STM. We consider one monolayer Fe on W(001)
as a model sample system which exhibits a c(2×2) antiferromagnetic structure
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Fig. 14.1. The experimental set-up in magnetic exchange force microscopy. A can-
tilever with magnetic coating (a few layers of iron for example) oscillates close to the
sample surface. The tip–sample forces cause a change of the resonance frequency of
the cantilever. Under optimal imaging conditions (UHV, low temperatures, . . . ) the
difference of the forces acting between a parallel or antiparallel configuration of the
magnetic moments of the tip-apex and the sample surface atoms may be detected

(Fig. 14.1) and has been resolved by both SP-STM [6] and MExFM [31, 32].
The iron tip is modeled by an Fe pyramid consisting of five atoms and struc-
tural relaxations of both tip and sample due to their interaction have been
included. Our results show that the relaxations depend sensitively on the mag-
netic configuration between tip and sample, i.e., whether the tip magnetization
is parallel or antiparallel to the moment of the Fe surface atom below. We cal-
culate the magnetic exchange forces, and demonstrate that their measurement
in MExFM for this tip–sample system is feasible and even facilitated due to
relaxations as their onset is shifted to larger tip–sample separations. We ana-
lyze the dependence of the calculated magnetic exchange forces on the tip size
and find that a single Fe atom is an inadequate tip model while increasing the
tip to 14 atoms changes the forces only quantitatively. By simulating MExFM
images, we can explain the contrasts observed in recent experiments [31, 32]
and show that they are due to a competition between chemical and magnetic
forces.

14.2 Computational Method

To gain insight into the magnetic interactions which occur in an MExFM
experiment between an Fe tip and a monolayer of Fe on W(001), we have
performed first-principles calculations based on density functional theory
within the generalized gradient approximation (GGA) [33] to the exchange-
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Fig. 14.2. (a) 3D view of the c(4×4) unit cell used to calculate the forces between
the five Fe atoms pyramid and the Fe monolayer on W(001) which exhibits an
antiferromagnetic checkerboard structure. Sites with parallel (p-site) and antiparallel
(ap-site) alignment between tip and surface Fe magnetic moments (indicated by
arrows) are marked. (b) Distances given in this side view are obtained after relaxing
tip and sample independently. The distance z is defined as tip–sample distance
along the approach trajectory (dotted line) before considering relaxations due to
tip–sample interactions

correlation potential. We apply the full-potential linearized augmented plane
wave method as implemented in the WIEN2K [34] code.

We used a ferromagnetic Fe pyramid in bcc-(001) orientation consist-
ing of five Fe atoms as shown in Fig. 14.2. The tip has been fully relaxed,
i.e., also the in-plane separation between the base atoms. The coupled sys-
tem of tip and sample was calculated in a supercell geometry, as shown in
Fig. 14.2. The monolayer of Fe on W(001) was modelled by a symmetric
slab with five layers of W atoms and one layer of Fe atoms on each side.
We used the GGA lattice constant of W (3.181 Å) which is only 0.5% larger
than the experimental value (3.165 Å). Tip and surface were initially relaxed
independently before considering the coupled system, i.e., the tip–sample
interaction.

In two dimensions (2D) our supercell corresponds to a c(4 × 4) unit cell
with respect to the Fe/W(001) surface. This choice guarantees that the tip
interaction with its lateral image is negligible. The lateral distances between
adjacent tips are 9.0 Å for the apex atom and 6.7 Å for the base atoms of
the tip. Our supercell is periodic also in z-direction. Choosing a very large
vacuum separation of 21 Å between adjacent surfaces, however, allows the
tip to approach the surface without interacting with its periodic image. The
energy cut-off for the plane wave representation in the interstitial region is
Ewf

max = 11 Ry and a (3 × 3 × 1) Monkhorst–Pack grid was used for the
Brillouin zone integration.
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For the relaxed system the separation z is defined as the distance between
the center of the tip-apex atom and the probed Fe surface atom before relax-
ation. It turns out that the relaxation of these atoms is on the order of a few
picometers. The force–distance curves discussed in Sect. 14.3 are calculated
on two high symmetry points of the surface, which are magnetically different
with respect to the magnetization direction of the iron tip pyramid: on-top of
an Fe atom with parallel magnetic moment, Fp(z) (p-site), and on top of an
Fe atom with antiparallel magnetic moment, Fap(z) (ap-site). For the simula-
tion of MExFM images, we have calculated an additional force curve on the
hollow site, i.e., at the center between the surface atoms.

14.3 Analysis of the Magnetic Exchange Forces

14.3.1 Unrelaxed Tip and Sample

First, we performed separate structural relaxations of tip and sample. Then
the tip was approached vertically to the surface of the sample on the p- and
ap-site (cf. Fig. 14.2) keeping the internal geometry of the tip and sample fixed,
i.e., neglecting structural relaxations due to the tip–sample interaction. The
calculated forces acting on the tip are shown in Fig. 14.3a. They display an
attractive interaction for the ap- and p-site up to a maximum force of approxi-
mately −2.1 and −1.8nN, respectively, at about 2.7 Å. The difference between
the force on the p- and ap-site is the magnetic exchange force (MExF), Fex(z),
defined as

Fex(z) = Fap(z)− Fp(z) (14.1)

which is depicted in Fig. 14.3b by black solid symbols. Interestingly, the
magnetic exchange force changes its sign from positive to negative upon

Fig. 14.3. (a) Calculated force–distance curves on the ap-site, Fap(z), and on the
p-site, Fp(z), of the surface (cf. Fig. 14.2), for the tip–sample system neglecting relax-
ations due to the interaction. (b) Total magnetic exchange force and decomposition
of the magnetic exchange force into the contributions from different tip atoms
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approaching the surface and reaches significant values on the order of 0.2 nN
at about 3 Å. The negative sign of the magnetic exchange force indicates a
more attractive interaction for an antiparallel alignment of the magnetization
of the Fe tip and the Fe surface atom which is being approached (ap-site).

The negative sign of the magnetic exchange force and magnetic exchange
energy (see inset of Fig. 14.4b) reveals that antiparallel alignment of tip
and sample magnetization, i.e., antiferromagnetic coupling, is favorable. This
result may seem rather surprising at first glance as one would intuitively
expect ferromagnetic coupling between the interacting Fe atoms of tip and
sample. However, the Fe apex atom interacts not only with the Fe surface atom
beneath it but also with the four nearest Fe neighbors of this surface atom as
will be shown in Sect. 14.3.3. Since the magnetic moments of the Fe atoms
on the W(001) surface form an antiferromagnetic checkerboard structure, on
the ap-site the magnetization of the tip-apex atom is aligned antiparallel to
the moment of the Fe surface atom beneath it and parallel to the moments
of the four nearest neighbor Fe surface atoms and vice versa on the p-site.
Therefore, if we assume ferromagnetic coupling between individual Fe atoms
there is a competition of magnetic exchange interactions with the surface Fe
atom and its nearest neighbors.

Further insight into the tip–sample interaction and the forces acting in
the system can be obtained by decomposing the total force on the tip (see
Fig. 14.3b). The total magnetic exchange force acting on the cluster tip is the
sum of the z-components of the magnetic exchange forces acting on the tip-
apex atom and the four tip base atoms. As seen in Fig. 14.3b, the magnetic
exchange force on the base atoms has an opposite sign to that on the apex
atom which leads to a significant reduction of the total magnetic exchange
force. As the magnetic exchange force on the apex atom sets in already at much
larger tip–sample distances, increasing its contribution to the total magnetic

Fig. 14.4. (a) Calculated force curves on the ap-site, Fap(z), and on the p-
site, Fp(z), including relaxations of tip and sample due to their interaction. (b)
Comparison of the magnetic exchange forces between the calculations with and
without relaxations as a function of the separation between the unrelaxed tip-
apex and probed Fe surface atom. The inset shows the magnetic exchange energies,
Eex(z) = Eap(z) − Ep(z), for the calculations with and without relaxations
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exchange force would greatly enhance the measurable magnetic signal. This
result reveals the influence of the interaction of the sample with the tip base
atoms. A realistic model of the tip should therefore include not only a sin-
gle tip-apex atom but at least some tip base atoms. In Sect. 14.3.4, we will
explore the influence of the tip size on the obtained magnetic exchange forces
in more detail.

14.3.2 Influence of Structural Relaxations

The calculations without structural relaxations presented in Sect. 14.3.1
showed that significant forces act on the tip-apex atom depending on the
magnetic configuration between tip and sample. From these results, we con-
clude that relaxations of tip and sample due to the magnetic interactions
should play an important role for the total detectable magnetic exchange
force. Therefore, we carried out the same set of calculations as earlier but this
time we performed a structural relaxation of the tip-apex atom and the first
two layers of the sample at every tip–sample separation.

The force–distance curves shown in Fig. 14.4a explicitly include relaxations
due to tip–sample interactions. They look qualitatively similar to the forces
for the unrelaxed structure (cf. Fig. 14.3a); however, significant differences
arise in the respective magnetic exchange forces which can easily be observed
in the splitting between the force curves on the p- and ap-site. On includ-
ing relaxations, the onset of large magnetic exchange forces shifts towards
larger tip–sample distances as seen in Fig. 14.4b. This effect facilitates their
experimental detection as the atomic force microscope can be operated at
larger distances, i.e., farther from the snap-to-contact point. In addition,
Fex(z) for the relaxed case does not display a marked change of sign at large
tip–sample distances. Similar differences are also observed in the magnetic
exchange energy for the relaxed and unrelaxed cases (see inset of Fig. 14.4b).
Still, antiferromagnetic alignment (Eex < 0) of the Fe tip with respect to the
probed Fe surface atom is energetically much more favorable at small sepa-
rations. As explained in Sect. 14.2, the tip-apex atom interacts not only with
the probed Fe surface atom but also with the four neighboring Fe atoms in the
surface with antiparallel magnetic moments. Therefore, the negative magnetic
exchange energy does not exclude ferromagnetic exchange coupling between
the magnetic moments of individual Fe atoms.

These differences in the magnetic exchange forces and energies for the
relaxed and unrelaxed case are obviously a result of the relaxation of the tip-
apex atom which depends sensitively on its local magnetic configuration with
respect to the approached Fe surface atom (see Fig. 14.5a). The tip-apex atom
relaxes toward the surface due to the attractive forces and the shape of the
relaxation curve. A similar effect is observed for the relaxation of the surface
atom being probed which is attracted toward the tip at large distances and
repelled at very close separations (see Fig. 14.5b). On the ap-site, the tip-apex
atom relaxes about 0.05 Å closer toward the surfaces atom than on the p-site
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Fig. 14.5. Distance dependence of (a) the vertical tip-apex atom relaxation and (b)
the vertical relaxation of the probed surface Fe atom for the p- and ap-alignment,
respectively

Fig. 14.6. Distance dependence of the absolute magnetic moments of the base (filled
circles), apex (circles), and surface Fe (squares) atoms in the case of the five-atoms
Fe tip for (a) ap-alignment and (b) p-alignment between the magnetization of tip
and probed Fe surface atom as shown in the insets. These results include structural
relaxations of tip and sample

which enhances the magnetic exchange interaction as can be inferred from the
force curves of Fig. 14.4.

14.3.3 Electronic and Magnetic Structure Changes
due to Tip–Sample Interaction

After analyzing the interaction between tip and sample based on force–
distance curves and the resulting relaxations in the earlier sections, we now
turn to the modifications of the electronic and magnetic structure due to
their interaction. One way to monitor the magnetic interaction is to plot the
distance dependence of the magnetic moments of tip-apex atom and surface
atom as shown in Fig. 14.6 including structural relaxations.

We find that the magnetic moment of the base atoms remains nearly con-
stant at mbase ≈ 3 μB, whereas the moments of the Fe apex and surface atom
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decrease as the tip approaches the surface. This decrease becomes signifi-
cant only at separations below 3 Å, and is due to an increased hybridization
between the states of tip apex atom and surface atom. The magnetic moment
drop is more pronounced on the p-site than on the ap-site. This result is
consistent with the ap-configuration (antiferromagnetic coupling) being ener-
getically more favorable than the p-configuration (inset of Fig. 14.4b), as there
is a large energy cost to reduce the magnetic moments from their equilibrium
values (obtained at large tip–sample separations).

The origin of the magnetic exchange interaction can be traced to the differ-
ent electronic interactions in the ap- and p-alignment. In order to study these
interactions in detail it is helpful to analyze charge density difference (CDD)
plots for the two configurations. This quantity is obtained by subtracting from
the charge density of the interacting system consisting of Fe cluster tip and
Fe monolayer on W(001) both the charge density of the isolated Fe/W(001)
system and that of the isolated Fe cluster tip, using the same atom positions
in both cases. The CDD plots visualize the charge transfer associated with
the electronic interaction between tip and sample.

Figure 14.7 shows the CDD plots for the ap- and p-alignment at tip–sample
distances of z = 4.9 and 2.9 Å. At a large separation, there is a small net charge
accumulation between the tip-apex atom and the Fe surface atom. Already at
this height the interaction depends on the type of spin alignment. The charge
accumulation due to tip–sample interaction in the ap-configuration is bound
to the Fe surface atom and has a node with the Fe apex atom, while in the
p-configuration, it has nodes on both the Fe surface and the tip-apex atom.
At a very close distance of z = 2.9 Å electronic charge strongly accumulates
between the tip-apex atom and the surface Fe atoms, implying a strong elec-
tronic interaction between the tip and the surface. The charge accumulation
in the ap-alignment is larger than in the p-alignment in agreement with the
ap-configuration being energetically more favorable (inset of Fig. 14.4b).

The CDD plots also show that the charge density of the nearest-neighbor
Fe atoms (with respect to the probed Fe surface atom) is considerably redis-
tributed on approaching the tip. Therefore, the magnetic exchange coupling
of these nearest neighbor Fe atoms with the apex atom of the tip plays an
important role to determine whether p- or ap-alignment is more favorable.
Similarly, the redistribution of the base atom’s charge density indicates a sig-
nificant contribution to the magnetic exchange interaction between tip and
sample.

14.3.4 Influence of Tip Size

One of the more delicate aspects in modeling atomic force microscopy exper-
iments is the geometry used for the tip. Ideally, the tip should consist of
thousands of atoms to mimic the tips used in real experiments. However, in
practice one is limited by the computational resources required for the cal-
culation. Fortunately, the chemical and magnetic interaction between tip and
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Fig. 14.7. Cross-sectional charge density difference plots along the [011]-direction
for the interaction of the five-atoms Fe tip (top of each panel) with the Fe monolayer
on W(001) (bottom of each panel) at tip–sample separations of z = 4.9 Å for (a) the
ap- and (b) the p-coupling and at z = 2.9 Å for (c) the ap- and (d) the p-coupling.
Zones in red and blue denote charge accumulation and depletion, respectively. The
results presented here correspond to geometries including relaxations due to tip–
sample interaction

sample is dominated by the foremost atoms due to the exponential decay of
the wave functions while long-range forces can be added based on continuum
models [35]. However, the electronic and magnetic properties at the tip-apex
are still influenced by the base of the tip used in the model and need to be
investigated.

In the past, theoretical calculations have often been carried out using a
single Fe atom as an idealized model of the tip to study the magnetic exchange
force, e.g., on the NiO(001) surface [20–22]. Here, we assess the validity of such
a model using the Fe monolayer on W(001) as a test sample by comparing
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Fig. 14.8. Comparison of the magnetic exchange force Fex(z) as a function of tip–
sample separation z on the Fe monolayer on W(001) using a single Fe atom tip, a five
Fe atoms tip, and an Fe tip consisting of 14 atoms. All presented calculations have
been performed without structural relaxations of tip and sample due to their inter-
action. The magnetic moments of the different atoms of the clusters are indicated
in white in units of the Bohr magneton, μB . Additionally, the interlayer distances
are indicated in black in units of Å (the magnetic moments and geometry values
correspond to relaxed geometries of the isolated tip, i.e., without any tip–sample
interaction)

calculations using a single Fe atom and the five Fe atoms pyramid tip
(discussed in the previous sections) and an even larger 14 Fe atoms tip.

A direct comparison of the magnetic exchange forces for different tip mod-
els is given in Fig. 14.8. Obviously, the magnetic exchange force obtained for a
single Fe atom tip is even qualitatively different from both pyramid-type tips.
At large separations, the magnetic exchange forces are much larger than for
the pyramid tips, while they have the opposite sign at close distance. From
these calculations, it is quite clear that a single Fe atom cannot mimic the
magnetic exchange forces between a magnetic tip and sample. If we compare
the two pyramid-type Fe tips, on the other hand, the general shape of the
curve is very similar and the smaller tip gives qualitatively the same result.
However, the magnetic exchange forces for the bigger Fe tip are significantly
enhanced and set in at much larger tip–sample distances which is of crucial
importance in experiments.

14.4 Simulation of MExFM Images

Since it is not possible to compare directly the earlier calculated tip–sample
forces with the available experimental images [32], a simulation of MExFM
images is required. For this procedure, it is essential to consider the long-range
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tip–sample interaction caused by the van der Waals forces acting between
the macroscopic tip and the sample. As in other studies (see, e.g., [16]), we
model the macroscopic part of the tip by a sphere with radius R. The corre-
sponding long-range force is given by FvdW(z) = −(AHR)/(6z2), where AH

is the Hamaker constant. For symmetry reasons, we have obtained the total
tip–sample force as sum of the long- and short-range forces at three distinct
lattice sites: the p-site, ap-site, and the hollow site (h-site). The experimen-
tally measured frequency shift Δf can then be calculated from the numerical
solution of the integral [36]

Δf(D) =
1√
2π

f0

czA3/2

∫ ∞

D

Fts(z)√
z −D

dz. (14.2)

For simplicity we use here reduced units, i.e., the normalized frequency shift
γ = czA

3/2Δf/f0. This quantity is independent of the actual experimen-
tal parameters A, cz and f0 [35] and is plotted in Fig. 14.9(a). To simulate
constant γ images, we choose a suitable value γc and determine the corre-
sponding nearest tip–sample distance at the lower turnaround point of the
cantilever oscillation, D, numerically by solving γ(D) = γc. As a result, we
obtain the corrugation amplitudes at the three distinctive lattice sites as a
function of γ, and hence, D (see the arrows in Fig. 14.9a). Based on these
curves we have simulated complete MExFM images, Fig. 14.9b–d, using the
first two non-constant terms of a two-dimensional Fourier expansion [16, 37].

The analysis reveals that the magnetic contrast depends sensitively on
the actual normalized frequency shift, i.e., the nearest tip–sample distance D.

Fig. 14.9. (a) Calculated height difference between p-, ap- and h-site, respectively,
depending on γc and hence D. Long-range van der Waals forces were added assuming
R = 8nm and AH = 0.1 aJ. The p-site defines the zero line. (b–d) Simulated MExFM
images at γc of −14,−12, and −10 fNm1/2 corresponding to D =3.2, 3.5, and 3.7 Å,
respectively
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At large D, Fig. 14.9d, the chemical contrast dominates and the ap- and p-site
appear as local maxima of only slightly different height due to a small magnetic
exchange force of about 0.06 nN. At very small D, Fig. 14.9b, the magnetic
forces dominate and Fe atoms with opposite magnetic moments appear as min-
ima and maxima. At intermediate D, p- and h-site exhibit nearly the same
height level and become indistinguishable. At the crossing point in Fig. 14.9a,
they are exactly equal and only the ap-sites appear as maxima, (cf. Fig. 14.9c).
Note that chemical and magnetic forces are both present and are of consider-
able magnitude, but the total forces at p- and h-site are equal. The contrast
in Fig. 14.9c fits best to the experimental image presented in Chap. 13 of this
book [32]. In a different experiment Schmidt et al. [31] also observed a contrast
pattern similar to Fig. 14.9d, which is expected to appear at relatively large
separations with smaller magnetic contrast. However, up to now, experimen-
tal data never exhibited a contrast pattern as shown in the simulated image
Fig. 14.9b, probably because stable imaging is difficult at such close distances.

14.5 Summary

Utilizing density functional theory we have analyzed the magnetic exchange
forces present in MExFM of an Fe monolayer on W(001), a two-dimensional
itinerant antiferromagnet, using an Fe tip. Our study revealed that a single Fe
atom is not an adequate tip model as the obtained magnetic exchange forces
are even qualitatively different from those calculated with pyramid tips of five
and 14 atoms. Surprisingly, the magnetic exchange forces on the tip atoms in
the nearest layer from the apex atom are non-negligible and can be opposite
to that on the apex atom. We demonstrate that the apex atom interacts not
only with the surface atom directly underneath but also with nearest-neighbor
atoms in the surface. Interestingly, structural relaxations of tip and sample
due to their interaction depend sensitively on the magnetic alignment of the
two systems. As a result the onset of significant magnetic exchange forces is
shifted toward larger tip–sample separations which facilitates their detection
in MExFM. Based on the first-principles calculation of the tip–sample forces
we simulated MExFM images of the Fe monolayer on W(001) which showed
contrast patterns in excellent agreement with available experimental data [32].

The computations shown here were performed at the Hamburg Uni-
versity of Technology, the Norddeutscher Verbund für Hoch- und Höchst-
leistungsrechnen (HLRN), and the Forschungszentrum Jülich (JUMP). We
acknowledge financial support from the DFG (Grants No. HO 2237/3-1
and HE 3292/4-1). S.H. thanks the Stifterverband für die Deutsche Wis-
senschaft and the Interdisciplinary Nanoscience Center Hamburg for financial
support.
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R. Wiesendanger, Science 288, 1805 (2000)
4. D. Wortmann, S. Heinze, P. Kurz, G. Bihlmayer, S. Blügel, Phys. Rev. Lett.
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11. R. Pérez, M.C. Payne, I. Stich, K. Terakura, Phys. Rev. Lett. 78, 678 (1997)
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Frequency Modulation Atomic Force
Microscopy in Liquids

Kei Kobayashi and Hirofumi Yamada

Abstract. Atomic force microscopy (AFM) using frequency modulation (FM)
detection has been widely used for the atomic-scale investigations of various materi-
als. However, high-resolution imaging in liquids by FM-AFM is severely deteriorated
by the extreme reduction of the Q-factor due to the hydrodynamic interaction
between the cantilever and the liquid. Recently, the use of the small amplitude
mode and the large noise reduction in the cantilever deflection sensor brought great
progress in FM-AFM imaging in liquids. In this chapter viscous damping of the
cantilever and the electric double layer force are discussed in detail. Following the
detailed analysis of the frequency noise in FM-AFM, instrumentation of the opti-
cal beam deflection sensor for FM-AFM in liquid environments is described. Finally
high-resolution FM-AFM images of muscovite mica, purple membranes, and isolated
protein molecules in liquids are presented.

15.1 Brief Overview

Tremendous progress has been made in atomic force microscopy (AFM) using
frequency modulation (FM) detection for the past decade [1]. High-resolution
imaging of atomically flat surfaces in ultra-high vacuum environment has
been completely established. In addition, several analysis methods based
on the FM-AFM technique have been developed such as Kelvin-probe force
microscopy (KFM) [2, 3], with which we can map local surface potentials or
charge, and force mapping method [4], which allows us to differentiate surface
atom species as well as to investigate atom–atom interactions.

On the other hand, one of the remarkable features in AFM is that it
does not require any special imaging environment. In addition, no special
treatment is required for imaging samples such as staining or metal coat-
ing, which are common techniques in electron microscopy imaging. Because
of these remarkable advantages over other high-resolution imaging methods,
AFM applications to atomic/molecular-scale in vivo imaging of biological
samples in physiological, aqueous environments are greatly expected.
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However, high-resolution imaging in liquids by FM-AFM is severely hin-
dered by the extreme reduction of the Q-factor due to the hydrodynamic
interaction between the cantilever and the liquid. Recently, the use of the
small amplitude mode and the large noise reduction in the cantilever deflec-
tion sensor brought great progress in FM-AFM imaging in liquids [5,6]. In this
chapter, the details of the problems in FM-AFM imaging in liquids, the fre-
quency noise analysis of the cantilever oscillation in low-Q environments and
the improvements of FM-AFM in liquids are described. The present status of
the high-resolution FM-AFM imaging is also presented.

15.2 Problems of Frequency Modulation AFM
in Liquids

15.2.1 Viscous Damping of Cantilever in Fluid

The oscillation of the AFM cantilever in liquid is heavily damped by the fluid
resistance so that the quality factor (Q-factor) of the cantilever is extremely
reduced. This large reduction in Q-factor causes a large increase in frequency
noise and hence, deteriorates FM-AFM imaging (see Sect. 15.3.3). Here, the
viscous damping of the cantilever oscillation in liquid at a resonance frequency
is described.

The cantilever is treated as rectangular, uniform beam fixed at one end
for simplicity, as shown in Fig. 15.1 (length: L, width: b, thickness: h). The
displacement ζ(x, t) of the beam at a distance x from the fixed end at a time
t is described by the following equation of motion:

ρS
∂2ζ (x, t)

∂t2
+ EI

∂4ζ (x, t)
∂x4

= fh (x, t) + fd (x, t) , (15.1)

b h

L

x L0

ρS
ζ(x,t)

t
fh(x,t)+fd (x,t)

Fig. 15.1. Top: Structures of AFM cantilever. Bottom: Oscillation motion of
cantilever in liquids. The notations are explained in the text
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where ρ, S, E, and I are the density, the cross section, Young’s modulus
and the area moment of inertia of the beam, respectively, which are constant
because of the beam uniformity. Two terms, fh(x, t) and fd(x, t), in the right-
hand side of the equation denote the resistance of the liquid and the driving
force to the cantilever (acting on a line element dx of the beam). When the
right-hand side is zero, ζ(x, t) is expanded by the normal-mode functions
(eigenfunctions) φn(x) as

ζ (x, t) =
∑
n≥1

φn (x) ζn (t)

φn (x) = A coshκnx + B sinh κnx + C cosκnx + D sin κnx.

(15.2)

The coefficients A, B, C, D, and eigenfrequency are determined by a boundary
condition of the beam. In the case of free oscillation, the condition is that the
beam is fixed at x = 0 and free at x = L. The resultant eigenfrequency ωn is
given by

ωn =

√
EI

ρS
κn

2, (15.3)

where κ1L = 1.875104, κ2L = 4.694091, κ3L = 7.854757, . . . The terms in the
right-hand side can be also expanded by the normal-mode functions as

fh (x, t) =
∑

n

φn (x)fh(n) (t) and fd (x, t) =
∑

n

φn (x)fd(n) (t) . (15.4)

The equation of motion for the elastic continuum is reduced to that for one-
degree-of-freedom motion for each normal mode (n), which is expressed by

ρSζ̈n + EIκn
4ζn = fh(n) + fd(n). (15.5)

This equation can be modified into the following equation by Fourier trans-
form, taking the relationship of κ2 =

√
ρS/EIω0 into account:

−ρSω2ζ̂ + ρSω0
2ζ̂ = f̂hydro + f̂drive, (15.6)

where ζ̂, f̂hydro, and f̂drive are the Fourier transforms of ζ0, fh(0), and fd(0),
respectively. Sader and co-workers assumed that the magnitude of f̂hydro

was proportional to the cantilever displacement and introduced dimension-
less “hydrodynamic function” Γ [7, 8], representing the real and imaginary
parts (Γ = Γre + jΓim) of the pressure of the surrounding on an oscillating
rectangles in two dimensions,

f̂hydro =
π

4
ρliqω

2b2Γζ̂, (15.7)

where ρliq is density of the liquid. By substituting (15.7) into (15.6), we can
readily obtain the following equations:
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ζ̂ =
ω0(liq)

2

−ω2 + ω0(liq)
2 + jωω0(liq)

/
Qliq

F̂drive

mω0
2
, (15.8)

ω0(liq)
2 =

1
1 + (πρliqb/4ρh) Γre

ω0
2, and (15.9)

Qliq =
(4ρh/πρliqb) + Γre

Γim
, (15.10)

where m is mass of the cantilever (= ρSL) and F̂drive = f̂driveL. Equation
(15.8) shows a resonance spectrum of the cantilever displacement, describ-
ing the reduction in Q-factor caused by the viscous resistance as well as the
decrease of the resonance frequency due to the increase of the effective mass.
Using the modified Reynolds number Re,

Re =
ρliqωb2

4μ
, (15.11)

Γ can be approximated as [9, 10]

Γre = a1 +
a2√
Re

and Γim =
b1√
Re

+
b2

Re
, (15.12)

where μ is the coefficient of the liquid viscosity and a1 = 1.0553, a2 = 3.7997,
b1 = 3.8018, and b2 = 2.7364. For a rectangular Si cantilever with b = 35, L =
125, and h = 3.8 μm (k = 42 N/m, f0 = 330 kHz), the approximation gives
Qliq = 9.3 and f0(liq) = 155 kHz. These numbers are close to the measured
values, Qliq = 7 ∼ 8 and f0(liq) = 150 kHz. Figure 15.2 shows thermal noise
(Brownian motion) frequency spectra of a cantilever obtained in liquid and air.
The measured Q-value was smaller than the calculated value. This is probably
because the actual cross-section of the cantilever was slightly different from a
rectangular shape.
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Fig. 15.2. Typical frequency spectra of the Brownian motion of a cantilever (f0 =
294 kHz and k = 30 N/m) in water (left) and in air (right). The vertical scales in
both spectra as well as the horizontal scales are equal to each other for comparison
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15.2.2 Electric Double Layer Force [11]

The interaction force between an AFM tip and a sample surface in ultra-high
vacuum is reasonably assumed to be the simple addition of the long-range van
der Waals force and the short-range chemical force, which makes the analysis
of the interaction force quite simple. On the other hand, sample surface is often
charged in liquid due to the ionization of surface groups and/or ion absorp-
tion and the resultant local electrostatic force complicates the interpretation
extremely. Surface charge is electrically balanced by the counter ions existing
in the proximity of the surface so that an electric double layer is formed on
the surface (diffused double layer). An electric double layer also exists on the
tip–surface. When the tip is brought into close proximity of the sample sur-
face, an electrostatic interaction is caused between both electric double layers
(electric double layer force). If the surfaces of both tip and sample are made
of the same material, the polarity of each overlapping layer is the same as
each other, which means that the interaction force is repulsive in this case.
Since the electric double layer force is relatively large, long-range interaction,
it acts on the tip as a large background force, preventing us from imaging the
surface with high resolution. Thus, the electric double layer force has to be
reduced.

To estimate the electric double layer force we assume for simplicity that
the surfaces of both tip and sample are made of the same material. In that
case, the electric double layer force F (d) at temperature T in a solution with
an ion concentration of cion is approximately expressed by

F (d) =
128πRkBTcionγ0

2

κ
exp [−κd] , (15.13)

where R, kB and d are tip radius, Boltzmann constant and tip–to–sample
distance, respectively. Also γ0 and κ−1 are expressed in the following equations
when the sample surface potential ψ0 is comparable with kBT/e (25 meV) or
smaller:

γ0 = tanh
(

Zeψ0

4kBT

)
and

κ−1 =

√
εrε0kBT

2 (Ze)2 cion

(15.14)

where Z, e, εr, and ε0 are ion valency, elementary charge, relative dielectric
constant of the solution, and the vacuum dielectric constant, respectively.
Solution is assumed to be Z : Z electrolyte. κ−1 corresponds to the thickness
of the electric double layer, so-called the Debye length. The surface charge
density is proportional to the product of ψ0 and κ−1. Figure 15.3 shows three
curves in different ion concentration solutions. Distance dependence of the
force is drastically changed as the concentration is increased. Solution with
high-ion concentration helps the suppression of the long- range force. Further-
more, κ−1 can be more reduced by the addition of divalent cation such as Mg2+
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because it effectively increases the charge density for electrical screening, as
shown in Fig. 15.3b.

15.3 Frequency Noise in Frequency Modulation
Atomic Force Microscopy [12]

Since FM-AFM detects the interaction forces as a frequency shift of the force
sensor (cantilever) and regulate the tip–sample distance at a constant fre-
quency shift, it is important to reduce the frequency noise for obtaining
high-resolution FM-AFM images. In this section, the frequency noise in FM-
AFM is analyzed in detail especially in terms of how the two major noise
souces, which are the Brownian motion of the cantilever and the displacement
sensor noise, contribute to the frequency noise.

15.3.1 Basics of Frequency Modulation

In FM-AFM, a cantilever as the force transducer is oscillated at its resonance
frequency by the self-oscillation electronics. When the resonance frequency
is modulated by the inteaction forces, the oscillation frequency follows the
resonance frequency. Suppose that a cantilever with the tip at its end is oscil-
lated with an oscillation amplitude A0, the displacement of the tip, s(t), is
written as

s(t) = A0 sin ϕ(t). (15.15)

Since a frequency is an instantaneous phase change per time, this equation is
expressed as

s(t) = A0 sin
∫

ω(t)dt = A0 sin 2π

∫
f(t)dt. (15.16)
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If the resonance frequency is modulated by the interaction force with a
deviation of Δf at a modulation frequency of fm, the instantaneous frequency
can be written as

f(t) = f0 + Δf cos 2πfmt, (15.17)

where f0 is the time-averaged resonance frequency. From (15.16) and (15.17),
s(t) becomes

s(t) = A0 sin
(

2πf0t +
Δf

fm
sin 2πfmt

)
. (15.18)

As a result, we can understand the FM is essentially the same as the phase
modulation (PM) with a phase deviation (Δϕ) of Δf/fm. Equation (15.18)
can be expressed as a series of Bessel functions,

s(t) = A0

∞∑
n=−∞

Jn(Δϕ) sin 2π(f0 + nfm)t. (15.19)

When the phase deviation is sufficiently small (Δf  fm), (15.19) can be
approximated as

s(t) � A0 sin 2πf0t +
A0

2
Δϕ sin 2π(f0 + fm)t− A0

2
Δϕ sin 2π(f0 − fm)t.

(15.20)

In the frequency spectrum of s(t), two side bands with the root-mean-squared
(rms) amplitude of

(
A0

/
2
√

2
)
Δϕ appear at the frequencies f0± fm as shown

in Fig. 15.4(a). Therefore, to detect the FM of the resonance frequency at

f0 f0f0 − fm f0 + fm f0 + fm
(a) (b)

2 2
Δϕ

A0 A0

2 2
Δϕ

A0

2

A0

2

n+

Fig. 15.4. (a) Frequency spectrum of the tip displacement when the interaction
force modulates the resonance frequency of the cantilever (f0) at a modulation
frequency of fm. (b) Frequency spectrum of the tip displacement when there is a
sinusoidal noise with a frequency and root-mean-squared amplitude of f0 + fm and
n+, respectively
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the modulation frequency of fm, it is important to reduce the noise in the
cantilever displacement signal at the frequency around f0 ± fm.

In the following, we consider how the displacement noise at the frequency
f0 +fm affect the resonance frequency [13]. Suppose there is a sinusoidal noise
with the rms amplitude of n+ at f0 + fm as shown in Fig. 15.4(b), the tip
displacement becomes

s(t) = A0 sin 2πf0t +
√

2n+ sin (2π(f0 + fm)t + φ0) . (15.21)

This equation can be written in the form as

s(t) = sin 2πf0t
(
A0 +

√
2n+ cos(2πfmt + φ0)

)
+ cos 2πf0t

(√
2n+ sin(2πfmt + φ0)

)
. (15.22)

If the noise amplitude is sufficiently small compared to the oscillation ampli-
tude (n+  A0), (15.22) can be approximated as

s(t) � A0 sin(2πf0t + δϕ+) (15.23)

with

δϕ+ =
√

2
n+

A0
sin(2πfmt + φ0). (15.24)

Therefore, the displacement noise at f0 + fm with the rms amplifude of n+

becomes the phase noise with the rms amplitude of n+/A0 at the modulation
frequency fm.

Since the instantaneous frequency is the time derivative of the phase, the
rms amplitude of the frequency noise δf caused by the phase noise with the
rms amplitude of δϕ is

δf = δϕfm. (15.25)

Therefore, the rms amplitude of the frequency noise caused by the displace-
ment noise n+ at f0 + fm becomes

δf+ =
n+

A0
fm. (15.26)

15.3.2 Frequency Noise Analysis in High-Q Environment

In FM-AFM, the Brownian motion (thermal noise) of the cantilever and the
displacement sensor noise are two major noise sources for the phase noise and
hence, for the frequency noise. It is intuitive to devide the phase/frequency
noise into two parts as that with the modulation frequency within the
linewidth of the oscillator (fm ≤ f0/2Q), which is treated as the frequency
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Fig. 15.5. Schematic of the FM-AFM instrument showing possible sources of the
frequency noise. The Brownian motion (thermal noise) of the cantilever and the dis-
placement sensor noise within the linewidth of the oscillator (f0/2Q) determine the
frequency noise of the oscillator. The noise outside of the linewidth brings additional
frequency noise on the frequency measurement

noise of the oscillator, and that outside of it (fm ≥ f0/2Q), which is treated
as the measurement noise in the frequency measurement of the oscillator (see
Fig. 15.5).

As discussed in the first paper on FM-AFM by Albrecht et al. [14], in a
high-Q enviroment such as in vacuum, the linewidth of the oscilltor becomes
very narrow, and thus the modulation frequency of interest is typically out-
side of it. In such a case, the oscillator noise can be neglected and only the
measurement noise is taken into account. This would also hold true for the
typical operating parameters for FM-AFM in the ambient condition.

At first, we consider the contribution of the Brownian motion of the
cantilever in the measurement noise [14,15]. The transfer function of the can-
tilever with the angular resonance frequency of ω0 and the spring constant of
kz can be written as

G (ω) =
1(

1− (ω/ω0)
2
)

+ jω/ω0Q

1
kz

= |G (ω)| exp [jθ (ω)] , (15.27)

with

|G (ω)| = 1√(
1− (ω/ω0)

2
)2

+ (ω/ω0Q)2

1
kz

(15.28)
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and

θ (ω) = tan−1

⎛
⎝ −ω/ω0

Q
(
1− (ω/ω0)

2
)
⎞
⎠ . (15.29)

An example of |G (ω)| for a typical cantilever for FM-AFM in air (f0 =
300 kHz, kz = 40 N/m, and Q = 500) is shown in Fig. 15.6a.

From the equipartition theorem, the mean-square displacement of the
cantilever end by the thermal energy kBT is given by

〈
zth

2
〉

=
1
2π

∫ ∞

0

|G (ω)|2 Fth
2dω =

kBT

kz
, (15.30)

where Fth is the magnitude of the random driving force with a white spectral
density. Therefore the magnitude of Fth becomes

Fth =

√
4kzkBT

Qω0
. (15.31)

Then, we obtain the thermal noise density Nth(ω) as

Nth(ω) = |G (ω)|Fth =

√√√√√ 4kBT

kzQω0

((
1− (ω/ω0)

2
)2

+ (ω/ω0Q)2
) (15.32)

from (15.28) and (15.31).
The thermal noise spectrum Nth(ω) is proportional to the magnitude of

the transfer function |G(ω)| as shown in Fig. 15.6(a). For high-Q cantilevers,
the magnitude of the thermal noise density is significant at f0 but it is greatly
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Fig. 15.6. (a) Magnitude of the cantilever transfer function |G(ω)| and the thermal
noise density Nth(ω) for a typical cantilever for FM-AFM in air (f0 = 300 kHz,
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reduced at the frequency apart from f0. Since the magnitude of the noise
at the frequency f0 ± fm is important for calculating the phase/frequency
noise with the modulation frequency fm, it would be more convenient to plot
these curve as a function of fm. By inserting ω0 ± ωm to |G(ω)|, we obtain
|G(ω0 ± ωm)| as

G(ω0 ± ωm) � 1
kz

−jQ

1± j (fm/fc)
, (15.33)

where fc is the corner frequency given by f0/2Q. The magnitude of the trans-
fer function starts to decrease at fc as shown in Fig. 15.6b. The thermal
noise is proportional to the magnitude of the transfer function, and it can be
approximated as

Nth(fm) �
√

kBTf0

2πkzQ

1
fm

, (15.34)

as indicated by a thick grey line in Fig. 15.6b.
If the displacement sensor noise is not negligible, the magnitude of the

total displacement noise appearing at the frequency around f0 becomes

Ntotal =
√

Nth
2 + Nds

2. (15.35)

as shown in Fig. 15.7(a). Since the total displacement noise at both sidebands
f0 ± fm contribute to the phase/frequency noise, the frequency noise density
for high-Q cantilevers becomes

NFM(high-Q) =

√
2Ntotal

2

A0
fm =

√
2
Ntotal

A0
fm =

√
2

√
Nth

2 + Nds
2

A0
fm. (15.36)
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Fig. 15.7. (a) Total displacement noise density Ntotal for a typical cantilever for
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Therefore, we obtain

NFM(high-Q) =

√
f0kBT

πkzQA0
2 +

2Nds
2

A0
2 fm

2. (15.37)

The frequency noise density at a typical oscillation amplitude in FM-AFM
in air (A0 = 5 nm) is shown in Fig. 15.7(b). The total frequency noise for a
given measurement bandwidth B can be obtained by integrating (15.37) as

δf(high-Q) =

√∫ B

0

(NFM(high-Q))2df =

√
f0kBT

πkzQA0
2 B +

2Nds
2

3A0
2 B3. (15.38)

In the case when the displacement sensor noise is significant, (15.37) and
(15.38) become

NFM(high-Q) �
√

2
nds

A0
fm (15.39)

and

δf(high-Q) �
√

2
3

nds

A0
B3/2. (15.40)

Note that the total frqeuency noise is proportional to B3/2 for high-Q
cantilevers.

15.3.3 Frequency Noise Analysis in Low-Q Environment

In the analysis of the frequency noise for high-Q cantilevers, the displacement
noise within the linewidth of the oscillator was neglected. However, in a low-
Q environment, the linewidth (f0/2Q) becomes very large and hence, cannot
be negligible. In other words, since the Q-factor is so small, the frequency
fluctiation of the oscillator is very large. Therefore, the oscillator noise has
to be considered in addition to the measurement noise considered for high-Q
cantilevers. The magnitude of the total displacement noise Ntotal for a typical
low-Q cantilever in liquid (f0 = 130 kHz, kz = 40 N/m, and Q = 8) is shown
in Fig. 15.8(a).

The oscillation frequency of the cantilever is the frequency at which the
phase criterion

θ(f) + θcircuit(f) = 2nπ (15.41)

is met, where θ(f) is the transfer function of the cantilever given in (15.29)
and θcircuit(f) is the phase shift for the input frequency f added by the
self-oscillation circuit. The oscillation frequency is determined by the phase
response of the cantilever as such, the phase noise of the cantilever turns
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Fig. 15.8. (a) Total displacement noise density Ntotal for a typical cantilever in
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sensor with the sensor noise of 0, 20, 40, 60, 80, and 100 fm/
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into the frequency noise with the factor of the slope of the phase versus fre-
quency curve at the oscillating frequency. From (15.29), the phase shift of the
cantilever at f0 is

θ(f0) = −π

2
, (15.42)

and the frequency derivative of the phase at f0 becomes

dθ

df

∣∣∣∣
f=f0

= −2Q

f0
. (15.43)

Considering that the displacement noise at both sidebands f0±fm contribute
to the phase noise, the oscillator noise caused by the phase noise becomes

Nosc =
∣∣∣∣ df
dθ

∣∣∣∣
√

2Ntotal
2

A0
=

f0

2Q

√
2Nds

A0
. (15.44)

Thus, the general equation for the frequency noise density of the oscillator
becomes

NFM =
√

Nhigh-Q
2 + Nosc

2. (15.45)

The contribution of the Brownian motion of the cantilever to the oscillator
noise was not discussed but it was already included in (15.37) for high-Q
cantilevers. From (15.37) and (15.45), we finally obtain

NFM =

√
f0kBT

πkzQA0
2 +

2Nds
2

A0
2 fm

2 +
f0

2

2Q2A0
2 Nds

2. (15.46)
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Typical frequency noise density at a typical oscillation amplitude in FM-AFM
in liquid (A0 = 0.5 nm) is shown in Fig. 15.8(b). Since the modulation fre-
quency fm of interest is usually within the linewidth of the oscillator (f0/2Q),
the displacement sensor noise contribution outside of the linewidth can be
neglected and (15.46) can be approximated as

NFM(low-Q) �
√

f0kBT

πkzQA0
2 +

f0
2

2Q2A0
2 Nds

2. (15.47)

The total frequency noise for a given measurement bandwidth B can be
obtained by integrating (15.47) as

δf(low-Q) =

√∫ B

0

(NFM(low-Q))2df �
√

f0kBT

πkzQA0
2 B +

f0
2

2Q2A0
2 Nds

2B.

(15.48)

In the case when the displacement sensor noise is significant, (15.47) and
(15.48) become

NFM(low-Q) � f0√
2QA0

Nds (15.49)

and

δf(low-Q) � f0√
2QA0

Nds

√
B. (15.50)

Note that the total frqeuency noise is proportional to B1/2 in this case. It is
also proportional to Q−1, indicating the reduction of the displacement sensor
noise is essential in low-Q environments.

15.4 Improvement of FM-AFM for Liquid Environment

As described in Sect. 15.3, the frequency noise is proportional to the displace-
ment sensor noise, it is very important to reduce the displacement sensor
noise for reducing the frequency noise. In this section, instrumentation of the
low-noise optical beam deflection sensor, which we utilized for high-resolution
FM-AFM imaging described in later sections, is described.

15.4.1 Optimization of Optical Beam Deflection Sensor

The optical beam deflection sensor, first introduced by Meyer and Amer [16], is
a simple but highly sensitive displacement sensor for AFM. Here, we describe
the displacement noise determined by the shot noise for considering the
optimized setup [17].
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Fig. 15.9. Schematic of the optical beam deflection sensor used in AFM. The
Gaussian laser beam is focused on the backside of the cantilever for achieving
maximum sensitivity for a given laser power

Typical setup of the optical beam deflection sensor is shown in Fig. 15.9.
The laser light is usually focused at the backside of the cantilever for achieving
maximum sensitivity for a given laser power, and reflected to the segmented
photodiode (PD). Suppose that the laser is the circular, Gaussian beam and
its spot is on the center of the PD, the intensity distribution of the laser spot
on the PD along its vertical axis y is given by

I(y) =

√
2
π

1
r
PPD exp

[
−2y2

r2

]
, (15.51)

where PPD is the laser power on the PD and r is the radius of the beam spot
on the cantilever. Since the intensity at the center is

I(0) =

√
2
π

1
r
PPD, (15.52)

the power difference caused by the displacement of the spot by Δs is given by

ΔP =

√
8
π

1
r
PPD exp

[
− g2

2r2

]
Δs, (15.53)

where g is the width of the gap between the segments of the PD.
When the cantilever with the length of lCL is displaced by Δz, the change

in the reflection angle according to the displacement is

Δθ =
3
2

Δz

lCL
. (15.54)

Then, the displacement of the spot on the PD which is located at a distance
of lPD from the cantilever becomes Δs = 2lPDΔθ. Therefore ΔP becomes
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ΔP = 6

√
2
π

1
r
PPD exp

[
− g2

2r2

]
lPD

Δz

lCL
. (15.55)

Since the laser beam is focused by the focus lens with the focal length of
fFL, the radius of the laser spot on the PD r is given by

r =
lPD

fFL
R, (15.56)

where R is the radius of the collimated beam before focusing. R is determined
by the focal length of the collimating lens fCL and the half-cone angle of the
beam divergence for the laser diode as fCL tan θLD. Then, (15.55) becomes

ΔP = 6

√
2
π

fFL

lPDfCL tan θLD
PPD exp

[
− (gfFL)2

2 (lPDfCL tan θLD)2

]
lPD

Δz

lCL
.

(15.57)

If the responsivity of the PD is η, and the gains of the transimpedance
amplifier and the differential amplifier are RIV and GDA, respectively, the
output signal becomes

ΔV = 6

√
2
π

fFL

fCL tan θLD
PPD exp

[
− (gfFL)2

2 (lPDfCL tan θLD)2

]
Δz

lCL
ηRIVGDA.

(15.58)

The dominant noise source in the typical optical beam deflection sensor is
the shot noise. The shot noise energy is proportional to the magnitude of the
photocurrent of the PD, and the shot noise voltage density at the output of
the sensor becomes

δvshot = RIVGDA

√
2eηPPD. (15.59)

Finally we obtain the displacement sensor noise density, or the minimum
detectable displacement per measurement bandwidth, as

Nds =
δvshot

ΔV /Δz
=
√

πelCLfCL tan θLD

6fFL

√
PPDη

exp

[
(gfFL)2

2 (lPDfCL tan θLD)2

]
. (15.60)

If the optics and electronics are properly designed, the displacement sensor
noise density falls in the range of a few tens of fm

√
Hz−1 with the laser power

of 1 mW.

15.4.2 Reduction of Coherence Length of Laser

One of the problems in the optical beam deflection sensor for AFM in liquids,
is that the output of the sensor fluctuates because of the interference noise,
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the optical feedback noise or the mode-hop noise of the laser. This often
happens when the single-mode semiconductor laser is used in the optical beam
deflection sensor in which the laser light goes through many optical interfaces.
It has been demonstrated that the modulation of the laser current at the radio
frequency (RF), as shown in Fig. 15.10(a), can suppress such fluctuations
[18, 19]. This is due to the fact that the single-mode laser initially oscillates
in multiple modes for several nanoseconds, thus the RF typically ranges from
300 to 600 MHz.

If the laser keep oscillates at multiple modes, the laser becomes immune to
the mode-hop noise and tolerant to the optical feedback. Moreoever, the effec-
tive coherence length becomes greatly reduced thereby the optical interference
of the laser becomes less probable. The probability of the optical interference is
closely related to the visibility of the laser light, which can be calculated from
the optical spectrum [20]. The visibility of the light source is

√
C2 + S2

/
P ,

where P , C, and S are defined as

P = 2
∫

j(x)dx,

C(ΔL) = 2
∫

j(x) cos(xΔL)dx, and

S(ΔL) = 2
∫

j(x) sin(xΔL)dx.

(15.61)

ΔL is the optical path difference and j(x) is the spectral distribution of laser
intensity as a function of wavenumber difference from the mean wavenumber
k0 for the mean wavelength λ0.

For the multi-mode laser, the visibility immdiately starts to decrease as
ΔL increases as shown in Fig. 15.10(b). The coherency of the laser is greatly
reduced expect when the ΔL matches to multiples of nL, where L is the the
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Fig. 15.10. (a) Schematic of the RF modulation of the laser current. (b) Schematic
of the optical spectra of the laser light with and without the RF modulation and
the visibility as a function of the optical path difference
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effective length of the optical cavity in the laser, given by L = λ0
2/

2Δλ. The
typical effective coherence length of the sigle-mode red laser decreases down
to a few hundred micrometers by the RF modulation.

Note that the usage of an incoherent light source such as a superlumines-
cent light-emitting diode can also solve these problems.

15.4.3 Reduction of Oscillation Amplitude

As mentioned earlier, reducing the displacement sensor noise is critical in
the low-Q enviroment. However, another important factor in FM-AFM is to
reduce the oscillation amplitude so that the short-range interaction force is
effectively detected as the frequency shift. If the oscillation amplitude is large
compared to the interaction range λ, the tip stays in the interaction range
only for a short time. However, if the oscillation amplitude is smaller than λ,
the tip stays in the interaction range during a whole period of the oscillation,
as shown in Fig. 15.11(a).

The frequency shift caused by the interaction force Fts in FM-AFM is
given by the following equation [21]:

Δf =
f0

kzA0
2 〈Fts · z〉 = − f0

πkzA0

∫ 1

−1

Fts (d0 + A0 + u)
u√

1− u2
du, (15.62)

where d0 is the closest distance of the tip from the surface, and u is the
tip position relative to the mean position (= A0 cosωt). This is proportinal
to the integral of the interaction forces with a weight function u/

√
1− u2,

which is depicted in Fig. 15.11b. Therefore, the frequency shift caused by the
interaction forces becomes larger with the smaller amplitude.
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Fig. 15.11. (a) Comparison of the tip–sample interaction time during the can-
tilever oscillation with a larger amplitude (Alarge) and that with a smaller amplitude
(Asmall) than the interaction range λ. (b) Schematic of the weight function
u/

√
1 − u2 as a function of the tip position u(= A0 cos ωt), with which the frequency

shift is calculated by the integration of the interaction force
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15.5 High-Resolution Imaging by FM-AFM in Liquid

15.5.1 Muscovite Mica [22]

Muscovite mica (KAl2(Si3Al)O10(OH)2) is often used as a substrate for high-
resolution imaging of biological samples because it has a hydrophilic surface,
which is suitable for the adsorption of biological molecules, and because one
can easily obtain an atomically flat surface by cleavage. Mica is a silicate
mineral, having layered crystal structures containing SiO4 tetrahedrons. As
shown in Fig. 15.12, the fundamental structure along the c-axis contains two
layers of SiO4 tetrahedrons, shifted with each other along the a-axis by 1/3
of the pseudo-hexagonal lattice, a layer of octahedron composed of Al3+ and
OH− ions, sandwiched between the two SiO4 layers, and a K+ ion layer. The
SiO4 layer makes a honeycomb network with a period of 0.52 nm, where each
honeycomb hole is a relatively large diameter (0.32 nm).

Since Si4+ ions in this layer are partly replaced with Al3+ ions with a ratio
of 1/4, the layer is negatively charged. Although the K+ ion layer connects
the two SiO4 layers, compensating for their negative charge. However, since
this electrostatic bonding between the K+ and the SiO4 layers is weak, mica
can be easily cleaved at the K+ layer. In water, K+ ions on the cleavage plane
(SiO4 layer) are detached and the surface is hydrated.

Figure 15.13 shows an FM-AFM image obtained in pure water. A hexag-
onal lattice structure with a period of 0.52nm is clearly observed. Although
lattice structure can be seen over the entire area of the image, there is some
height variation. This gradual variation in height has been always appeared in
AFM imaging of mica in water. Possible origins of this variation are electro-
static force variation caused by non-uniform Al3+ ion distribution or statistical
fluctuation of the hydration structures on the mica surface.

1.0 nm

0.30 nm

0.52 nm

c-axis K+ O Si OH Al

Fig. 15.12. Crysral structure of muscovite mica. Left: Structure viewed along the
a-axis. Right: Structure of the cleaved surface (K+ ions are not shown)
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Fig. 15.13. FM-AFM image of a mica surface obtained in pure water. (Scan range:
30 × 30 nm, Δf = +360 Hz, A0 = 0.33 nm)

1 nm

Fig. 15.14. FM-AFM image of a mica surface obtained in pure water. (Scan range:
8 × 8 nm, Δf = +54 Hz, A0 = 0.24 nm)

Figure 15.14 shows an FM-AFM image of a small area of the mica surface
taken in pure water. The image presents a honeycomb-like pattern consisting
of connected rings, which is a distinct contrast to a dot-like pattern or a
triangle pattern obtained by contact mode AFM. In contact mode AFM,
only periodic structures are imaged through the frictional interaction averaged
over a relatively large tip–sample contact area. In addition, the obtained FM-
AFM image shows a subnanometer-scale structural variation while only simple
periodic patterns with no topographic variation are observed in contact mode
AFM. This subnanometer-scale structural variation is possibly related to ion
adsorption.
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15.5.2 Purple Membrane Proteins [23]

The purple membrane (PM) is a highly ordered, native two-dimensional crys-
tal composed of bacteriorhodopsin (bR) proteins and lipids, present as part
of the plasmic membrane of Halobacterium salinarum. The bR molecule acts
as a light-driven proton pump, which transfers protons from the cytoplasmic
side to the extracellular side of the membrane by converting light energy into
a proton gradient. High-resolution structural studies by electron microscopy
and X-ray analysis have been intensively made because of the high degree of
crystallinity. However, there have been few investigations on high-resolution
imaging of the bR molecules in liquid as well as the relationship between the
structure and the function. Thus, high-resolution analysis by AFM in liquid
has been greatly expected.

The following describes a typical preparation method for PMs. A droplet
of phosphate buffer solution containing PMs (10 mM PBS, 300 mM KCl,
pH = 7.4) is deposited onto a freshly cleaved mica surface. We should wait
for some time (typically 1 h) for the purple membranes to be sufficiently
adsorbed onto the substrate and then the sample is rinsed in PBS for removing
weakly bound membranes and contaminants. Finally the sample is imaged by
FM-AFM in an imaging PBS (10 mM PBS, 200 mM KCl, pH = 7.4).

Strength of the membrane adsorption onto a mica surface is closely related
to the interaction force between the electric double layers formed on top of
the membrane and the mica surface. The electric double layer force can be
repulsive or attractive depending on surface charge and on pH value of the
buffer solution, as mentioned in Sect. 15.2.2. Since it also depends on ion con-
centration of an electrolyte, the strength of adsorption is strongly affected by
the concentration of KCl. In fact PMs are not well-adsorbed to mica in a KCl
solution of 0.1 mM. Use of KCl solution of high concentration (e.g. 300 mM)
helps the improvement of the membrane adsorption. Besides, addition of diva-
lent cation salt such as MgCl2 to the solution is effective for the reduction of
the electric double layer force, which is important for high-resolution AFM
imaging.

Figure 15.15(a) shows an FM-AFM image of PMs in PBS. The bR
molecules, each of which consists of seven transmembrane alpha helices (A-G),
are known to form into a trimer. These trimers make a two-dimensional hexag-
onal array with a period of 6.2 nm. Figure 15.15(b) shows a structural model
of the hexagonal array of the bR trimers (cytoplasmic side). We can clearly
see a hexagonal array of three bright dots with a periodic unit spacing of
about 6 nm accompanied by some defects, which agrees well with the struc-
tural model. Close comparison between the model and the image also clarified
that the bright dot corresponded to the loop connecting E- and F-helices.

15.5.3 Isolated Protein Molecules [23]

A GroEL is a tetradecamer protein molecule, where seven identical subunits
form a donut-like heptamer and the two heptamers are facing each other. The
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E-F loop

(a) (b)

5 nm

6.2 nm

Fig. 15.15. (a) FM-AFM image of a purple membrane consistng of a hexagonal
array of bacteriorhodopsin (bR) molecule trimers (Δf = +54 Hz, A0 = 1.6 nm).
The image was taken in a phosphate buffer solution (10 mM PBS, 50 mM KCl). (b)
Structural model of the hexagonal array of the bR trimers

20 nm

Fig. 15.16. FM-AFM image of chaperonin protein molecules attached on muscovite
mica in phosphate buffer solution (Δf = +50 Hz, A0 = 0.5 nm)

apparent size of the individual GroEL molecules is about 14 nm in diameter
and 14 nm in height.

Figure 16 shows an FM-AFM image of GroEL protein molecules adsorbed
on a mica surface in buffer solution. The outer surface (apical domain) of the
tetradodecamer unit is clearly observed. The apical domain of the molecule
appears like a flower with seven petals. Note that the individual subunits
are nearly resolved in the AFM image. We sometimes found bottom hep-
tamer molecules exposing equatorial domains, whose top heptamers were
accidentally removed.
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15.5.4 Measurement of Local Hydration Strcutres

Although liquid is treated as uniform continuum in fluid dynamics, the size
effect of the liquid molecule has to be considered at a molecular scale. For
instance, liquid density around an arbitrarily chosen single molecule cannot be
uniform because of preferential coordination of neighboring molecules, which
is described as density distribution function. This is also the case with the
density distribution at a liquid-solid interface, which is known as solvation
(hydration) structure (Fig. 15.17). In fact, there have been a large number of
studies on liquid density distribution on a solid surface by X-ray structural
analysis and surface force apparatus. Typical molecule density distribution
shows a diminishing oscillation structure with an approximate periodicity of
the molecule size. However, measured density distribution by these methods
is not three-dimensional density distribution but one-dimensional distribution
along the normal axis to the solid surface, which is averaged density distri-
bution over a plane parallel to the surface. Since hydration structures play
essential roles in the stabilization of protein structures as well as in various
biological functions, investigation of molecular-scale hydration structures are
required.

We recently found that frequency shift vs distance curve measured in water
by FM-AFM reflects local hydration structure [5]. Figure 15.18 shows two
frequency shift vs distance curves (approach and retract curves) taken in
pure water on a polydiacetylene crystal surface. The oscillation structures
with a period of about 0.2 nm reproducibly appeared in both curves. At
present, this new method for the investigations of local hydration structures
is being combined with the force mapping method, where forces (frequency

distance from surface
d0

0

1

H2O

g (d )

Fig. 15.17. Top: Schematic of hydration structure formed on a solid surface.
Bottom: Normalized density distribution function g(d) (d: distance from the surface)
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Fig. 15.18. Frequency shift versus distance curve measured on a polydiacetylene
surface in pure water

shifts) are three-dimensionally mapped by measuring the force (frequency
shift) curves over the sample surface. Although theoretical calculations are
required for the interpretation of the relationship between the force data and
the molecular density, the method is strongly expected to allow us to directly
study molecular-scale hydration structures around biological molecules.

15.6 Summary and Outlook

This chapter has focused on recent progress in FM-AFM in liquids. The fre-
quency noise analysis in low-Q and high-Q environments, the improvement
of FM-AFM for liquid environments and the applications to high-resolution
imaging as well as to the measurement of hydration structures have been
described.

Achievements of true atomic resolution imaging in liquid by dynamic mode
AFM open a new gate to a wide variety of application fields. In particular,
it is a remarkably powerful tool for the study of molecular scale biology. Fur-
thermore, the applications of various analytical methods based on FM-AFM
such as KFM to biology is also greatly expected. On the other hand, there
are still several problems to be solved for practical imaging applications.

When the cantilever in liquid is mechanically vibrated, the whole liquid
container is also vibrated through liquid. This causes unwanted, various vibra-
tions of the mechanical parts in the proximity of the container, which heavily
distorts the cantilever vibration [24]. As a result, the oscillation spectrum
of the cantilever contains many spurious peaks, which makes not only the
identification of resonance of the cantilever more difficult but also the force
sensitivity drastically decreased. In this case dynamic mode AFM does not
work properly. Thus to avoid such problems, “development of a liquid con-
tainer without generating spurious peaks” or “development of direct excitation
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method for cantilever vibration” is required. The vibration excitation methods
using external magnetic force, photothermal effect or a piezoelectric cantilever
are appropriate as excitation techniques producing relatively less spurious
peaks.

In FM-AFM imaging of a sample having large height difference in topogra-
phy, the cantilever oscillation tends to be unstable or stops in the worst case.
When the oscillation stops, the AFM imaging signal is inevitably lost; besides
the tip can crash anytime into the sample. By setting the frequency shift at
a small value (the tip is positioned far from the sample surface), the risk of
the oscillation stop can be eliminated at the severe sacrifice of the imaging
resolution. A new intelligent control method of the frequency shift, flexibly
changing according to sample topography, is required.

References

1. Noncontact Atomic Force Microscopy, ed. by S.Morita, R. Wiesendanger,
E. Meyer (Springer, Berlin, 2002)

2. T. Eguchi, Y. Fujikawa, K. Akiyama, T. An, M. Ono, T. Hashimoto,
Y. Morikawa, K. Terakura, T. Sakurai, M.G. Lagally, Y. Hasegawa, Phys. Rev.
Lett. 93, 266102 (2004)

3. T. Ichii, T. Fukuma, K. Kobayashi, H. Yamada, K. Matsushige, Nanotechnology
15, S30 (2004)

4. Y. Sugimoto, M. Abe, S. Hirayama, N. Oyabu, O. Custance, S. Morita, Nature
Materials 4, 156 (2005)

5. T. Fukuma, K. Kobayashi, K. Matsushige, H. Yamada, Appl. Phys. Lett. 86,
193108 (2005)

6. T. Fukuma, M. Kimura, K. Kobayashi, K. Matsushige, H. Yamada, Rev. Sci.
Instrum. 76, 053704 (2005)

7. C.P. Green, John E. Sader, J. Appl. Phys. 98, 114913 (2005)
8. J.E. Sader, J. Appl. Phys. 84, 64 (1998)
9. S. Basak, A. Raman, J. Appl. Phys. 99, 114906 (2006)

10. A. Maali, C. Hurth, R. Boisgard, C. Jai, T. Cohen-Bouhacina, J.P. Aime,
J. Appl. Phys. 97, 074907 (2005)

11. J.N. Israelachvili, Intermolecular and Surface Forces, 2nd edn. (Academic Press,
1992)

12. K. Kobayashi, H. Yamada, and K. Matsushige, Rev. Sci. Instrum. 80, 043708
(2009)

13. W.P. Robins, Phase Noise in Signal Sources (Peregrinus, London, 1988),
Chap. 3

14. T.R. Albrecht, P. Grütter, P. Horne, D. Rugar, J. Appl. Phys. 69, 668 (1991)
15. P.R. Saulson, Phys. Rev. D 42, 2437 (1990)
16. G. Meyer, N.M. Amer, Appl. Phys. Lett. 53, 1045 (1988)
17. G. Meyer, N.M. Amer, Appl. Phys. Lett. 56, 2100 (1990)
18. M. Ojima, A. Arimoto, N. Chinone, T. Gotoh, K. Aiki, Applied Optics 25,

1404 (1986)
19. R. Kassies, K.O. van der Werf, M.L. Bennink, C. Otto, Rev. Sci. Instrum. 75,

689 (2005)



328 K. Kobayashi and H. Yamada

20. M. Born, E. Wolf, Principles of Optics, 7th edn. (Cambridge University Press,
Cambridge, 1999), Chap. 7

21. F. Giessibl, Phys. Rev. B 56, 16010 (1997)
22. T. Fukuma, T. Ichii, K. Kobayashi, H. Yamada, K. Matsushige, Appl. Phys.

Lett. 86, 034103 (2005)
23. H. Yamada, T. Fukuma, K. Kobayashi, Y. Hirata, T. Kajita, T. Horiuchi,

K. Matsushige, in preparation
24. M. Lantz, Y.Z. Liu, X.D. Cui, H. Tokumoto, S.M. Lindsay, Surf. and Interface

Anal. 27, 354 (1999)



16

Biological Applications of FM-AFM
in Liquid Environment

Takeshi Fukuma and Suzanne P. Jarvis

Abstract. Atomic force microscopy (AFM) was noted for its potential to study
biological materials shortly after its first development in 1986 due to its ability to
image insulators in liquid environments. The subsequent application of AFM to
biology has included lateral characterization via imaging, unraveling of molecules
under a tensile load and application of a force either to measure mechanical prop-
erties under the tip or to instigate a biochemical response in living cells. To date,
the application of frequency modulation AFM (FM-AFM) specifically to biological
materials has been limited to relatively few research groups when compared to the
extensive application of AFM to biological materials. This is probably due to the
perceived complexity of the technique both by researchers in the life sciences and
those manufacturing liquid AFMs for biological research. In this chapter, we aim to
highlight the advantages of applying the technique to biological materials.

16.1 Quantitative Force Measurements

One of the advantages of the FM-AFM technique in any environment is that
when operated in constant-amplitude mode it implicitly decouples the influ-
ence of conservative and dissipative forces. To fully take advantage of this
fact it is necessary to be able to both implement the technique correctly and
convert the resulting frequency shifts and driving signals into quantitative
measures of conservative and dissipative interaction forces. In this section we
discuss the quantification of FM-AFM and issues arising from the method of
implementation.

16.1.1 Calculating Force from Frequency Shift

In contrast to the simple Hooke’s law relation connecting the static deflection
of a cantilever to the interaction force, the corresponding relation for FM-
AFM is significantly more complex and depends on both the spring constant
and amplitude of oscillation of the cantilever. This relation was first derived
by Giessibl [1], and is valid for any amplitude of oscillation:
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Δω

ω0
= − 1

πAk

∫ 1

−1

F (z + A(1 + u))
u√

1− u2
du, (16.1)

where k is the spring constant of the cantilever, F the interaction force between
tip and sample, ω0 its unperturbed resonant frequency, Δω the change in
resonant frequency, A the amplitude of oscillation, and z is the distance of
closest approach between tip and sample.

To determine the interaction force from the observed frequency shift, (16.1)
must be inverted. For many years this has been performed analytically for
cases where the amplitude of oscillation was far smaller or greater than all
characteristic length scales of the interaction force [2,3]. However, use of these
limiting formulas in practice can potentially lead to significant errors, unless
the precise nature of the force is known. This is particularly problematic
if the interaction force contains a spectrum of length scales, encompassing
short- to long-range components, as is often the case. In such situations, it is
possible that the oscillation amplitude may be considered small with respect
to long-range components, but large for short-range components. Accurate
determination of the interaction force may therefore not be possible using
these limiting formulas.

A simple yet accurate analytical formula that enables the direct determi-
nation of the interaction force from the measured frequency shift was proposed
by Sader and Jarvis in 2004:

F (z) = 2k

∫ ∞

z

(
1 +

A1/2

8
√

π(1− z)

)
Ω(t)− A3/2√

2(t− z)
dΩ(t)

dt
dt, (16.2)

where Ω(z) = Δω(z)/ω0. This formula has been shown to be both mathe-
matically and experimentally robust [4,5], is valid for any amplitude of oscil-
lation and is applicable to any force law. However, it is only valid when the
amplitude of oscillation is kept constant (i.e., it is not applicable to constant
excitation FM-AFM). Further, an inherent assumption in deriving this for-
mula is that the interaction force is continuous. This is not the case when
discontinuities occur due to bond breaking as is the case in single molecule
spectroscopy measurements. Thus, care must be taken in these experiments to
only apply the formula in the region where this assumption is valid. It should
also be noted that this formula assumes that the resonance condition is met.
If the measurements are made off resonance (this can easily be done in error
in low Q environments such as liquid) then the correct force is only retrieved
if the phase error is known and accounted for in the calculation [6, 7].

16.1.2 Cantilever Excitation in Liquid

For operation, FM-AFM requires mechanical excitation of the cantilever at
the resonance frequency. When investigating biological samples either piezo
activation or magnetic activation [8] has been chosen. The piezo activation
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method is usually considered the easiest activation method to implement
because it does not require any modification to standard commercial can-
tilevers. In this case, a small piece of piezoelectric actuator is placed adjacent
to the cantilever holder. An alternating voltage signal, which is referred to
as the cantilever excitation signal, is applied across the actuator to induce a
vibration. This vibration is transmitted through the cantilever holder and can-
tilever base to the cantilever itself. Since the actuator does not directly drive
the cantilever end but instead drives it via other mechanical elements, the
vibration of the actuator excites the resonances of all the elements mechan-
ically coupled with the actuator. Consequently, the phase and amplitude of
the deflection signal can be influenced by the spurious resonances that do not
represent the true cantilever vibration characteristics. Such influence can lead
to an error in the quantification of force from frequency shift and dissipa-
tion measurements. It can also prevent stable cantilever vibration especially
in FM-AFM, where the phase information of the deflection signal is used in
the self-excitation circuit. Such influence is often a serious problem in liquid.
The Q-factor in liquid (typically Q < 10) is much lower than that in air and
vacuum so that the phase delay and amplitude distortion induced by the spu-
rious resonances are not negligible. In addition, the actuator is mechanically
coupled with additional elements (e.g., the liquid cell) through the liquid.
This forms a complicated mechanical transmission path through which the
vibration energy of the actuator can excite a number of spurious resonances.

To avoid any influence from spurious resonances, it is desirable to apply an
excitation force directly to the end of the cantilever. Magnetic activation [8]
fulfills this requirement. With this method, the cantilever is usually modified
to have magnetic sensitivity either by coating it with a thin magnetic film
or attaching a magnetic particle on the backside of the cantilever. The film,
or the particle, is magnetized by applying a strong magnetic field. With this
configuration an excitation signal is fed into a V − I converter, which drives a
coil placed close to the cantilever (usually underneath the sample), to produce
an alternating magnetic field at the frequency of the cantilever resonance.
The coil is usually aligned such that the interaction between the alternating
magnetic field and the magnetic moment of the modified cantilever gives rise
to a magnetic force perpendicular to the cantilever in order to excite the
cantilever vibration normal to the surface. In an alternative arrangement of
magnetic activation, cantilever actuation is achieved by passing an alternating
electric current through a triangular cantilever. Thus, forming a current loop
with a magnetic moment perpendicular to the plane of the cantilever. When
placed at an angle in a static magnetic field, a force proportional to the current
through the cantilever is generated [9].

The difference in measured amplitude and phase vs. frequency response
obtained for the two different activation techniques with the same cantilever
can be seen in Fig. 16.1a for piezo activation and Fig. 16.1b for magnetic
excitation. The curves obtained with magnetic excitation show the typical
amplitude and phase response of a simple harmonic oscillator while those
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Fig. 16.1. Amplitude and phase vs. frequency characteristics of (a) cantilever oscil-
lated in a liquid with a piezo excitation and (b) magnetic excitation. The insets
show fast fourier transform spectra of the cantilever deflection signals showing
thermal brownian vibration peaks (Reused with permission from Higgins et al. [10].
Copyright 2005, Institute of Physics)

obtained with piezo excitation show a number of spurious peaks. Simple phase
vs. frequency characteristic are desirable for stable operation and quantitative
measurements by FM-AFM, where the phase information is used for driving
the cantilever.

16.1.3 Single Molecule Spectroscopy

FM-AFM being a relatively new technique, many applications of FM-AFM to
biology have involved model samples that have already been studied exten-
sively by other AFM techniques. In such cases, the primary motivation has
been to characterize the FM technique itself rather than to elucidate new
information about the chosen sample. In some cases new information has
been obtained by utilizing the unique capability of FM-AFM to separate out
conservative and dissipative components of the interaction, while in other
cases it has been the enhanced sensitivity of the technique in comparison to
alternative dynamic techniques which has revealed previously unobservable
phenomena.

The first application of FM-AFM (actually FM-AFM combined with Q
control) to a biological sample utilized the capacity of FM-AFM to separate
out conservative and dissipative components of the interaction to estimate
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the effective viscosity of a single dextran molecule [11]. In this measurement,
FM-AFM was not applied in imaging mode but instead the technique was
applied to single molecule force spectroscopy and found to provide significant
improvement over conventional dynamic and static measurements. Specifi-
cally, they were able to measure a phase transition during the elongation
of the dextran molecule and its effective viscosity to be 6,000Pa·s, informa-
tion not accessible with conventional static force spectroscopy. Although this
experiment used oscillation amplitudes of approximately 10 nm this was still
at least 1 order-of-magnitude smaller than the length of the dextran molecules
and as such the magnitude of the oscillation was not found to be detrimen-
tal to the measurement. Similar measurements of dextran were subsequently
made by the same group using transverse oscillations of a vertically mounted
probe, the stiffness of which negated the addition of active Q control to achieve
the same results [12].

The impact of oscillation amplitude in FM-AFM single molecule force
spectroscopy was investigated in more detail with the mechanical unfolding
of tandem repeats of titin I27 domains [13]. Unfolding intermediates were
observed in each unfolded domain, which had not been observed previously
with conventional force spectroscopy. The sensitivity of the FM technique to
these intermediates was found to be related to the oscillation amplitude of
the cantilever with smaller oscillation amplitudes providing higher sensitivity,
as expected. In these measurements the smallest stable oscillation amplitude
was 4.5 nm.

FM-AFM has also been applied to the measurement of ligand-receptor
interactions, where the well-studied biotin–avidin system was chosen [10]. In
this case, the mean unbinding force of a single unbinding event was found to be
significantly higher than any measurements made with static force microscopy
at different retraction rates. This was attributed to the significantly higher
velocities achieved with FM-AFM, where the tip velocity is dependent on the
resonant frequency and the oscillation amplitude of the cantilever (in this
case 16.8 kHz and 6.3 nm, respectively). In the case of static-mode AFM, tip
velocities are governed by z-piezo velocity and are typically limited to around
103nm/s or less due to hydrodynamic drag forces.

16.2 Subnanometer-Resolution Imaging

16.2.1 Overview

Many examples of FM-AFM imaging of biological materials performed in
the early stage have focused on comparing variations in experimental tech-
nique either by comparing the FM-AFM technique to other dynamic methods,
comparing different feedback parameters within the FM-AFM technique or
variations of the FM-AFM technique such as constant excitation FM-AFM
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or FM-AFM plus Q control. Most of these comparisons were made with rela-
tively large oscillation of the cantilever typically around 10 nm in amplitude
which as we will see in Sect. 16.2.2 would have substantially decreased the
overall sensitivity of the technique.

The first application of FM-AFM to imaging a biological sample was per-
formed in 2001 by Tamayo et al. FM-AFM was again combined with Q control.
In this case, living rat kidney cells were imaged with cantilever oscillation
amplitudes typically in the region of 10 nm and imaging forces of less than
100pN. Although the image was obtained as a frequency shift variation, the
tip–sample distance regulation was made by keeping the oscillation ampli-
tude constant. Thus, one may call it amplitude-modulation AFM rather than
FM-AFM, depending on the definition. Although scan sizes were of the order
of microns and the limits to resolution were consequently not explored, the
authors note higher resolution than with the conventional tapping mode tech-
nique (see Fig. 11 in [14]) and predict that the technique may one day have
comparable sensitivity to the optical tweezers technique. The authors high-
light that at this level of sensitivity new interactions must be considered, in
particular the role of confined liquid between tip and sample (Fig. 16.2) [15].

The low level of applied force during FM-AFM imaging was also observed
by Sekiguchi et al. who used fragile protein aggregates known as amyloid
fibrils in phosphate buffered saline to compare frequency feedback with ampli-
tude feedback for a self-oscillating cantilever with a fixed driving amplitude

Fig. 16.2. (a) Resonant frequency image of a living rat kidney cell produced by
combining FM-AFM and Q control. (b) Phase shift image of the same region with
conventional tapping mode AFM in liquid. (c) and (d) are the profiles along the
same scan line in (a) and (b). The scan line is marked in (b) with a dashed line.
Scan size is 10× 10 μm. (Reused with permission from Tamayo et al. [14] Copyright
2001, Biophysical Society)
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(constant excitation FM-AFM) [16]. They found a positive shift of the fre-
quency to be more sensitive than a decrease in the amplitude (free lever
amplitude 10nm) and therefore used the frequency signal as the feedback
signal for nondestructive imaging of the amyloid fibrils . They found that non-
destructive imaging could only be achieved with an imaging force of 100pN
or less for these soft protein aggregates.

A similar comparison, this time between amplitude modulation AFM (AM-
AFM) and FM-AFM imaging of DNA was made in pure water [17]. The
cantilever amplitude during imaging was the same in both cases (4.8 nm),
although the distance over which a frequency shift could be detected prior to
hard contact with the sample, was approximately four times longer in the case
of FM-AFM than the distance over which a decrease in cantilever amplitude
could be detected in the case of AM-AFM. Thus the intermittent force applied
could be more accurately controlled resulting in higher resolution and less
sample deformation using FM-AFM.

Ebling et al. combined Q control with constant-excitation FM-AFM and
directly compared the effect of enhanced Q when imaging DNA and a DPPC
lipid bilayer lipid bilayers deposited onto a mica surface [18]. Feedback oper-
ated on change in amplitude of the cantilever and was set as close as possible
to the free lever amplitude (typically 7 nm or greater) while still maintaining
a stable image. In both cases increased corrugation of the topography was
observed and attributed to a reduction of tip–sample indentation force.

While most comparisons have been made between different implementa-
tions of various dynamic techniques, in 2006 Hoogenboom et al. [19] made
a direct comparison of constant-force contact mode images with FM-AFM
images of bacteriorhodopsin formed with oscillation amplitudes in the range
0.64–1.00nm. In their case, they note that higher normal forces were actu-
ally applied using the FM-AFM technique (∼300pN) although lateral forces
were clearly minimized. In this case, the resolution appeared to be worse
than that obtained using constant-force contact mode. Again using oscillation
amplitudes of ∼1 nm but lower applied forces of <100 pN Hoogenboom et al.
subsequently used FM-AFM to image various oligomeric states of voltage-
dependent anion channels [20]. Although, in this case, FM-AFM allowed
them to image with higher resolution they attributed this to a lack of lat-
eral forces and still noted height inaccuracies in their FM-AFM images that
they attributed to larger indentation forces than those observed in contact
mode.

In 2006, Higgins et al. combined both imaging and force spectroscopy FM-
AFM to investigate hydration at the membrane-fluid interfaces of two different
supported lipid bilayers as a function of bilayer fluidity [21]. In this case the
FM technique was utilized for its sensitivity and stability especially in regions
of high attractive force gradients which result from the oscillatory nature of the
force profile caused by the removal of successive hydration layers in the near
surface region. The technique was found to be sensitive to individual hydration
layers when operated with cantilever oscillation amplitudes between 0.8 and
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3.2 nm. The authors established that structured water layers were present
in the case of lipid bilayers in the gel phase but not in the fluid phase and
thus hydration effects should be considered as an integral component in cell
membrane theory.

16.2.2 Technical Progresses

FM-AFM was originally introduced by Albrecht et al. in 1991 to operate
dynamic-mode AFM in ultrahigh vacuum (UHV) environment [2]. Since
the first demonstration of true atomic resolution in 1995 [22, 23], FM-AFM
has been used for imaging various surfaces at subnanometer resolution.
Until recently, however, the subnanometer-resolution imaging capability of
FM-AFM had been limited to UHV environments.

In 2005, Fukuma et al. presented a way to overcome this limitation. True
molecular-resolution imaging of a polydiacetylene single crystal was demon-
strated in vacuum, air and liquid with a specially developed multi-environment
FM-AFM [24]. True atomic-resolution imaging in liquid by FM-AFM was also
demonstrated by imaging mica in water [25]. This technical innovation was
brought about by major improvements in instrumentation and operating con-
ditions, namely; deflection sensor, oscillation amplitude, and stiffness of the
cantilever.

First of all, a stiff cantilever is necessary to reduce the cantilever thermal
vibration as well as to avoid instabilities known as “jump-to-contact.” True
atomic- or molecular-resolution imaging requires a vertical resolution better
than 10 pm. The root-mean-square (RMS) amplitude of the cantilever thermal
vibration 〈zth〉 is given by

〈zth〉 =

√
kBT

k
, (16.3)

where kB, T and k shows Boltzmann’s constant, absolute temperature and
the cantilever spring constant, respectively. This equation shows that ther-
mal vibration of less than 10pm requires a cantilever stiffness higher than
40N/m. Fukuma et al. employed a cantilever with a nominal spring constant
of 42N/m instead of soft cantilevers (<1N/m) typically used for in-liquid
applications [26]. Note that it is possible to reduce the thermal vibration
amplitude via the gentle contact of the tip with the surface, such as in
contact-mode AFM. However, this method can often prohibit the precise con-
trol of the vertical tip position at the atomic-scale transient regime between
“contact” and “non-contact”, a capability essential for “true” atomic- and
molecular-resolution imaging as well as for atomic-scale manipulation.

Secondly, small amplitude oscillation is essential to enhance the sensitiv-
ity to the short-range interaction forces and thereby obtaining high spatial
resolution. The RMS amplitude of the noise in z (δz) caused by the frequency
noise (δf) is given by [27],
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δz =
δf

∂Δf/∂z
. (16.4)

Giessibl et al. described that frequency noise is proportional to A−1 whereas
∂Δf/∂z is constant for small amplitudes and proportional to A−3/2 for large
amplitudes, hence the existence of an optimal amplitude [28]. This calculation
showed that the optimal amplitude is of the order of the decay length of
the force components. As for the short-range interaction force, this typically
corresponds to the values less than 0.5 nm. Fukuma et al. used an oscillation
amplitude of 0.2–0.3nm [26] while the amplitude typically used for in-liquid
application is larger than 2–3nm.

Finally, the use of a low noise cantilever deflection sensor is necessary for
the stable oscillation of a stiff cantilever with small amplitude as well as for
ensuring thermal-noise-limited performance [24]. In FM-AFM, the deflection
signal is used for generating the excitation signal as well as for detecting the
frequency shift. Thus, stable self-oscillation with a small amplitude requires a
low noise deflection signal. In addition, stiffer cantilevers make it more diffi-
cult to achieve thermal-noise-limited performance in FM-AFM [29]. The peak
value of the power spectrum density (PSD) of the cantilever thermal vibration
(zth)peak is given by,

(zth)peak =

√
2kBTQ

πf0k
, (16.5)

where f0 and Q are resonance frequency and the Q factor of the cantilever.
Assume that k = 40N/m, Q = 10, f0 = 130 kHz, (zth)peak is 71 fm/

√
Hz. To

reduce the influence of the deflection sensor to less than 10% of this value, the
deflection noise from the sensor should be less than 71 × 1/3 = 24 fm/

√
Hz.

Whilst the deflection PSD from the sensor is 100–1,000 fm/
√

Hz, the PSD of
the deflection sensor developed by Fukuma et al. in 2005, was 17 fm/

√
Hz [24].

Details of the instrumentation required to achieve this noise performance are
described in the previous chapter.

The impact of the technical innovation on the field of AFM research stim-
ulated subsequent instrumentation development and additional exploration
of these technologies for use in biological applications. Fukuma et al. further
reduced the deflection noise density of the optical beam deflection sensor to
5.7 fm/Hz [29] and utilized these techniques in the investigations of biolog-
ical materials [30–32] They also showed that true atomic resolution can be
obtained not only by FM-AFM but also by phase-modulation AFM (PM-
AFM) [33] when operated with a low noise deflection sensor, a stiff cantilever
and small amplitude. Hoogenboom et al. obtained atomic-scale images of mica
in liquid with a low-noise Fabry-Perot interferometer [19]. These technical
advancements opened up the possibility of subnanometer-scale investigations
on biological systems directly under physiological environment.
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16.2.3 Biological Applications

In 1993, Ohnesorge et al. presented the first atomic-resolution image obtained
in liquid by contact-mode AFM [34]. Compared to contact-mode AFM,
FM-AFM has three major advantages: (1) precise control of the vertical
tip position, (2) high spatial resolution, and (3) capability of imaging iso-
lated molecules. Here, we show FM-AFM applications for biological systems,
highlighting these three advantages.

Hydration Layers

In contact-mode AFM, a soft (<1 N/m) cantilever is generally used to obtain
sufficient force sensitivity. However, the short-range attractive force at the
atomic-scale non-contact regime, often presents a large force gradient exceed-
ing the cantilever spring constant thus causing a cantilever instability known
as “jump-to-contact”. In addition, soft cantilevers can suffer from large ther-
mal fluctuations, which can reduce control of the vertical tip position. In
FM-AFM, the high stiffness of the cantilever, together with the restoring
force of the vibrating cantilever, helps to avoid such instabilities, giving precise
control over the tip vertical position at the atomic-scale contact/noncontact
regime. Here, we present a biological application making the best use of this
advantage [30].

Water molecules adjacent to biological membranes can potentially play a
key role in the biological processes, particularly when they form hydration
layers in which the water molecules are partially ordered due to interac-
tions with the membrane, through dipole potentials or hydrogen bonding.
If such hydration layers exist, they should alter the local interaction poten-
tial at the water/lipid interface, which can significantly influence the function
of membrane proteins and molecular transport across the membranes. FM-
AFM has a unique capability of measuring local interaction potentials with a
nanometer-scale cross-section, using a sharp tip as a force probe. This capabil-
ity is ideal to directly probe the interaction forces that nanoscale objects (e.g.,
proteins and solvated ions) would experience when they approach a membrane
surface.

Figure 16.3 shows an example of such applications: a Δf vs. distance
curve measured on a mica supported dipalmitoylphosphatidylcholine (DPPC)
bilayer in phosphate buffer saline (PBS) solution. The Δf vs. distance curves
obtained on the DPPC bilayer typically show an oscillatory force profile with
one or two peaks. The averaged separation of the two peaks is 0.28± 0.05nm.
This distance is in agreement with the size of a water molecule and hence
suggests that the oscillatory force profile corresponds to the sequential removal
of ordered water molecules.

Tip–sample distance feedback regulation in liquid-environment FM-AFM
operates based on the assumption that Δf increases with decreasing tip–
sample separation, such as in the force branches indicated by arrows (1)–(3) in
Fig. 16.3b. Therefore, if the Δf vs. distance curve shows an oscillatory profile,
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Fig. 16.3. (a) A DPPC bilayer formed on mica investigated by AFM in liquid.
(b) Δf vs. distance curve measured on the DPPC bilayer in the PBS solution,
showing oscillatory profile with two peaks. The smoothed line (solid) is obtained by
averaging the raw data (shaded) over the distance range of 0.02 nm from each data
point. (Reused with permission from Fukuma et al. [30] Copyright 2007, Biophysical
Society)

the feedback can operate at multiple tip positions corresponding to one set-
point as indicated by the circles in Fig. 16.3b. Thus, the tip can spontaneously
jump between those positions even if the setpoint is left unchanged.

Figure 16.4 shows an example of such spontaneous jumps during FM-AFM
imaging of the DPPC bilayer in PBS solution. In the image shown in
Fig. 16.4a, the tip is scanned from the lowest terrace (Terrace 1) and as
the imaging progresses the tip jumps spontaneously twice. Terrace 1 shows
a highly ordered arrangement of bright spots separated by 0.50± 0.05 nm
along the stripes. The first jump of 0.26nm (Terrace 1–2) results in sub-
tle changes to the image although discrete corrugations are still observed.
The second jump of 0.23 nm (Terrace 2–3) results in a less-ordered contrast
although imaging resolution is still high. The heights of the spontaneous jumps
(0.29± 0.06 nm) agree well with the size of a water molecule and the peak dis-
tance of the oscillatory force profile (0.28± 0.05nm). This confirms that the
tip is jumping between water layers and the individual layers are imaged with
molecular-scale corrugations of the lipid headgroups. The result shows that
the small loading force during FM-AFM imaging makes it possible to visualize
weak interaction potentials presented by the water molecules adjacent to the
biological membrane.

Lipid-Ion Network

In contact-mode AFM, long-range and short-range interaction forces are
detected with equal sensitivity. In FM-AFM, the reduction of cantilever oscil-
lation amplitude enhances the sensitivity to the short-range interaction force,
and, at the same time, reduces the sensitivity to the long-range interaction
force, thus giving higher spatial resolution than contact-mode AFM [28, 35].
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Fig. 16.4. (a) FM-AFM image of the DPPC bilayer in phosphate buffer solu-
tion showing spontaneous jumps during imaging. 8× 8 nm2, Tip velocity: 120 nm/s.
Imaging speed: 85 s/frame. (b) Line-by-line flattened image of (a). Scale bar: 1 nm,
Height range: 0.1 nm (black to white). Fast and slow scan directions: left to right
and top to bottom. The regions indicated by the numbers 1, 2, and 3 correspond to
the Terraces 1, 2, and 3 in (a). (c) Line-averaged height profile of (b) plotted along
the slow scan direction. (Reused with permission from Fukuma et al. [30] Copyright
2007, Biophysical Society)

The following example of the use of FM-AFM in a biological application high-
lights this advantage, showing the unprecedented spatial resolution of 90 pm
in liquid [31].

Under physiological conditions, biological membranes are surrounded by
an electrolytic solution containing various metal cations. The influence of
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these cations on membrane structure and stability has been studied inten-
sively using model lipid bilayers. The addition of salts can trigger lipid bilayer
phase separation [36–38], and vesicle aggregation and fusion processes [39,40].
The striking influence of the ions on membrane structure has highlighted the
importance of lipid-ion interactions in biological processes. So far, a number of
spectroscopy experiments have revealed that metal cations specifically inter-
act with negatively charged moieties of the lipid headgroups [41–44]. These
experiments, together with theoretical simulations [45], support the theory
that individual ions may be interacting with multiple headgroups to form com-
plex “lipid-ion networks” (Fig. 16.5a). This concept has been used to explain
the observed influence of such ions in the enhanced mechanical strength of
membranes [46] and the reduced mobility of the lipid molecules therein [47].
However, it has been a great challenge to experimentally access such lipid-
ion networks due to the lack of a viable method for investigation of local
lipid-ion interactions with Angstrom resolution. FM-AFM is an ideal tool for
this, allowing direct investigation of the local lipid-ion networks formed at
water/lipid interface.

Sequential FM-AFM images taken on the DPPC bilayer in PBS solution
(Fig. 16.5) reveal that some of the surface groups change their configurations
upon formation or disappearance of lipid-ion networks. For example, Subunit
1 is not pairing with another subunit in Fig. 16.5b while a pair of Subunits 3
and 4 appears in the next image (Fig. 16.5c) but with a darker contrast than
other subunits, suggesting the lower height of this headgroup. It is likely that
this particular headgroup was temporarily at an irregular tilt angle due to the
interaction between Subunit 1 and 2 against the slight height difference when
the first image was taken.

The observed structural changes due to the formation and disappearance of
the lipid-ion networks indicates that the negatively charged phosphate groups
are sharing the positive charge of cations, by which an attractive electrostatic
force is exerted on all the headgroups involved in the network. The attractive

(b)(a) (c)
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Fig. 16.5. (a) The lipid-ion complex formed the lipid/water interface. (b) and
(c) Sequential FM-AFM images of the same area of the DPPC bilayer in PBS
solution. Height range: 0.1 nm. Tip velocity: 120 nm/s. Imaging speed: 85 s/image
(Reused with permission from Fukuma et al. [31] Copyright 2007, American Physical
Society)
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interaction force mediated through such complex lipid-ion networks should
bind the headgroups together and increase the global mechanical strength of
the membrane. In fact, it has been shown that the addition of metal cations
increases the mechanical strength of the DPPC bilayer [46]. The FM-AFM
images presented here reveal the submolecular-scale origin of such an influence
of ions on the mechanical properties of the biological membrane.

Amyloid Fibrils

In contact-mode AFM, scanning the tip in contact with the surface inevitably
causes a large friction force. This has hindered nondestructive imaging of iso-
lated molecules or assemblies weakly bound to the substrate. As the vertical
motion of the cantilever in dynamic-mode AFM dramatically reduces the lat-
eral friction force, FM-AFM should be capable of imaging molecular-scale
surface structures of such isolated systems. This capability has been demon-
strated by imaging amyloid fibrils in PBS solution as described in the following
section [32].

Amyloid fibrils are formed from a variety of proteins which are normally
soluble in physiological solution [48, 49]. Under certain conditions, the pre-
cursor proteins misfold to form amyloid fibrils which are typically 10–30nm
in diameter and up to several micrometers in length as shown in Fig. 16.6a.
The fibrils are insoluble β-sheet structures that can form aggregates in tissues
and organs known as amyloid deposits. These deposits are found in a range of
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Fig. 16.6. FM-AFM images of IAPP fibrils on mica in PBS solution (a) 800 ×
800 nm, Δf = −55Hz, tip velocity: 1 μm/s. (b) 10 × 10 nm, Δf = +50 Hz, tip
velocity: 195 nm/s. (c) Schematic model of the β-strands. (Reused with permission
from Fukuma et al. [32] Copyright 2008, Institute of Physics)
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neurodegenerative diseases such as Alzheimer’s, Parkinson’s and Huntington’s
disease [48]. Understanding the structure of amyloid fibrils is essential for elu-
cidating the nucleation and kinetics of fibrillation in relation to the pathogenic
pathway of amyloidoses.

Figure 16.6a, b show FM-AFM images of amyloid fibrils formed from
the islet amyloid polypeptide (IAPP) deposited on mica in PBS solution.
IAPP fibrils are associated with type 2 diabetes when deposited in pancre-
atic islets [50], The image shows finely striped features perpendicular to the
fibril axis. The distance between adjacent stripes is approximately 0.5 nm.
A previous X-ray diffraction study suggested the existence of periodic struc-
ture along IAPP fibril axes with a characteristic spacing of 0.47 nm [51]. Since
this periodicity corresponds to hydrogen bond spacing between the β-strands
(Fig. 16.6c), the periodic structure was attributed to the alignment of the β-
strands perpendicular to the fibril axis [51]. The fine stripes observed in the
FM-AFM image have comparable spacing aligned perpendicular to the fibril
axis. Therefore, the striped features are attributed to the β-strands of IAPP
fibrils. This demonstrates the possibility of FM-AFM to visualize individual
β-strands in real space in a physiologically-relevant liquid environment.

16.3 Future Prospects

The theory and instrumentation of liquid-environment FM-AFM has dramat-
ically progressed in the last 10 years. This has enabled quantitative mea-
surements of conservative and dissipative forces and subnanometer-resolution
imaging with piconewton-order loading forces at the solid/liquid interface. The
biological applications presented here demonstrate that FM-AFM is capable
of probing and visualizing the local interactions between the bio-molecules
and surrounding physiological environment (i.e., water molecules and ions) as
well as the structures of bio-molecules themselves.

There are still a number of technical issues and challenges to be overcome
in order to make the technique more useful in practical studies. Among the
most urgent of these are improvements in operation speed. This is important
not only for visualizing dynamic processes but also for high-resolution imaging
of large areas containing inhomogeneous complexes and also non-destructive
high-resolution imaging of large isolated bio-molecules. These applications
may not require high frame rate but do require a high feedback bandwidth. As
up to now, imaging speed was not a major priority for applications performed
in vacuum, there is considerable room for improvement.

Another important issue is the stability. As seen in Fig. 16.4, multiple
feedback points can exist at the solid/liquid interface. Although this could be
a useful tool for visualization of individual hydration layers, it can also make it
difficult to control vertical tip position. This is not a simple technical issue as
the solid/liquid interface inherently has a three-dimensional extension. This
issue may be solved by employing the three-dimensional imaging technique
developed for applications in UHV at low temperature [52], together with the
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feedforward drift compensation technique developed for atom manipulation
at room temperature [53].

There are also many application areas that have not been explored fully,
including biology and electrochemistry. So far, the latter has not been explored
at all by FM-AFM. This is partly because of the existence of electrochemical
STM. However, there are emerging interests in the electrochemical processes
of organic and biological molecules in relation to their applications to organic-
and bio-electronics. Since these non-conductive molecules cannot be imaged
by STM, we expect that the application of FM-AFM to this area will also
grow in the near future.
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Abstract. This chapter explains a series of work carried out to implement atomic
force microscopy (AFM) capable of operating at frequencies above 1–200 MHz with
an amplitude of drive of a few 10–100 pm, both in the deflection and torsional modes.
To implement such a microscope, various elements that constitute the AFM were
reconsidered from scratch. The issues are; (i) Cantilever, (ii) Cantilever vibration
excitation, (iii) Cantilever vibration detection, (iv) AFM head, and (v) Control
scheme. The instrumental aspect of the microscope will be discussed in the former
half, and the results obtained will be discussed in the latter.

17.1 Cantilever

Miniaturization of the cantilever enables increase of natural frequency fo while
maintaining a set value for the spring constant. Mass sensitivity of a cantilever
improves with increasing frequency. For example, a cantilever with a natural
frequency of 100 MHz, Q factor 10,000, spring constant 1 N/m, temperature
10 K, driven with an amplitude of drive of 10 nm has in principle, frequency
noise comparable to change in mass by one hydrogen atom [1]. The use of
small cantilevers is expected to introduce the function of mass detection at the
molecular or atomic level to cantilever based microscopy. It should, however,
be noted that exploiting the intrinsically high sensitivity of a nanocantilever,
or coupling to a nano device is in itself a challenging topic, and has a lot of
technical issues such as measurement related frequency noise to be cleared.
Various attempts to fabricate small cantilevers or high-frequency cantilevers
and beams have been made over the past 20 years. The term “nanocantilever”
first appeared for a metallic ball held by a filiform neck. Formation of such
a structure was predicted by Mullins in 1965, and confirmed experimentally
in 1969 in the process of sharpening metal tips for field emission [2]. In the
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Fig. 17.1. Examples of metal nanocantilevers fabricated by heating a low tapered
metal tip. (a) a 200 nm diameter metal ball ripening, (b) multiple ripening connected
by filiform necks

early 1990s, N. Garcia and Vu Thien Binh published a paper on using such
structures, which may attain a natural frequency of 1 GHz, as a force and mass
sensor in AFM [3]. From 1995, the authors carried out a series of experiments
on the method introduced earlier. Examples are shown in Fig. 17.1. In many
cases, the tip-apex formed a sphere and a filiform neck due to Oswald ripening,
but the morphological evolution was difficult to predict or control as shown in
Fig. 17.1(b), not to mention batch fabricating a large number of cantilevers
as a stock for AFM use [4]. Fabrication of AFM tips on the spherical mass
was also an unsolved problem.

nanocantilever fabrication shifted to the use of MEMS fabrication tech-
niques, where the cantilever could be tailor made with large numbers of
hundreds or millions [5]. Due to the small size of the cantilever, the use of
anisotropic etching of silicon was employed to ensure repeatability of fabri-
cation that is not so much affected by the accuracy of the photolithography
process [1]. Figure 17.2 shows some examples of the fabricated cantilevers.
Some measure a few microns, and their natural frequency can be as high as
100 MHz. Attaining an amplitude of drive of around 100 pm, became the key
issue in actually utilizing these cantilevers for AFM imaging. Fabrication of
small cantilevers can be found in the literature [6–9].

17.2 Cantilever Vibration Excitation

The stable fabrication of small- and high-frequency cantilevers necessitated
the selection of a reliable vibration excitation method. Massive piezo ele-
ments, a widely used device, attached to the base of the cantilever did not
show a flat frequency response, and were not suitable for frequencies above
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(a)

(b)

(c)

Fig. 17.2. Small cantilevers and oscillators fabricated from bulk silicon. (a) mil-
lions of cantilevers made by anisotropic etching of silicon, (b) triangular cantilevers
composed of silicon nanowires, and (c) silicon nanowire cantilever with tip
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Fig. 17.3. Comparison of photothermal excitation and piezo excitation

ca. 5 MHz. Photothermal excitation proved to be effective in a wide range
of frequency from DC to above 100 MHz [10–12]. In this method, a focal-
ized beam from an intensity modulated laser diode was guided to the surface
of the cantilever through an objective lens. For commercially available can-
tilevers, an intensity of 1 mW was sufficient in vacuum, and 2 mW in water.
Figure 17.3 shows a comparison of photothermal excitation and piezo exci-
tation made with the same liquid AFM. Since the actuation acts on the
oscillator directly, various vibration modes of the oscillator could be excited
with clarity. Phase rotation around resonance was also clear, facilitating phase
based controls. Positioning of the excitation laser spot enabled the selection
of modes to be excited, while surpressing unexpected mode-hopping. Other
possible excitation methods have been employed in the field of mass sensing
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with mechanical oscillators, such as, electrostatic excitation, joule heating
excitation [13], surface acoustic wave excitation, magnetic excitation [14],
and piezoelectric actuation [15, 16]. In terms of simplicity, photothermal
excitation is favorable, but for cantilevers measuring below 1 μm in width
or length, the other methods listed earlier may prove to be more feasible.

17.3 Cantilever Vibration Detection

Stable fabrication of micron sized cantilevers also facilitated the comparison
and development of various cantilever vibration detection schemes. Issues put
to question were (i) focalization down to the diffraction limit to accommodate
micron sized cantilevers, (ii) capacity to measure the vibration of cantilevers
up to the 100 MHz regime, (iii) ease of use in UHV and cryostats, (iv) com-
patibility with the photothermal excitation method, and (v) stability. Optical
methods were considered first to lessen the requirements on the cantilever.
Two methods were considered; (i) Homodyne detection using a focusing mir-
ror and a reference arm incorporated with in the millimeter sized optical
probe, with two optical fibres supplying and retrieving light to and from the
optical probe and (ii) heterodyne laser Doppler detection with various carrier
generating schemes. Among the two, the latter was superior in performance
due to the high signal-to-noise ratio and stable operating point, typical of
heterodyning techniques. The fact that velocity was directly measured acted
favourably for small- and high- frequency cantilevers because the velocity sig-
nal increased in proportion to frequency for a given amplitude of drive. As
the result, the noise floor of the measurement scheme gave a 1/f decrease in

Fig. 17.4. Typical noise floors of the heterodyne laser Doppler interferometer with
80 MHz or 1.1 GHz carrier
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terms of displacement [17]. Figure 17.4 shows typical noise floors for various
sensitivity and frequency ranges of the Doppler interferometer. Noise level
below 1 fm/

√
Hz was attained around 2 MHz. For high-frequency measure-

ment above 20–200 MHz, the beat between two longitudinal modes of a He–Ne
laser at 880 MHz plus a 200 MHz AOM, or a cascade of two AOMs operating
at 540 MHz were used to generate a carrier above 1 GHz. For frequency range
below 20 MHz, the use of a 80 MHz AOM proved to give the best perfor-
mance in terms of signal-to-noise ratio, and are used our liquid AFMs and
UHV AFMs operating below 20 MHz. The method could detect the vibration
of a tungsten suboxide whisker measuring 70 nm in diameter, but requiring
a narrow bandwidth in such a case, and not suitable as yet to accommodate
such cantilevers for AFM and image with a reasonable scan rate. On the other
hand, cantilevers measuring a few microns, and larger than the focal diameter
could be measured with a good signal level up to 200 MHz. Heterodyne detec-
tion was effective in avoiding cross-talk between optical vibration excitation
and measurement down to the fm level, since measurement was carried out
around 80 MHz or 1.1 GHz, and not in the vicinity of the cantilever vibration
modes.

17.4 AFM Head

Since detection and excitation of the cantilever vibration can be implemented
by optical means, the design of the AFM is a relatively simple matter of
positioning a focusing lens with respect to the cantilever. Figure 17.5 depicts
the schematic of the laser Doppler optics with a 80 MHz AOM, and Fig-
ure 17.6 depicts a liquid AFM composed of an inverted optical microscope
objective, two photothermal excitation lasers operating at 405 and 780 nm,
illumination laserdiode, a CCD and the laser Doppler optics. The returning
beam of the laser Doppler measurement is collected through the same optical
path, so steering of the laser beam with a mirror was enough to position the
laser spot on the designated location of the cantilever. Figure 17.7 shows the
optical probe of an UHV AFM. Four beams guided to the optical probe are,
the measurement beam, the reference beam, the photothermal laser beam,
and the illumination beam. Guiding the reference arm to the optical probe
was effective in decreasing the effect of axial and orthogonal vibration of
the optical probe with respect to the laser source and the axis of the laser
beam. The same optics was also applied to an UHV TEMAFM, with the
exception of the focusing lens, which was replaced by a grin lens measuring
2 mm in diameter. The lens was inserted between the yokes of the TEM.
Equivalent signal-to-noise ratio was confirmed, but the excitation efficiency
was lower due to achromatic error of the lens. An optical probe with the
function of Doppler measurement only was also implemented, and in such a
case, the optical probe was connected to a polarization maintaining optical
fibre [17].
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Fig. 17.5. Schematic of the liquid AFM with heterodyne laser doppler interfer-
ometry and photothermal vibration excitation. Self-excitation is not utilised in
imaging

Fig. 17.6. Head of the liquid AFM
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Fig. 17.7. Optical probes of UHV AFM. (a) for a Low temperature UHV AFM.
For an UHV TEMAFM, a longer objective with a grin lens at the apex is inserted
in the pole gap of the TEM

Fig. 17.8. KCl imaged from low resolution to high resolution. The imaged area is
zoomed to a terrace at the top right corner

17.5 Control Scheme

For UHV AFM applications, the Doppler interferometer was inserted within
the self-excitation loop of the cantilever, together with a phase shifter and
auto gain control. The configuration is not so different from other UHV AFM,
expect for the fact that the velocity signal is used for the self excitation. In
the case of the liquid AFM, we have adopted a different scheme, as depicted in
Fig. 17.5. The tip approach is accomplished by monitoring the self-excitation
frequency of the cantilever, where an FM controlled signal generator is used
within the self-excitation loop. After the cantilever has reached its operating
point, in other words, the designated frequency shift has been met, the FM
function of the signal generator is turned off, and the cantilever is driven at
a fixed frequency. At the same time, tip to sample distance regulation is acti-
vated, in such a manner that the phase shift between the signal generator
and the Doppler output is kept to a constant value by proportional-integral
control. As the result, an equi-frequency shift surface can be mapped at the
chosen value of the frequency shift. The advantage of this method over the
conventional FM, AM, or PM methods is that: (i) the vibration amplitude
is maintained in a damped environment, and imaging of stepped or corru-
gated surfaces is possible, (ii) the operating point can be reached in a gentle,
quasi-static fashion, since approach is done in the slow self-excitation mode.
Figure 17.8 shows KCl imaged in saturated butanol. Scanning with a relatively
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high-positive frequency shift leads to dessorption of the KCl ions, leaving a
square hole corresponding to the scanned area. Then imaging the same area
can be carried out by lowering the amount of frequency shift. In the figure,
the image area is zoomed to a small terrace on the top right corner of the
hole, eventually attaining atomic resolution [18]. The result demonstrates the
potential of the control method to image rough surfaces in liquid, and attain
atomic resolution.

17.6 Imaging with Small Amplitude of Drive

As depicted in Fig. 17.4, the noise floor of the Doppler interferometer reaches
the 1 fm/

√
Hz level around 1 MHz. This allows for a relatively large signal-

to-noise margin, giving the possibility to either (i) scan very fast by using
a wide bandwidth, or (ii) image with a very small amplitude of drive. We
have demonstrated the latter, since imaging with small amplitude has such
physical significance as (i) local three-dimensional probing of the field that
allow linear modelling of the system, (ii) possibility to map sub Å feature,
and (iii) less disturbing to the sample and the structured liquid molecules
in liquid. Figure 17.9 shows a series of Si(111) 7 × 7 surfaces imaged with
an amplitude of drive of less than 1 Å [19]. The image with the smallest
amplitude of drive reaches a value below 0.3 Å, which is a factor of 1/1,000
smaller than the value used when true atomic resolution was first achieved ten
years earlier. The cantilever used for the imaging was a commercially available
cantilever with a natural frequency of about 300 kHz, and a spring constant
of 40 N/m, but driven at the second mode of deflection at around 1 MHz.

Fig. 17.9. Images of Si(111) 7 × 7 imaged with different amplitude of drive. The
smallest amplitude can be as small as 10 pm
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The higher spring constant of the higher mode is in part responsible for the
success of imaging with the small amplitude of drive. Imaging of metastable
surfaces of quenched Si(111), as well as single atom manipulation at room
temperature were confirmed with the AFM operating with an amplitude of
drive of around 100 pm or less [20, 21]. The same cantilever was driven at
around 5 MHz, the third mode of deflection. Despite the increased level of
spring constant, in the kN/m range, cleaved graphite, commonly known to
be difficult to be observed by AFM due to its low level of force corrugation,
was imaged readily [22]. Simultaneous imaging of STM and AFM gave new
understanding of the contrast mechanism, the origin of giant corrugations, and
contrast mechanism of AFM on graphite [23]. In liquid, true atomic resolution
of such samples as NaCl, KCl, and mica were confirmed, also with sub Å
amplitudes [24]. When imaging mica in pure water, lattice structures were
seen to exist for a vertical approach of the tip to the sample for a range of
over 10 Å, with a marked shift in vertical stiffness of the sample between the
lattice layers. The fact that atomic resolution was obtained for a wide range of
z position, is a strong indication that the AFM is mapping structured liquid
molecules with unprecedented resolution. Fig.17.10 shows features obtained
on mica immersed in pure water, which could be acquired with subangstrom
amplitude of drive. High contrast features with a 60 pm height difference could
be resolved [25].

17.7 Lateral Dynamic Force Microscopy

Various vibrational modes could be excited with a piezo element, or by the
earlier mentioned photothermal excitation, with the latter capable of driving
from DC to frequencies above 100 MHz. As depicted in Fig. 17.3, imaging
with the torsion of the cantilever was just a matter of selecting the operating
frequency to match the torsional mode of the AFM cantilever. In the case of
photothermal excitation, the obtained vibration signal was even more clearer
due to the low suprious vibrations. Figure 17.11 shows Si(111) 7 × 7 imaged
with the first torsional mode of a commercially available cantilever. Although
not the entire field of view, features corresponding to the 7×7 structure could
be resolved. This was imaged with the FM mode, and no tunneling current was
used for the control. A more detailed study was carried out using tunneling
for gap control, and with an amplitude of drive of a few 10 to around 100
pm. Due to the drastically reduced level of lateral amplitude, lateral force
gradient could clearly be resolved at the atomic level. Simulation based on
first-principle calculation matched very well the experimental results, and also
could explain the artefacts observed to be due to cross talk of vertical and
lateral vibrations [26].

In the case of the liquid AFM operated in the torsional mode, clear true
atomic resolution images could be resolved readily using the control scheme
introduced in the former chapter. Fig. 17.12 shows mica imaged with the
torsional mode at 1.16 MHz, amplitude to drive 130 pm. The image contrast
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Fig. 17.10. Mica imaged in pure water. frequency: 964.750 kHz, amplitude: 99 pm

Fig. 17.11. Si(111) 7 × 7 imaged by dynamic mode lateral force microscopy. The
tip height was regulated by the frequency shift of the torsional self excitation
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Fig. 17.12. Image of mica acquired with dynamic mode lateral force microscopy.
Frequency 1.1 MHz, amplitude of drive 100 pm

was exceedingly better than lateral force imaging in vacuum [27]. In liquid
AFM, the effect of amplitude and frequency of drive on the structured liquid
molecules needs to be taken into account, since the choice these conditions
may drastically change the physics of the confined region. At the expense
of losing signal-to-noise ratio, it is meaningful in liquid AFM to decrease
the amplitude of drive to the 10 pm order. It should also be pointed out
that the surface mapped in liquid AFM may not be the true surface. The
existence of a single molecule resting in registry with the lower layer is an
indication that there are other similar molecules with a shorter lifetime equally
resting on the surface. Due to the bandwidth of the detection or the electronic
circuitry, the existence of the upper layer may have been overlooked and not
mapped. Change of bandwidth at the cost of signal-to-noise ratio may reveal
and possibly allow mapping of the upper layers. Temperature control in liquid
AFM is underway to measure change in surface structure and to carry out
time resolved measurements.

17.8 Summary

Small amplitude high-frequency AFM was discussed, with one eventual goal
as the use of nanocantilevers as the force detector. Further miniaturization of
the cantilever is faced with the issue of how to maintain a suitable level of
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signal-to-noise ratio and bandwidth for their measurement. In other words,
the issue comes down to how to couple to nanodevices with a reasonable
bandwidth to exploit their intrinsically high sensitivity. This can be put in
a perspective of how to concentrate energy used for measurement in a small
volume. Exploring techniques both old and new, such as electron emission
[28, 29] and near field optics is needed for a significant breakthrough.
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Cantilever Dynamics and Nonlinear Effects
in Atomic Force Microscopy

A. Raman, R. Reifenberger, J. Melcher, and R. Tung

Abstract. With increasing efforts to improve resolution and material contrast in
dynamic atomic force microscopy (dAFM), it has become important to precisely
understand and exploit the mechanical dynamics of the AFM probe as it interacts
with samples. Here we provide a broad overview of several topics in this area relevant
to both amplitude and frequency modulated (AM and FM) AFM. We discuss three-
dimensional eigenmodes of cantilever probes and tuning forks, and summarize their
nonlinear dynamical interactions with the sample and their operation in liquids. An
emphasis is placed on experimental implications of these physical phenomena. We
conclude with an outlook of the relevance of these new developments for atomic
resolution dAFM and for low-force biological applications.

18.1 Introduction

As described in many chapters of this book, dynamic atomic force microscopy
(dAFM) [1] has become a major scientific instrument for nanoscale and
atomic resolution imaging, manipulation, and force spectroscopy. The past two
decades have witnessed many spectacular successes of dAFM from subatomic
resolution imaging [2], atomic resolution force spectroscopy, and atomic recog-
nition [3], to angstrom resolution imaging of soft biological membranes under
liquids [4] and submicron imaging on the Martian surface [5]. As with any
other enabling technology, this success has bred new research directions in
surface physics, nanoscience, materials science, and biophysics, which in turn
have created many new demands for next generation dAFM instrumentation.
Of the many driving forces guiding the development of the next generation
of dAFM, probably the two most important ones are (a) the need for greatly
improved resolution so that imaging and manipulation with molecular and
atomic resolution are made routinely possible, and (b) the need to significantly
enhance material contrast while applying extremely gentle imaging forces
especially for soft, heterogeneous biological samples under quasi-physiological
conditions.
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The development of next generation dAFM will likely involve major efforts
in (a) the fabrication of highly optimized, possibly nanoscale, calibrated sus-
pended probes with ultra-high bandwidths, sensitivity, low-noise, self-sensing
capability and with specially engineered nanoscale tips for improved spatial
resolution, (b) the development of ultra-low noise, high bandwidth instru-
mentation for sensing the motion of the cantilever probe, including both
self-sensing cantilevers or new optical detection methods, (c) the develop-
ment of novel low-force modes that open up new channels for interrogating
material properties with very high sensitivity, and (d) improving significantly
the dynamics and control of the imaging or force spectroscopy process, possi-
bly with the use of better control hardware, improved control algorithms, or
new and better nano-positioning devices. The implementation of these efforts
for the imaging and force spectroscopy of biological materials under liquid
environments will be especially challenging.

Central to these efforts is an improved understanding of the mechani-
cal motion and dynamics of the cantilever probe as it interacts with the
sample. Early theory described these dynamics in terms of a simple point
mass oscillator whose linear resonance frequency changes in response to local
force gradients [1]. Since then, major theoretical and experimental advances
have been made in understanding the cantilever mechanics and nonlinear
dynamics of the interactions between the cantilever and short- and long-range
tip–sample interactions in ambient, vacuum, and liquid environments.

As a consequence of these efforts to understand probe dynamics, we are
at present witnessing the cusp of a wave of new innovations in dAFM that
are beginning to shape the development of the next generation dAFM. The
purpose of this chapter is to provide an overview and historical context
for the main results that have been achieved in understanding and exploit-
ing cantilever dynamics in atomic force microscopy in both the so-called
amplitude-modulated AFM (AM-AFM) or tapping mode, and the frequency-
modulation AFM (FM-AFM) or noncontact modes of operation. Nonlinear
dynamic effects in AM-AFM are also covered in detail, and to a lesser extent
in FM-AFM applications.

In Sect. 18.2, we discuss the vibration spectra of AFM microcantilevers
and their eigenmodes and discuss the potential advantages offered to dAFM
through the use of these higher eigenmodes. In Sect. 18.3, we focus on
applications to AM-AFM and discuss efforts at mathematical modeling and
simulation of AFM probe tips interacting with samples. With this in place,
we move to reviewing different nonlinear dynamic phenomena that underpin
dAFM operation including bifurcations, multiple oscillation states, grazing
oscillations, chaotic dynamics, nonlinear interactions in multifrequency or
bimodal AFM, and finally we discuss cantilever dynamics in liquid environ-
ments. In Sect. 18.4, we review the basic principle of FM-AFM and frequency
shift measurements, discuss the dynamics of ultra-high frequency oscillators
and ultra stiff oscillators such as tuning forks, and the use of nonlinear effects
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in FM-AFM. Finally, we conclude with an outlook of ongoing and future
developments in cantilever dynamics in Sect. 18.5.

To keep the scope of the chapter manageable, we omit the literature on
dynamics of cantilevers modified by active feedback (including Q-control,
self-excited, or parametrically excited) or cantilever dynamics in contact res-
onance/ultrasonic force microscopy, and only minimally touch upon lateral
force measurements using dAFM.

18.2 Eigenmodes of AFM Cantilevers

Conventional AFM probes consist of a single crystal silicon or silicon nitride
microcantilever, and possess a sharp conical or pyramidal tip near their free
end to probe the sample surface. Like any vibrating structure, AFM microcan-
tilevers possess an infinite number of eigenmodes, each with its own natural
frequency, Q-factor and stiffness. Each eigenmode represents a harmonic
motion at its natural frequency of the microcantilever with bending, or tor-
sional, or lateral deformations with a specific number of nodes and anti-nodes.
The intent in dAFM is to excite these eigenmodes using either (a) inertial exci-
tation, say from a dither piezoelectric actuator, or (b) direct excitation such
as from magnetic excitation [6] or Lorenz forces [7], or magnetostrictive exci-
tation [8], or electrostrictive effects of a Schottky barrier [9], or using a band
of excitation frequencies near the natural resonance frequency [10]. When the
external excitation frequency is tuned to lie near the natural frequency of a
specific eigenmode, the microcantilever oscillates at the excitation frequency
in the shape of that eigenmode, even if the excitation frequency is not identical
to the natural frequency of the eigenmode. Thus, it is instructive to under-
stand what the eigenmodes of AFM microcantilevers are and how they are
used in dAFM.

To understand the mechanical resonances and eigenmodes of AFM micro-
cantilevers, we provide in Fig. 1 vibration spectra of (a) a tipless silicon
cantilever (∼200 μm long), and (b) a tapping mode AFM silicon cantilever
(∼100 μm long) with a large pyramidal tip. These measurements are made
using a Polytec MSA-400 Scanning Laser Doppler Vibrometer (www.polytec.com).
The cantilever bearing chip is attached to a dither piezo and deterministic
excitation is applied over a wide range of excitation frequencies. The shape
assumed by the cantilever when it is excited at a particular frequency is
referred to as the operating deflection shape (ODS) and is shown in Fig. 18.1.
For structures with well-spaced resonances, the ODS is essentially the same
as the eigenmode.

18.2.1 Eigenmodes of Tipless Microcantilevers

First consider Fig. 18.1a where results from the tipless microcantilever are
shown. By examining the ODS or eigenmode corresponding to each peak in the
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Fig. 18.1. Optical images and experimentally measured vibration spectra and three-
dimensional eigenmodes of (a) a tipless Si microcantilever where the frequency
spacings and eigenmodes follow theoretical predictions of a uniform elastic beam,
and (b) of a short Si microcantilever with a large tip where the influence of tip mass
significantly distorts eigenmodes and frequency spacings away from those of a uni-
form elastic beam. These data were acquired by mounting the AFM chip on a dither
piezo exciter and measuring the vibration response in a Polytec MSA-400 Scanning
Laser Doppler Vibrometer system. The vibration spectra plotted correspond to data
collected near the free end of the cantilever as indicated by the blue square in the
optical images

vibration spectrum, it becomes possible to identify the cantilever transverse
bending eigenmodes, denoted as Bn, n = 1, 2, . . . , the torsional eigenmodes,
denoted Tn, n = 1, 2, . . . , where the Tn or Bn eigenmode contains n−1 vibra-
tion nodes along the axis of the cantilever. However, sometimes the lateral
bending eigenmodes L1, L2, etc. can also be observed where the cantilever
bends in its plane laterally. The greater the eigenmode number, the larger its
resonance frequency and Q-factor and the greater its spatial modulation. The
fundamental transverse bending, lateral bending, and torsional eigenmodes
are B1, L1, and T1, respectively, while Bn, Ln, and Tn, n > 1 are referred to
as the higher-order eigenmodes.
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In the absence of tip mass, the resonance frequencies of these eigenmodes
are spaced apart as predicted by simple classical elastic beam theory [11] for
a uniform rectangular beam. For instance, the measured ratios of resonance
frequencies of the B1, B2, and B3 eigenmodes in Fig. 18.1a are close to the
theoretically predicted ratio [11] of 1:6.3:17.5. Likewise, the ratios of resonance
frequencies of the T1, T2, and T3 eigenmodes in Fig. 18.1a are close to the
theoretical ratio of 1:3:5. Thus, the eigenmodes of tipless microcantilevers for
the most part behave as anticipated by the vibration theory of a uniform
rectangular beam.

When a microcantilever eigenmode is excited, the tip should oscillate
harmonically with a well-defined motion. If a transverse bending eigenmode
Bn, n = 1, 2, . . . , is excited, the sharp tip should oscillate perpendicular to
the surface experiencing normal force gradients, while if one of the torsion
eigenmodes is excited, Tn, n = 1, 2, . . . , then the tip should oscillate tangen-
tially to the sample surface sensing the lateral (friction) force gradients. Of
course, small misalignments of the AFM probe relative to the sample surface
can cause the Bn eigenmodes to sense some frictional forces [12] when they
ought to sense only normal forces; conversely, the Bn or Ln eigenmodes can
detect some normal forces due to misalignment with the surface [13].

One important observation on the vibrations of the tipless rectangular can-
tilevers (Fig. 18.1a) is that the cantilever oscillation near the free end (the tip
motion) is comparable in magnitude to the cantilever oscillation at any other
antinode of vibration. As we will see soon, the influence of a tip mass signifi-
cantly alters this result and has important ramifications for small amplitude
dAFM using higher-order eigenmodes.

18.2.2 Influence of Tip Mass on AFM Cantilever Eigenmodes

From the results provided in Fig. 18.1b the major differences between the
eigenmodes of a tipless and tipped microcantilever become abundantly clear:

1. First of all, the experimental frequency ratios of the B1, B2, and B3

eigenmodes or the T1, T2, and T3 eigenmodes are quite different from
those predicted by the theory of a tipless, uniform rectangular beam.
For example, the experimental frequency ratios of the B1, B2, and B3

eigenmodes in Fig. 18.1b are 1:11.4:40.1 as compared to the theoretical
ratios of 1:6.3:17.5 for a uniform tipless rectangular beam. Similarly, the
measured frequencies of the T1, T2, and T3 eigenmodes in Fig. 18.1b are in
the ratio 1:5.8:11.4 instead of 1:3:5 as predicted by the theory of a tipless,
uniform rectangular cantilever. However, when an appropriate tip mass is
incorporated into the theoretical model [14,15], this discrepancy between
theory and experiment can be resolved. Typically, the tip mass is 5–20%
of the cantilever mass, and sometimes, as for the cantilever in Fig. 18.1b,
the tip mass may be 40–50% of the cantilever mass.

2. Second, while the shape of the fundamental eigenmodes B1, T1 of the
tipped microcantilever are identical to that of a tipless microcantilever, the
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shape of the higher-order eigenmodes of tipped microcantilevers B2, B3,
T2, T3, are quite different from those of the tipless cantilevers. A salient
feature of the higher eigenmodes of tipped microcantilevers is that the
motion at the free end of the cantilever (tip motion) is much smaller than
at any other antinode of vibration. This is directly due to the large inertia
of the tip mass. The greater the order of the eigenmode, the lesser the
tip vibration amplitude is compared to the vibration at any other antin-
ode. This means that the equivalent stiffness of the higher eigenmodes of
tipped cantilevers are much greater than that for tipless cantilevers [15].
This allows for extremely small tip motion in higher eigenmodes. For
example, in Fig. 18.1b, the vibration amplitude near the free end of the
microcantilever in eigenmode B1 is ∼9.5nm, while that of B2 is ∼2 nm,
and that of B3 is ∼0.1 nm.

3. A third important effect, not described in Fig. 18.1 but known in the
literature [16–20] is due to the unavoidable asymmetry of the sharp tip
with respect to the longitudinal axis of the cantilever. Under these condi-
tions, torsional and bending motions or torsional and lateral motions may
couple in an eigenmode. Such coupled motion eigenmodes are denoted as
bending-torsion (BT ) eigenmodes or lateral-torsional (LT ) eigenmodes. If
such eigenmodes are excited, the tip moves both tangentially and normally
to the sample surface.

A majority of research in dAFM has used the fundamental bending eigen-
mode B1 for topography imaging and normal force spectroscopy, and the
fundamental torsion eigenmode or lateral bending eigenmodes T1 or L1 have
been used [21–26] to measure lateral force gradients, frictional contrasts at
the nanoscale, and for topography imaging.

However, there has been a surge of interest in using dAFM with higher-
order bending eigenmodes as their Q-factors are very high under ambient con-
ditions (Fig. 18.1b) and their dynamic stiffness is also very high [14,24,27–36].
Consequently, it becomes possible to drive the tip with very small ampli-
tudes (less than 1 nm) comparable to the decay length of short-range forces,
which in turn enables atomic scale resolution. Another possible advantage
of using higher-order bending eigenmodes for dAFM is that the settling
time of the driven cantilever is significantly reduced, allowing for faster scan
speeds [29, 37]. Likewise, higher-order torsional eigenmodes are promising as
the lateral tip motion can be much smaller than 1 nm, possibly enabling atomic
resolution lateral force measurements in dAFM.

18.2.3 Eigenmodes of Triangular AFM Microcantilevers

Triangular or V-shaped microcantilevers fabricated from silicon nitride are
usually soft probes that are often used for imaging soft materials and samples
both in the contact mode as well as in the dAFM applications. The eigenmodes
of triangular or V-shaped microcantilevers are not as well known as those
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of rectangular cantilevers, and only a few authors have investigated these
eigenmodes [38–41].

In Fig. 18.2, we show the frequency spectrum and eigenmodes of a commer-
cial V-shaped silicon nitride microcantilever, which can be considered as two
separate beams (the arms) joined together at their free ends. As a result of this
coupling between the two arms, the eigenmodes of V-shaped cantilevers are
quite different from those of rectangular cantilevers. As shown in Fig. 18.2, the
eigenmodes appear in pairs, each pair consisting of the symmetric eigenmode
(labeled without asterisks) where the two arms vibrate in-phase with a spe-
cific number of nodal points and the antisymmetric eigenmode (labeled with
asterisks) where the two arms vibrate out-of-phase with the same, identical
number of nodal points along each arm [38].

Fig. 18.2. Optical image, experimental vibration spectra, and eigenmodes of a
commercial Si3N4 triangular cantilever. The vibration spectrum clearly shows that
eigenmodes occur in pairs of symmetric modes where both beams vibrate in phase
and anti-symmetric eigenmodes (eigenmode names with asterisks), each such pair
consisting of a specific number of nodal points in the eigenmode
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The natural frequencies of the fundamental and higher-order eigenmodes
of V-shaped microcantilevers are quite different from those of single rect-
angular cantilevers. For instance, the natural frequency of the fundamental
antisymmetric bending eigenmode B∗1 is only a little higher than that of the
fundamental symmetric eigenmode B1.

When the symmetric eigenmode is excited, the probe tip oscillates normal
to the surface, while in an antisymmetric eigenmode, the tip oscillates lateral
to the surface. Thus in applications of V-shaped cantilevers to lateral force
microscopy, one can oscillate the tip lateral to the surface at excitation fre-
quencies that are not much higher than that of the fundamental symmetric
eigenmode.

By selecting specific eigenmodes of AFM microcantilevers, innovative
dAFM experiments can be performed. We now describe the dynamics that
ensue when the oscillating tip is brought close to the sample surface in
AM-AFM or tapping mode AFM.

18.3 Cantilever Dynamics in AM-AFM

18.3.1 Mathematical Simulations of Cantilever Dynamics

Once an AFM cantilever is excited near the mechanical resonance of one of
its eigenmodes and brought in close proximity of a sample, the cantilever
dynamics are affected in many ways that are best understood with the aid
of mathematical models. In the most general case, the continuous microcan-
tilever possesses infinite degrees-of-freedom (DOF), each one corresponding to
a single eigenmode. Therefore, in the quest to understand the precise nature
by which the AFM probe interacts with a sample, a reduced order model
where only the dominant eigenmodes are retained is essential.

Constructing a reduced order model of the microcantilever has generally
been accomplished by one of the two ways: (a) assuming that the cantilever
bends as if a static point load was applied at the cantilever’s free-end and
using the corresponding static stiffness to derive a single DOF (point-mass)
model [42–46], or (b) discretizing the classical beam equation using the nor-
mal eigenmodes as a basis, which results in either single or multiple DOF
models [47–54]. While the former approach cannot be used to model higher
eigenmodes, the latter approach has reported nonunique modal masses and
stiffnesses [42, 55–57], which is a cause for concern in many dAFM formu-
lae [50, 51, 58]. It is important to note that the source of nonunique modal
parameters is from the classical solution process that allows the general-
ized coordinates for beam deflection to refer to any point on the beam. In
AFM applications, however, the only logical choice for the generalized coor-
dinates is the deflection of the cantilever at the tip location. Taking this into
account allows unique modal parameters, or equivalent parameters [14] to be
defined.
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Throughout this chapter we have shown experimentally measured eigen-
modes for various AFM probes. Regardless of whether a given eigenmode is
a transverse bending eigenmode, torsion eigenmode, symmetric or asymmet-
ric eigenmode of a triangular cantilever, it represents a single DOF oscillator
that can be characterized by a natural frequency ωi, quality factor Qi, and
equivalent stiffness ki, i = 1, 2, 3 . . . [14]. Accordingly, a multiple DOF model
for the AFM probe interacting with a sample is expressed as

q̈i

ω2
i

+
q̇i

Qiωi
+ qi =

1
ki

(Fi + Fts) , (18.1)

where i = 1 . . .N refers to the motion of the ith eigenmode of the N eigen-
modes retained in the model, qi is the generalized coordinate for the tip
deflection for each eigenmode, Fi(t) is the equivalent modal harmonic excita-
tion at the drive frequency ω and Fts is the tip–sample interaction force. qi

can be regarded as the contribution of the ith eigenmode to the displacement
of the AFM probe tip.

There are many models for Fts depending on the relevant physical forces
acting between the tip and the sample [59]; however, for conservative interac-
tions, Fts = Fts(d) is a nonlinear function of the instantaneous gap, d, between
the tip and the sample:

d = Z +
N∑

i=1

qi, (18.2)

where Z is the equilibrium or average separation between the tip and the
sample. Furthermore, during an oscillation cycle, the closest approach distance
of the tip to the sample D is given by

D = min(d), (18.3)

and is an important quantity particularly in FM-AFM. Nonconservative inter-
actions, on the other hand, also depend on tip velocity and take the form of
Fts = Fts(d, ḋ). Regardless of its conservative or nonconservative nature, Fts

is a nonlinear function, either of d alone or of d and ḋ together, which has a
dependence on the response of all eigenmodes through (18.2). Mathematically,
this couples each DOF in the system of differential equations in (18.1).

The question now becomes which eigenmodes should be retained in the
reduced order model given in (18.1). Through interaction with the sample, the
response of all eigenmodes of the microcantilever couple nonlinearly. Whether
or not the magnitude of the response of a given eigenmode is significant will
depend on the operating conditions and specific properties of the cantilever.
For standard operation in air or vacuum when the excitation frequency is
tuned to the lowest natural frequency of the cantilever, the overall response is
typically dominated by the fundamental eigenmode [45]. In this case, (18.1)
can be reduced to a single DOF model (i = 1). In other cases, as we will see
soon, multiple DOF models become necessary.
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In contrast to operation in air or vacuum, it has been demonstrated that
operation in liquid environments typically requires at least two DOF model
(i = 1, 2 in (18.1)) to accurately predict the dynamics of soft microcantilevers
tapping on samples [60]. Emerging operating modes that focus on material
property measurements also require two DOF models. For example, internally
resonant or so-called “harmonic” cantilevers [61–66], are specially fabricated
to tune the frequency ratios of two eigenmodes to lie near integer ratios, inten-
tionally enhancing the coupling between eigenmodes resulting from interaction
with the sample. In addition, bimodal schemes [67,68] where two eigenmodes
are simultaneously excited naturally require a two or greater DOF model.

Once the appropriate form of (18.1) is chosen, simulations of tip motion
during approach to the sample can be performed by numerically integrating
(18.1). To simulate an AM-AFM scan over a sample, an additional model for
the controller is required. While scanning, the separation Z is adjusted by the
controller in an effort to maintain the amplitude A of the first harmonic of the
tip deflection as close as possible to the desired setpoint amplitude Asp [69].
Asp is usually required to be less than the unconstrained amplitude A0, which
refers to the steady state tip amplitude before it begins to interact with the
sample. This is commonly achieved by a proportional integral (PI) controller,
which is modeled by

ΔZn = −KPen −KI

n∑
i=0

ei ·Δt, (18.4)

where Δt is the time interval over which the AFM system lock-in amplifier
measures the tip amplitude, Kp and KI are the proportional and integral
gains, respectively, and en = A(nΔt) − Asp is the amplitude error for the
nth time interval. With the addition of (18.4), simulations can explain how
transient cantilever dynamics contribute to imaging artifacts, imaging forces,
and more [69–76].

While simulations have played a critical role in the development and
understanding of dAFM [53, 54, 60, 70–78], accurate simulations of cantilever
dynamics in dAFM are inaccessible to most experimentalists as well as many
students attempting to learn dAFM. Through the aid of cyber-infrastructure,
advanced simulation tools for dAFM [69, 79, 80] are now openly available at
nanoHUB.org.

18.3.2 Single Mode Nonlinear Phenomena in dAFM:
Bifurcations, Higher Harmonics, and Chaos

Mathematical models such as those described in the previous section and
experiments have revealed that upon approach to the sample, the cantilever
dynamics become quite nonlinear due to the tip–sample interactions. Fun-
damentally speaking, the nonlinearity arises because typical tip oscillation
amplitudes (A0 > 5 nm) are larger than the decay lengths associated with the
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short range interaction forces (<1 nm). For linear vibration theory to hold, the
tip vibration amplitude would need to be much smaller (tens of picometers)
than the decay length of short-range interaction forces, a situation rarely
encountered in practice. Thus the cantilever dynamics cannot be predicted
by simply linearizing the interaction forces about an equilibrium position. In
this subsection, we focus on nonlinear phenomena that can be explained by
examining the nonlinear dynamics of the single DOF oscillator model, also
known as the point-mass oscillator model.

Early studies [81] on the dynamic response of AFM cantilevers oscillating
near a sample surface demonstrated surprising hystereses in both the ampli-
tude and phase as the drive frequency was increased and then decreased across
the cantilever’s resonance. Later, the hystereses were experimentally observed
[77] when the cantilever approached and then retracted from the surface at a
constant drive frequency. It was proposed [77] that this behavior is due to a
transition between two stable oscillation regimes of the microcantilever, one
dominated by attractive forces and another by repulsive interactions [82–84].
Subsequent studies have explained this phenomenon in terms of attractive and
repulsive forces and correlated it to imaging stability. Wang [85,86] applied the
Krylov–Bogoliubov–Mitropolsky asymptotic method to predict the multival-
ued amplitude response and made comparisons with experiments (Fig. 18.3a).
Boisgard et al. [87–89] used a variational principle of least action to explain the
hysteresis in amplitude–distance curves. San Paulo and Garcia [53, 90–92]
demonstrated by numerical simulation the coexistence of two stable oscilla-
tion states in AM-AFM: the large amplitude state was termed as the net
repulsive regime while the lower amplitude state was called the attractive
regime. The describing function method was used to understand the nonlin-
ear response of the cantilever and its imaging bandwidth [93]. The influence
of sample viscoelasticity on the transition between attractive and repulsive
regimes was studied by Wang [86]. The influence of different tip–sample inter-
action models on the nonlinear response was performed by Lee et al [94]. A
systematic analysis of the competing effects of nonlinearity of the piezo layer
and tip–sample forces were performed by Wolf and Gottlieb [95].

An investigation of the bifurcations and stability of the oscillations in
AM-AFM were performed by Reutzel et al. [46] and Lee et al. [48, 96], and
later by Yagasaki [97]. The influence of random disturbances on these oscilla-
tory states has also been studied [98]. The connection between the nonlinear
response when (a) the cantilever is brought close to the sample at a con-
stant frequency and (b) when the drive frequency is swept across resonance
while the cantilever is kept at a fixed distance from the sample has also been
examined in [96, 99]. This bistable oscillatory behavior is of great interest
as it is directly correlated to imaging instabilities. Specifically, this creates
the possibility that the setpoint tip oscillation amplitude, Asp, is identical at
two different separations, Z, from the sample, causing the feedback controller
to switch intermittently between these two separation distances to maintain
constant amplitude, thus creating serious imaging artifacts [90, 91, 100–102].
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Fig. 18.3. Nonlinear dynamic phenomena in dAFM that can be explained by one
DOF or point mass models. (a) The co-existence of two stable oscillating states
(one in the net repulsive another in the attractive regime) can be seen while keeping
an AFM probe close to a surface and sweeping the drive frequency up and down
across resonance and plotting the tip amplitude and phase [85]. Solid black curves
are theoretically predicted stable response; dashed lines are unstable solutions; open
circles are experimentally measured data using a stiff 40 Nm−1 silicon cantilever on
a polyethylene sample. (b) Experimental phase portraits of a soft silicon cantilever
tapping on a graphite substrate in the attractive regime, transition from attractive
to repulsive and then again in the deep repulsive regime at small setpoint ampli-
tudes. The corresponding vibration spectra are also shown. Chaotic spectra are
characterized by subharmonic peaks and broadband “noise” below 150 kHz. Insets
show error maps taken of a graphite substrate when the tip is oscillating periodically
and chaotically, indicating that chaotic dynamics can introduce small but measur-
able uncertainty in nanometrology [116]. (c) Theoretical simulations from the work
of Stark and Heckl [126] showing the higher harmonics expected in the vibration
frequency spectrum when a 52 kHz rectangular silicon cantilever taps on a fused sil-
ica sample. Also shown below are experimental images taken using multiple higher
harmonics in air of a Pt-C layer on a fused silica cover slip silicon oxide grating.
(Reproduced with permission from [72,113,127])
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The study of dynamics of AM-AFM microcantilevers has also benefited
from the theory of impact oscillators and of grazing bifurcations in nonsmooth
systems [103]. Because the tip–sample interaction forces change rapidly near
contact, it is reasonable to expect that tip–sample interaction forces can be
represented as nonsmooth or even discontinuous forces, in which case the
many tools from nonsmooth dynamical systems theory can be utilized to
understand the dynamics. In the limiting case of zero contact time, impact
oscillator models have been used to understand AM-AFM dynamics [104,105].
For nonsmooth interaction models with finite contact time, the theory of graz-
ing bifurcations can be applied to understand the stability of periodic solutions
in the vicinity of the grazing trajectory [106,107]. Such approaches are espe-
cially useful for understanding the effects of capillary forces on AM-AFM
under ambient conditions because the capillary force models are discontinuous,
representing an extreme case of nonsmoothness [56, 106,108].

In addition to the existence of multiple oscillation states, their stabil-
ity, and bifurcation discussed earlier, it is also possible for the cantilever
to undergo chaotic oscillations in AM-AFM. Ashhab et al. and Basso et al.
[109–111] used Melnikov theory to predict homoclinic chaos in a point-mass
model of the AFM cantilever. Homoclinic chaos refers to a mechanism of chaos
that can occur in a lightly damped, harmonically excited single-degree-
of-freedom oscillator possessing one unstable equilibrium and two stable
equilibria [112]. In dAFM, this situation can arise when a soft cantilever is
brought very close to the sample so that the tip has two coexisting stable
positions: one where the cantilever is slightly bent towards the sample, and
the second where the tip is snapped into the sample. Physically this chaotic
motion is manifest in the chaotic switching of the tip between oscillating
around two stable positions, one where the tip equilibrates under a small
attractive force and another where it is “stuck” to the sample. A more typical
situation for AM-AFM is when the cantilever tip lies in a single-well potential
and intermittently dynamically interacts with the sample.

In contrast, Molenaar et al. [106], Hunt and Sarid [104], Berg and Briggs
[105], and Dankowicz [107] have all predicted the onset of subharmonic
motions and chaos in AM-AFM based on impact oscillator models of AM-
AFM or using the theory of grazing bifurcations in nonsmooth systems.
Sasaki et al. [113] also theoretically predicted the existence of quasiperiodic
oscillations as well as fractional resonances.

Experimentally, both Burnham et al. [114] and Salapaka et al. [115]
reported the observation of subharmonics- and chaos-like motions in experi-
ments where vibrating samples were made to impact a stationary cantilever
(not necessarily an AFM microcantilever). However, it was not until recently
[117, 137] that the onset of chaotic motion in AM-AFM was systematically
studied experimentally. In [116], it was shown that chaotic oscillations set in
for soft cantilevers when the tip initially transitions from the attractive to the
repulsive regime of oscillation and then again when they are driven hard at
low setpoint amplitudes (Fig. 18.3b). The onset of chaos in AM-AFM under
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realistic operating conditions leads to small but measurable “deterministic”
uncertainty in nanoscale measurements.

Recently, it has even been proposed to use methods from nonlinear time
series analysis to utilize the chaotic dynamics to create new sensitive imaging
modes [118]. Conversely, Yamasue and Hikihara [119] proposed the use of
time-delayed feedback control to quench the chaotic motions in dAFM.

The generation of higher harmonics is yet another nonlinear dynamic
phenomenon in dAFM that has provided many opportunities for improving
sensitivity and material contrast. For example, it was observed early on [120]
that when a harmonically excited cantilever is brought in close proximity of a
surface, then its harmonic motion is mixed with higher harmonic distortions
due to the nonlinear tip–sample interactions. It is important to understand
that physically the cantilever continues to oscillate in its driven eigenmode,
but its oscillations in time are distorted by higher harmonics resulting from
the nonlinear tip–sample interaction forces. Thus the higher harmonics con-
tain detailed information about the tip–sample interaction forces [121] and
can be used to extract this information.

This idea has been taken up by several research groups and its physical
basis is reasonably well understood at least under ambient and vacuum con-
ditions and for cantilevers for which the single DOF or point-mass oscillator
model is valid [121–130]. If the probe is operated in the attractive regime, then
the higher harmonics provide information about the local van der Waals and
electrostatic forces [131]. On the other hand, the higher harmonics generated
when the tips taps on the sample in the repulsive regime provide informa-
tion on the local sample elasticity as well as the attractive van der Waals
and electrostatic forces [122,132]. In principle, it is possible to reconstruct the
entire tip–sample interaction potential well by measuring the amplitudes of
all the higher harmonics of tip oscillation, while the cantilever remains fixed
at some distance Z from the sample [121]. However, in reality, because of the
different noise sources and the finite frequency bandwidth of the photodiode
detector, it is difficult to measure higher harmonics beyond the first 20 or
so under ambient or ultra high vacuum (UHV) conditions. This poses one
practical limitation to the reconstruction of tip–sample forces using higher
harmonics data alone. Another practical issue that needs to be taken into
account is that experimental tip deflection data often contain higher har-
monics that arise due to factors other than tip–sample interactions such as
nonlinearity of the measuring photodiode, air damping, and anharmonics in
the piezo drive signal [131]. These “instrumental” higher harmonics need to
be systematically accounted for while using higher harmonics for the quanti-
tative measurement of tip–sample interaction properties. The magnitudes of
higher harmonics depend on a number of parameters, including the quality
factor of the driven eigenmode, the relative strength of tip–sample interaction
forces, A0 and Asp, the unconstrained and setpoint vibration amplitudes [131].
More recently, the influence of tip mass on higher harmonic generation has
also been studied [133]. Beyond the use for interaction force reconstruction, it
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was quickly recognized that higher harmonics could also be used to enhance
material contrast during topographical imaging – an insight that portends the
simultaneous acquisition of topography and material properties. By mapping
the magnitudes of higher harmonics over a sample, it then becomes possible
to obtain material property contrasts when imaging in liquids [120, 134] and
in air [131,135] (Fig. 18.3c). Higher harmonics have also been used to achieve
subatomic contrast in low temperature FM-AFM under UHV conditions [2]
and are discussed further in Sect. 18.4.

While all these works above deal with cantilevers excited at the resonance
frequency of an eigenmode and consider higher harmonics in the motion of
that eigenmode, there also exists the possibility of exciting the cantilever
away from its natural resonance and utilizing nonlinear effects. For instance,
Balentekin and Atalar [136] show that if the cantilever is excited at a sub-
multiple of its natural resonance frequency (ω = ω1

N where N is an integer),
then the Nth higher harmonic of the response lies near the natural frequency
(say ω1) of an eigenmode and is thus enhanced by the resonance peak of the
eigenmode. This enhanced higher harmonic then shows increased sensitivity to
local elasticity; however, off-resonance operation usually comes at the cost of
increased imaging forces. Recently, the concept of intermodulation dAFM has
also been introduced, where the cantilever is excited by two drive frequencies
one on either side and close to a natural frequency of an eigenmode, and
the sum and difference frequency responses (intermodulation frequencies) are
measured and mapped on the sample [137]. The theoretical advantage of this
technique is that by measuring the cantilever response at all intermodulation
frequencies, it may be possible to reconstruct the tip–sample interaction forces
without requiring a high bandwidth system to measure all higher harmonic
data as in the case of higher harmonic force spectroscopy.

18.3.3 Multimode Nonlinear Dynamics in dAFM

Thus far, we have discussed nonlinear phenomena that can be explained by
assuming that only one eigenmode dominates the driven cantilever dynamics
as it interacts with the sample. This assumption fails under one of the three
conditions:

1. In ambient or UHV environments when the natural frequencies of two dif-
ferent eigenmodes are close to a specific rational ratio of each other [138],
it then becomes possible for two eigenmodes to couple in the microcan-
tilever response. This interesting nonlinear modal interaction phenomenon
is usually referred to as internal resonance [138] in the nonlinear dynamics
community and requires that all the interacting eigenmodes be included
in the model.

2. When multiple eigenmodes are simultaneously excited, then multiple DOF
models must be used to explain the cantilever motion.
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3. In liquids, while using soft cantilevers it becomes possible for higher eigen-
modes to become momentarily excited [60] even without conditions of
internal resonance; this interesting issue is discussed in the next section.

Sahin and Atalar et al. [61–66] first demonstrated the use of internal reso-
nance in dAFM theoretically and experimentally by fabricating cantilevers for
which the B2 or T1 eigenmode frequencies are very close to an integer multiple
of the B1 natural frequency. When such a cantilever is driven at resonance of
the B1 eigenmode and brought close to the sample, some higher harmonics
of the drive frequency are able to excite the B2 or T1 eigenmodes in a sensi-
tive fashion. This then allows the sensitive measurement of nanomechanical
properties using a specially designed cantilever.

Another approach has been to simultaneously excite multiple eigenmodes
of the microcantilever [10, 139–145]. This approach arose out of the need to
create interaction channels between multiple cantilever eigenmodes in com-
mercially available cantilevers without requiring the specialized fabrication
of specially tuned “harmonic” cantilevers, where the two eigenmodes are
designed to be at internal resonance. The basic principle of operation is that
the amplitude of the first eigenmode is kept constant via feedback control
while the phase of the first and second eigenmode is monitored. The phys-
ical basis of this so-called“bimodal” dAFM under ambient conditions is as
follows [67, 68, 145]. When both the first and second eigenmodes are excited
simultaneously, their dynamics are independent and there can be no inter-
action between these two eigenmodes until the cantilever is brought in close
proximity to the sample. Under these conditions, if the tip motion in the
second eigenmode is small compared to that of the fundamental, then it can
be shown [68] that the phase of the second eigenmode contains information
about the conservative as well as the dissipative interactions. This method is
especially advantageous in imaging material property contrast when the fun-
damental eigenmode phase contrast is negligible, for instance, when the tip is
oscillating in the attractive regime. From a broader perspective, the simultane-
ous excitation of two eigenmodes opens up new channels for interrogating the
material properties of the sample. Recently, evidence has been provided that
the attractive–repulsive bistability described earlier in this chapter is reduced
significantly when B1 and B2 are simultaneously excited [146]. Given the
significant improvements in image contrast that have been observed using mul-
tiple eigenmode excitations, it is one of the promising techniques for improving
material contrast without significantly affecting the imaging forces.

18.3.4 Cantilever Dynamics in Liquids

There are special hydrodynamic considerations that must be taken into
account if (18.1) is to be used to describe a cantilever oscillating in a viscous
medium like a liquid. Because of the high viscosity and the tight coupling
of the cantilever motion to the viscous medium, the Q-factors of different
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eigenmodes are drastically decreased, allowing new nonlinear phenomena to
appear.

The potential of using dAFM in liquids was recognized in the early nineties
and two important driving modes – the acoustic excitation mode [147, 148]
and the magnetic mode [6] – were established. In the acoustic mode excitation,
some of the dither piezo vibrations are transferred to the cantilever mechani-
cally (structure-borne vibration) but most are transferred indirectly through
the fluid (fluid-borne vibration) [149, 150], whereas in the magnetic mode, a
cantilever coated with a sputtered magnetic film is excited magnetically by
a solenoid. Alternatively, magnetic beads can be attached to the microcan-
tilever. The differences in cantilever response in these two excitation modes
are insignificant in air but become amplified in liquids due to the low Q-factors
of the cantilever eigenmodes [150,151]. However, it is generally believed [152]
that while neither excitation mode offers improved imaging capability com-
pared to the other, direct excitation methods (such as magnetic excitation)
are more amenable for quantitative spectroscopy applications, at least for soft
microcantilevers.

The primary effect of the surrounding liquid is to modify the “wet” res-
onance frequencies (natural frequencies in liquid) and Q-factors of different
cantilever eigenmodes; this effect depends sensitively on the distance of the
microcantilever from the sample because of the fluid squeeze film that develops
between the microcantilever and the rigid substrate. In principle, the increased
damping of eigenmodes in the close proximity of a wall is due to both the
damping of the sharp tip and that of the microcantilever, but it is generally
assumed that the hydrodynamic damping of the microcantilever dominates
the damping of the eigenmode. Predicting the hydrodynamics of cantilevers
near a substrate has been a focus of many research groups and has been based
broadly speaking on (a) ad hoc, but intuitive models [153, 154], (b) com-
putational solutions using the boundary element method of the unsteady
Stokes equations in two and three dimensions [155–159], and (c) transient,
fully coupled fluid–structure interaction calculations using the Navier–Stokes
equations [160–162] (Fig. 18.4a). Many experimental results have also been
performed to study this phenomenon [163–165].

Both theory and experiment clearly indicate that when a cantilever is
brought close to a surface in a liquid medium, the Q-factors and wet resonance
frequencies of the different eigenmodes decrease significantly (Fig. 18.4b).
The rate of decrease with gap depends strongly on the eigenmode of inter-
est and also on the orientation of the cantilever relative to the surface
(Fig. 18.4 b). This phenomenon is especially important for soft cantilevers
in liquids, because it is often observed that the cantilever eigenmodes become
overdamped and no resonance peak is observed when the cantilever is brought
within imaging distance of the sample [161, 166,167].

While the dynamics of a microcantilever tapping on a sample are well-
understood under ambient or UHV conditions, they have been studied to
a lesser extent under liquid environments. Tapping dynamics in liquids are
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Fig. 18.4. Some key results on cantilever dynamics in liquids, (a) Computational
three-dimensional flow-structure model of a rectangular Si cantilever (197 × 20 ×
2m3) close to a surface in water using the finite element code ADINA, (b) ADINA
computed Q-factors of the B1 (circles), B2 (diamonds), and T1 (squares) eigenmodes
computed [160] show that their Q-factors (and wet resonance frequencies – not
shown) decrease rapidly upon decrease of gap. The rate of decrease depends on the
eigenmode number and on the orientation of the cantilever (dashed lines are for a
cantilever oriented at 11◦ to the sample surface), (c) the tip oscillation waveform
distorts significantly and often shows that the B2 eigenmode is momentarily excited
near tip–sample impact events. The waveform distortion in liquids while tapping
samples is observed for both hard and soft samples and is characteristic of soft
cantilever dynamics in liquid environments [60]. (d) Experimentally acquired phase
vs. amplitude ratio curves extracted on a mica and single layer purple membrane [15].
The abrupt behavior in the phase occurring at points G2 and G3 marks grazing
trajectories that indicate onset of oscillations with two and three impacts per period,
respectively [15] (Reproduced with permission from [15,60,160])

strongly influenced by the low Q-factors and the tip–sample interaction forces
that prevail under liquids. In contrast to ambient or UHV conditions, in liq-
uids, the tip–sample interaction forces are usually repulsive due to the electric
double layer effect [59] with slightly attractive force gradient due to van der
Waals forces. Previous attempts at mathematical modeling of tip dynamics
in liquids have used a Lennard–Jones type interaction potential [120,168], an
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exponentially growing force [169], or a discontinuous interaction force [170].
Recently, Basak and Raman [60] combined the Derjaguin–Landau–Verwey–
Overbeek (DLVO) theory in the noncontact regime with a Hertzian model so
that the resulting interaction force was continuous. This model led to accurate
predictions of tip dynamics in comparison to experimental data.

In all cases it has been observed that, unlike in air, when a tip taps on
a sample in liquids, significant higher harmonics are generated and the tip
motion distorts noticeably from a sine wave. More recently [60], it has been
shown that the second lateral bending eigenmode, B2, plays a significant role
in the tip motion in liquids. Specifically, it was shown that when the tip is
excited in the B1 eigenmode and taps on a sample in a liquid medium, then
the B2 eigenmode is also momentarily excited near the time interval of tip–
sample impact (Fig. 18.4). This implies that while point-mass oscillator models
are, for the most part, sufficient to explain AM-AFM dynamics under ambi-
ent or UHV conditions, models that include multiple cantilever eigenmodes
are required to predict the motion of soft cantilevers tapping on samples in
liquids. The participation of the B2 eigenmode in the overall response has
many implications for liquid operation. Perhaps the most profound implica-
tion is the existence of multiple impact regimes where the tip interacts with
the sample more than once per oscillation period (see Fig. 18.4) [15]. This in
turn can have important implications for interpretation of phase data from
dAFM images in liquids.

The dynamics of AM-AFM in liquid environments using soft cantilevers
with low Q-factors are quite distinct from operation in ambient or UHV con-
ditions. Much of the core AFM theory and understanding, which has derived
from considering a point-mass model, is in question for liquid applications
with soft cantilevers. All these studies are beginning to answer important
questions regarding cantilever dynamics in liquid environments for AM-AFM
applications.

18.4 Cantilever Dynamics in FM-AFM

In contrast to the AM-AFM scheme discussed thus far in which only the tip
amplitude is controlled, in frequency modulated AFM (FM-AFM) the can-
tilever’s natural frequency, phase, and amplitude are all monitored to provide
information on nanoscale surface topography, tip–sample interaction forces,
and energy dissipation. Not surprisingly, optimization of this dAFM mode
also requires a deep appreciation of cantilever dynamics and the nonlinear
interactions of the tip with the sample. However, in comparison to AM-AFM,
the influence of nonlinear dynamics in FM-AFM is relatively minor.

The results of using FM-AFM in experiments have been quite spectacular.
By measuring the shift in natural frequency of an eigenmode as a function
of tip–sample separation, Z, a mathematical formalism to recover the inter-
action force has been devised [171]. Atomic scale images can be obtained by
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keeping the frequency shift constant using a feedback circuit as the tip is
rastered across a sample [47, 172–174]. With care, even the chemical nature
of individual atoms can now be identified using FM-AFM techniques [3]. In
1995, atomic resolution of reconstructed Si(111) was achieved using a con-
stant frequency feedback with a tip amplitude of 34 nm [172]. By 2005, high
resolution, atomically resolved images of reconstructed Si(111) were obtained
with a tip amplitude of only 70 pm [24].

Because the amplitudes deployed in FM-AFM are typically smaller than
in AM-AFM and k’s are large, the effects of the tip–sample interaction force
nonlinearities are greatly reduced from AM-AFM. In the limit of small tip
amplitude, one can simply linearize (18.1) by replacing the full form of Fts by
its gradient at equilibrium. Under these conditions, a fixed separation from
the sample Z, the dynamics of the cantilever become linear; however, as Z is
varied, a new equilibrium is established where the gradient of the interaction
force has changed. The dependence of the gradient of the interaction force on
the Z separation becomes the basis of FM-AFM.

Although small tip amplitudes may make the reconstruction of interac-
tion forces more straightforward in FM-AFM when compared to AM-AFM,
when the amplitude of the tip motion approaches tens of picometers, high
confidence is required so that the motion of the tip is well-understood to a
high level of precision. Thus the presence of higher harmonics, the excitation
of higher transverse bending eigenmodes, or even the inadvertent excitation
of a torsional cantilever eigenmode, although small, can alter the tip motion
from a purely sinusoidal (harmonic) motion perpendicular to the surface and
can be particularly problematic when picometer accuracy is assumed. Without
knowledge of these possible complications in the tip motion, the interpretation
of FM-AFM data acquired with subnanometer precision can become difficult.

18.4.1 Origins of Frequency Shift and Its Measurement

The FM-AFM operation focuses on an accurate measurement of the natural
frequency of a chosen cantilever eigenmode and was introduced in 1991. This
scheme of AFM operation is referred to as frequency modulation AFM simply
because a frequency demodulation scheme was initially employed to imple-
ment the technique. The FM-AFM technique is most often used under UHV
conditions in part because the cantilever resonance peak sharpens dramati-
cally as the pressure is reduced, allowing higher sensitivity to the small shifts
in eigenmode natural frequency that occur as the tip interacts with a sam-
ple. Not surprisingly, as frequency shifts are of prime importance, FM-AFM
utilizes a phase-locked-loop (PLL) to accurately measure the small shifts (typ-
ically 1 part in 105) in the natural frequency of the cantilever as it approaches
the sample. As will be discussed later, FM-AFM offers unique advantages and
provides a valuable tool in the suite of scanning probe techniques.

It is well established that the origin of the frequency shift as the can-
tilever approaches the sample is the nonlinearity introduced by the asymmetric
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potential well describing the forces between the tip and the sample [175]. The
theoretical basis of FM-AFM rests on the theory of undamped, free oscillations
of point-mass oscillators in potential wells so that Hamiltonian perturbation
theory can be applied to this situation. When the cantilever is far from the
sample, the tip naturally oscillates in a parabolic and symmetric potential and
the tip motion is well-characterized by a purely sinusoidal motion at the lin-
ear natural frequency f0 regardless of oscillation amplitude. As the cantilever
approaches the sample, the tip–sample interaction modifies the symmetric
potential, producing a small deviation in the parabolic potential related to
the strength of the tip–sample interaction.

As a result of the perturbed potential, the natural resonance frequency f0

of the cantilever shifts from f0 to a new frequency f ′0, which now depends on
the amplitude of natural oscillation. In the limit of infinitesimally small oscil-
lation amplitude, for a single cantilever eigenmode with equivalent stiffness
k, the force gradient acting on the tip can be shown to be constant over one
cycle of oscillation, and the corresponding frequency shift can be written as

f ′0 = f0

√
1− 1

k

∂Fts

∂z
, (18.5)

where ∂Fts/∂z is the tip–sample interaction force gradient. As the oscilla-
tion amplitude increases, the equation for the frequency shift becomes more
complicated and the small amplitude approximation is no longer valid. A gen-
eral expression applicable for conservative tip–sample forces and arbitrary tip
oscillation amplitude has been derived [176]. The frequency shift for a given
unconstrained tip amplitude A0 and set point amplitude Asp is given by

Δf0 = − f0

πA0k

∫ 1

−1

Fts[D + Asp(1 + u)]
u√

1− u2
du, (18.6)

where D is the distance of closest approach between the tip and sample defined
in (18.3). Equation 18.6 is valid when the frequency shift is much smaller than
the natural, unperturbed resonant frequency f0. This restriction is very well
satisfied for virtually all FM-AFM applications.

To exert small forces on the sample and to achieve a stable tip with little
wear, the amplitude of the tip’s oscillation should be comparable to the decay
length of the interaction force, which is typically less than a nanometer. This
qualitative picture offers the possibility that by measuring the frequency shift,
information about the tip–sample interaction forces can be recovered with high
fidelity.

In (18.5) and (18.6) above, f0 and f ′0 refer to the undamped natural fre-
quency of the probe, that is, its natural frequency if the probe were allowed
to ring in an ideal situation without excitation or damping. However, the
frequency shift f0 − f0

′ is measured experimentally in the presence of damp-
ing and external forcing by exciting the probe near resonance and using
a lock-in amplifier. Thus, it is useful to contrast the effects of Fts on the
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Fig. 18.5. Two different mechanisms by which frequency shifts Δf are measured
from the driven response of the AFM probe with the help of a phase-locked loop in
FM-AFM. The steady state amplitude and phase response of a tip oscillating under
the influence of attractive tip–sample forces are sketched as the driving frequency f
is swept across the natural frequency f0. The figure illustrates the response for both
large amplitude (a, b) and small amplitude oscillation regimes (c, d). The dashed
(solid) line indicates the response of the cantilever when the tip is far (close) to the
sample surface

cantilever resonance response for both large and small amplitude of oscil-
lation as schematically illustrated in Fig. 18.5. The resonant response curve
(both amplitude and phase) as a function of the excitation frequency are
sketched, and clearly indicate why the limit of small tip oscillation amplitude
is desirable when frequency shifts in FM-AFM are to be measured.

The response as a function of drive frequency for large amplitude oscilla-
tion is illustrated in Fig. 18.5a. In this case, when the tip is in close proximity
to the surface (solid line), a “bistable” behavior arises in which both the tip
amplitude and the phase show reproducible hysteresis as the driving frequency
is swept up and down across the natural frequency. This phenomenon is funda-
mentally the combined result of the interaction of a harmonic oscillator with
the attractive and the repulsive regions of the nonlinear interaction poten-
tial [48]. If the tip amplitude is large enough that this behavior is encountered
in FM-AFM operation, the resulting frequency shift in the resonance response
curve will be determined by a PLL controller locking into the 90◦ phase con-
dition as shown Fig. 18.5b. As indicated schematically, the high nonlinearity
of the phase with excitation frequency will present inherent measurement
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difficulties, resulting in bistable behavior due to the double valued nature of
the phase with excitation frequency.

In contrast, the resonance response of both amplitude and phase as a
function of drive frequency for small amplitude oscillation are illustrated in
Fig. 18.5c, d. Because the amplitude of the tip oscillation is small, the resulting
shift in both frequency and phase is linear, leading to an inherently more stable
measurement of the 90◦ phase condition using PLL techniques.

The physical models employed to understand each limit are significantly
different and the preferred implementations address vastly different questions.
For small amplitude tip oscillation (commonly employed in FM-AFM), the
phase shift is the control variable of choice as it varies linearly for a small
shift in resonance frequency. For large amplitude tip oscillation (commonly
employed in AM-AFM), both the amplitude and the phase response can
exhibit hysteretic behavior and the amplitude becomes the control variable
of choice. A consequence of these differences is that FM-AFM is an excellent
technique for the investigation of clean surfaces with atomic resolution, while
AM-AFM is more useful for the investigation of material properties of surfaces
under ambient conditions with a resolution better than the nanometer length
scale.

18.4.2 Selecting Probes for FM-AFM

In FM-AFM, it becomes necessary to accurately measure the frequency f ′0
given by (18.5) as a function of the tip–sample separation. In this regard,
there is a fundamental tradeoff between two important quantities, the mini-
mum detectable force gradient that can be measured with a given cantilever
compared to the frequency noise resulting from the thermal motion of that
cantilever.

The minimum detectable tip–sample interaction force gradient is given
by [177]

∂Fts

∂z

∣∣∣
min

=
1

A0

√
4kBTBk

2πf0Q
, (18.7)

where kB is Boltzmann’s constant, T is the temperature in Kelvins, B is the
detection bandwidth, and Q is quality factor of the cantilever’s resonance.

Equation 18.7 is expressed in terms of the probe’s properties k, f0, and Q,
which are easily measured; however, one must recognize that the parameters
are not independent of each other as f0 = 2π

√
k/m and Q =

√
mk/c, where

m is the equivalent mass and c is the effective linear damping coefficient. It
is important to recognize that a number of physical effects contribute to c,
such as air damping, intrinsic cantilever defects, and clamping losses due to
attachment of the cantilever to an appropriate support. All these contributing
factors are difficult to measure individually, and so it is convenient to lump
their collective effects into one parameter, c. It is evident that the dependence
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on both k and m cancel in (18.7) and we are left with a c1/4 dependence that
accounts for the probe’s mechanical properties.

To decrease the damping coefficient, it is advantageous to conduct experi-
ments under vacuum conditions to eliminate hydrodynamic damping. Without
air damping, seemingly identical cantilevers in vacuum can exhibit different
Q’s, reflecting small differences related to intrinsic defects or clamping losses.
However, cantilevers with high k are also useful because they obviate any
jump-to-contact complications, which can be especially bothersome for small
amplitude cantilever oscillations.

A second important consideration is related to the amplitude of the
thermal fluctuations that cause the cantilever to vibrate randomly. If these
fluctuations are comparable to the cantilever’s driven oscillatory amplitude,
then thermal noise can obscure the tip’s driven motion. For precise FM-AFM
applications, conditions that minimize the frequency fluctuations are desir-
able. The equipartition theorem can be used to estimate thermal fluctuations
at a fixed temperature. Following Giessibl [177], these amplitude fluctuations
give rise to a frequency fluctuation δf0 given by

δf

f0
=

√
2kBTB

π3f0kQ
. (18.8)

Giessibl et al. have analyzed the conditions required to minimize noise
at a fixed temperature and bandwidth in detecting the force gradient for
different tip–sample interaction force laws [178]. They find that the noise in
the z-position of the tip is minimized when (a) the cantilever oscillation is less
than or comparable to the minimum distance between the cantilever tip and
the sample, and (b) k lies in the range between 500 and 3,000Nm−1.

Evidently, when using force gradients to image samples at the atomic
length scale, a small tip oscillation amplitude that is noisy is better than
a large and well defined amplitude of oscillation. In other words, immersing
the tip in the interaction force is better than allowing the tip to interact with
the sample for only a short time interval during each period of oscillation.

Three experimental approaches have evolved to faithfully monitor tip
motion in FM-AFM experiments. One approach is based on the use of opti-
cal beam bounce techniques to monitor the motion of ultra-small cantilevers
with a size designed to increase k by orders of magnitude when compared to
conventional cantilevers. The second approach is to utilize stiff vibrating bars
(tuning forks) that have inherently high k. The third approach is to use opti-
cal heterodyne circuits to measure the Doppler shift of a laser beam reflected
from the cantilever. All three approaches have been successfully explored by
the FM-AFM community.

Cantilevers suitable for FM-AFM tend to have a higher resonance fre-
quency than cantilevers used in AM-AFM, and advanced fabrication tech-
niques are pushing cantilever dynamics well into the mega hertz regime
[179, 180]. The advantage that high frequency cantilevers offer is primarily
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speed. There are two primary considerations. First, a higher natural frequency
implies an intrinsic ability to image dynamic processes. Second, as a PLL
or lock-in amplifier requires a set number of oscillation cycles to measure
phase accurately, a higher frequency enables a more rapid response time of
the controlling electronics simply because the resonance frequency is high, the
settling time for phase detection is shortened because the period of oscillation
is reduced. As a consequence, the required time for the tip to settle to a fixed
height above the sample is reduced, thus enabling faster scanning.

Unfortunately, for high Q cantilevers, there are other trade-offs that limit
faster scanning. It is well established that any sudden perturbation during
AFM image acquisition will cause the tip to oscillate in a damped motion [181].
If the tip is modeled as a simple damped oscillator, the time constant for ring
down is given by

τ =
Q

πf0
. (18.9)

Clearly, for high Q, this decay time becomes excessive, resulting in a much
slower scanning speed. However, by increasing the cantilever frequency while
maintaining a high Q, the ring down time in (18.9) can be reduced with a
resulting increase in the scanning speed.

18.4.3 Dynamic Characteristics of High Frequency
Cantilevers and Tuning Forks

The need for producing very high frequency cantilevers should be clear.
High frequency cantilevers can be fabricated by stiffening the cantilever sig-
nificantly, usually by increasing the thickness and decreasing the length.
Alternatively, if the mass of the cantilever is reduced, the natural frequency
will also increase. This implies that very thin, very short cantilevers are
required. Again there are trade-offs because very high stiffness is not neces-
sarily desirable as the intermittent contact force between the tip and sample
also increases with k. A solution is to fabricate cantilevers with moderately
high stiffness but ultra-small mass. The free vibration spectra of such a
typical ultra-small cantilever, with a first transverse bending eigenmode fre-
quency near 1.6MHz, has been measured using a Doppler laser interferometer
and is plotted in Fig. 18.6. The interferometer provides a direct measure of
cantilever’s oscillation, which in this case was only ∼2.7 nm at resonance.

An innovative development in the implementation of FM-AFM techniques
was the realization that quartz tuning forks could be used to replace the tra-
ditional cantilever [182,183]. Commercially available tuning forks are used as
high accuracy oscillators, and take full advantage of the piezoelectric proper-
ties of quartz. Tuning forks have a number of advantages over conventional
cantilevers (a) because quartz is piezoelectric, the detection of the motion of
a tuning fork tine is electrical and does not require a laser beam and a quad-
rant photodiode, (b) k of the tuning fork is high (∼104 Nm−1), obviating any
jump-to-contact complications, (c) Q of the quartz tuning fork is ∼9,000 in
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Fig. 18.6. Optical images and experimentally measured vibration spectra and
three-dimensional eigenmodes of a high frequency microcantilever. These data were
acquired by mounting the microcantilever chip on a dither piezo exciter and measur-
ing the vibration response in a Polytec MSA-400 Scanning Laser Doppler Vibrometer
system. The vibration spectra plotted correspond to data collected near the free end
of the cantilever. The first and second bending eigenmodes are designated as B1 and
B2. The sharp resonance near 500 kHz and the smaller broadband resonance near
1.4 MHz are associated with the cantilever mount

air, reaching values of ∼40,000 in high vacuum, (d) the thermal expansion
coefficient of quartz along certain crystallographic directions is many times
smaller than for Si[110] cantilevers, leading to a resonator frequency that is
inherently more stable than a conventional Si AFM cantilever [177], and (e)
because quartz tuning forks are mass produced for widespread use in the
electronics industry, they have highly reproducible mechanical properties and
their per unit cost is ∼100 times less than for a typical microfabricated AFM
cantilever.

Two different techniques to implement tuning fork FM-AFM have been
proposed. Both techniques require the attachment of a sharp tip to one end of
a tuning fork tine. The tip can be or insulating, depending on the experiment
performed. One implementation requires the immobilization of the tine that
does not include the tip. This tactic obviates the need to use tips that have
a small mass, but requires care in immobilizing the tine, least the Q of the
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tuning fork is markedly degraded. A second implementation uses the tuning
fork as is, allowing both tines to oscillate freely. Attaching a small tip to one
tine produces a sensitive force sensor for FM-AFM experiments. A drawback
of the second implementation is the requirement that the tip mass be small
compared to the mass of the tine, otherwise, the resonance frequencies of the
two tines will deviate. If this condition is not satisfied, the resulting oscillation
becomes asymmetric and the amplitude of the tip oscillation can no longer be
accurately inferred from the current that develops when a voltage is applied
to the tuning fork.

The vibration spectrum from a typical, commercially available 100 kHz
tuning fork operating under ambient conditions is plotted in Fig. 18.7. The
oscillation spectrum was measured fork using a laser Doppler vibrometer. To
obtain this spectrum, the base of the tuning fork (no tip attached) was rigidly
mounted and an applied voltage of 100mV at a variable frequency was applied
to the tuning fork electrodes. By scanning the laser beam over one tine of the
tuning fork, the Doppler vibrometer measures the velocity of the tine at a
grid of different positions, allowing a convincing determination of the tine
motion when a dominant eigenmode of oscillation is excited. This eigenmode
identification is not possible by simply measuring the voltage that develops
across the tuning fork as a function of the drive frequency.

Fig. 18.7. Optical images and experimentally measured vibration spectra and
three-dimensional eigenmodes of a quartz tuning fork. These data were acquired
by mounting the microcantilever chip on a dither piezo exciter and measuring the
vibration response in a Polytec MSA-400 Scanning Laser Doppler Vibrometer sys-
tem. The vibration spectra plotted correspond to data collected near the free end
of one tine of the tuning fork
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The dominant eigenfrequencies are labeled in Fig. 18.7 as B1, T1, and B2.
The vibration B1 (at 100kHz) is the fundamental eigenmode of the tuning
fork and corresponds to the out of phase motion of each tine beating against
one another. B2 (at 540kHz) is identified as the second eigenmode of oscil-
lation. T1 (at 460kHz) is unambiguously identified as a torsional eigenmode
of oscillation. From the velocity data at the first resonance (B1), a ∼1.2nm
amplitude of oscillation of the tine is inferred.

To date, little use of the higher-order eigenmodes has been made in FM-
AFM, but this situation is rapidly changing since recent force spectroscopy
measurements have utilized the B2[24,27,184] and B3[32] transverse bending
eigenmodes of a cantilever using FM-AFM techniques. The advantage of this
approach is twofold: (a) the effective stiffness of B2 is ∼40–80 times the first
bending eigenmode [14], and (b) the intrinsic shape of B2 dictates a small
amplitude for the tip oscillation.

The large effective stiffness enabled force spectroscopy experiments with
a cantilever oscillation amplitude thought to be as small as 28 pm [184]. We
anticipate more work in this area in the next few years, with a natural exten-
sion to tuning forks as the increased frequency of the higher-order bending
eigenmodes implies a proportionately larger current [185].

18.4.4 Higher Harmonics in FM-AFM

Higher harmonics in FM-AFM arise from the nonlinear force acting on the
tip. The response of the tip oscillating in a nonquadratic potential well can
be described by the Fourier series [121]

q(t) =
∞∑

n=0

An cos (2πnft). (18.10)

If the primary amplitude is sufficiently small, it can be shown that the ampli-
tude An of the nth harmonic can be related to the nth derivative of the
tip–sample force [130]. Thus, in principle, information about the tip–sample
force can be recovered by monitoring the emergence of higher harmonics.

As previously mentioned, in the limit of small amplitude, the tip–sample
interaction force can be replaced by its gradient at the equilibrium point.
This results in a quadratic potential well that eliminates higher harmonics.
In FM-AFM, where amplitudes are small, but not too small, a small higher
harmonic content should emerge [121]. Giessibl has discussed higher harmon-
ics within the context of FM-AFM [130], predicting sub-picometer amplitudes
that would be difficult to detect via optical beam bounce detection schemes.
The tuning fork, however, is ideally suited for this application because of the
proportional dependence of the current generated with frequency, resulting in
a built-in amplification of higher harmonic content [130, 185]. Indeed, using
higher harmonic imaging and a tuning fork force sensor, subatomic structure
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has been reported in FM-AFM images of a graphite surface imaged by a tung-
sten tip [2]. Finally, the use internal resonance of harmonic cantilevers [61–66]
to enhance higher harmonic content is unlikely in FM-AFM at least under
ambient or vacuum conditions. Since quality factors are so large, any slight
deviation of the frequency ratio of two eigenmodes will doom this approach.

18.4.5 FM-AFM Under Liquids

Traditionally, FM-AFM requires high Q for implementation, but recent devel-
opments have shown that it is possible to implement FM-AFM techniques
under liquids. Operation under liquids highlights two important differences
from FM-AFM operation in vacuum. First, the Q of the cantilever resonance is
greatly reduced by orders of magnitude from ambient conditions. Second, the
double layer that forms at the sample’s surface under liquid effectively elimi-
nates the short-range attractive force influencing the tip’s motion in vacuum.
Based on (18.8), a low Q implies an increase in frequency noise, suggesting
that any implementation of FM-AFM will be less than optimal. However,
by reducing the oscillation amplitude to the scale of a chemical bond, the
sensitivity of the frequency signal to the short-range interaction forces is evi-
dently enhanced, allowing the resolution of molecular scale features under
liquids [186].

Progress in the development of new FM-AFM techniques resulting in
higher resolution images under liquids continues at a rapid pace. Recently, a
heterodyne optical beam detection method has been developed that extends
the ability of FM-AFM into the mega hertz regime [187]. Atomic resolution
under water of both mica [186,188] and calcite [189] surfaces has been achieved
(see Fig. 18.8). Under-water images of the major and minor grooves of plasmid
DNA has been reported [190]. Evidence for solvation shells near an HOPG sur-
face using a MWCNT tip has appeared [191,192]. To further optimize scanning
under liquids, a number of technical improvements to increase the bandwidth
of all components are under development [193]. These include a faster response
of the position sensitive photodiode, the development of a fast phase detec-
tion scheme, the photo-thermal excitation of the cantilever’s motion, and
the development of high speed z-positioning stages. Further improvements in
under-water simulations taking into account realistic damping and dissipation
are also required [69, 194]. Clearly, FM-AFM is ready to address interesting
new biological problems in the near future.

18.5 Outlook

In this chapter we have provided an overview of some of the key advances in
cantilever dynamics and nonlinear effects in dAFM over the past two decades.
Specifically we have dealt with multiple eigenmodes of cantilevers and tuning
forks, the trade-offs in optimizing the dynamic response of cantilevers for
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Fig. 18.8. Atomically resolved FM-AFM image of mica under water. (Reproduced
with permission from [186])

dAFM, and the nonlinear probe dynamics of tip sample interaction that are
central to dAFM operation.

Research efforts in the first decade since birth of dAFM [1] focused on
a number of interesting applications of the technique. In the second decade,
many advances were made to experimental techniques and the theoretical
basis of dAFM towards the goal of making it more quantitative and easy
to use. The coming third decade will likely see a strong emphasis on greatly
improved performance or functionality. This new phase of dAFM development
will necessarily require a deep understanding of cantilever dynamics towards
(a) the development of new optimized high-bandwidth probes, (b) new mate-
rial contrast imaging modes or methods to achieve atomic resolution, (c) new
imaging control hardware or algorithms for reduced error, fast scanning, and
(d) for new cantilever motion detection techniques.

As this chapter has shown, a large body of literature is testament to the
efforts that have taken place to understand cantilever dynamics and nonlinear
effects in dAFM. However, many venues of research remain open in this area,
specifically, (a) nonlinear dynamics of soft microcantilevers in liquids, (b)
nonlinear dynamics of multifrequency AFM, and (c) the optimal design of
microcantilevers for tuning the properties of specific eigenmodes. We expect
to see significant progress on these issues in the coming years.

This material is based in part upon work supported by the National Sci-
ence Foundation under Grant Numbers CMMI-0700289, and CMMI-0927648.
Any opinions, findings, and conclusions or recommendations expressed in this
material are those of the authors and do not necessarily reflect the views of
the National Science Foundation.
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